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Preface 

There's Plenty cfRoarn ctt the Rottom 

Richard P Feynmnn 19.59 

Thew's even more Room at the Top 

Jean-Murie Lehn 1995 

Nanotechnology and nanoscience are concerned with material science and its application at, 
or around, the nanometer scale (1 nm = 10-' m, 1 billionth of a meter). The nanoscale 
can be reached either from the top down, by machining to smaller and smaller dimensions, 
or from the bottom up, by exploiting the ability of molecules and biological systems to self- 
assemble into tiny structures. individual inorganic and organic nanostructures involve clusters, 
nanoparticles, nanocrystals, quantum dots, nanowires, and nanotubes, while collections of 
nanostructures involve arrays, assemblies, and superlattices of individual nanostructures. 

Rather than a new specific areii of science, nanoscience is a new way of thinking. Its 
revol~tion~ary potential lies in its intrinsic multidisciplinarity. Its development and successes 
depend strongly on efforts from, and fruitful interactions among, physics, chemistry, mathe- 
matics, life sciences, and engineering. This handbook intends to contribute to a broad com- 
prehension of what are nanoscience and nanotcchnology. 

It is an introductory, reference handbook that summarizes terms and definitions, most 
important phenomena, regulations, experimental and theoretical tools discovered in physics, 
chemistry, technology and thc applicalion of nanostructures. We present a representative col- 
lcction of fundamental terms and most important supporting definitions taken From general 
physics and quantum mechanics, material science and technology, mathematics and informa- 
tion theory, organic and inorganic chemistry, solid slate physics and biology. As a result, fast 
progressing nanoelectronics and optoelectronics, molecular electronics and spintronics, nano- 
fabrication and -manufacturing, bioengineering and quantum processing of informalion, an 
area of fundamental importance for the information sclciety of the 21 st century, are covered. 
More than 1300 entries, from a few sentences to a page in length, are given, for beginners to 
professionals. 

The book is organized as follows: Tenns and definitions are arranged in alphabetical order. 
Those printed in bold within an article have extended details in their alphabetical place. Each 
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VIII Prefuce 

section in the book interprets the term or definition under consideration and briefly presents 
the main features of the phenomena behind it. The great majority of the terms have addi- 
tional information in the form of notes such as "First described in: . . . ", "Recognition: . . . ", 
"More derails in: . . . ", thus giving a historical perspective of the subject with reference to fur- 
ther sources of extended information, which can be articles, books, review articles or websites. 
This makes it easier for the willing reader to reach a deeper insight. Bold characters in formu- 
las synlholize vectors and matrices while normal characters are scalar quantities. Symbols and 
constants of a general nature are handled consistently throughout the book (see Fundamental 
Constants Used in Formulas). They are used according to the TUPAP convention. 

The book will help undergraduate and Ph. D students, teachers, researchers and scientific 
managers to understand properly the language used in modern nanoscience and nanotechnol- 
ogy. It will also appeal to readers from outside the nanoworld community, in particular to 
scientific journalists. 

Comments and proposals related to the book will be appreciated and can be sent to 
borisenkom bsuir.unibel.by andor to ossicini @unirnore.it. 

It is a pleasure for us to acknowledge our colleagues who have supported this work. Their 
contribution ranges from writing and correction of some particular articles to critical com- 
ments and useful advice. In particular, we wish to thank (in alphabetical order) F. Arnaud 
d7Avitaya, L. J. Balk, C. M. Bertoni, V. P. Bondarenko, E. Degoli, J. Derrien, R. Di Felice, 
P. Facci, H. Fuchs, N. V. Gaponenko, S. V. Gaponenko, L. I. Ivanenko, G. F. Karpinchik, 
S. Y. Kilin, S. K. Lazarouk, E. Luppi, I?. Manghi, R. Magri, M. Michailov, D. B. Migas, 
V. V. Nelaev, L. Pavesi, N. A. Poklonski, S. L. Prischepa, V. L. Shaposhnikov, G.  Treglia, 
G .  P. Yablonskii, A. Zaslavsky. 

Victor E. Rorisenko and Stefano Ossicini 

Minsk and Modena-Reggio Emilia 
April 2004 



Sources of Information 

Besides personal knowledge and experience and the scientific journals and books cited in the 
text, the authors also used the following sources of information: 

Encyclopedias and Dictionaries 
[I] Encyclopedic Dictionary cfPhysirs, edited by J .  Thewlis, R. G. Glass, D. J. Hughes, A. 
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pany, San Francisco 1980). 
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[7] J. D. Watson, M. Gilman, J. Witkowski, M. Zoller, Recombinant DNA (Scientific Amer- 
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XI1 Fundummtal Consrants Used in Fnrrndas 

Fundamental Constants Used in Formulas 

Bohr radius 

light speed in vacuum 

charge of an electron 

Planck constant 

reduced Planck constant 

imaginary unit 

Boltxmann constant 

electron rest mass 

Avogadro constant 

universal gas constant 

radius of an electron 

fine-structure constant 

permittivity of vacuum 

permeability of vacuum 

Bohr magneton 

Stefan-Boltzmann constant 
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A: From Abbe's principle to Azbe1'-Kaner Cyclotron 
Resonance 

Ahhe's principle states that the smallest distance that can be resolved between two lines by 
optical instruments is proportional to the wavelength and inversely proportional to the angular 
distrihuticm of the light observed (<in,,, = X/n sin tr) .  It establishes a prominent physical prob- 
lem, known as the "diffraction limit". That is why it is also called Abbe's resolution limit. 
No matter how perfect is an optical instrument, its resolving capability will always have this 
diffraction limit. The limits of light microscopy are thus determined by the wavelength of 
visible light, which is 400-700 nm, the maximum resolving power of the light microscope 
is limited to about half the wavelength, typically about 300 nm. This value is close to the 
dirtmeter of a strxall bacterium, and viruses, which cannot therefore be visualized. To attain 
suhlight microscopic resolution, a new type of instrument is needed; as we know today, accel- 
erated electrons, which have a much smaller wavelength, are used in suitable instruments to 
scrutinize structures down to the I nm range. 

The diffraction limit of light was first surpassed by the use of scanning near-field optical 
microscopes; by positioning a sharp optical probe only a few nanometers away from the 
object, the regime of far-field wave physics is circumvented, and the resolution is determined 
by the probe-sample distance wd by the si7e of the probe, which is scanned over the sample. 

First described in: E.  Abbe, Bcitriigc ZUI Thcuric des Mikroskops und der rnikro~kopischen 
Whhrnehrnung, Schultzes Archiv fijr mikroskopische Anatomie 9, 413-668 (1873). 

Abbe's resolution limit - see Abbe's principle. 

aherration - any image defect revealed as distortion or blurring in optics. This deviation 
from perfect image formation can be produced by optical lenses, mirrors and electron lens 
systems. Examples are astigmatism, chromatic or lateral aberration, coma, curvature of Lield, 
distortion, spherical aberration. 

In astronomy, it is an apparent angular displacement in the direction of motion of the 
observer of any celestial object due to the combination of the velocity of light and of the 
velocity of the ohserver. 

ab initio (approach, theory, calculations, . . . ) - Latin meaning "from the beginning". It sup- 
poses that primary postulates, also called first principles, form the background of the referred 
theory, approach or calculations, The primary postulates are not so directly obvious from 
experiment, but owe their acceptance to the fact that conclusions drawn from them, often by 
long chains of reasoning, agree with experiment in all of the tests which have been made. For 



2 Abneylaw 

example, calculations based on the Schrvdinger wave equation, or on Newton's equations 
of motion or any other fundamental equations, are considered to be ah initio calculations. 

Abney law states that the shift in apparent hue of spectral color that is desaturated by addition 
of white light is towards the red end of the spectrum if the wavelength is below 570 nm and 
towards the blue if it is above. 

Abrikosov vortex - a specific arrangement of lines of a magnetic field in a type I1 supercon- 
ductor. 

First desrrih~d in: A. A. Abrikosov, An influence oj'the size on the criticul,fieldafor type I1 
superconductors, Doklady Akademii Nauk SSSR 86(3), 489-492 ( 1  952) - in Russian. 

Recognition: in 2003 A. A. Abrikosov, V. L. Ginzburg, A. J. Leggett received the Nobel 
Prize in Physics for pioneering contributions to the theory of superconductors and superfluids. 

See also www.nobel.se/physics/laureates/2003/index.html. 

absorption - a phenomenon arising when electromagnetic radiation or atomic particles enter 
matter. In general, two kinds of attenuation accompany the radiation and particles coming 
through matter, these are absorption and scattering. In the case of radiation, both obey a 
similar law 1 = I,, ~ x p ( - a x ) ,  where To is the intensity (flux density) of radiation entering 
the matter, I is the intensity of radiation at the depth z. In the absence of scatter, a is the 
absorption coefficient, and in the absence of absorption, n is the scattering coefficient. If 
both forms of attenuation are present, a is termed the total absorption coefficient. See also 
dielectric function. 

acceptor (atom) - an impurity atom, typically in semiconductors, which accepts electron(s). 
Acceptor atoms usually form electron energy levels slightly higher than the uppermost field 
energy band, which is the valence band in semiconductors and dielectrics. An electron from 
this band is readily excited into the acceptor level. The consequent deficiency in the previously 
filled band contributes to hole conduction. 

acoustic phonon - a quantum of excitation related to an acoustic mode of atomic vibrations 
in solids. For more details see phonon. 

actinic - pertaining to electromagnetic radiation capable of initiating photochemical reac- 
tions, as in photography or the fading of pigments. 

actinodielectric - a dielectric exhibiting an increase in electrical conductivity when electro- 
magnetic radiation is incident upon it. 

activation energy - the energy in excess over a ground state, which must he added to a system 
to allow a particular process to take place. 

adatom - an atom adsorbed on a solid surface. 

adiabatic approximation is used to solve the Schriidinger equation for electrons in solids. 
It assumes that a change in the coordinates of a nucleus passes no energy to electrons, i. e. the 
electrons respond adiabatically, which then allows the decoupling of the motion of the nuclei 
and electrons motion. See also Born-Oppenheimer approximation. 



Aharonov-Rohm effect 3 

adhesion - the property of a matter to cling to another matter, controlled by intermolecular 
forces at their interface. 

adiabatic principle - perturbations produced in a system by altering slowly the external con- 
ditions result, in general, in a change in the energy distribution in it, but leave the phase 
integrals unchanged. 

adiabatic process - a thermodynamic procedure which take place in a system without ex- 
change of heat with the surroundings. 

adjacent charge rule states that it is possible to write fonnal electronic structures for some 
molecules where adjacent atoms have formal charges of the same sign. The Pauling formula- 
tion (1939) states that such structures will not be important owing to instability resulting from 
the charge distribution. 

ad-joint operator - an operator B such that the inner products (Ax, y) and (x, By) are equal 
for a given operator A and for all elements z and y of the Hilbert space. It is also known as 
an associate operator and a Hermitian conjugate operator. 

adjoint wave functions - functions in the Dirac electron theory, which are formed by apply- 
ing the Dirac matrix to the adjoint operators of the original wave functions. 

admittance - a measure of how readily alternating current will flow in an electric circuit. It 
is the reciprocal of impedance. The term was introduced by Heaviside ( 1  878). 

adsorption - a type of absorption, in which only the surface of a matter acts as the absorbing 
medium. Physisorption and chemisorption are distinguished as adsorption mechanisms. 

AES - acronym for Auger electron spectroscopy. 

affinity - see electron affinity. 

Aharonov-Bohm effect - the total amplitude of electron waves at :a certain point oscillates 
periodically with respect to the magnetic flux enclosed by the two paths due to the interference 
effect. The design of the interferometer appropriate for experimental observation of this effect 
is shown in Figure 1. Electron waves come from the waveguide to the left terminal, split into 
two equal amplitudes going around thc two halves of the ring, meet each other and interfere 
in the right part of the ring, and leave it through the right terminal. A small solenoid carrying 
magnetic flux cI, is positioned entirely inside the ring so that its magnetic field passes through 
the annulus of the ring. It is preferable to have the waveguide sufficiently small in order to 
restrict the number of possible coming electron modes to one or a few. 

The overall current through the structure from the left port to the right one depends on the 
relation between the length of the ring arms and the inelastic mean free path of the electrons in 
the ring material. If this relation meets the requirements for quasi-ballistic trimsport, the cur- 
rent is determined by the phase interference of the electron waves at the exit (right) terminal. 
The vector potential A of the magnetic field passing through the ring annulus i\ azimuthal. 
Hence electrons travelling in either arms of the ring move either parallel or antiparallel to the 
vector potential. As a result, there is a difference in the phases of the electron waves coming to 
the exit port from different arms. It is defined to be A* = 2 ~ ( @ / @ ~ ) ,  where Go = h , / ~  is the 
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Figure I: Schcinatic layclut of the inte~t'crometer for observation of thc Aharonov-Rohm effect. 
Thc small solcnoid inside thc ring produccs the magnetic ficld of the flux Q enclwed between 
the two arms and characteri~ed by the vector potcntid A. 

quantum of flux. The interference of the electron waves appears to be pcriodic in the number 
of flux quanta passing through the ring. It is constructive when @ is a multiple of and 
destructive halfway between. It produccs a periodic modulation in the transverse conductance 
(resistance) of the ring by the magnetic field, which is known as the magnetic Aharonov- 
Bohm effect. It is worthwhile to note here that real devices hardly meet the requirements 
for observation of the "pure" Aharonov-Bohm effect. The point is that the magnetic field 
penetratcs the arms of the interferometer, nol just the area enclosed by them. This leads to 
additional current variations at high magnetic fields, while the enclosed flux dominates at low 
magnetic fields. 

First described in: Y. Aharonov, D. Bohm, Signijcance of electromagnetic potential5 in 
the quantum theory, Phys. Rev. 1 lS(3), 48549 1 (1959). 

Airy equation - the second order differential equalion ~ I ~ ~ y / d z "  zy, also known as the 
Stokes equation. Here a represents the independent variable and y is the value of the function. 

Airy functions - solutions of the Airy equation. The equation has two linearly indepen- 
dent solulions, conventionally taken as the Airy integral functions Ai(s) and Bi(z). They 
are plotted in Figure 2. There are no simple expressions for them in terms of elementary 
functions, while for large absolute values of r: Ai(x) - T - ' / % ~  ' I4 exp[- (2/3)r3/'], 
Ai(-.I:) N ( 1 / 2 ) ~ - ' / ~ z - ~ / * ( . o s [ - ( 2 / 3 ) ~ ~ ' / '  - n / 4 ] .  Airy functions arise in solutions of 
the Schriidinger equation for some particular cases. 

First descrihpd in: G .  B. Airy, An Elementury 7i-eatisr on Partial Differential Equations 
( 1  866). 

Airy spirals - spiral interference patterns formed by quartz cut perpendicularly to the axis in 
convergent circularly polarized light. 

aldehydes -organic compounds that have at least one hydrogen atom bonded to the carbonyl 
group (>C = 0). These may be RCHO or ArCHO compounds with R represcnting an alkyl 
group (-C,HZ,,+, ) and Ar representing aromatic ring. 
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Figure 2: Airy functions. 

algorithm - a set of well-defined rules for the solution of a problem in a finite number of 
steps. 

alkanes - see hydrocarhons. 

alkenes - see hydrocarbons. 

alkyl groups - see hydrocarbons. 

allotropy - the property of a chemical element to exist in two or more different structural 
modifications in the solid state. The term polymorphism is used for compounds. 

alternating current Josephson effect - see Josephson effects. 

Al'tshuler-Aronov-Spivak effect clccurs when the resistance of the conductor in the shape 
of a hollow cylinder oscilli~tes as a function of the magnetic flux threading through the hol- 
low with n period of hc/2e. This effect was predicted for the diffusive regime of the charge 
transport where the mean free path of the electrons is much smaller than the sample size. The 
conduclance amplitude of the oscillations is of the order of eylh and depends on the phase 
coherence length over which an electron maintains its phase coherence, Coherent backscat- 
tering of an electron when there is interference in a pair of backscattered spatial waves with 
time-reversal symmetry causes the oscillations. 

Firsl desrr ib~d in: B. L. Al'tshuler, A. G. Aronov, B. Z. Spivak, Ahamnov-Bohm efect in 
non-ordered rondurtors, Pis'ma Zh. Eksp. Teor. Fiz. 33(2), 10 1-1 03 (1981) - in Russian. 

amides - organic compounds that are nitrogen derivates of carboxylic acids. The carbon 
atom of a carbonyl group (>C = 0) is bonded directly to a nitrogen atom o l a  -NH2, -NHR 
or -NR2 group, where R represents an alkyl group (-C,,F12,,+1 ). The general formula of 
aniidcs is RCONH2. 

amines - organic compounds that itre iiminonia molecules with hydrogen substituted by alkyl 
groups (-C, HYn+, ), or aromatic rings. These can be RNH2, R2NH, or R,3N, where R is an 
alkyl or aromatic group. 



6 Amontons' law 

Amontans' law currently supposes the statemenl lhat the friction force between two bodies 
is directly proportional, to the applied load (normal), with a constant of proportionality that is 
the friction coefficient. This force is constant and independent of the contact arca, the surface 
roughness and the sliding velocity. 

In fact, this statement is a combination of a few laws: the law of Euler and Amontons 
stating that friction is proportional lo thc loading force, the law of Coulomb (see Coulomb 
law (mechanics)) stating that friction is independent of the velocity, the law of Leonardo da 
Vinci stating that friction is independent of the area of contact. 

amorphous solid - a solid with no long-range atomic order. 

Ampere currents - molecular-ring currents postulated to explain the phenomenon of mag- 
netism as well as the apparent nonexistence of isolatcd magnetic poles. 

Amph-e's law , as amended by Maxwell, stales lhat the magnetomotive force round any 
closed curve equals the electric current flowing lhrough any closed surface bounded by the 
curve. The force appears clockwise to an observer looking in the direction of the current. It 
means that H dl = 1, where H is the magnetic field strength and I is the current enclosed. 
The linear integral is taken round my closed path. If the current is flowing in a conducting 
medium, I = J ds, where J is thc current density. Finally, it may be shown that V s H  = J, 
which is a statement of Ampkre's law at a point in a conducting medium. 

First described by A. Ampbre in 1820. 

Arnpke's rule states that the direction of the magnctic field surrounding a conductor will be 
clockwise when viewed from the conductor if the direction of current flow is away from the 
observer. 

First described by A. Amphe in 1820. 

Ampike's theorem states that an electric current flowing in a circuit produces a magnctic 
field at external points equivalent to that due to a magnctic shell whose bounding edge is the 
conductor and whose strength is equal to the strength of the current. 

First ckscribed by A. Amphre in 1820. 

Andersen-Nose algorithm - a method used in molecular dynamics simulation for numer- 
ical integration of ordinary differential equation systems based on a quadratic presentation of 
time-dependent atom displacement. 

First described in: S ,  Nose, F. Yonezawa, Zsothrrmal-isobaric computer simulations of 
melting and crystullization qf a Lennard-Jonc~s system, J .  Chem. Phys. 84(3), 1803-1 8 12 
(1986). 

Anderson localization means that the electron wave function becomes spatially localized and 
the conductivity vanishes at zero temperature when the mean free path of electrons is short 
comprtrrable to the Fermi wavelength (XF = 2 ~ / k ~ ) ,  multiple scattering becomes important. 
Metal-insulator transition takes place due to disordering. In the localized states, the wave 
function decays exponentially away from the localization center, i. e. $ ( r )  -v ~xp(-TIC), 
where < is callcd the localization length. Anderson localization depends strongly on dimen- 
sionality. 
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First described in: P. W. Anderson, A b s ~ n c ~  qf diffusion in certain rundom lattires, Phys. 
Rev. 109(5), 1492-1505 (1958). 

Recognition: in 1977 P. W. Anderson, N. F. Mott and J. H. van Vleck received the Nobel 
Prize in Physics for their fundamental theoretical investigations of the electronic structure of 
magnetic and disordered systems. 

See also www.nohel.se/physics/laureates/l977/index.html. 

Anderson rule, also called the electron affinity rule, states that the vacuum levels of two 
materials forming a heterojunction should be lined up. It is used for the construction of 
energy band diagrams of hetero.junctions and quantum wells. 

The electron affinity x of the materials is used for the lining up procedure. This material 
parameter is nearly independent of the position of the Fermi level, unlike the work function, 
which is measured from the Ferrni level and therefore depends strongly on doping. 

A B 
vacuum level 

""""'7 

Figure 3: Alignment of the bands at a hctcrqjunction according to Anderson's rulc. 

Figure 3 shows the hand alignment at the interface between small band gap material A 
with electron affinity X* w d  large band gap material B with electron affinity y~ supposing 

> X H .  According to the rule the offset of the conduction band A& = AECs - AE( A = 
X* - XR. Correspondingly, the offset of the valencc band AE, can be predicted from the 
above diagram accounting for both electron affinities and band gaps of the materials. At 
it temperature above absolute 7ero the misalignment of the Fermi levels, if there is any, is 
eliminated by redistribution of free charge carrier.: at the interface between the barrier and 
well regions. 

The validity of the rule was discussed by H. Kroemer in his paper Probl~ms in the theov 
of hhpt~rojunrtion discontinuitirs CRC Crit. Rev. Solid State Sci. 5(4), 555-564 (1 975). The 
hidden assumption about the relation between the properties of the interface between two 
semiconductors and those of the much more drastic vacuum-to-semiconductor interface is a 
weak point of the rule. 



8 Andreev process 

First described in: R. L. Anderson, Germanium-gallium arsmide heternjunction, TBM J. 
Res. Dev. 4(3), 283-287 (1960). 

Andreev process -reflection of a quasiparticle from the potential barrier formed by a normal 
conductor and superconductor when the barrier height is less than the particle energy. It 
results in a temperature lcap at the barrier if a heat flow takes place there. The conductor part 
of the structure can be made of a metal, semimetal or degenerate semiconductor. 

The basic concept of the process is illustrated schematically in Figure 4 for an electron 
crossing the interface between a conductor and a superconductor. 

incident electron 't 
'3 Cooper f 

metal superconductor 

Figure 4: Andreev reflection process. 

There is a superconducting energy gap opened up for a single electron on the supercon- 
ductor side. Thus, an clcctron approaching the barrier from the metal side with energy above 
the Fermi level, but still within the gap, cannot be accommodated in the superconductor as 
ii single particle. It can only form a Cooper pair there that needs an additional electron to 
come from the metal side with energy below thc Fermi level. This removed electron leaves 
behind a hole in the Fermi see. If the incident electron has momentum fik, the generated hole 
has momentum -hk. It traces the same path as the electron, but in the opposite direction. 
Describing the phenomenon one says that the incident electron is reflected as a hole. 

First describd in: A. F. Andreev, Thermal ronriurtivity of'the intrrmediate state qf super- 
mndurtors, Zh. Exp. Teor. Fiz. 46(5), 1823-1 928 ( 1964). 

anisodesmic structure -a  structure of an ionic crystal in which bound groups uf ions tend to 
be formed. See also mesodesmic and isodesmic structures. 

Angstrom - a metric unit of length that corresponds to 10-'" m. The atomic diameters are in 
the range of 1-2 A. It is named in honor of the 19th-century physicist Anders Jonas Angstrom, 
one of the founders of modern spectroscopy. 

angular momentum - the energy of a rotating particle. It is quanti~ed for quantum particles 
a\ TI2 = l(1 + l)h2, where 1 = 0 , 1 , 2 , .  . . , n - I ,  where 72, is the principal quantum number. 
In an atom electrons with 1 = 0 are termed s states, 1 = I, p states, 1 = 2, d states, 1 = 3, f 
states, 1 = 4, g \tate\. The letters s, p, d were first used to describe characteristic features of 



spectroscopic lines and stand for "sharp", "principal", and "diffuse". After d the letters run 
alphabetically. 

anisotropy (of matter) - different physical properties of a medium in different directions. 
Thc alternative is isotropy. 

anodizing = anodic oxidation, is the formation of an adherent oxide film on the surface of a 
metal or semiconductor when it is rtnodically polarized in a suitable electrolyte or plasma of 
an electric discharge in a gas. 

anomalous Zeeman effect - sce Zeeman effect. 

antibody - an inducible immunoglobulin protein produced by B lymphocytes of thc immune 
system, in humans and other higher animals, which recognizes and binds to a specific anti- 
gen molecule of a foreign substance introduced into the organism. When antibodies bind to 
corresponding antigens they set in motion a process to eliminate the antigens. 

antibonding orbital - the orbital which, if occupied, raises the energy of a molecule relative 
to the separated atoms. The corresponding wave function is orthogonal to that of the bonding 
state. See also bonding orbital. 

antiferroelectric - a dielectric of high permittivity, which undergoes a change in crystal struc- 
ture at a certain transition temperature, usually called the antiferroelectric Curie temperature. 
The antiferroelectric state in contrast to a ferroelectric state possesses no net spontaneous po- 
larization below the Curie temperature. No hysteresis effects are therefore exhibited by this 
type of material. Examples: BaTiOa, PbZr03, NaNbO3. 

antiferromagnetic - see magnetism. 

antigen -any foreign substance, such as a virus, bacterium, or protein, which, after introduc- 
tion into an organism (humans rind higher animals), elicits an immune response by stimulating 
the production of specific antibodies. It can also be any large molecule which binds specifi- 
cally to an antibody. 

anti-Stokes line - see Raman effect. 

anti-dot - a quantum dot made or a wider band gap semiconductor inlon a smaller band gap 
semiconductor, for example Si dot inton Ge substrate. It repels charge carriers rather than 
attracts them. 

anti-wires - thc quantum wires made of a wider band gap semiconductor inlon a smaller 
band gap semiconductor. They repel charge carriers rather than attract them. 

APFIM - acronym for atom probe field ion microscopy. 



10 approximate self-consistent molecular orbital method 

approximate self-consistent molecular orbital method - the Hartree-Fock theory as it 
stands is too time consuming lor use in large systems. However it can be used in a 
paramctrised form and this is the basis of many of the semi-empirical codes used like Com- 
plete Neglect of Differential Overlap (CNDO) and Intermediate Neglect of Differential 
Overlap (INDO). 

In the CNDO-method all integrals involving different atomic orbitals are ignored. Thus, 
the overlap matrix becomes the unit matrix. Moreover, all the two-center electron integrals 
between a pair of atoms are set equal and the resonmcc integrals are set proportional to the 
overlap matrix. A minimum basis set of valence orbitals is chosen using Slater type orbitals. 
These approximations strongly simplify the Fock equation. 

In the INDO-method the constraint present in CNDO that the monocentric two-electron 
integrals are set equal is removed. Since TNDO and CNDO execute on a computer at about the 
same speed and INDO contains some important integrals neglected in CNDO, TNDO performs 
much better than CNDO, especially in the prediction of molecular spectral properties. 

It is interesting to note that the first papers dealing with the CNDO method appear in 
a supplementary issue of the Journal of Chemical Physics that contains the proceedings of 
the International Symposium on Atomic and Molecular Quantum thcory dedicated to R. S. 
Mulliken (see Hund-Mulliken theory), held in the USA on 18-23 January 1965. 

First described in: J .  A. Pople, D. P. Santry, G. A. Segal, Approximate self-consistent 
molerular orbital theory. I. Invariant proredures, J .  Chem. Phys. 43(10), S 1293  135 (1 965); 
J. A. Pople, D. P. Santry, G. A. Segal, Approximate self-f-ronsistent moleculur orbital theory. II. 
Culculations with complete neglect of cliflermtial overlap, J. Chem. Phys. 43(10), S 136-S 15 1 
(1965); J. A. Pople, D, P, Santry, G. A. Segal, Approximate self ronsist~nt molecular orbital 
thwry. III. CNDO results,forAR2 undABs systems, J. Chem. Phys. 44(9), 3289-3296 (1965). 

More details in: J .  A Pople, Quantum chenziral models, Reviews of Modern Physics, 71 
(5), 1267-1 274 (1 999). 

Kero~nition: in 1998 J. A. Pople sharcd with W. Kohn the Nobel Prize in Chemistry for 
his development of computational methods in quantum chemistry. 

See also www.nobel.se/chemistryAaureates/l998/index.htmI. 

apriori -Latin meaning "before the day". It usually indicates some postulates or facts known 
logically prior to the referred proposition. It pertains to deductive reasoning from assumed 
axioms or self-evident principlcs. 

APW - acronym for augmented plane wave. 

argon laser - a type of ion laser with ionized argon as the active medium. It generates light 
in the blue and green visible light spectrum, with two energy peaks: at 488 and 5 14 nm. 

armchair structure - see carbon nanotuhe 

aromatic compounds - see hydrocarbons. 

aromatic ring - see hydrocarbons. 
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Arrhenius equation - the equation in the form V = Vo exp(-E,/kBT), which is often 
used to describe temperature dependence of a proccss or reaction rate V, where Vo is the 
temperature independent pre-exponential factor, E, is the activation energy of the process or 
reaction, 7' is the absolutc temperature. The plot representing log(V/Vo) as a function of 
l / k B T  or l / T  is callcd Arrhenius plot. It is uscd to extract the activaticln energy E, as the 
slope of a linear part of the curve. 

artificial atom(s) - see quantum confinement. 

atomic engineering - a set of techniques uscd to built atomic-sire structures. Atoms and 
molecules may bc manipulated in a variety of ways by using the interaction present in the 
tunnel junction of a scanning tunneling microscope (STM). In a sense, there is a possibility 
lo use the proximal probe in ordcr lo extend our touch to a realm where our hands arc simply 
too big. 

Two formal classes of atomic manipulation processes are distinguished: parallel processes 
and perpcndicular processes. In parallel processes an adsorbed atom or molecule i s  forced to 
move along the substrate surface. In perpendicular processes the atom or molecule is trans- 
fcrred from the surface to the STM lip or vice versa. In both processes the goal is the purpose- 
ful rearrangement of matter on the atomic scale. One may view the act of the rearrangement 
as a series of steps that results in the selective modification or breaking of chemical bonds be- 
tween atoms and subsequent creation of new ones. It i\ equivalent to a procedure thal causes 
a configuration of atoms to evolve along some time-dependent potential energy hyper-surface 
from an initial to a final configuration. Both points of view are useful in understanding physi- 
cal mcchanisrns by which atoms may be manipulated with a proximal probe. 

In parallel processes the bond between the manipulated atom and the underlying surface is 
never broken. This means that the adsorbate always lies within the absorption polcntial well. 
The relevant energy scale for these processes is the energy of the barrier to diffusion across 
the surface. This energy is typically in the range of 1/10 to 113 of the adsorption energy and 
thus varies from about 0.01 eV for weakly hound physisorbed atoms on a close-packed metal 
surface to I eV for strongly bound chemisorbed atoms. There are two parallel processes tested 
for atomic manipulation: field-assisted diffusion and a sliding process. 

The field-assisted diffusion is initiated by the interaction of a spatially inhomogeneous 
electric field of an STM tip with the dipole momcnt of an adsorbed atom. Thc inhomogeneous 
clcctric field leads to a potential cnergy gradient at the surface resulting in a field-assisted 
dircctional diffusion motion of thc adatom. In terms of the potential energy the process can be 
presented as follows. 

An atom in an electric field E(r)  is polari~ed with a dipole moment p = Ir +- z ~ ( r )  +. . ., 
where 11, is the static dipole moment, Z!E(r) thc induced dipole moment, and 2 the po- 
larizability tensor. Thc related spatially dependent energy of the atom is given by lJ(r) = 

-pE(r )  - 1 / 2 z ( r ) ~ ( r ) ~ ( r )  + . . . This potential energy is added to thc periodic potential at 
the substrate surface. Weak periodic corrugation of the energy occurs. The resulting potential 
relicfs are shown in Figure 5. A broad or sharp potential well is formed under the STM tip, 
depending on the particular interaction between the tip, adatom and substrate atoms. The in- 
teraction of the electric field with the adsorbrite dipole moment gives riw to a broad potential 
well. The potential cnergy gradient causes thc adatom to diffuse towards the potential mini- 
mum under the tip. When there is a strong attraction of the adsorbate to the tip by chemical 
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binding, this leads to a rather steep potential well locating directly below the tip apex. The 
adsorbate remains trapped in the well as the tip is moved laterally. 

E(r) = 0 

tip 
a 

b c 

Lateral position 

Figure 5: Schematic of the potential energy of an adsorbed atom as a function of its lateral 
position on a surl'ace abovc which is located the STM tip. 

Realization of field-assisted diffusion needs the substrate to be positively biased. At a neg- 
alivc substrate polarity the static and induced dipole terms being opposite in sign compensate 
each other. In this case no potential well and related stimulating energy gradient for diffusion 
are produced. 

The sliding process supposes pulling of an adsorbate across the surface by the tip of a 
proximal probe. The tip always exerts a force on an adsorbate bound to the surface. One 
component of this force is due to the interatomic potential, that is, the chemical binding force, 
between the adsorbate and the outennost tip atoms. By adjusting the position of the tip one 
may tune the magnitude and the direction of the force exerted on the adsorbate, thus forcing 
it to move across the surface. 

The main steps of atomic manipulation via the sliding process are depicted in Figure 6. 
The adsorbate to be moved is first located with the STM in its imaging mode and then the 
tip is placed near the adsorbate (position "a"). The tipadsorbatc interaction is subsequently 
increased by lowering the tip toward the adsorbate (position "b"). This is achieved by changing 
the requircd tunnel current to a higher value and letting the feedback loop move the tip to a 
height which yields the higher demanded current. The adsorbate-tip attractive force must be 
sufficient to keep the adsorbate located beneath the tip. The tip i s  then moved laterally across 
the surface under constanl current conditions (path "8') to the desired destination (position 
"d"), pulling the adsorbate along with it. The process is terminated by reverting to the imaging 
mode (position "e"), which leaves the adsorbate bound to the surfacc at the desired location. 

In order for the adsorbate to follow the lateral motion of the tip, the tip must exert enough 
force on thc adsorbate to overcome the lateral forces between the adsorbate and the surface. 
Roughly speaking, the force necessary to move an adsorbate from site to site across the surface 
is given by the ratio of the corrugation energy to the separation between atoms of the under- 
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tiw tip 

Figure 6: Schematic of the sliding proccss: a 
and e - imaging, h - connecting, c - sliding, d - 
disconnecting. 

lying surface. Howevcr, the presence of the tip may also cause the adsorbate to he displaced 
normal to the surface relative to its unperturbed position. The displaced adsorbate would 
have an altered in-plane interaction with the underlying surface. If the tip pulls the adsorbate 
away from the surface causing a reduction of this in-plane interaction, then we would expect 
our estimate to be an upper bound for the force necessary to move the adsorbate across the 
surface. 

The manipulation of an adsorbate with the sliding process may be characterized by a 
threshold tip height. Above this height the adsorbate-tip interaction is too weak to allow ma- 
nipulation. At the threshold this interaction is just strong enough to allow the tip to pull the 
adatom along the surhcc. The absolute height of the STM tip above the surface is not mea- 
sured directly. But resistance of the tunnel junction strongly correlated to the tip-surface sep- 
aration, is accurately controlled. An increasing resistance corresponds lo greater tipsurface 
separation, and hence to their weaker interaction. The threshold resistance to slide an adsor- 
bate depends on the particular arrangement of atoms at the apex of the tip. For that reason it 
cannot vary by morc than a factor of 4. The resistance is more sensitive to the chemical nature 
of the adatom and surface atoms, ranging from tens of kR to a few MR. The ordering of the 
threshold resistances is consistent with the simple notation that the corrugation energy scales 
with the binding energy and thus greater forcc must be applied to move adatoms that are more 
strongly bound to the surface. 

In perpendicular processes an atom, molecule or group of atoms is transferred from the tip 
to the surface or initially from the surface to the tip and then back to a new site on the surface. 
In order to illustrate the main features of thcse processes we discuss transferring an adsorbed 
atom from the surface to the tip. The relevant energy for such a process is the height of the 
potential barrier that the adsorbate should come through to go from the tip to the surface. The 
height of this barrier depends on the separation of the rip from the surface. It approaches 
the adsorption energy in the limit of large tip-surface separation and goes to zero when the 
tip is located close enough to the adsorbate, By adjusting the height of the tip one may tune 
the magnitude of this barrier. Electrical biasing of the tip with respect to the substrate, as is 
usually performed in STM, controls the transferring process. Three approaches distinguished 
by the physical mechanisms employed have becn proposed for perpendicular manipulations 
of atoms. These are transfer on- or near-contact, field evaporation and electromigration. 
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The transfer on- or near-contact is conceptually the simplest among the atomic manipula- 
tion processes. It supposes the tip to be moved toward the adsorbate until the adsorption wells 
on the tip and surface sides of the junction coalesce. That is, the energy barrier separating 
the two wells disappears and the adsorbate can be considered to be simultaneously bound to 
the tip and the surface. The tip is then withdrawn, carrying the adsorbate with it. For the 
process to be successful the adsorbate's bond to the surface must be broken when the tip i\ 
moved out. One might expect that the adsorbate would "choose" to remain bound to the side 
of the junction on which it has the greatest binding energy. However, the "moment of choice" 
comes when the adsorbate has strong interactions with both tip and surface, so the binding 
energy argument may be too simple. It does not account for the simultaneous interaction of 
the adsorbate with the tip and the surface. 

At a slightly increased separation between the tip and sample surface, the adsorption well 
of the tip and surface atom are close enough to significantly reduce the intermediate barrier 
but have it still remain finite, such that thermal activation is sufficient for atom transfer. This is 
called transfer-near-contact. This process has a rate proportional to 11 exp(-E,/kBT), where 
i/ is the frequency factor, I?, the reduced energy barrier between the tip and the sample. The 
transfer ratc exhibits an anisotropy if the depth of the adsorption well is not the same on each 
side of the barrier. It is important to distinguish this transfer-near-contact mechanism from 
field evaporation, which requires an intermediate ionic state. 

In its simplest form, the transfer on- or near-contact process occurs in the complete absence 
of my electric field, potential difference, or flow of current between the tip and the sample. 
Nevertheless, in some circumstances it should be possible to set the direction of transfer by 
biasing the junction during contact. 

The field evaporation uses the ability of ions to drift in the electric field produced by an 
STM probe. It is a thermally activated process in which atoms at the tip or at the sample 
surface are ionized by the electric field and thermally evaporated. Drifting in this field they 
come more easily through the potential Schottky-type barrier separating the tip and the surface 
because this barrier appears to be decreased by the electric field applied. Such favorable 
conditions are simply realized for positively charged ions by the use of a pulse voltage applied 
tc) the tip separated from a sample surface at about 0.4 nm or smaller. Field evaporation of 
negative ions meets difficulties associated with the competing effect of field electron emission, 
which would melt the tip or surfxe at the fields necessary for negative ion formation. 

The electromigration in the gap separating an STM tip and sample has much in common 
with the electromigration process in solids. There are two components of the force driving 
electromigration, The first is determined by the electrohtatic interaction of the charged adsor- 
bates with thc electric field driving the electron current through the gap. The second, which 
is called the "wind" force, is induced by direct scattering of electrons at the atomic particles. 
These forces are most strongly felt by the atoms in the immediate vicinity of the tunnel junc- 
tion formed by the tip of a proximal probe and sample surface. There are the highest electric 
field and current density there. Within the electromigration mechanism the manipulated atoms 
always move in the same direction as the tunneling electrons. Moreover, "heating" of adsor- 
bates by tunnel current stimulates electromigration as soon as a "hot" particle may more easily 
jump to a neighboring site. Atomic electromigration is a reversible process. 

Summarizing the above-presented physical mechanisms used for manipulation of indi- 
vidual atoms with proximal probes one should remember that there is no universal approach 
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among them. Applicability of each particular mechanism is mainly determined by the phys- 
icitl and chemical nature of the atoms supposcd to be manipulated, by the substrate and to 
some extent by the probe material. An appropriate choice of the adsorbatelsubstrate systems 
still remains a state-of-art point. 

More details in: Handbook qf Nunotechnology, edited by B. Bhushm (Springer, Berlin 
2004). 

atomic force microscopy (AFM) originated from scanning tunneling microscopy (STM). 
Atomic and molecular forces, rather than a tunneling current, are monitored and used for the 
surface characterization at the atomic scale. The forces are detected by a probe tip mounted 
on a flexible cantilever, as it is shown in Figure 7. Deflection of the cantilever, to a good 
approximation, is directly proportional to the acting force. It is optically or electronically 
monitored with a high precision. The deflection signal is used to modulate the tipsample 
separation as is done in STM with the tunneling current. While scanning, one can obtain a 
profile of atomic and molecular forces over the sample surface. The sensitivity of AFM to 
the electronic structure of the sample surface, inherent to STM, is largely absent. Therefore it 
allows characterization of non-conducting materials. 

Force 
(F )  

cantilever 

0 

Figure 7: Tipsample geometry and registered effect in atomic forcc micmscopy. 

The contact mode where the tip rides on the sample in close contact with the surface is the 
common mode used in AFM. The force on the tip is repulsive with a mean value of 10-". 
This force is set by pushing the cantilever against the sample surface with a pie7oelectric 
positioning element. A non-contact mode, where the tip hovers 5-15 nm above the surface, is 
used in situations where tip contact might alter the sample in subtle ways. A static or dynamic 
regime can be employed while scanning the tip over the sample surface. While the static, 
or contact mode is a widespread technique to obtain nanometer resolution images on a wide 
variety of surfaces, true atomic resolution imaging is routinely observed only in the dynamic 
mode that is often referred to as dynamic force microscopy. 

The atomic force microscopy technique has been alho developed to detect electrostatic 
and magnetic forces as well as friction forces at the atomic scale - see electrostatic force 
microscopy, magnetic force microscopy, friction force microscopy. 

First described in: G.  Binning, C, I:. Quate, Ch. Gerher, Atomir+forre microscope, Phys. 
Rev. Lett. 56(9), 930-933 (1986). 

More drtuils in: Handbook of Nanotechnology, edited by B .  Bhushan (Springer, Berlin 
2004). 
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Table 1: Number of orbitals as a function of the quantum numbers sr and I .  

atomic number - the number of protons in the atomic nucleus, and hence the nuclear charge. 

77 

1 

atomic orbital - a wave function of a hydrogenic (hydrogen-like) atom. This term expresses 
somelhing less definite than the "orbit" of classical mechanics. When an electron is described 
by one of thc wave functions, one says that it occupies that orbital. It defines the spatial 
behavior of an electron of a given energy level in a particular atom. An overlap of orbitals in 
solids produces bands. 

In an atom all orbitals of a given value of principal quantum number n form a single shell. 
It is common to refer to successive shells by the letters: K (n = I), L ( n  = 2), M (n = 3), 
Id (77 = 4), . . . The number of orbitals in ii shell of principal number n is nS2. In a hydrogenic 
atom each shell is n2-fold degenerate. 

The orbitals with the same value of n but different angular momentum, which corre- 
sponds different values of I ,  form the subshcll of a given shell. The subshells are referred to 
by the letters: s (1 = 0), p (1 = l), d (1 = 2), f ( I  = 3), ... Thus, the subshell with r! = I of 
the shell with rl = 3 is called the 3p subshell. Electrons occupying these orbitals are called 3p 
electrons. The number of orbitals for different 7~ and 1 is listed in Table I .  

s orbitals are independent of angle (the angular momentum is zero), so they are spherically 
symmetrical. The first s orbitals are shown schematically in Figure 8. 

Figure 8: The limn 01'hydrogenic atomic s orbitals. 

s 
I 

p orbitals arc formed by electrons with angular momentum T," 26" This orbitals have 
zero amplitude a1 r. = 0. It can be understood in terms of the centrifugal effect of the angular 
momentum, which flings the electron away from the nucleus. The same effect appears in all 
orbitals with 1 > 0. 

The three 2p orbitals are distinguished by the three different values that m, can take when 
I = 1, where m l  represents the angular momentum around an axis. They are presented in 

L 4 0 1 2 3  

p d f 
Total 

number of orbitals 
I 
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Figure 9. Different values of rnl denote orbitals in which the electron has different angular 
momenta around an arbitrary axis, for instance the z-axis, but the same magnitude of mo- 
mentum becauve I is the samc for all three. In this case the orbital with m[ = O has zero 
angular momentum around the z-axis. It has the form f ( r )  ros 0. The clectron density, which 
is proportional to cos", has its maximum on either side of the nucleus along the z-axis (for 
6' = 0" and 0 = 180"). For this reason, the orbital is also called a p, orbital. The orbital 
amplitude is zero when 0 = 90°, so the s~j-plane is a nodal plane of the orbital. On this plane 
the probability of finding an electron occupying this orbital is zero. 

p, orbital py orbital p, orbital 

Figure 9: Three hydrogenic atomic p orbitals, cach dircctcd along a dirferent axis. 

The orbitals with rrbl = f 1, which are the p,. and p, orbitals, do have angular momentum 
about the x-axis. These two orbitals arc different in the direction of the electron motion, which 
are opposite to each other. Nevertheless, they both have zero amplitude at 0 = 0" and 6' = 90' 
(along the z-axis) and maximum amplitude where 19 = 90°, which is in the rpplane. The p, 
and p, orbitals have the same shape as the p, orbital, but are directed along 1- and y-axis, 
respectively. Their combinations are standing waves with no net angular momentum around 
the z-axis, since they are composed of equal but opposite values of m,r. 

d orbitals appear when n = 3. Therc are five orbitals in that case with m,[ = O, f 1, k2, 
which correspond to five different angular momenta around the x-axis but with thc same mag- 
nitude of the momentum. The orbitals with opposite values of ml (and hence opposite senses 
of motion around the z-axis) may combine in pairv to produce standing waves. An important 
feature of d orbitals is that they are concentrated much more closely at the nucleus than s and 
p orbitals are. An example of the d orbital is dcpicled in Figure 10. 

d orbitals are more strongly concentrated near the nucleus and isolated from neighboring 
atoms than other orbitals. They are important in studying the properties of rare-earth metals. 

For the definitions of (T and .rr orbitals see molecular orbital. 

atom probe field ion microscopy (APFIM) - the technique originated from field ion mi- 
croscopy. The analyzed sample is prepared in the form of a sharp tip. A voltage pulse is 
applied to the tip causing atoms on the surface of the tip to be ejected. The atoms travel down 
a drift tube where their time of arrival can he measured. The time taken for the atom to arrive 
at thc detector is a measure of the mass of that atom. Thus, compositional analysis of the 
sample can be carried out on a layer by layer basis. 



Figure 10: The d orbital of the zY/r2 rorrn. 

The technique enables one to determine the chemical identity along with the position of 
surface atoms with atomic structural resolution. It has no elemental mass limitations, making 
it unique among analytical instruments. 

First described in: E. W. Miiller, J. A. Panitz, S. B. McLane, The atom probe microscope, 
Rev. Sci. Tnstrum. 39(1), 83-86 (1968). 

Mow details in: T. T. Tsong, Atom-Probe Field Ion Mirroscopy: Field Ion Emission, and 
Surfac~s and Interfkces at Atomic Resolution (Cambridge University Press, Cambridge 1990). 

atto- - a decimal prefix representing 1 0-18, abbreviated a. 

aufhau principle - states that in any atom the lowest energy orbitals fill first. In conjunction 
with the Pauli exclusion principle and the Hund rules, it gives the correct electron configu- 
ration for an atom or ground state ion. 

First riescrib~d in: N .  Bohr, Structure of the atom and t h ~  physical and chemical proper- 
ties, Z.  Phys. 9, 1-67 (1922); E. C. Stoner, The distribution of ~lectrons among atomic lrvrls, 
Phil. Mag. 48,7 19-736 ( 1924). 

Auger effect - formation of non-radiative re-arrangement of atomic electrons after the atom 
has been ionized in one of its inner shells. 

Classically, if an atom is ionized in its S shell, the radiative mode of de-excitation is that 
in which a transition occurs involving an electron falling from a less tightly bound shell T to 
S with emission of a quantum of radiation with the energy Es - ET, which is the difference 
between the binding energies of the S and T shells, respectively. In thc Auger transition, an 
electron, called the Auger electron, is emitted with kinetic energy E = - ET - El,, with 
U being the same shell as T or another one less tightly bound than S. For the transition to 
be energetically possible, of course l& - ET - ETj = 0. The process can be interpreted as 
the T electron falling into the S shell, the energy released being used to eject the U electron. 
The binding energy of the U electron is dashed bccause when it is ejected the atom is already 
ionized. 

Most observable Auger transitions originate either by primary ionization in the K or L 
shells of an atom because transitions due to ionization in the higher shells cause the emission 
of electrons with too low energies to he detected. The emitted electrons are called Auger 
electrons. Their energy spectrum is a fingerprint of the chemical nature of the atom. It is 
widely used for analysis of chemical compositions of matter by Auger electron spectroscopy. 
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First described in: P. Auger, Secondary P-raysproduc~d in a gas by X-ru,ys, Compt. Rend. 
177, 169-171 (1 923). 

Auger electron - an electron that is expelled from an atom in the Auger effect. 

Auger electron spectroscopy (AES) - a technique of nondestructive elemental analysis of 
matter by examining energy distributions of secondary electrons emitted due to the Auger 
effect. If a material is bombarded by electrons with an energy sufficient to ionize inner orbits 
of the atoms, the energy released when the ionized atom rearranges itself to fill the ionized 
level is characteristic of the atom. This energy may appear as an X-ray photon or may instead 
go to an outer orbit electron, ejecting it by the radiationless Auger process. Thus, the energy 
distribution of secondary Auger electrons contains peaks localized at energies which serve to 
identify the atoms producing them. 

Auger recombination - a transition of an electron from the conduction band to the valence 
bmd by transfer of the energy to another free electron or hole. No electromagnetic radiation 
is emitted during such a process. 

Auger scattering - one of the interacting charge carriers gives up its potential energy to an- 
other and hence relaxes down its energy level. 

augmented plane wave (APW) - piecewise defined function consisting of the solution to the 
Schrodinger equation for an isolated atom within a sphere of given radius and a plane wave 
outside this region. 

augmented-plane-wave method supposes solving the Schrodinger equation for the elec- 
trons in an atom in terms of a set of fabricated functions that combine the oscillations inside 
the core with plane waves elsewhere. The potential is assumed to he spherically symmetrical 
within qpheres centered at each atomic nucleus and constant in the interstitial region. Wave 
functions in the form of augmented plmc waves are constructed by matching solutions of the 
Schrodinger equation within each sphere with plane-wave solutions in the interstitial region. 
Linear combinations of these wave functions are then determined by the variational method. 

First &scribed in: J .  C.  Slrtter, Wave,fimc.tion~ in u p~rindir potential, Phys. Rev. 51 ( lo), 
846-851 (1937). 

autocorrelation function - the meawre of the dependence of time series values at one time 
on the values at another time. The term mtocorrelatlon means self-correlation. However, 
instead of correlation between two different variables, the correlation between two values of 
the same variable at times L,, and x,+~. is analyzed. For a time series s(n), 77 = 1 , 2 , .  . . , N ,  

N - L  the autocorrelation function i \  defined as: H(k) = & C1,=l x(n)x(n + k), where k is the 
correlation distance, N is the length or the series. The argument of the autocorrelation function 
is the correlation distance k and the function value at k expre\\e\ the average correlation 
between numbers \ep;~rated by the distance k in the series. 

The autocorrelation function is used to detect non-randomness in data and to identify an 
appropriate time series model if the data are not random. It is a powerful tool to find weak 
periodic signals in noisy data. 

First described in: G. E. P. Box and G. Jenkins, Time Series Analysis: Forecasting and 
Control (Holden-Day, 1976). 
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autoelectronic emission - emission of electrons from the surface of a conductor by ap- 
plication of an external electric field in the ternperaturc range where conventional therrno- 
stimulated electron emission is rather small. 

Azbe1'-Kaner cyclotron resonance - the method used to measure cyclotron frequencies 
in metals and thus useful in studies of Fermi surfaces. In a large static magnetic field, a 
semiconductor permeated by a radiofrcquency electromagnetic field produces sharp peaks in 
the radiofrequency energy absorption when the frequency coincides with the cyclotron res- 
onance frequency w,. In metals this is impeded by the skin-depth efiect that prevents the 
radiofrequency field penetration. In the Azbe1'-Kaner method one accepts the limitation that 
the radiofrequency field can accelerate the electrons only within a very thin surface layer and 
arranges the geometry of the experiment such that the electrons return to this layer frequently. 
In order to obtain this the static magnetic field is oriented parallcl to the surface of the sample. 
Thus, any electron at its general helical orbit around the magnetic field lines approaches the 
surface within the same distance on each cycle. If the radiofrequency coincides with the cy- 
clotron rrequency, the electron can resonantly absorb energy from the field. Here the condition 
for the resonance is w = nw,.(u = 1,2,3, .  . .). 

First desrrihed in: M .  Ya. A~bel', E. A. Kaner, Cyclotron resonance in  metal^, J .  Phys. 
Chem. Solids 6 (2-3), 1 13-1 35 (1 958); M. Ya. Azbel', E. A. Kaner, Zh. Eksp. Teor. Fiz. 30, 
81 1 (1956) and 32,896 (1957). 

More detuils in: L. M .  Falicov, Fermi sutfucp ~tudies,  in: "Electrons in Crystalline Solids" 
(IAEA, Vienna, 1973), pp. 207-280. 



B: From B92 Protocol to Burstein-Moss Shift 

B92 protocol -the protocol for quantum cryptographic kcy distribution developed by Charles 
Bennett in 1992 (the acronym uses the bold characters). It works like the BB84 protocol, but 
instead of using a system with four pairwise orthogonal states, only two nonorthogonal states 
are involved. This makes the protocol simpler. 

First described in: C. H .  Bennet, Quantum cryptography using any two nonorthogonul 
slates, Phys. Rev. Lett. 68(21), 3121-3124 (1992) - theory; A. Muller, J. Breguet, N. Gisin, 
Exprrirnentul d~n~znnstration of quantum rryptograpky  s sing polar bed photons in opticuljber 
over more than 1 km, Europhys. Lett. 23(6), 383-388 (1 993) - experiment. 

Back-Goudsmit effect - breakdown of the coupling between the nuclear spin angular mo- 
mentum and the total angular momentum of the electrons in an atom at relatively small mag- 
netic field. 

Badger rule -the empirical relationship between the stretching force constant for a molecular 
bond and thc bond length. 

ballistic conductance - a characteristic of ideal hallistic transport of charge carriers in 
nanostructures. It is deduccd from the fundamental constants, so it is material independent. 

Thc simplest device appropriate for lllustrat~on of this fact is a two terminal conductor. It 
is shown schematically in Figure 1 I, where a constriction between two reservoirs of electrons 
acts as a conducting quantum wire. The size of the constriction must be close to the Fenni 
wavelength of electrons in order to observe the rolc of the wave-like nature of electrons in 
their transport behavior. No irregularitics and related carrier scattering are expected along the 
conducting channel. Moreover, this perfect conducting tube is assumed to bc ticd to the reser- 
voirs via tapered nonrcflccting connectors. This means that carriers approaching a reservoir 
inevitably pass into it. 

Take the zero tcmpcrature case and let the reservoin be filled with electrons up to the level 
characterized by electrochemical potentials p1 and 112, and pl  > 112. If electronic states in the 
range between p1 and pz are fully occupied, thcrc is a current between the reservoirs 

where c is the electronic charge, o is the vclocity component along the conducting channel at 
the Fermi surface, d n l d p  is the density 01 states in the channel (allowing for spin degeneracy). 
In a quanlum wire d n / d p  = I l ~ h v .  Substituting ( p ~  - 112) = e(V1 - Vz), where K and 
V2 are the c1cctric:il potentials inducing the difference in the electrochemical potentials of the 

Wl~ut i u  Whrrt irr thr Nmouarld: A Handbook on Nonoscicnce ond Nonorech~tolo~v 
Victor E. Horkenko mil Slelimo Oisimni 
Copyright 0 2004 Wiley-VCI I Vrrlng GwhH & Cu. KGaA. Wcmhcm 
E R N :  3-527-40493-7 
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Figure 11: Two reservoirs with electrons connected by a pcticct conducting channel. 

reservoirs, one can calculate the conductance of the quantum wire as 

This is the conductance of an ideal one-dimensional conductor operating in the ballistic trans- 
port regime, It is evident that it is determined only by fundamental constants. The quotient 
e 2 / h  = 38.740 yS is referred to as the quantum unit of conductance. The corresponding 
resistance is h,/r2 = 25812.807 R. 

ballistic transport (of charge carriers) - charge carriers pass through a structure without 
scattering. 

Balmer series - see Rydberg formula. 

Banach space - the extended version of the Hilbert space, which is a vector space with a 
norm, but not necessarily given by an inner product. The space should be complete. Every 
Cauchy sequence converges to a point of the space. 

First desrrihed in: S .  Banach, Sur 1e Probleme de la Mesure, Fund. Math. 4 (I), 7-33 
(1923). 

More details in: S. Banach, Thkorie des opPrations liniaires (Warszawa, 1932). 

band structure - see electronic band structure. 

Bardeen-Couper-Schriffer (BCS) theory explains theoretically the superconductivity phe- 
nomenon in metals, metallic compounds and alloys. For more details see superconductivity. 

Barkhausen effect - when a ferromagnetic material is subjected to a changing external mag- 
netic field, part of the resultant change in its magnetization occurs via a series of discontinous 
steps, even though the rate of the magnetic field change may be extremely slow. The discon- 
tinuities are produced by irreversible changes in the domain structure of the material. 
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First described in: H .  G. Barkhausen, Earth noises due to change of magnetization ofiron, 
Phys. Z. 20,401403 (1919). 

Barlow rule states that the volume occupied by the atoms in a given molecule is proportional 
to the valence of the atoms, using the lowest valency values. 

Barnett effect - the magnetization of an initially unmagnetized specimen acquired when it is 
rotated in the absence of any external magnetic field. 

First described in: S. J .  Barnett, An investigation of the electric intensities und electric 
displacement produced in insulators by their motion in a magnetic field, Phys. Rev. 27(5), 
425472 (1 908). 

Barnett-Loudon rule states that allowed modifications of the spontaneous emission rate for 
an electric dipole transition, caused by the atomic environment, are constrained by a sum rule 

where ro(w,) is the spontaneous emission rate in free space and T,(r, w,) is the emission 
rate of an atom or molecule at position r, as modified by the environment, whose effect is 
assumed to vary by a negligible amount across the extent of the emitting object. It follows 
that any reduction in spontaneous emission rate over some range of frequencies w, must nec- 
essarily be compensated by increases over some other range of transition frequencies. This 
rule is derived on the basis of causality requirements as expressed in the Kramers-Kronig 
dispersion relation. 

It should be emphasized that the rule applies to the spontaneous emission by an atom or 
molecule in a completely arbitrary environment, which may include, for example, metallic 
mirrors, Bragg reflectors, photonic band gap materials and absorptive dielectrics or semicon- 
ductors. In all cases, the sum rule is used for model calculations of the modified spontaneous 
emission rates only if they use dielectric functions that conform to general causality and as- 
ymptotic requirements. 

First described in: S .  M .  Barnett, R. Loudon, Sum rulefor modified spontaneous emission 
rates, Phys. Rev. Lett. 77(12), 2444-2446 (1 996). 

baryon - a particle belonging to the class of elementary particles that have a mass greater 
than or equal to that of the proton, participate in strong interactions, and have a spin of h/2. 

base pair -two complementxy nitrogenous bases in a DNA molecule, such as the nucleotide 
coupling of adenine with thymine (A:T) and guanine with cytosine (G:C). It is also used as a 
unit of measurement for DNA sequences. 

basis states -the states comprising the set in which the wave function is expanded. 

BB84 protocol - the first protocol for quantum cryptographic key distribution developed by 
Charles Bennett and Gilles Brassard in 1984 (the acronym uses the bold characters). This 
scheme, which is a four state scheme, uses the transmission of nonorthogonal states of single- 
photon qubits, with security derived from the impossibility of an eavesdropper distinguishing 
the two states without being detected (on average). It works as follows. 
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Alice (conventional name of a sender) and Bob (conventional name of a receiver) are 
connected by two channels, one quantum and another public and classic. If photons are the 
vehicle carrying the key, the quantum channel is usually an optical fiber. The public channel 
can also be so, but with one difference: in the quantum channel there is, in principle, only one 
photon per bit to be transported, while in the public channel, in which eavesdropping by any 
nonauthori~cd person does not matter, the intensity is hundreds of times bigger. 

Step 1. Alice prepares photons with linear polarizations randomly chosen among the an- 
gles O w ,  45", 90", 135", which she sends "in a row" through the quantum channel, while 
keeping a record of the sequence of the prepared states and of the associated sequence of logic 
0s and Is obtained, representing by 0 the choices of O and 45 degrees, and by I otherwise. 
This sequence of bits is clearly random. 

Step 2. Bob has two analysers, one "rectangular" (+type), the other "diagonal" (xtype). 
Upon receiving each of Alice's photons, he decides at random what analyser to use, and writes 
down the aleatory sequence of analysers used as well as the result of each measurement. He 
also produces a bit sequence associating 0 to the cases in which the measurement produces a 
0' or 45' photon, and I in cases of 90' or 135'. 

Step 3. Next they communicate with each other through the public channel the sequences 
of polarization basis and analysers employed, as well as Bob's fiiilures in detection, but never 
the specific states prepared by Alice in each basis nor the resulting states obtained by Bob 
upon measuring. 

Step 4. They discard those cases in which Bob detects no photons, and also those cases 
in which the preparation basis used by Alice and the analyser type used by Bob differ. After 
this distillation, both arc left with the same random subsequence of bits 0, 1, which they will 
adopt as the shared secret key. 

Rrst delescribed in: C. Bennett, G. Brassard, Qunnturn cryptogruphy: public key distrihu- 
tion and coin tossing, Proc. IEEE Int. Conf. Comp. Syst. Signal Proc. 11, 175-179 (1984) 
- theory: C. H. Bennett, G. Brassard, The dawn oj'u npw ern for quaritum cryptography: the 
exprrimcn~alprototype is working! SIGACT News 20 (4), 78-82 ( 1  989) - experiment. 

Becker-Kurnetzki effect - a reduction in the internal friction of a ferromagnetic substance 
when it is subjected to a magnetic field that is large enough to produce magnetic saturation. 

Bell's inequality - the inequality for the outcomes of measurement of a bipartite system 
which mwt be srttisfied if the system state was completely described by local hidden vari- 
ables. For a pair of spins A and B, the inequality P ( J ,  2) + P(1,3) f P ( 2 , 3 )  > 1 must hold, 
where P ( I , .~ )  is the probability to get the same rewlt when measuring the spin A along the 
direction I and the spin B - along the direction J,  the directions being defined in Cartesian 
coordinates as nl = (0,0, I ) ,  n2 = (&, 0 ,  -1)/2, n~ = (-&,0, - 012. Thi\ shows that 
statistical predictions of quantum mechanics are incompatible with any local hidden vari- 
ables theory apparently satisfying only the natural awumptic~ns of locality. The inequality is 
violated if the joint state of two spins is a Bell's state. 

First described in: J .  S. Bell, On the Kinstein-Podolsky-RoI$ert parudox, Physics I(?), 
195-200 (1 964); J. S. Bell, On the problem of hidden variables in yuunturn mwhanics Rev, 
Mod. Phys. 38(3), 447452 (1966). 

More details in: J. S. Bell, Speakable and Unsprukubl~ in Quantum Mechanirs (Cam- 
bridge University Prew, Cambridge 1987). 
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Bell's state - the joint entangled state I $  >= -I-(IA- T> In- l> -1A- J> IB- T>) of 
Jz 

a pair of spins A and B. It is known as a spin singlet. This slate violates the Bell's inequality. 

Bell's theorem establi\hes that hidden variables theories can only reproduce the statistical 
prcdicticm of quantum mechanic\ if the hidden variables in one region can be affected by 
meawrements carried out in a space-l~ke 5eparated region. In other words it stateq that in the 
quantum theory there are states which violate Bell's inequality, showing the incon~patibility 
of the quantum theory with the existence of local variable\. Thus, some correlations predicted 
by quantum mechanics cannot be reproduced by any local theory. 

First de~cribed in: J .  S .  Bell, On the Ein~trin-Pod01.rIy-Ko,ren paradox, Physics 1(3), 
195-200 (1964); J. S. Bcll, On the problent qf hiddrn vuriahles in quantum mechanics Rev. 
Mod. Phy\. 38(3), 447-452 (1966). 

More details in: J .  S. Bell, Speakdde and TJnspeakable in Quunturn Mechanics (Cam- 
bridge University Pre\\, Cambridge 1987). 

Berry phase arises in a system carried through a series of adiabatic changes, by varying a 
set of parameters, and then returned to its initial state when the parameters get their initial 
values. But the final state is multiplied by a phase factor that depends on the entire history 
of the parameters, and is thus nonlocal. This phase difference is called the Berry phase. Its 
occurrence typically indicates that the system's parameter dependence is undefined for some 
combination of parameters. 

The Berry phase forms a crucial concept in many quantum mechanical effccts, including 
for examplc the motion of vortices in superconductors, the electron transport in nanoelecironic 
devices, quantum computing. 

First described in: M .  V. Berry, Quanta1 phase juctors accompanying adicrbatir changes, 
Proc. R. Soc. London Ser. A 392,45-57 (1 984). 

More drtuils in: M .  V. Berry, Anliciputions ofthe geometrir phase, Phys. Today 43(12), 
34-40 (1990). 

Berthelot rule defines the relationship betwccn energy attraction constants for a mixture of 
like (E, , ,  E , , )  and unlike (E,,) species in the form E,,  = ( E , ,  + E,,)~/~. 

Berthelot-Thomsen principle states that of all chemical reactions possible, the onc devel- 
oping ihc grcatest amount of heat will take place, with certain obvious exceptions such as 
changes of state. 

Bessel's equation - see Bessel function. 

Bessel function - the general part of the solution of the second order linear ordinary differen- 
tial equation, known as Bessel's equation, 

in which both ~r and the parameter I/ can be complex. A complete solution of the equation 
depends upon the nature of the parameter v. It can bc found as a combination of the functions 
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B,,(z) with appropriate coefficients. The function 

is a Bessel function of order v and argument z of the first kind. 
More details in: I .  N .  Sneddon, Sl~ecial Functions qf Mathematical Phy~ics and Chemistry 

(Oliver and Boyd, Edinburgh, 1956). 

Bethe-Salpeter equation - an integral equation for the relativistic bound state wave function 
of two interacting Fermi-Dirrtc particles. It is a direct application of the S-matrix formal- 
ism of Feynman. Starting from the Feynman two-body kernel one can prove that its usual 
power expansion can be re-expressed as an integral equation; this equation in the extreme 
nonrelativistic approximation and to lowest order in the power expansion reduces to the ap- 
propriate SchrSdinger equation. Comider two Fermi-Dirac particles of masses rrr,, and m b ,  

respectively, capable of interacting with each other through the virtual emission and absorp- 
tion of quanta, let us denote the bound-state 4-momentum by P, while the Jacobi relative 
4-momentum is denoted by 

while the irreducible 2-body kernel is given by G ( q ,  r l l ;  1'). The Bethe-Salpeter equation takes 
the form: 

The Bethe-Salpeter equation was proven within the quantum field theory by Gell-Mann and 
Low. Recently the Bethe-Salpeter equation has been widely used to go beyond the simple 
one-particle picture in the description of the electronic excitation processes in nanostructures 
(electron-hole interaction), these electronic excitations lie at the origin of most of the com- 
monly measured spectra. Typical Feynman graphs representing the Bethe-Salpeter equation 
for the polarizability x are shown in Figure 12. 

First described in: H .  A. Bethe and E. E. Salpeter, A Kelativistic EquutionJi)r Round State 
Problems, Phys. Rev. 82, 309-310 (1951), where the abstract of a paper presented at the 
303rd Meeting of the American Physical Society is reported. In the same year the equation 
was published in the paper with the same title: E. E. Salpeter and H. E. Bethe. A Relativistic 
Equation for Bound State Problems, Phys. Rev. 84, 1232-1 242 (195 l), for the proof within 
quantum field theory see: M. Cell-Mann and F. Low, Hound States in Quantum Field Theory, 
Phys. Rev. B 84,350-354 (1951)) 

More details in: G. Onida, L. Reining and A. Rubio, Electronics excitations: density 
functional vs. many-body Green's;function approachps, Rev. Mod. Phys. 74 (2), 601-659 
(2002). 

biexciton = excitonic molecule, which is a bound state of two electron-hole pairs (excitons) 
similar to the hydrogen molecule. 

bifurcation - a qualitative change in the properties of a system. 
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Figure 12: Feynman diagrams representing the Bethe-Salpeter equation for X .  After G .  Onida, 
L. Reining and A. Rubio, Electronics excitarions: densityfunctionul vs. many-body Grwn's- 
function uppmarhes, Rcv. Mod. Phys. 74 (2), 601-659 (2002). 

bioengineered materials - materials employed in biomedical technology designed to have 
specific, desirable biological interactions with the surroundings. Materials scientists are in- 
creasingly deriving new ideas from naturally occurring materials about useful composition- 
structure property relationships that might be mimicked with synthetic materials, scc also 
biomimetics. 

More &fails in: M .  Tyrrell, E. Kokkoli, M. Riesalski, The role of surjuce science in 
bioengineered materials, Surf. Sci. 500 6 1-83 (2002). 

biological surface science - the broad interdisciplinary area where properties and processes 
at interfaces between synthetic materials and biological environments are investigated and bio- 
functional surfaces, that are capable of directing and contrnling a desired biological response, 
are fabricatcd. 

More details in: B.  Kasemo Biologid surjuce science, Surf. Sci. 500, 656-677 (2002) 

biomimetics - the concept of taking idcits from nature (imitating, copying and learning) and 
implementing them into another technology. 

biophysics - the physics of living organisms and vital processes. It studies biological phe- 
nomena in terms of physical principles. 

bioremedation - the use of biological agents to reclaim soils and waters polluted by sub- 
stances hazardous to human health w d o r  environment. It is an extension of biological treat- 
ment processes that have been used traditionally to treat wastes in which micro-organisms 
typically are used to biodegrade environmental pollutants. In the case of nanomaterials the 
aim would be to design systems capable of lixing heavy metalq, cyanides and other environ- 
mentally damaging materials. 

Riot law states that an optically active substance rotates plane polarized light through an angle 
inversely proportional to its wavelength. 

First described by J .  B. Biot in 1815. 
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Bir-Aronov-Pikus mechanism - the electron spin relaxation mechanism in semiconductors 
caused by the exchange and annihilation interaction between electrons and holes. This mech- 
anism is especially efficient in p-doped semiconductors at low temperatures. 

First de~cribed in: G .  L. Bir, A. C. Aronov, G. E. Pikus, Spin relaxation qf electrons 
scattered by holes, Zh. Eksp. Teor. Fiz. 69(4), 1382-1397 (1975) - in Russian. 

birefringence - splitting of light passing through a plate made of an optically anisotropic ma- 
terial into two refracted waves with two different directions and polarizations. It is illustrated 
in Figurc 13. 

7 ' incident light 

Figure 13: Rircfringence or light passing through optically anisotropic uniaxial plate. 

Due to different refractive indices in different directions, the material of the plate supports 
two different modes of distinctly different phase velocities. Therefore, each incident wave 
splits into two orthogonal components. 

Anisotropic crystal plates, like e.g. quartz or rutile, are used as polarizing light splitters 
creating two laterally separated rays with orthogonal polarizations. 

Birge-Mieck rule states that the product of the cquilibrium vibrational frequency and the 
square of the internuclear distance is a constant for various electronic states of a diatomic 
molecule. 

bit - acronym for a binary digit. It is a unit of information content equal to one binary decision 
or the designation of one of two possible and equally likely values or states of anything used 
to store or convey information. 

Bitter pattern - a pattern produced when a drop of colloidal suspension of ferromagnetic 
particles is placed on the surface of a ferromagnetic crystal. The particles collect along domain 
boundaries at the surface. 

black-and-white groups = Shubnikov groups. 

bleaching - a loss d fluorescence. It often occurs as a result of photochemical reactions. 
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Rloch equation provides a simple method for detecting change in the orientation of nuclear 
moments through the normal methods of radio reception. The signals to be detected would be 
due to the electromagnetic induction caused by nuclear reorientation and should appear as a 
voltage difference between the terminals of an external electric circuit. 

Consider a great number of nuclei contained in a macroscopic sample of matter and 
acted upon by two external magnetic fields: a strong constant field in the z direction with 
strength Ho and a comparatively weak radio-frequency field in  the r direction of ampli- 
tude 2H1 and frequency w,  so that the total external field vector H has components H, = 
2JTI cos(wt); H,, = 0; and JT, = Ho. If the thermal agitation does not essentially affect the 
nuclei (i. e. the time of establishment of thermal equilibrium or relaxation time is long com- 
pared to the considered time intervals), the angular momentum vector A satisfies the classical 
equation dA/dt = T, where T is the total torque, acting upon the nuclei and T = [M x HI, 
where M represents the nuclear polarization, i. e. the magnetic moment per unit volume. The 
parallelity between the magnetic moment 11 and the angular momentum u for each nucleus 
implies that 61 = yn, where y is the gyromagnetic ratio. Thus, we have M = yA. Combin- 
ing the previous equations gives the Bloch equation for the temporal variation of the nuclear 
polarization vector M : dM/dt = y[M x HI. 

Consequently a radio-jirequeney field a1 right angles to a constant field causes a forced 
precession if the total polarization around the constant field, with a latitude that decreases as 
the frequency of the oscillating field, approaches the Larrnor frequency. For frequencies near 
this magnetic resonance frequency one can expect an oscillating induced voltage in a pick-up 
coil with axis parallel to the y direction. 

The relax of the condition about the influence of thermal agitation provides a way of in- 
troducing time constants or relaxation times L1 and t 2 .  The system performs now it dampened 
(relaxittion acts like friction) precession in which the .r and y components of M decay to zero 
with the time constant t2 (called the transverse relaxation time) whereas M ,  approaches its 
equilibrium value Mu with the time constant t l  (called the thermal or longitudinal relaxation 
time). 

First c l~scr ib~d  in: F. Bloch, Nuclear induction, Phys. Rev. 70(7/8), 460-474 (1946), E 
Bloch, W. W. Hansen, M. Packard, The nurlear induction experiment, Phys. Rev. 70(7/8), 
474-483 (1946). 

K~mgnition: in 1952 F. Bloch and E. M. Purcell received the Nobel Prize in Physics for 
their development of new methods for nuclear magnetic precision measurements and discov- 
eries in connection therewith. 

See also www.nobel.se/physics/1aureates/l952/index.ht1nl. 

Bloch function - a solution of the Schrodinger equation for a periodic potential in the form 
7 / q  = %IL cxp(ik . r), where ~ r k  has the period of thc crystal lattice T, so that w k  = uk(r t T). 
A one-electron wave function of the above fonn is called a Bloch function or a Bloch wave. 
In fact, it is a plane wave with amplitude modulation. 

Bloch oscillation - a phenomenon of the external electric field induced periodic motion of an 
electron within a band rather than uniform acceleration. 

Rluch sphere represents the three-dimensional simulation and visualization through a vec- 
tor (Bloch vector) of the dynamics of a two level system under near-resonant excilation. It 
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is well known in nuclear magnetic rewnance and quantum opticq. A famous application i q  

due to Fcynman, Vernon and Hellwarth, who demonstrated that the behavior of any quantum 
mechanical two-level system can be modeled by classical torquc equations, i. e. there is a 
one-to-one correspondence between the dynamics of a two level system and the dynamics of 
a spinning top. The Bloch sphere i s  also widely used in quantum computing. In the compu- 
tational basi\, the general one qubit \tate is represented as a linear combination of the bais  
states ( r r  > and Ih > andis denoted by I I / J  >= a10 > + b ( l  >, where lnI2+ Ibl" 1. Thus, the 
qubit state can be written in the form ((1) >= exp(iy)[cos(O/2)(O > + exp(i$) sin(S/2)(1 >] 
and by ignoring the global phase factor, because it has no observable effects, one has 
I $  >= cos(8/2) 10 > + exp(i$) sin(8/2) 11 >. 

The angles 4 and 8 define a point (Bloch vector) on the unit three-dimensional sphcre, 
which is the Bloch sphere, as is illustrated in Figure 14. 

Figure 14: Bloch sphere representation of a quhii slate. Thc light arrow represents a purc I$ > 
q ~ t h i ~  state. The Eulero angles, 6' and cj, arc indicated. The dark arrow along the z axis reprcscnts 
the vector for 10 >. 

First described in: F. Bloch, A. Siegert, Mugnetic resonance jhr nonrotatingfield, Phys. 
Rev. 57(6), 522-527 (1940). 

More details in: R. P. Feynman, F. L. Vernon Jr., R. W. Hellwarth, Geometrical represen- 
tcrtion of the Schrodingrr equation for solving maser pro-nhlerns, J .  Appl. Phys. 28(1), 49-52 
(1957). 

BInch wall - a transition layer or sheet, which separates adjacent domains magnetized in 
different directions in ferromagnetic or ferrimagnetic materials. It is also known as domain 
wall. 

First described in: F. Bloch, Theory ofthe exchange problem and residut~lfermmgnetism, 
Z. Phys. 74(5/6), 295-335 (1932). 
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Bloch wave = Bloch function. 

blue shift - a systematic shift of an optical spectrum towards the blue end of the optical range. 

Bohr correspondence principle states that quantum mechanics has a classical limit in which 
it is equivalent to classical mechanics. It should occur in the limit of vanishing de Broglie 
wavelength, or equivalently, at large quantum numbers. 

First &scribed in: N .  Bohr, Atomic structure, Nature 108, 208-209 (1 921). 
Recognition: in 1422 N .  Bohr received the Nobel Prize in Physics for his services in the 

investigation of the structure of atoms and of the radiation emanating from them. 
See also www.nobel.se/physics/laureates/1922/index.html. 

Bohr frequency relation states that the frequency of radiation emitted or absorbed by a sys- 
tem when E2 and El are the energies of the states among which the transition takes place is 
11 = (Ez  + El ) / l b .  

Bohr magneton -the atomic unit of magnetic momentum, usually denoted by 1413 = ~ h / 2 r n ,  
where 712 is the electron mass. Tt is the magnetic momentum of a single free electron spin. 

Bohr magneton number - a magnetic momentum of an atom expressed in Rohr magnetons. 

Bohr potential - the potential describing strong screened Coulomb collisions of two atoms 
in the form: 

For n = 2, it is 

where r is the interatomic distance, X1 and & are the i~tomic numbers of the interacting 
atoms, 

is the empirical coefficient used to fit experimental data. 
First describ~d in: N .  Bohr, The penetrution of atonzic purticles through matfer, Kgl. 

Dwske Videnskab. Selskab, Mat.-fys. Mcdd. 18(8), 1-144 (1948). 

Bohr radius - the radius of the lowest energy orbit in a hydrogen atom, denoted by r r , ~  = 

l?/rne< where rn is the electron mass. 

Holtzmann distribution (statistics) gives thc number of noninteracting (or weakly interact- 
ing), distinguishable, classical particles with the energy E in equilibrium at a temperature T 
in the form TL(E)  = A exp-E/ (kBT)] ,  where A is the normalization constant. 

First described by L. Boltzmann in 1 868-1871. 
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Boltzmann transport equation is used in the classical theory of transport processes: allat+ 
v grad,, f + a gmd,, f = (af/at),,ll, where f (r ,  v )  is the classical distribution function of 
particles in six-dimensional space of the Cartesian coordinates r and velocity v. It is defined as 
f (r,  n)drdv = number of particles in drdv. A = duld l  is thc acceleration. In many problems 
the collision term is treated by the introduction of a relaxation time r : (a  f /at),,l~ = --, 
where f~ is the distribution function in thermal equilibrium. In the \teady state 3 f lilt = 0 by 
definition. 

bonding orbital - an atomic or molecular orbital which, if occupied by an electron, con- 
tributes to lowering of the energy of the molecule. See also antibonding orbital. Bonding is 
characterized by a bond order h = 0.5(n - ? I , * ) ,  where n is the number of electrons in bonding 
orbitals and a* the number in antibonding orbitals. 

bond order - see bonding orbital. 

Boolean algebra (logic) - an algebraic system with two binary operations and one unitary 
operation, important in representing a two-valued logic. 

First describ~d in: G. Boole in 1850. 

Rorn approximation is based on an application of the perturbation theory to scattering prob- 
lems in quantum mechanics. It consists of the assumption that the scattering potential V ( r )  
can be regarded as small, so that the deviation of the wave function ,r/~(r.) from the incident 
plane wave is also small. So, one can wrilc V(r)ljt(r) = V ( r )  exp(ik. r). This simplifies 
finding the solution of an appropriate Schrodinger equation. The approximation is most 
useful when the energy of colliding particles is large compared to the scattering potential. 

First desrrihrd in: M .  Born, Quunturn mechanics of collision. Preliminary cornrnunicu- 
tion, Z.  Phys. 37(12), 863-867 (1926). 

Born equation - an equation for determining thc free energy of solvation of an ion. The 
equation identifies the variation in the Gibbs free energy for the process of solvation with thc 
electriciil work of transferring an ion from viicuurn into the solvent as 

where Z is the ion's electric charge number, R is the ionic radius, and E, is the relative 
dielectric constant of the solvent. 

First described in: M .  Born, Volumen rnnd Hvdratationswiirrne der l o n ~ n ,  Z.  Phys. 1(1),  
45-48 (1920). 

Recognition: in 1854 M .  Born received the Nobel Prize in Physics for his fundamental 
research in quantum mechanics, especially for this statistical interpretation of the wave func- 
tion. 

See also www.nobel.se/physics/laureiltes/l954/index.html. 

Born-Haher cycle - a sequence of chemical and physical processes by means of which the 
cohesive energy of an ionic crystal can be deduced from experimental qualities. It leads from 
an initial state in which a crystal is at zero pressure and I) K to a final state which is an infinitely 
dilute gas of its constituent ions in the same pressure and temperature conditions. 
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Born-Mayer-Bohr potential -the interatomic pair potential in the form of the Born-Mayer 
potential which takes into account the Coulomb repulsion: 

V ( r )  = A exp 

where r is the interatomic distance, A and a are the empirical parameters depending on the 
charge of the nucleus, XI and ;52 are the atomic numbers of the interacting atoms. 

Born-Mayer-Huggins potential - the interatomic pair potential in the form: 

where the first term corresponds to repulsion and the second to a Coulomb interaction. Here 
r. is the interatomic distance, A, a ,  and b are the empirical parameters, ql and 92 are formal 
charges of the atoms. 

Horn-Mayer potential - the interatomic pair potential in the form: 

where r  is the interatomic distance, A and (I are the empirical parameters depending on the 
charge of the nucleus. It is used for the simulation of closed electron-ion shells repulsion. 

First described in: M .  Born, J .  E. Mayer, Zur Uittertheorie dr.r lonenkristalle, Z .  Phys. 
75(1/2), 1-18 (1932). 

Rorn-Oppenheimer approximation separates electronic and nuclear motions, It supposes 
that the nuclei, being so much heavier than the electron, move relatively slowly and may be 
treated as stationary as the electrons move around them. See also adiabatic approximation. 

First described in: M .  Born, R. Oppenheimer, Quantum theory of rnolecul~s, Ann. Phys. 
84(4), 457484 (1927). 

Born-von KArrntin boundary conditions - periodic boundary conditions used in quantum 
mechanical calculations. They suppose that the system under consideration can be constructed 
by repeating translations of a subsystem with the same wave function in each subsystem. This 
means that for a period of translation T the wave function I / I ( X )  at x = T must match smoothly 
that at n: = 0, which requires $(O) = +(T) and 8+0zl ,=o = i34~82- .,L. 

Bose-Einstein condensate - an ensemble of particles which are in the same quantum ground 
state, i. e. with zero momentum. To create such a state from atoms they must be cooled until 
their de Broglie wavelength becomes comparable with the interatomic spacing. This can be 
achieved at microkelvin temperature\. The proces\ is similar to that when drops of liquid 
form from a gas, hencc the term condensation is used to outline the procew pcculixities. 
Bosc-Einstein condensates are considered to be a ncw state of matter. 

Erst described in: A. Einstein, The yuanlunl theory oj the nlonoatornicp~rfert gos, Preuw. 
Akad. Wiss. Berlin 1, 3-14 (1 925) - theory; M. H. Anderson, J. R. Ensher, M. R. Matthews, 
C. E. Wieman, E. A. Cornell, Oh~ervution of Bo~r-Einstein condensation in a dilute atomic 
vapor, Science 269, 198-201 (1995); C. C. Bradley, C. A. Sackett, J. J. Tollett, R. G. Hulet, 
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Evidmcr of Bose-Einstein condensation in an atornir gas with attrartive interactions, Phys. 
Rev. Lett. 75(9), 1687-1690 (1995); K. B. Davis, M. 0. Mcwes, M. R. Andrews, N. J. 
van Druten, D. S. Durfee, D. M. Kurn, W. Ketterle, Bose-Einstein Condensation in a gas of 
sodium atotns, Phys. Rev. Lett. 75(22), 3969-3973 (1995) - experiment. 

Recognition: in 2001 E. A. Cornell, W. Ketterle and C. E. Wieman received the Nobel 
Prize in Physics for the achievement of Bose-Einstein condensation in dilute gases of alkali 
atoms, and for early fundamental studies of the properties of the condensates. 

Sce also www.nobel.se/physics/laureates/200l/index.html. 
More details in: W. Ketterle, Dilut~ Rose-Einstein condensates - early predictions and 

recent experirn~ntal studies, 
www.physics.sunysb.edu/itp/symmctries-99/scans/talk06/talk06.html. 

Bose-Einstein distribution (statistics) gives the number of photons, with an energy E at a 
temperature T: 

In general, it is relevant to particles, which are indistinguishable and occupy definite quantum 
states, i. e. bosons. 

First described in: S. N .  Bose, Planrks Gesetz rmd Lirhtquantenhy~~othese, Z .  Phys. 26(3), 
178-1 81 (1924) and A. Einstein, Quantendzeorie des ~inatomigen idealen Gases, Sitzungsber. 
PreuB. Akacl. Wiss. (Berlin), 262-267 (1924). 

bosons - quantum particles whose energy distribution obeys Bose-Einstein statistics. They 
have an integer or zero spin. 

bottom-up approach - one of two ways to fabricate nanometer size elements of integrated 
eleclronic circuits, that is building of nanostructures from atoms and molecules by their precise 
positioning on a substrate. Hence a single device level is being constructed upward. 

Self-regulating processes, like self-assembling and self-organization, and atomic engi- 
neering are used for that. The alternative is a top-down approach. The bottom-up approach 
has the potential to go far beyond the limits of top-down technology by producing nanoscale 
features through synthesis and subsequent assembly. 

Bouguer-Lambert law - a radiation power P of a parallel beam of monochromatic radiation 
entering an absorbing medium is described at a constant rate by each infinitesimally thin layer 
of thickness dz. It is expressed mathematically as dP/P = -dz, where u is the parameter 
depending on the nature of the absorber, the energy of the radiation, and for some materials 
(indeed for semiconductors) on the temperature. An integration gives P = Po exp(-ax) for 
a uniform medium, where Po is thc power of the incident beam. Here ru is the absorption 
coefficient of the medium. 

First de~crihed by P. Bouger in 1729 - experiment; J. H. Lambert in 1760 - theory. 

bound state (of an electron in an atom) -a  state in which the energy of the electron is lower 
than when it is infinitely far away and at rest (which corresponds to the zero of energy). Bound 
states always have negative cnergies. See also unbound state. 

bra - see Dirac notation. 
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Bragg equation defines conditions for an interference maximum, when X-rays of a single 
wavelength X arc ditfracted by crystals, as in Figure 15. 

Figure 15: Scheme of Bragg diffraction. 

It hiis the form nX = 2d sin 0, where n is an integer representing the order of the interfer- 
ence, d is the spacing between the lattice planes reflecting the X-rays, H is the angle between 
the falling X-rays and lattice planes. The reflection in conditions meeting the above require- 
ment is called the Bragg reflection, and 0 is the Bragg reflection angle. In fact, the Bragg 
reflection providing the interference of the reflected rays is not restricted by X-rays only, but 
is a general phenomenon for interaction of waves with periodic structureq. 

First described in: W. L. Bragg, Difruction of short rlertrornagnetir waves by a crystal, 
Proc. Cambridge Phil. Soc. 17(1), 43-57 (1913). 

Recognition: in 1915 W. H. Bragg and W. L. Eragg received the Nobel Prize in Physics 
for their services in the analysis of crystal structures by means of X-rays. 

See also www.nobel.se/physics/laureates/l91S/index.html. 

Bragg reflection - see Bragg equation. 

Bragg reflection angle - see Bragg equation. 

braking radiation - see bremsstrahlung. 

Bravais lattice - a distinct type of lattice, which on being translated completely fills the space. 
There are 5 Bravais lattices in two dimensions shown in Figure 16 and 14 lattices in three 
dimensions shown in Figure 17. Only these fundamentally different lattices are possible. 

Breit-Wigner formula - see Breit-Wigner resonance 

Breit-Wigner resonance - a nuclear reaction induced by an incident particle with energy 
E corresponding to that required to form a discrete resonance level &, of the component 
nucleus. The cross section is 

which is called the Breit-Wigner formula. Here 1' denotes the energy width over which the 
reaction occurs and a,,, is thc resonant cross section. 

First described in: G. Breit, E. Wigner, Capture of slow neutrons, Phys. Rev. 49(7), 
519-531 (1936). 
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oblique hexagonal 

square centered rectangle 

Figure 16: Bravais lattices in  two dimensions. 

bremsstrahlung - German equivalent of the radiation also callcd collision radiation or de- 
celeration radiation or braking radiation. This radiation arises when an electron is deflected 
by the Coulomb field of an atomic nucleus. In bremsstrahlung, a continuous spectrum with 
a characteristic profile and energy cutoff, i . ~ .  wavelength minimum, is produced. In addi- 
tion, lines can appear superimposed, corresponding to the ejection of K and L shell electrons 
knocked out of atoms in collisions with the high-energy electrons. This radiation is used for 
the analysis of a solid that is known as the bremsstrahlung isochromat spectroscopy technique. 

First de,wribed theoretically in: H .  Bethe, W. Heitler, On the stopping offastparticlrs and 
on t h ~  creation qfpositive elertnms, Proc. R. Soc. London, Ser. A 146, 83-1 12 (1934). 

Bridgman effect - when an electric current passes through an anisotropic crystal, there is an 
absorption or liberation of heat that results from the nonuniform current distribution. 

Rridgman relation - in a metal or semiconductor placed in a transverse magnetic field at 
a temperature T : P = QTo, where P is the Ettingshausen coefficient, Q is the Nernst 
coefficient, a is the thermal conductivity of the material. 

Rrillouin function - a function of the form J ( z )  = [(272 + 1)/2u] coth[(2n $. 1 ) ~ / 2 n ]  - 
( 1/27?) C O ~ ~ ( . T / ~ T I ) ,  where n is the parameter. It appears in the quantum mechanical theories 
of paramagnetism and ferromagnetism. 

Brillouin scattering - scattering of light in solids by acoustic waves. 
First described in: L, Brillouin, Diflusion of light trnd X-rays by a transparent homoge- 

rteous hody. The influence q f  thr thermal agitution, Ann. Phys. 17,88-122 (1922) - in French, 
and independently L. I. Mandelstam, On light scattering by an inhomogeneous medium, Zh. 
Russkogo FkKhim.  Obshch. 58(2), 381-386 (1926) - in Russian. 
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Primitive Base centered 

Figure 17: Rravais la~lice in three dimensions (angles are indicated where they are different 
from 90° 1. 



38 Brillouin zone 

Brillouin zone - a symmetrical unit cell constructed in the reciprocal lattice space. The 
construction procedure is the same as for a Wigner-Seitz primitive cell except that the points 
are now reciprocal lattice points. The Brillouin zones and their points of high symmetry for 
somc often met crystal lattices are shown in Figure 18. 

face-centered cubic 

rhombic base-centered 

hexagonal 

tetragonal 

rhombic 

Figure 18: Brillouin zoncs and high symmetry points of different crystal lattices. 
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First Brillouin zone is the smallest polyhedron centered at the origin and enclosed by 
perpendicular bisectors of reciprocal lattice vectors. In one dimension it is a region of the k- 
space defined by [-T/R, ? r / R ] ,  where R is the translation period used to construct the lattice. 

Fir~ t  drscrihrd in: L. Brillouin, Die Quant~nstatistik und i h r ~  Anwendung auf die Elek- 
tronenthrorie drr Mrtullr (Springer, Berlin 1931). 

Brownian motion - a random walk whose probability distribution is governed by the diffu- 
sion equation. The trajectory is fractal with the derivative (velocity) not wcll defined. 

Fir~ t  dcwribrd by R. Brown in 1827 (although he was not the first to see this phenomenon). 

Buckingham potential - an interatomic pair potential of the form 

where r is the interatomic distance and a, h, c,  d are fitted parameters. 

Buckingham's theorem states that if there are n physical quantities X I ,  ~ 2 , .  . . , xTL, which 
can be expressed in terms of rn fundamental quantities and if there exists one and only one 
mathematical expression connecting them which remains formally true no matter how the 
units of the fundamental quantities are changed, namely S(q, za, . . . , x,,) = 0, then the 
relation f can be expressed by a relation of the form F ( ? r l ,  ~ 2 , .  . . , T ,  - m )  = 0, where the 
T S  arc n - rr, independent dimensionless products of zl, x 2 , .  . . , x,. It is also known as the 
pi theorem. 

Bunsen-Roscoe law states that the amount of chemical change produced in a light irradiated 
reacting system is proportional to the amount of light absorbed. Actually, the change is also 
dependent on the intensity of the light, which is named the reciprocity failure. 

Burger's vector shows the direction in which a region of a crystal is displaced relative to the 
neighboring region, thus forming a dislocation. 

Burstein-Moss shift - a  blue shift ([he shift to the shorter wavelength range) of the absorption 
age in scmiconductors due to band filling. It is observed in heavily doped materials with filled 
up near band gap states. 

First described in: E. Burstein, Anomalous optical absorption limit in InSh, Phys. Rev. 
93(3), 632-633 (1 954); T. S. Moss, The interprrtution uj'thr proprrti~s qfindiunt antirnonide, 
Proc. Phys. Soc. (London) B 67(10), 775-782 (1954). 



C: From Caldeira-Leggett Model to Cyclotron Resonance 

Caldeira-Leggett model deals with the problem of dissipation in a quantum system. The 
model consists of an independent oscillator bath linearly coupled to the system of interest 
through a coordinatc-coordinate coupling. Originally it was used for the study of the quantum 
Brownian motion showing that in the classical limits the formalism reduces to the classical 
Fokker-Planck equation. The model has been widely used for study of the influence of 
damping on quantum interference with special attention to quantum tunneling and quantum 
coherence. Effective decoherence as a result of the interaction of a quantum system with an 
environment can provide a natural mechanism for the transition from quantum to classical 
behavior. 

Firsf described in: A. 0. Caldeira, A. J. Leggett, Path integral approach to quantum 
Brownian motion, Physica A: Statistical and Theoretical Physics, 121(3), 587-6 16 (1 983). 

Callier effect - selective scattering of light as it passes through a diffusing medium. 

canonical - relating to the simplest or most significant form of a general function, equation, 
statement, rule or expression. 

canonical equations of motion - see Hamiltonian's equations of motion. 

capacitance - the ratio of the charge Q on one of the plates of a capacitor (there being an 
equal and opposite charge on the other plate) to the potential difference V between the plates: 
C = Q / V .  

carbon dioxide laser - a type of ion laser with carbon dioxide gas as the active medium that 
produces infrared radiation at 10.6 pm. 

carbon nanotube - naturally self-organized nanostructure in the form of a tube composed 
of carbon atoms with completed bonds. They exist in two general forms, single-wall and 
midtiwall nanotubes. A single-wall carbon nanotube can be considered as a single sheet of 
graphite, called graphene, that has been rolled up into a tube. The resulting nanotube can 
have metallic or semiconducting properties dcpcnding on the direction in which the sheet war; 
rolled up. 

Graphene is a two-dimensional honeycomb net, made up of sp2 bonded carbon atoms as 
sketched in Figure 19. 

In a tube, some small contribution of sp" states is mixed in as a result of the tube curvature. 
For a seamless tube, the circumference or chiral vector Cl, must be a linear combination of 
the unit vectors a1 and az: Cl, = rial + rriaz, where n and rr1 arc integers. These integers 
placed in brackets, like (n ,  m),  are used to identify a particular structure of a tube. The angle 
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zig-zag 

Figure 19: Arrangcmcnt of  carhon xtoms in graphene. 

between Ch and a1 is called chiral angle. The chiral vector also dcfines the propagation 
vector, which represents the periodicity of the tube structure in the direction parallel to its 
axis. 

Typical structures of carbon nanotubes are shown i n  Figure 20. If n = m,  the chiral angle 
is 30" and the structure is called armchair. If either n or m is zero, the chiral angle i \  0" and 
the structure is called zig-zag. All other nanotubes with nonzero n # m have chiral angles 
between 0" and 30". They are said to have a chiral structure. There is a mirror image of 
their structure upon an exchange of n and m. The average diameter of 4ngle-wall nanolubes 
is 1.2-1.4 nm. 

Electron~c propertie\ of single-wall nanotubes are understood whcn lhose of graphene are 
analyzed. Graphcne docs not conduct electric current, except along certain directions where 
cones of electronic states at carbon atoms exist. This gives rise to the anisotropy of electronic 
properties of graphene into two principal directions, namely the direction parallel to a C-C 
bond and the direction perpendicular to a C-C bond. The clcctronic band structure of graphene 
is determined by electron scattering from the carbon atoms. Electrons moving along a C-C 
bond are backscattered by carbon atoms periodically appearing on their way. As a result, only 
electrons with a certain energy can propagate in this direction. Thus, the material shows an 
energy gap like that in a semiconductor. Electrons traveling in the direction perpendicular to 
a C-C bond are scattered by different atom\. They interfere destructively, which suppresses 
backscattering and leads to metallic-like hehavior. Thus, single-wall carbon nanotubes rolled 
up around an axis parallel to a C-C bond have semiconducting properties, while those rolled 
up around an axis perpendicular to the bonds are metallic In their electronic properties. 

A particular electronic behavior of the nanotuhe i \  defined by its chiral vcctor Cf, or 
equivalently by the relation of n and m. Armchair tubcs always show metallic properties. 
Thi\ is also the case for zig-zag and chiral tubes, but when rr - rrr = 31, where i is an integer. 
In contrast, zig-zag and ch~ral tubes with rr - rrr # 31 demonstrate semiconducting behavior. 

The rundamental band gap in semiconducting nanotubes ranges from 0.4 eV to 0.7 eV 
being dependent on small variations of the diameter and bonding angle. In general, the band 
gap decreases with an increase in the tube diameter. There is quantum confinement in the 
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armchair 
n=m - metal 
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n-m=3i - metal 
n-mr3i - semiconductor 
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n-m=3i - metal 

n-m3i  - semiconductor 

Figure 20: Carbon nanotubes with different chiral vectors defined by n, and m, (by courtesy of 
Professor L. Kavan). 

radial direction of the tube provided by the monolayer thickness of its wall. In fact, single- 
wall nanotubes behave as one-dimensional structures. Electrons can travel along the tube for 
long distances without being backscattered. Moreover, metallic carbon nanotuhes have been 
found to behave like quantum dots. 

Multiwrill nanotuhes consist of several concentrically arranged single-wall nanotubes. 
They are typically 10-40 nm in diameter. Intertuhe coupling within a multiwall nanotuhe 
has a relatively small effect on its electronic band structure. As a consequence, semiconduct- 
ing and metallic tubes retain their character if they are a part of a multiwall nanotube. By 
qtatistical probability, most of the multiwall carbon nanotubes demonstrates an overall metal- 
lic behavior because at least one metallic tube is sufficient to short circuit all semiconducting 
tubes. The phase coherence length in multiwall nanotubes (at 4.2 K) is about 250 nm, the 
elastic scattering length about 60 nm. 

Nanotubes have an impressive list of attributes. They can behave like metals or semicon- 
ductors, can conduct electric current better than copper, can transmit heat better than diamond, 
and they rank among the strongest materials known, not had for structures that are just a few 
nanometers across. 

Carbon nanotubes are fabricated by vaporizing carbon electrodes in arc-discharge, laser 
ablation, chemical vapor deposition. The nanotubes grown by the arc-discharge and laser 
ablation techniques produce tangled hunches. They are randomly arranged on electrodes or on 
a substrate, which makes them difficult to sort and to manipulate for the suhsequent building 
of nanoscale electronic devices. For studies and applications the tubes are extracted into a 
suspension in dicloroethane by a short sonication and then dispersed and dried onto silicon or 
SO2-covered substrates. An atomic force microscope (AFM) operating in tapping mode is 
used to select appropriate nanotubes and locate them at a desired place on the substrate. In 
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contrast, controlled growth of the tubes can he achieved with the use of the chemical vapor 
deposition (CVD) technique. 

For the chemical vapor deposition of carbon materials, a hydrocarbon gas is passed over a 
heated catalyst, The action of the catalyst causes the hydrocarbon to decompose into hydrogen 
and carbon atoms, which provide the feedstock for the carbon tube growth. The key param- 
eters controlling the growth are the type of hydrocarbons and catalysts used as well as the 
temperature at which the reaction is initiated. For fabrication of multiwall nwotubes one can 
use ethylene or acetylene gas as the carbon precursor, and iron, nickel or cobalt as the catalyst. 
The growth temperature is typically in the range 500-700 "C. At these temperatures carbon 
atoms dissolve in the metal, which eventually becomes saturated. The carbon then precipitates 
to form solid tubes, the diamctcrs of which arc determined by the s i ~ e  of the metal particles 
in the catalyst. The relatively low temperature of the process makes difficult the fabrication 
of tubes with a perfect crystalline structure. In this way the use of methane and processing 
temperatures as high as 900-1000 "C is appropriate to produce virtually defect-free tubes, in 
particular single-wall ones. Methane is the most stable of all the hydrocarbon compounds with 
respect to decomposition at high temperatures. It is a crucial property that prevents formation 
of amorphous carbon, which poisons the catalyst and coats the tubes. 

Well-positioned and oriented tower-like bundles of nanotubes can be fabricated by CVD 
onto silicon substrates patterned with catalyst materials. Useful approaches are shown 
schematically in Figure 21. 

cataly 

Figure 21: Principles of controlled growth of carbon nanotubes: a) the use of silicon pillars 
covered with a catalyst material, b) the use of catalyst islands on a SiOz film. 

One includes fabrication of silicon pillars, the tops of which are covered by the catalyst 
material (Figure 214. Individual nanotubes or bundles of them grow on the tops of the pillars 
during methane decomposition. They are suspended by the pillars and form networks that are 
oriented according to the pattern of the pillars. As the nanotubes grow, the flow of the gas 
keeps them floating and waving in the "wind". This prevents the nanotuhes from touching the 
substrate and being caught by the bottom surface. The nearhy pillars provide fixation points 
for the growing tubes. When the waving tubes touch the nearby pillars, the van der Waals 
interaction between the pillar and the tube is strong enough to catch the nanotubes and hold 
them aloft. 

Controlled growth of nanotubes can also be performed at specific sites on a SiOz covered 
substrate patterned with catalyst islands (Figure 21b). The mechanism of directional growth 
in this case has much in common with that previously discussed. A nanotube bridge forms 
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when a tube growing from one catalyst island falls on and interacts with another island. When 
bundles of nanotubes are grown, an APM tip is used to cut them mechanically or electrically 
until a single tube remains between the islands. The interactions tube/island and tube/substrate 
arc strong enough to allow the nanotube to withstand mechanical forces in subsequent litho- 
graphic processing. Mosl methods produce nanotubes as long as 1-10 pm, however lengths 
up to 200 pm can be reached. 

Doping of the nanotube material, determining thc type of charge c,arricrs in semiconduct- 
ing nanotubes, is achieved by substituting carbon atoms with boron (acceptor impurity) or 
nitrogen (donor impurity). Attaching alkali metal or halogen atoms to the outside of the tube 
can also be used for these purposes, but it is difficult to control. 

Metal contacts connecting nanotubes with other electron devices on the substrate can be 
fabricated in a number of different ways. Onc way is to make the electrodes and then drop 
the tubes onto thcm. Another is to deposit thc tubcs on a substrate, locate them with scanning 
tunneling microscope (STM) or AFM, and then attach leads using a lithography technique. 
Future approaches include the possibility of growing the tubes between electrodes made of 
a catalyst metal or of attaching the tubes to the surface in a controllable fashion using either 
electrostatic or chemical forces. Titanium has been found to give the lowest contact resistance 
when compared with other metals, like gold and aluminum. The reason is that there is a strong 
chemical interaction between titanium and carbon atoms giving rise to carbide formation at 
their interface. This process leads to an intimate electrical coupling between the two materials. 
Gold and aluminum do not form stable carbides, thus their contact resistance appears to be 
higher. 

By combining different nanotuhes, and supplementing them with gate electrodes, there is 
thc potential to make a wide variety of nanoelectronic devices. The prototypes that have been 
fabricated include rectifying diodes using junctions of metallic and semiconducting tubes, 
single-electron transistors based on metallic nanotubes, and field-effect transistors employing 
semiconducting nanotubes. 

Because carbon atoms have very strong bonds in nanotubes, it is very difficult to displace 
them. Thus, carbon nanotubes appear to be much more resistant to electromigration than 
conventional copper and aluminum interconnects in  integrated circuits. The electrical current 
lhat could be passed through a nanotube reaches 10''' A cm-? The small diameter of carbon 
nanotubes and their high current densities make them attractive in field electron emission ap- 
plications. Mechanical deformations dramatically change the electronic properties of carbon 
nanotubes allowing their use as building blocks of nanoscale electromechanical devices. 

F i r ~ t  described in: S. Iijima, Helical micro tubule^ of graphitic mrbon, Nature 354, 56-58 
(1991). 

More details in: R. Saito, G. Dresselhaus, M. S. Dresselhaus, Physical Properties of Car- 
bon Nanntubes (Imperial College Press, Singapore 1998); P. J. F. Harris, Carbon Nanotuhes 
and Related Structures (Cambridge University Press, 1999); 

See also www.pa.msu.edu/cmp/csc/nanotube.html; 
//shachi.cochem2.tutkie.tut.acCjp/Fuller/Fuller.html. 

carbonyl - a chemical compound containing the carhonyl group (>C = 0 ) .  

carbonyl group - a carbon-oxygen double bonded group >C = 0. 
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carhoxyl group - the functional group of the carboxylic acids represented as -COOH, 

carhoxylic acids -organic acids containing the functional group -COOH. They can be either 
aliphatic (RCOOH) or aromatic (ArCOOH), where R represents an alkyl group (-C,,H2n+~) 
and Ar stands for aromatic ring. The carboxylic acids with cven numbers of carbon atoms, n, 
ranging from 4 to about 20 are called fatty acids (e.g. rr = 10, 12, 14, 16 and 18 are called 
capric acid, lauric acid, myristic acid, palmitic acid, and stearic acid, respectively). 

Car-Parrinelln algorithm - an efficient method to perform molecular dynamics simulation 
for covalent crystals by first-principles quantum mechanical calculations where the forces on 
the ions arc calculated directly from the total energy of the ionic and electronic systems with- 
out needing a parameterized interatomic fcw-body potential. For the clcctronic contribution 
to the total energy, one actually solves the Schriidinger equation within the local density 
approximation with a plane-wave basis set. 

The electron density in terms of occupied single-particle orbitals 9 , ( r )  is n ( r )  = 

C,lQ,(r)l? The point of the potential energy surface is given by the minimum of the en- 
crgy functional 

Here {HT}indicate the nuclear coordinates and a,, are all possible external constraints imposed 
on the system like the volume 12, the strain E,,,, etc. The functional U contains the internuclear 
Coulomb repulsion and the effective electronic potential energy, including external nuclear, 
Hartree, exchange and correlation contributions. 

Minimi~ation of the energy functional E[{*%), { Rr ) In,}] with respect to the orbitals 
V!,(r), subjected to the orthogonal constraint, lcads to the self-consistent cquations of the 
form: 

Solution of the equations involves repeated matrix diagonalization with a computational effort 
growing rapidly with the s i ~ e  of the system. 

First described irz: R. Car, M. Parrinello, Uuified approcrch ,fur molecular-dynamic.~ and 
dmsit,y-jiuvictioncrl theory, Phys. Rev. Lett. 55(22), 2471-2474 (1985). 

Cartesian axis - a set of mutually perpendicular lines, which all pass through a single point. 
They are used to define a Cartesian coordinate syTtem. 

Casimir-du Pr6 theory describes spin lattice relaxation trcating the lattice and spin system 
as distinct thermodynamic systems in thermal contact with one another. 

Casimir effect - attraction of two mirror plates facing each other in a vacuum due to fluc- 
tuations of the surrounding electromagnetic fields exerting radiation pressure on the mirrors. 
The vacuum fluctuations were theoretically shown to result in the external pressure being, on 
averagc, greater than the internal pressure. Therefore both mirror plates are mutually attracted 
to each other by what is termed the Casimir force. This force is proportional to $/(I4, where 
S is the cross sectional arca and d is the diqtance between the mirrors. 
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At a separation of the order of 10 nm, the Casimir effect produces the equivalent of about 
1 atmosphere of pressure. It can influence the operation of microelectromechanical and 
nanoelectromechanical systems. 

First described: H .  B.  G. Casimir, On the attmction between two perfectly conducting 
plates, Proc. K. Ned. Akad. Wet. 51(7), 793-796 (1948) - theoretical prediction; M. J. Spar- 
naay, Measurements of attraction jurcrs hetween.flat plates, Physica 24(9), 751-464 (1858) - 
experimental confirmation. 

More details in: K. A. Milton, The Casimir 8 j f " ~ t  (World Scientific, Singapore 2001). 

Casimir force - see Casimir effect. 

Casimir operator plays a crucial role in the classification of group representations. The dis- 
cussion of the commutators of infinitesimal operators that generated infinitesimal transforma- 
tions led to the Lie algebra, while the generation of finite transformations formed the global 
groups, the Lie groups. Casimir and van der Waerden proposed the subgroups and subalge- 
bras or the Lie algebras and Lie groups, with Casimir returning to Lie's idea of invariance thus 
developing the Casimir operator, that is iin operator I' = C ~ ~ l e 7 u 7 R  on a representation K of 
a Lie algebra. Thir operator commutes with the action of any representation, in other words it 
commutes with all generators of a group. 

First described in: H.  Casimir, Uher die Konstruklion einer zu den irreduziblen Darstrl- 
lungen halheinfacher Gruppen gehiirigen Differentialgleichung, Proc. R. Acad. Sci. (Am- 
sterdam) 34 844-846 (1 931); H. Casimir, B. L. vw der Waerden, Algehraischer Reweis der 
vollstiindigen Reduzibilitdt der Durstrllungen halheinfdzer Liescher Gruppen, Math. Annal. 
l l l ( l ) ,  1-12 (1934). 

cathodoluminescence - light emission excited by electron irradiation of matter. 
First described by W. Crookes in the middle of the XIX century. 

Cauchy principal value of the integral J_"M f (z) dn: is lim-,, J:,T f (z) dz provided the 
limit exists. If the function f (z) is bounded on an interval (a ,  b) except in the neighborhood of 

a point e, the Cauchy principle value of J" f ( 2 )  d r  is L i r n ~ + ~  [J:-~ J(s) d r  + J~'~ f (x) dx] 
provided the limit exists. It is also known as principal value. 

Cauchy relations - a set of six relationships between the compliance constants of a solid, 
which should be satisfied provided the forces between atoms in the solid depend only on the 
distance between them and act along the lines joining them, and provided that each atom is a 
center of symmetry in the lattice. 

Cauchy sequence - a sequence with the property that the difference between any two terms 
is arbitrarily small provided they are both sufficiently far out in the sequence. More precisely 
it is stated: a sequence {a,} such that for every F > 0 there is an integer N with the property 
that if n and rn we both greater than N,  then I*,,, - n,  1 < t. 

causality principle asserts that a response of a system follows its cause in time, or that the 
response at some time depends cmly on the driving force in the past. 

cavitation - a tendency of liquids to form bubbles spontaneously when subjected locally to 
negative pressure, as they cannot withstand the tension involved. 
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CCD - acronym for a charged-coupled device. 

central limit theorem states that the distribution of sample means taken from a large popula- 
tion approaches a Gaussian distribution. 

cerenkov angle - see Cerenkov radiation. 

Cerenkov condition - see terenkov radiation. 

cerenkov radiation Cerenkov radiation@Cerenkov radiation - light emitted when relativis- 
tic particles pass through nonscintillating matter: a charged particle travelling with a velocity 
11 through a nonconducting medium having an index of refraction n(S)  emits electromagnetic 
radiation at all frequencies f for which the phase velocity c/n is less than v. In principle, a 
neutral particle having a magnetic moment (e.g. neutron) will also emit such radiation, while 
it will be negligibly small because of the smallness of the magnetic moment. The radiation 
is emitted at one angle, the Cerenkov angle 4 = arccos(c/.no), with respect to the momen- 
tum vector of the particle. The light is 100% linearly polarized with the electric vector being 
coplanar with the particle momentum vector. The emitted power is defined as 

where the integration is limited to those frequencies for which the eerenkov condition 
(r/71u) < 1 is fulfilled. 

The effect is used in high energy particlc physics, namely the fwt that only charged par- 
ticles that fulfill the kerenkov condition emit radiation, which then is detected. It is applied 
either to select particles above a certain energy or to discriminate against the heavier particles 
in a beam of given momentum containing a mixture of particles. 

first described in: P. A. eerenkov, Visible luminescence from pure liquids subjected to 
rudiation, Dokl. Akad. Nauk SSSR 2(8), 45 1 4 5 7  (1934); S. I. Vavilov, On possible origins of 
blue luminescence,from liquids, Dokl. Akad. Nauk SSSR 2(8), 457461 (1934) - experiment, 
both in Russian; I. E. Tamm, I. M. Frank, Coherent mdiation from a*fast electron in a medium, 
Dokl. Akad. Nauk SSSR 14(3), 107-1 12 (1937) - theory, in Russian. 

Recognition: in 1958 P. A. Cerenkov, 1. M. Frank, I. E. Tamm received the Nobel Prize in 
Physics for the discovery and the interpretation of the kerenkov effect. 

See also www.nobel.se/physicsAaureates/l958/index.html. 

characteristic function - the Fourier transform of a probability function. 

Chargaff's rules - see DNA. 

charge coupled device (CCD) - an array of integratcd metal-oxide-semiconductor capacitors 
which can accumulate and store charge due to their capacitance. Under the control of an 
external circuit, each capacitor can transfer its clectric charge to one or other of its neighbours. 
CCDs are used in digital image processing, photometry and optical spectrometry. 

charge density wave - a static modulation of the charge density at atomic sites accommo- 
dated by a periodic lattice dislortion. 
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chemical beam epitaxy - see molecular beam epitaxy. 

chemical potential - a thermodynamic variable bearing a relation to the flow of matter (or 
particles) similar to the relation which temperaturc bears to the flow of heat. Matter (particles) 
only flows between regions of different chemical potential and then in the direction of decreas- 

dC' ing potential. The chemical potential of the ith species is 11 = (fi)y7,,,,~~~ = 2 fin, d r ~ ,  h A  7 

where G is the Gibbs free energy, n, is the number of modes of the ith species, T is the 
absolute temperature, p is the pressure. 

chemical vapor deposition - a thin solid film growth of n material transported from the gas 
phase onto a suitable solid substrate. The gaseous medium actually contains vapors of the 
depositing material or a mixture of gaseous reactants capable of undergoing chemical conver- 
sion at the substratc surface to yield the film growth. The deposition is performed in open flow 
chambers, where a carrier gas containing the reactive species of the precursors is forced to flow 
past heated substrates. Chemical composition of the precursors, gas pressure in the reaction 
chamber and substrate temperaturc are the most important factors controlling the process to 
yield monocrystalline (epitaxial), polycrystalline or amorphous films. 

chemiluminescence - light generation by electronically excited products of chemical reac- 
tions. Such reactions are relatively uncommon as most exothermic chemical processes release 
energy as heal. The initial step is termed chemiexcitation. Chemical energy is converted into 
electronic excitation energy. If the excited state species is fluorescent, the process is a direct 
chemiluminescence. If the initial excited state species transfer energy to a molecule, which 
then emits light, the process is indirect chemiluminescence. 

First dcncribpd by E. Wiedemann in 1888. 

chemisorption - an adsorption process characterized by strong chemical bond formation 
between adsorbed atoms and substrate atoms at the adsorbing surface. 

Child-Langmuir law relates the current density, which can be drawn under space charge 
limited conditions between infinite parallel electrodes to the potential applied between the 
electrodes. The flow of' charged particles is said to be space charge limited if the current 
density given off by an emitter is not limited by any property of the emitter but rather by the 
[act that the charge in the space near the emitter reduces the electric field at the emitter to dero. 
Finally, the current density is proportional to If"/", where V is the potential of the collector 
respect to the cmitter. 

chromatography - a technique used to analyze material compositions including separation 
of the components in the mixture and quantitative measurements of the amount of each com- 
ponent. The most commonly employed types of chromatography arc: 

gas chromatography (to analyze gases or those liquids and solids, which can be heated to 
a volatile state without decomposition occurring) 

liquid chromatography (to analyze liquids and solutions of solids when such materials 
cannot be analyzed by gas chromatography because of their thermal instability) 

ion chromatography (to analyze qualitatively and quantitatively ionic species in complex 
liquid and solid mixtures) 
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gel permeation chromatography (to determine molecular weights and molecular weight 
distributions of polymer materials by separation of the molecules by size). 

chromosome - a single DNA molecule that is the self-replicating genetic structure within the 
cell which carries the linear nucleotide sequence of genes. In humans (or eukaryotes), the 
DNA is supercoiled, compacted, and complexed with accessory proteins, and organized into 
a number of such structures. Normal human cells contain 46 chromosomes (except the germ 
cells, egg and sperm): 22 homologous pairs of autosomes and the sex-determining X and Y 
chromosomes (XX for females and XY for males). Prokaryotes carry their entire genome on 
one circular chromosome of DNA. 

CIP geometry - see giant magnetoresistance effect. 

circularly polarized light - see polarization of light 

cladding layers - see double heterostructure laser 

Clark rule - a modification of the Morse rule relating the equilibrium internuclear distance 
in a diatomic molecule r and the equilibrium vibrational frequency w in the form wr.'(71)~/" 
k - h ', where n is the group number assigned according to the number of shared electrons, k 
is a constant characteristic of the period, k' is a correction for singly ionized molecules of that 
period (zero for neutral molecule\). 

first described in: C. H .  D. Clark, The relation br tw~en  vibration frequency unnd nuclear 
seprution jor some ,simple non hydride diatomic rnolmder, Phil. Mag. 18(119), 459470 
(1934); C. H. D. Clark, The application oj u modijed Morw formuln to ~ i m p l ~  hydride di- 
atomic m o l ~ c u l ~ s ,  Phil. Mag. lY(126), 476-485 ( 1  935). 

ClausEus-Mosotti equation connects total polarization of dielectric particles P with dielec- 
tric constant e and molecular volume I/  (= mol.wt./density) as P = (t - l)/(f + 2 ) ~ .  It 
supposes that particles of a dielectric under the inductive action of an electric field behave as 
a series of small insulated conductors and can be polarized as a whole. 

First described by R. Clausius and independently by 0. F. Mossotti in the middle of the 
XIX century. 

Clebsch-Gordan coefficients - the elements of the unitary matrix < mlm21jn7 >, which 
are In fact the coefficients of the expansion of the eigenstates 1 j r r ~  > in terms of thc eigenstates 
Irnlrnz >, in accordance with the fortnula Ijrn >= l r r ~ ~ r r ~ ~  >< n11n7~ljrn >. These 
coefficients are called Clebsch-Gordan coefficients. Sometimes also termed Clebsch-Gordon, 
Wigner, vector addition or vector coupling coefficient. There are many symbolq employed 
in the literature to denote the Clebsch-Gordan coefficients, for which it is pcwible lo obtain 
expl icit formula. The Clebsch-Gordan coefficients play a principal role in the gcncral problem 
of the combination of angular momenta in quantum mechanics. 

First described in: R. F. A. Clebsch, P. A. Gorclan, T h ~ o r k  der Ahelschen Funktionen 
(Teubner, Lcipzig, 1866). 

More details in: A. Messiah, Clebsrh-Gordon Coeficients and 3j Syrnhols, Apl~mdix C I., 
in: Quantum Mechanics (North Holland, Amsterdam 1962); L. Cohen, Tables oj the Cl~bsch- 
Gordm Cot#rients (North American Rockwell Science Center, Thousand Oaks, California, 
1974). 
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close packed crystal - a crystal with atoms arranged so that the volume of the interstitials 
between the spheres corresponding to the atoms is minimal. 

clusters (atomic) - large "molecules" containing lypically from 10 to 2000 atoms. They 
have specific properties (mainly due to their large surface-to-volume ratio), which are size 
dependent and different from both those of the atoms and the bulk material. 

CMOS - acronym for a complementary metal oxide semiconductor device. Such a device, 
typically being an integrated circuit, is a combination of p-channel metal oxide sernicon- 
ductor transistors and n-channel metal oxide semiconductor transistors. It was initiated by 
technical investigations in the 1940s and started as an industry in the late 1960s. CMOS cir- 
cuitry dominates the current semiconductor market due to the astonishing power of silicon 
electronic integration technology, CMOS technology has distinguished itself by the rapid im- 
provement~ in its products, in a four-decade history, most of the figures of merit of the silicon 
industry have been marked by exponential growth (see Moore's law), principally as a result 
of the ability to exponentially decrease the minimum feature sizes of integrated circuits. 

More detail in: http://www.sematech.org/public/rc~admapl 

CNDO - acronym for complete neglect of differential overlap; see approximate self- 
consistent molecular orbital methods. 

coenzyme - a nonprotein portion of an enzyme that supports the catalytic process. Coen- 
zymes are often vitamins or metal ions. 

coherence - a quality that expresses the correlation between two stochastic processes or 
states. 

coherent potential approximation is used for calculation of fundamental electronic prop- 
erties of disordered alloys. It introduces the concept of coherent atom corresponding to an 
average of disorderly 'arranged atoms of various species constituting a given alloy. We solve 
the impurity problem, in which an atom of a given species substitutes a coherent atom in the 
lattice of the pure crystal of coherent atoms. Electron states related to the impurity atom can 
be determined self-consistently in the local density approximation if the potential of the co- 
hcrcnt atom is known. The latter potential is called the coherent potential. It is determined 
self consistently by making use of the potentials of the component atoms, which in turn have 
been determined in terms of the coherent potential by solving the above mentioned impurity 
problem. 

First diwribed in: P. Soven, Coherent-pot~ntial model oj'suhstitutionnl disordered alloys, 
Phys. Rev. 156(3), 809-813 (1967). 

cohesion - a property exhibiting by condensed matter: work must be done in order to separate 
matter into its constituents (free atoms or molecules), which are normally held together by 
attractive forces. These forces are particularly strong in solids. The work required to dissociate 
one mole of the substance into its free constituents is called the cohesive energy. 

collision radiation - see bremsstrahlung. 

colloid - a substance consisting of a continuous medium and small (colloidal) particles dis- 
persed therein. 
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colloidal crystal - a self organized periodic, like in a crystal, arrangement of colloidal parti- 
cles. 

More d~tu i ls  in: P. Pieranski, Colloidal crystds, Contemp. Phys, 24(1), 25-73 (1983). 

colloidal particles - particles smaller than coarse, tilterable particles but larger than atoms 
and small molecules. They may eventually be large molecules composed of thousands of 
atoms. There is no generally accepted size limit for colloidal particles, but the upper limit is 
200-500 nm, while the smallest ones are measured to be 0.5-2 nm. 

colored noise - a noise characterized by a second order correlation function, which is broader 
than a delta function. 

commutator - a notation for operators A and B, [A$] = AB - BA. The order of operators 
is important. They cannot be reordcrcd like numbers. Two operators arc said to commute if 
their commutator is zero. It is possible to measure two physical quantities simultaneously to 
arbitrary accuracy only if their operators commute. 

complementarity -the term used by N. Rohr to describe the fact that in a given experimental 
arrangement one can measure either the particle aspects or the wave aspects of an electron, or 
other quantum particle, but not both sjmultaneously. 

complete neglect of differential overlap (CNDO) - see approximate self-consistent molec- 
ular orbital methods. 

compliance constant s - see elastic moduli of crystals. 

compliance matrix - see Hooke's law. 

Compton effect - an electromagnetic radiation, scattered by an electron in matter increases 
its wavelength so it becomes 

where Xo is the wavelength of the incident radiation, m is the mass of the electron, 6' is 
the scattering angle. It is indced pronounced in the case of X-rays and gamma radiation. 
The radiation is scattered in some definite direction. The increase in the wavelength (AX = 

Xo - A,)) depends only on the angle of scattering 8. The term h/mc is called the Compton 
wavelength. 

First described in: H.  Compton, A quantum theory of the scattering of X-mys by light 
experiments, Phys. Rev. 21(5), 483-502 (1923). 

Compton scattering - an elastic scattering of photons by electrons. 

Compton wavelength - see Compton effect. 

conductance - the real part of thc admittance of an electric circuit. When the circuit 
impedance contains no reactance, like in a direct current circuit, it is the reciprocal of re- 
sistance. Conductance is a measure of the ability of the circuit to conduct electricity. 

conductivity -the ratio of the electric current density to the electric field in a material. 
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conduction hand - a set of one electron states most commonly available for conduction of 
electric current by electrons in solids. 

conductor - a substance, through which electric currents flow easily. It has a resistivity in 
the range of l~-"lO-~ L! cm. A solid is a conductor if there is no energy gap between its 
conduction band and valence band and the conduction band is filled with electrons. 

constitutive relations - see Hooke's law. 

continuity equation - an equation, which relates the rate of inflow of a quantity to the rate 
of increase of the amount of that quantity within a given system. It can be written in the most 
general form for a particle density N as % = injection(and/or + production) - absorption 
- leakage. Conservation of the particles in three dimensions gives div J + = 0, where J 
is the particle density vector. In the one-dimensional case it transforms to + 9 = 0. 

controlled rotation gate (CROT gate) - a logical gate in which the state of one bit (thc 
control bit) controls the state of another bit (the target bit). The target bit is rotated through 
n (i. e. from state 0 to I or vice versa) if and only if the control bit is 1. The transformation 
matrix of the simplest gate is: 

The CROT gale is equivalent to the standard controlled NOT gate, despite the difference in 
the minus sign placement in their matrix representations. 

Cooley-Tukey algorithm - the efficient algorithm for calculation of a discrete Fourier trans- 
form (see fast Fourier transform). It provides these calculations using only 7% log n arith- 
metic operations instead of ,n2 operations. 

Formally, the discrete Fourier transform is a linear transformation mapping any 
complex vector f of length n to its Fourier transform F.  The kth component of 
F is F ( b )  = ~71,: f ( j )  o~p(2;71:,jk/n) and the inverse Fourier transform is f ( i )  = 

F(k)  exp(-2srljkln). Coolcy and Tukey showed how the Fourier transform on the 
cyclic group Z/n,Z, where n = pq is composite, can be written in terms of Fourier transforms 
on the subgroup qZ/n,Z or Z/pZ. The trick is to change variables so that the one-dimensional 
formula giving the discrete Fourier transform is turned into a two-dimensional formula which 
can be computed in two stages. Define variables :jl, j 2 ,  k l ,  k2 through the equations: 

Then the Fourier transform can be rewritten as: 
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Now one can compute F at two stages: 
I. For each kl and j2 compute the inner form 

This requires at most scalar operations. 
2. For each k l  and k2 compute the outer sum 

This requires an additional q2p operations. Thus, instead of (pq)2  operations, the above al- 
gorithm uses (pq)  ( p  + q )  operations. If n could be factored further, the same trick could be 
further applied obtaining the transform through only n log n operations. 

The algorithm had a revolutionary effect on many digital and image processing methods 
and it is still the most widely used method for computing Fourier transforms. It is interesting 
to note that the idea started from the necessity to develop a method for detecting Soviet Union 
nuclear tests without visiting the nuclear facilities. One idea was to analy~e a large number of 
seismological time series obtained from off-shore seismometers, this requires fast algorithms 
for computing discrete Fourier transforms. The algorithm was not patented, the impressive 
rapid growth of its applications is testimony to the advantages of open developments. 

Fir51 described in: J .  W .  Cooley and J. W. Tukey, An algorithm for machinu calculation of 
corrzplex Fourier series, Math. of Comput., 19(2), 297-301 1965). 

Cooper pair - a pair lormed by two electrons with differently oricnted spins (up and down). 
As a result the pair has zero spin and the energy distribution of such particles follows the 
Ruse-Einstein statistics. Cooper pairs are used in the explanation of superconductivity. 

First describ~d in: L. N. Cooper, Bound ~ l ~ c t r o n  pair5 in a degenerut~ Fermi gas, Phys. 
Rev. 104(4), I 189-1 190 (1956). 

Recognition: in 1972 J .  Brirdeen, L. N. Cooper rind J. R. Schrieffer received the Nobel 
Priec in Physics for their jointly developed theory of wperconductivity, usually called the 
BCS-theory. 

See also www.nobel.se/physics/laureates/l972/index.html. 

coordination numher -the number of nearest neighbors of a certain atom. The polyhedron 
formed when [he ncarcst neighbors arc connected by lines is called its coordination polyhe- 
dron. 

Corbino disc - a flat doughnut shaped sample, Figure 22, that has concentric contacts to the 
inner and outer cylindrical surfaces. 

Firsl desrrih~d in: 0. M .  Corbino, El~ktrornagnptischc Efekte die vort der Verz~rrung 
herriihren, Phys. Z. 12,842-845 (191 1). 
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Figure 22: Corbino disc. 

Corbino effect - production of a circumferential electric current in a circular disk by the 
action of an external axial magnetic ficld upon a radial current in the disk. 

First described in: 0. M .  Corbino, Elektromagnrtische Ejekte die von der Verzerrung 
herruhren, Phys. Z .  12,842-845 (191 1). 

Coriolis force - an inertial force arising when an object is moving in a rotating coordinate 
system. As a result, the path of the object appears to deviate. In a moving coordinate system, 
this deviation makes it look like a force is acting upon the object, but actually there is no real 
force acting on the object. The effect is due to rotation (associated with an acceleration) of 
the coordinate system itself. Tn a rotating frame of reference (such as the earth), the apparent 
force is F = 2m(v x fl), where m i ,  is the mass and v is the linear velocity of the object, 0 is 
thc angular velocity of the coordinate system. 

Erst described in: G. G .  Coriolis, J. Ecole Poytechn. 13,228,265 (1832). 

correlation - the interdependence or association between two variables that are quantitative 
or qualitative in nature. 

correspondence principle - see Bohr correspondence principle. 

Cottrell atmosphere - a cluster of impurity atoms surrounding a dislocation in a crystal. 

co-tunneling - a tunneling process through an intermediate virtual state. It becomes relevant 
when sequential single-electron tunneling through quantum dots is suppressed by Coulomb 
blockade. The virtual states originate from quantum fluctuations of the number of electrons 
there. Co-tunneling is a process of high order tunneling in which only the encrgy from initial to 
final (after the tunneling events) state needs to be conserved. Elastic and inelastic co-tunneling 
are distinguished. 

In elastic co-tunneling an electron tunnels into the dot and out of the dot through the same 
intermediate energy state of the dot. For a dot placed between two leads the corresponding 
current is 

Here 01 and a2 are the barrier conductance in the absence of the tunneling processes, A is 
the energy gap between the states in the dot, El is the charging energy related to one electron 
coming into the dot, E2 is the charging energy related to one electron leaving the dot. The 
current varies linearly with the applied voltage V. At low temperatures it is temperature 
independent. 
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In inelastic co-tunneling, an electron that tunnels from one lead into a state in the dot is 
followed by an electron that tunncls from a different state of the dot into another lead. Xn this 
case the current is 

It is obvious that the current is tempcraturc dependent and proportional to V 3 .  Tn a multidot 
system with N junctions I N V'N-l. 

The co-tunneling processes yield the current below the threshold voltage controlled by the 
Coulomb blockade. This limits the accuracy of the single electron Coulomb turnstile, even in 
the most favorable conditions. 

First described in: D. V. Averin, Y. V. Naxarov, Marroscopic quantum tunneling of charge 
and cw-tunnrling, in: Single Charge Tunneling, cdited by H.  Grabert, M. H. Devoret (Plenum, 
Ncw York 1 992), pp. 2 1 7-248. 

Coulomb blockade - an interdiction of an electron transfer into a region where it results in 
a change of the electrostatic energy greater than the thermal energy knT.  Note that if the 
region is characterized by the capacitance C, its electrostatic energy is increased by r2/2CI 
with the arrival of one electron. In macroscopic structures, this change in thc energy is hardly 
noticeable, while in nanostructures, particularly in quantum dots, the condition ~ " 2 2 ~  > 
kRT ,  is easily realized. The change in the electrostatic energy due to transfer of a single 
electron results in the gap of e2/2C in tbe energy spectrum at the Fermi level referred to as a 
Coulomb gap. Injection of an electron in a Coulomb blockade regime is inhibited until this 
energy gap is overcome through an applied bias. The phenomenon clearly manifests itself in 
single-electron tunneling. 

First observed in: I. Giaever, H .  R. Zeller, Suprrconductivit), of small tin particles mea- 
sured by tunneling, Phys. Rev. Lett. 20(26), 1504-1507 (1968) - experiment; I. 0. Kulik, R. 
T, Shekhter, Kin~tic phenom~na and charge di~cretene~s eflects in grunuluted media, Zh. Exp. 
Teor. Fiz. 68(2), 623-640 (1975) - theory. 

Recognition: in 1973 I. Giaever received the Nobel Prize in Physics for his experimental 
discoveries regarding tunneling phenomena in superconductors. 

See also www.nobel.se/physics/laureates/l973/index.htmI. 

Coulomb gap see Coulomb blockade. 

Coulomb gauge - the gauge defined by the equation V . A = 0, where A is the vector 
potential of the magnetic field. 

Coulomb law (mechanics) states that friction force between two bodies is independent of the 
velocity of their movement with respect to each other. See also Amontons' law. 

Coulomb law (electricity) states that the electrostatic force of attraction or repulsion exerted 
by one particle with a charge ql on another with a charge -72, also called the Coulomb force, 
is defined as F' = qlq2/r< where r is the distance between the particles. 

First ohserved by H .  Cavendish in 1773 but not published; 
First described by C. A. Coulomb in 1785. 
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Coulomb potential - thc potential describing interaction of two charged particles in the form: 
V ( r )  = z, where p l  and qz are the charges of the interacting particles, E is the relative 
permittivity, 7. is the distance between the particles. 

Coulomb scattering - scattering of charged particles by an atomic nucleus under the influ- 
ence of the Coulomb forces exerted by thc nucleus as a whole, i. e. the internal nuclear force 
field is neglected. This means that thc charged particles which undergo scattering do not ap- 
proach the nucleus sufficiently closely for the nuclear forces acting between the protons md 
neutrons to have any external effect. 

Coulomb staircase - a stair-like current-voltage characteristic typical for a doublc barrier 
single-electron tunneling structure. 

covalent bond - an interatomic bond in which each atom of a bound pair contributes onc 
elcctron to form a pair of electrons. 

CPP geometry - see giant magnetoresistance effect. 

CROT gate - see controlled rotation gate. 

cryogenics - production and maintenance of very low temperatures, within a fcw degrees of 
absolute zero, and the study of phenomena at thcsc temperatures. 

crystal - a three-dimensional-shaped body consisting of periodic arrays of ions, atoms or 
molecules. 

crystal point group - sce point group. 

cuhic lattice - a Bravais lattice whose unit cell is formed by perpendicular axes of equal 
length. 

Curie law governs the variation of magnetic susceptibility with the temperature of a para- 
magnetic material with negligible interaction between the magnetic carriers. It has the form 
M = C/T ,  where M is the molar susceptibility and C: is the Curie constant. 

First de~cribrd by P. Curie in 1895. 

Curie point (temperature) - the temperature above which particular magnetic properties of 
the substance disappear. There are three such points relating to diffcrcnt magnetic materials: 
(i) the ferromagnetic, (ii) the paramagnetic, (iii) the antiferromagnetic Curie points. The latter 
is also called the N6el point (temperature). 

Curie-Weiss law -the Curie law modified to the case when internal interactions play a role. 
The temperature dependence of the molar susceptibility takes the form M = C/ (T  - (-I), 
where (-3 is thc Curie point. 

First clesrrih~d in: P. Weiss, Hypothesis of the rnolrculur jield und jerromugnetism, J .  
Phyv. 6,661-690 (1907). 

Curie-Wulff's condition - see Wulff's theorem 

"current law" - see Kirchhoff laws (for electrical circuits). 
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cyclotron effect - any free electron of mass m moving in a plane normal to a magnetic field 
with induction B executes a circular trajectory in this plane with the characteristic frequency 
w, = eB/rn, known as the cyclotron frequency. The radius of the orbit, called the cyclotron 
radius, is r, = ( ~ ~ I L E ) ] / ~ / ( ~ R ) ,  where I3 is the electron kinetic energy. Notc that the period 
of the cyclotron motion is independent of thc clectron energy, while the radius of the orbit is 
dependent on the electron energy.. 

cyclotron frequency - see cyclotron effect. 

cyclotron radius - see cyclotron effect. 

cyclotron resonance - a resonance absorption of energy from an alternating current electric 
field by electrons in a uniform magnetic field when the frequency of the electric field equals 
the cyclotron frequency, or the cyclotron frequency corresponding to the electron's effectivc 
mass if the electrons are in a solid. 



D: From D'Alambert Equation to Dynamics 

d'Alambert equation - a system of si~nultaneous linear holnogeneous differential equations 
with constant coefficients of the fonn dy,/dn: = a,,,yk = O(Z = 1,2 ,  . . . , n), where y, (z) 
are the n functions to be determined and u,!, are constants. 

First described by J .  d' Alambert in 1747. 

d9Alamhertian operator is L12/8x" t2/LIy" + i3"lB2 - l/~/"(B~/at"). It is used in elec- 
tromagnetic wave theory where the parameter 11 is the wave velocity in the medium under 
consideration. 

damped wave - a wave whose amplitude drops exponentially with distance because of the 
energy losses, which are proportional to the square of the amplitude. 

Darwin curve - the form of the angular distribution of intensity in the X-ray diffraction pat- 
tern from a perfect crystal, as originally calculated by C. G .  Darwin. 

Davisson-Calbick formula gives the focal length for the simplest electrostatic lens composed 
of a single circular aperture in a conducting plate kept at the potential V and separating two 
regions of different potentials Vl and V2 in the form f = 4V(Vz - Vl). 

Davissnn-Germer experiment - the fint demonstration of electron diffraction in which a 
bcam of clcctrons was directed at the surface of a nickel crystal. The distribution of scattered 
back elcctrons was measured with a Faraday cylinder. 

First described in: C. J .  Davisson, L. H. Germer, Difruction ofelectrons by a crystal o f  
Nickel Phys. Rev. 30,705-740 ( 1927) 

Kecognition: in 1937 C.  J. Davisson shared with G. P. Thomson the Nobel Prize in Physics 
lor their experimental discovery of diffraction of electrons by crystals. 

Scc also www.nobel.se/physics/laureate~/l937/index.html. 

Davydov splitting - splitting in the absorption spectra of molecular crystals due to the inter- 
action between identical molecules having different orientations in the unit cell of the crystal. 

First described in: A. S .  Davydov, Theory of absorption sppctru of molrculur systems, Zh. 
Exp. Teor. Fiz. 18(2), 2 10-2 18 (1 948) - in Ru~sian. 

de Broglie wavelength appears from de Broglie's statement that any particle, not only pho- 
tons, with a momentum p should have (in some sensc) a wavelength given by the relation 
A = hip. 

First described in: L. de Broglie, Ondes et quanta, C. R. Acad. Sci. (Paris) 177, 507-510 
(1923). 

mat is Wiat m the Nanonadd; A Handbook on Nanoscicnce and Nanorcchnologe 
V~~lur E. Rurircnku and Slcfano Ossicini 
Ojpyrighl Q 2(XM Wilq-VCH Vrrlng FrnhH B Cu. KFnA. Wcmhcim 

ISBN: 3-527-40493-7 
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Recognition: in 1929 L. de Broglie received the Nobel Prize in Physics for his discovery 
of the wave nature of electrons. 

See also www.nobe1 .se/physics/laureiites/ l929/index.html. 

Debye effect - selective absorption of electromagnetic waves by a dielectric due to molecular 
dipoles. 

Recognition: in 1936 P. Debye received the Nobel Prize in Chemistry for his contributions 
to our knowledge oTmolecular structure through his investigations on the dipole moments and 
on diffraction of X-rays and electrons in gases. 

See also www.nobel.se/chemistry/laureates/1936/index.html. 

Debye frequency - the characteristic frequency of the lattice vibrations that couple the elec- 
trons in the superconducting state. 

DebyeHiickel screening - phenomenon in a plasma, where the electric field of a charged 
particle is shielded by particles having charges of the opposite sign. 

First described in: P. Debye, G.  Hiickel, Theory oj'electrolytes. Purt II. Law of the limit qf 
electrolytic conduction, Phys. Z .  24(10), 305-325 (1923) - in German. 

Debye-Hiickel screening length - a penetration depth of an impurity charge screened by 
mobile carriers in semiconductors L = ( e % n / c o k B ~ ) - ' I 2 ,  where n is the carrier concentra- 
tion and T is the temperature. It is valid for lightly doped semiconductors at around room 
temperatures. The quantity (T , ) - l  is denoted as the Debye-Huckel screening wave number. 

Debye-Ruckel screening wave number - see Debye-Huckel screening length. 

Debye-Huckel theory - the theory of the behavior of strong electrolytes according to which 
each ion is surrounded by an ionic atmosphere of charges of the opposite sign whose behavior 
retards the movement of ions when an electric current is passed through the medium. 

The energy of the interaction between the ions and their surrounding ionic atmospheres 
determines an electrostatic potential energy of the solution, which is assumed to account for 
the nonideal behavior. The following assumptions are made to calculate this potential energy: 
(i) strong electrolytes are completely dissociated in the concentration range in which the theory 
is valid, (ii) the only forces operative in interionic attraction are the Coulomb forces, (iii) the 
dielectric constant of the solution is not essentially different from that of the solvent, (iv) the 
ions can be regarded as point charges, (v) the electrostatic potential energy is small compared 
with the thermal energy. 

First dpscribpd in: P. Debye, E. Hiickel, Zur Tl~eorie der Elektrolyten, Phys. Z .  24(9), 
185-206 (1923). 

Debye-Jauncey scattering - incoherent background scattering of X-rays from a crystal in 
directions between those of Bragg reflections. 

Debye relaxation - relaxation of a charge polarization characterized by a single relaxation 
time r. It is typical for the relaxation of orientation polarization in a material containing only 
one type of permanent dipoles. The relaxation current decreases exponentially with time: 
I exp (-117). 

Dehye screening length = Debye-Huckel screening length. 



60 Dehye temperature 

Debye temperature - the characteristic used to describe the slope of the temperature de- 
pendence of the heat capacity of matter generally presented as c, = f (TITe). In fact, the 
Debye temperature T(+ is dependent on temperature, so the above relation holds linearity in 
an appropriate power of I'/T-, in a limited temperature range. 

First described in: P. Debye, Zur Theorie der spezifischm Wiirm~, Ann. Phys. 30(4), 
789-839 (1912). 

Debye-Waller factor - a reduction for the intensity of X-rays diffracted at a crystal lattice 
due to the thermal motion of the atoms in the lattice. It is D = exp [-8.rrz.u" sin"(t)/2~"], 
where u2 is the average value of the square of the displacement of the atom perpendicular to 
the reflecting plane ( a function of T), f3 is the Bragg reflection angle, X is the wavelength of 
the X-rays. 

f rsr described in: 1. Waller, The influence of th~rrrial motion on the intefirence of Ront- 
gen rays, Z. Phys. 17(6), 398-408 (1923). 

deca- - a decimal prefix representing 10, abbreviated da. 

deceleration radiation - see bremsstrahlung. 

deci- - a decimal prefix representing lop1, abbreviated d. 

deformation potential is introduced in order to describe how phonuns compress and dilate 
alternating regions of a solid. A uniform compression or dilatation of the crystal causes the 
edge of each electronic energy band to move up or down proportional to the strain. The 
constant of proportionality is called the deformation potential, E. 

The potential energy is V ( Z )  = F r ( z ) ,  where the longitudinal strain is c ( z )  = 6)u/az, 
and rr(z) is the displacement of an atom at z. 

degeneracy means the equality of quantities, which are independent and thus in general dis- 
tinct. In quantum mechanics, it is a number of orbitals (energy levels) with the same energy 
or identically - the conditions when different wave functions correspond to the same energy. 

degenerate states - states of the same energy. In other words, different states with a common 
eigenvalue are said to be degenerate. 

de Haas-van Alphen effect - oscillatory variation of magnetic susceptibility of metals as a 
function of l /H, where H is the slrcngth of a static magnetic field. The effect is observed 
at sufficiently low temperatures, typically below 20 K. It is a consequence of the quantization 
of the motion of conduction electrons in a magnetic field. Recording field and temperature 
dependences of the effect, in particular as a function of the field orientation with respect to 
the crystal axes, enables one to find the electron effective mass, electron relaxation time and 
Fermi level in the material. 

Fir~t  described b y  W. J .  de Haas, P. M. van Alphen, Relation of the susceptibility of diu- 
magnetic nzetcrh to the$eld, Roc. K. Akad. Amsterdam 33(7), 680-682 (1930). 

Mow d&ds in: D. Schoenberg, Mugnetic Oscillutions in Metuls, (Cambridge University 
Press, Cambridge 1984). 

Delbriick scattering - a scattering of light produced by a Coulomb field, i. e. by virtual 
electron-positron pairs. 
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delta-doped structure - a semiconductor structure with extremely inhomogeneous doping 
profile characterized by location of all impurities in a very thin inner layer, ideally within one 
monolayer. The dopant profile resembles the Dirac delta function. Electronic bands in such 
a structure are shown in Figure 23. 

Figure 23: Energy hands in a delta-dopcd semiconductor slructure. 

Carriers in the highly doped region are restricted to move far from the ionized impurity 
because of strong Coulomb interaction with them. The electric field of the ionized impurity 
atoms is screened by the free carriers they produce. A V-shaped potential well is formed. It 
can be approximated by 

where F is the dielectric susceptibility of the material, N, lhe sheet concentration of the impu- 
rity, on* = cti"lme%e effective Rohr radius. 

Energy stales in the well are quantized according to the quantum confinement regularities. 
They can accornmodate a high density of electrons with a large number of occupied two- 
dimensional sub-hands. 

One of the simplest delta-doped structures consists of a monolayer of silicon deposited 
onto the surface of monocrystalline GaAs and then buried with more epitaxial GaAs. Donor 
silicon atoms diffuse away slightly, but remain within some monolayers near the original 
doping plane. An electron-confining region extends to about 10 nm. An electron density in 
the 2DEG of up lo 1014 cmP%an he reached, but at the cost of cutting their mobility. 

A periodic alignment of r~-type and ptype delta-doped layers separating an intrinsic ma- 
terial is known as a nipi  structure. When donor and acceptor concentrations in n-type and 
p-type layers, respectively, are equal then the structure in equilibrium has no free carriers to 
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move. Non-equilibrium carriers, generated for example by the light illumination of the struc- 
ture, appear to be separated by the built-in electric field. Their charge modifics the energy band 
diagram in the same way as do equilibrium carriers. An identical effect can be also achieved 
by external electrical biasing of the n- and p-layers. Both approaches give an opportunity for 
effective tuning of the energy band diagram. 

delta function - a distribution S such that Lrm f(x)b(x - t) clx = J( t ) ,  also known as Dirac 
delta function. It is a functional generalizition of the Kmnecker delta function. 

demagnetization curve - a functional relrttionship between the magnetic induction and the 
strength of the magnetic field, when strength of the field is decreased from the saturation state 
of the material to the point of zero flux. 

Demher effect - an appearance of an electric field in a uniform semiconductor when it is 
nonuniformly irradiated with light. It is a result of the different diffusion lengths of electrons 
iind holes generated by the light. 

First &.scribed in: H .  Dernber, Photoelrctric emf in cuprous ox id^ crystals, Phys. Z .  32, 
554-556 (1931) - experiment; J. I.  Frenkel, Possiblr rxplunation qf superconductivity, Phys. 
Rev. 43(1 I), 907-9 12 ( 1  933) - theory. 

dendrite - a tree-like crystal. 

density functional theory states that the ground state energy corresponds to the minimum of 
a functional of the density of electrons, which is a function of position. Then the electron dis- 
tribution in the ground state is shown to bc determined by solving the Schriidinger equation 
with an appropriate one electron potential which takes into account the exchange-correlation 
energy as well as the classical electron-electron and electron-nucleus Coulomb interactions. 
The exchange-correlation potential, which is a function of the elcctron density, in principle, 
can be determined only approximately. The approximation which is widely used is the local 
density approximation. By calculating the one-electron potential self-consistently, one can 
determine not only the electron structure for a given lattice configuration of nuclei but also 
the crystal structure itself and lattice spacing on the basis of the energy minimum principle by 
comparing the total energy of various configurations. 

The density functional theory is bwed on two general theorems: 

any physical property of an interacting electron gas, in its fundamental state, can be 
written as a unique functional of the electron density p(r) and, in particular, its total 
energy E[p]  (the total energy of an elcctron gas in the presence of a background potential 
may be written as a functional of the charge density) 

E[p ]  reaches its minimum for the true density p( r ) ,  i .  e., derived from the Schrijdinger 
equation. The true charge density of the system is that which minimizes this functional, 
subject to it having the correct normalization. 

For electrons moving in a potential due to ions (in the CGS system) 
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where p+(r) is the number of element,uy positive charges per unit volume. The first three 
terms ~lre due to the classical Coulomb electron-ion, electron4ectron and ion-ion interac- 
tions, respectively. The fourth term is the kinetic energy of a noninteracting electron system 
of density p(r). The last term is the exchange and corrclalion energy. 

The theory is applicable for simulation of fundamental electronic and related propertics of 
matter. 

Fir~t &scribed in: P. Hohenberg, W. Kohn, Inhomogeneous electron gas, Phys. Rev. B 
136(3), 864-871 (1964) and W. Kohn, L. J. Sham, Quantum density  oscillation^ in an inho- 
mogeripous electron gms, Phys. Rev. A 137(6), A1697-A1705 ( 1  965); W. Kohn, L. J. Sham, 
SPY consistent ryuation~ including exchange und correlation effects, Phys. Rev. A 140(4), 
1133-1138 (1965). 

Recognition: in 1998 W. Kohn received the Nobel Prize in Chemistry for his development 
of the density-functional theory. 

See also www.nobel.se/phy sics/laureates/199X/index,html. 

density of states - a number of states per energy interval dE per spin orientation per unit 
volume of real space. Total density of states and projected density of states are distinguished. 
The total density of states is calculated as 

where VBX is the Brillouin zone volume. The integral is taken over the surface of constant 
energy E and 11 is the band index. The projected density of states of the atom type t is 

2 
n[  (E) = - c 1 Ql (k)b(R - Ell (k)) dK, 

VBX ,, BZ 

where Q(is the partial charge. 
The total densities of states in three-dimensional (3D) and reduced dimensionality systems 

are: 

where m* is the effective electron mass, 0 ( E  - E,) is the step function. 

deoxyribonucleic acid - see DNA. 

desorption - removal of a substance from a surface on which it has been adsorbed. The 
alternative process is adsorption. 
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Destriau effect - electroluminescence of zinc sulfidc phosphors when excited by an elec- 
tric field. This effect is the basis for the alternating-current phosphor panel technology. G. 
Destriau first coined the word "electrolurninescence" to refer to the phenomenon he observed. 

Arst d~scribed in: G. Dcstriau, Keclierchps sur lrs scintillations des su&ms dr zinc aux 
rayons, J .  Chem. Phys. 33,587-625 (1 936). 

Deutsch-Jozsa algorithm - a quantum algorithm for solving the Deutsch-Jozsa problem: 
the task is to determine whether the Boolean function ,f : (0, I)" + ( 0 , l )  is constant, 
always returning 0 or always 1 irrespective of the input, or balanced returning 0 for half of 
the inputs and 1 for the othcr half. For example determining whether a coin is fair (head 
on one side, tail on the other) or fake (heads or tails on both sides). Functions of this type 
are often referred to as oracle or black box. The algorithm gives the right answer using just 
an examination step. A classical algorithm requires in the bcst case two evaluations, in the 
worst casc (2" + 1 )  evaluations. It is sufficient to require that f is linear and to note that 
a reversible implementation of 1 is possible by using at least one extra bit to represent the 
computation as a permutation of the states of the input bits. 

Fir~ t  rkscrihed in: D. Deutsch, R. Jozsa, Rapid solutions ofproblems h.y quantum compu- 
tation, Proc. R. Soc. London, Ser. A 439, 553-558 (1992). 

Morr. detuils in: A. Galindo, M .  A. Martin Delgado, lnformation and computation: rlassi- 
cal and quantum asprcts, Rev. Mod. Phys. 74(2), 347423 (2002); S. Guide, M. Riebe, G. P. 
T. Lancaster, C. Becher, J. Eschner. H. Hiiffner, F. Schmidt-Kaler, I. L. Chuang, R. Blatt, Im- 
plerplentation of the Drutsch-hsza algorithn on u ion-trap quantum computer, Nature 421(1 j 
48-50 (2003 j. 

Rerognition: in 2002 D. Deutsch received the International Award on Quantum Commu- 
nication for his theoretical work on Quantum Computer Science. 

diagonal sum rule - a sum of the diagonal elements (the trace) of the matrix of an observable 
is independent of representation and is just equal to the sum of the characteristic values of the 
observable weighted by their degeneracies. 

diamagnetic - a substance, which in an external magnetic field demonstrates magnetization 
opposite to the direction of the field, so diamagnetics arc repelled by magnets. The magne- 
tization is proportional to the applied field. A substance in a superconducting state exhibits 
perfect diamagnetism. See also magnetism. 

First described in: M.  Faraday, Phil. Trans. 136, 21,41 (1846). 

diamakmetic Faraday effect - the Faraday effect at frequencies near an absorption line, 
which is split due to the splitting of the upper level only. 

diamond structure - specific crystalline structure which can be described as two interpen- 
etrating face centered cubic (fcc) lattices that are displaced relative to one another along the 
main diagonal (atomic arrangement in a fcc lattice can be seen in Bravais lattice). The posi- 
tion of the origin of the second fcc lattice expressed in terms of the basis vector is (1/4,1/4,1/4). 
The structure takes its name from diamond where carbon atoms are arranged in such a fash- 
ion. It supposes three-dimensional covalent bonding in which every atom is surrounded by 
four nearest neighbors in a tetrahedral configuration. Other elements thitt crystallize with the 
same lattice are Si, Gc, nSn. 
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Dicke effect - splitting of a spontaneous emission of photons by an cnsernble of initially 
excited atoms. If the excited atoms are located in a region smaller than the wavelength of 
the emitted radiation, they no longer decay independently. Instead, the radiation has a higher 
intensity and takes place in a shorter time interval than for an ensemble of independent atoms 
due to the coupling of all atoms to the common radiation field, 

In the case of the emission from two excited atoms with dipole moments dl and d2 at 
positions r.1 and r~ the spontaneous emission rate of photons with wave vector Q follow- 
ing Fermi's golden rule is I?* (Q) CZ! lgQ 1" 1 & cxp [iQ(fi  - rl ) ]  12S(wo - w,), whcre 
Q = w ~ / c ,  wo is the transition frequency between the upper and lower level, g~ i \  the matrix 
element for the mode Q. The two signs "+" and "-" correspond to the two different relative 
orientations of the dipole moments of the two atoms. The interference of contributions of 
these atoms leads to splitting of the spontaneous emission of photons into a fast superradiant 
decay channel described by l'., (Q) and a slow subradiant decity channel described by T- ( Q ) .  

From the four possible states in the Hilbert space of twt) two-level systems one can ex- 
pect to observe their singlet and triplet states. The superradiant decay channel occurs via the 
triplet and the subradiant decay via the singlet states. In the extreme Dicke limit where the 
second phase factor i s  close to unity, 1 exp [?Q(rz - r l ) ] J  F=; 1, it follows that r- (Q) = 0 and 
r + ( Q )  = 211(Q), where r ( Q )  is the decay ratc of one single atom. This limit is theoretically 
achicved if I Q ( r z  - r l ) l  << 1 for all wave vectors Q, i. e., if the distance between the two 
atoms is much smaller than the wave length of the light. In reality, the conditions for which the 
wbradiant rate is 7ero and the superradiant rate is just twice the rate for an individual atom, is 
never reached. 

First described in: R. H.  Dicke, Coherence in ~pontaneous radiation processes, Phys. 
Rev. 93(1), 99-1 10 (1954). 

Dicke superradiance - a collective decay of an cnsernble of excited two level systems due to 
spontaneous emission. 

First described in: R. H. Dicke, C o h ~ r e w e  in spontuneous radiation processes, Phys. 
Rev. 93(1), 99-1 10 (1954). 

More details in: M. G. Benedict, A. M. Erinolaev, V. A. Malyshev, 1. V. Sokolov, E. D. 
Trifonov, Super Radiancr, Optics and Optoelectronics Scries (Institute of Physics, Bristol, 
1996). 

dielectric - a substance in which an external moderate clcctric field once established may 
he maintained without loss of energy. It is an insulator containing no free charges. Actual 
dielectrics may be slightly conducting and the line of de~narcation between insulators or di- 
electrics and semiconductors or conductors is not sharp. 

dielectric function - a function r (w)  relating the elcclromagnetic field E applied to matter 
and the displacement of charges D produced in it via D = e(w)E.  It is a complex quantity, 
so F(W) = €1 ( w )  + ie2 (w) with the corresponding reaI c l  ( w )  and imaginary t2 (w)  parts. 

The imaginary part of the dielectric function i \  defined by the quantum-mechanical tran- 
sition rate W,, in the random phasc approximation for transitions from the state to 3 via 
c2 = (rr2/w) C W,,(W). The summation runs over all occupied and unoccupied states. 
For transitions between one-electron Bloch states from the fillcd valence into empty con- 
duction band states the transition rate within the first-order perturbation theory is W,, (w)  = 
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(2.rrlh) IT/;, ( k )  I%(EL3 ( k )  - fu), where the interband matrix element I v, I contains the Bloch 
factors of the valence and conduction band wave functions and the dipole operator of the in- 
cident light wave, which is considered as perturbation. The interband matrix element depends 
on the symmetry of the states participating in the optical transitions and the light polarization. 
The dipole operator has odd parity, therefore V,, vanishes unless the Bloch Factors have odd 
parity. Transitions are termed allowed if V,, is non-zero, otherwise they are called forbidden. 
Generally v, is dependent on the electron wave vector k, however, near critical points they 
are generally independent of k. 

The real and imaginary parts of the dielectric function are connected by the Kramers- 
Kronig dispersion relation. They are used to calculate the macroscopic optical properties 
of solids represented by the refractive index a*, extinction coefficient k*, and absorption 
coefficient a: 

2 1/2 
n* = { ( l / 2 ) [ ~ 1  -t (6: + f 2 )  I ) ' / ~ ,  

47rk* 
a=-. 

A '  

where X is the wavelength of the light in vacuum. 

differential scanning calorimetry (DSC) - a technique of thermal analysis of matter, which 
involves heating of a sample along with a thermally inert reference material and measuring the 
relative heat changes that occur in the sample during the heating process. The most common 
heat change normally observed is the melting transition of a crystalline material, which results 
in an absorption of heat or energy relative to the inert standard. Pt is observed as an endother- 
mic peak in the thermogram. The reverse phenomenon, that is crystallization, occurring upon 
cooling a crystalli~able material from the melt, manifests itself as a release of heat. It is ob- 
served as an exothermic peak. Many other heat sensitive phenomena can also be characterized 
by this technique such as glass and multiple crystal phase transitions, loss of volatiles, melting 
of blends and alloys and degradation processes. 

diffraction - generation of a weaker wavefront at an opaque edge or around a hole when 
waves pass through it. These secondary wavefronts will interfere with the primary wavefront 
as well as with each other to form various diffraction patterns. 

diffusion - a directed motion of matter driven by a gradient of the electrochemical potential 
in a system. It provides homogenization or approach to equilibrium through random atomic 
motion. Gradients of the elecuochemical potential are often related to gradients of particle 
concentrations and temperature gradients in real systems. 

When a gradient of particle concentration N is a driving force for diffusion, the flux 
of the diffusion particles per unit area is J = -L) g rat1 N (in the one-dimensional case 
J = -D(8N/a.x:) ), where D is the coefficient of diffusion or particle's diffusivity. Time- 
dependent variation or the particle concentration is described by the equation (i?N/(%) = 
g r d ( D  grad N) (in the one-dimensional case (8N/3 t )  = (i3/8rc)(Dr'3N/3x) ). The above 
equations are also referred to as Fick's laws of diffusion, the first law and the second law, 
respectively. 
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In solids, the diffusion motion of atoms needs point lattice defects to be involved in the 
process. So far the mechanisms of atomic diffusion distinguished in solids are: (i) vacancy 
mechanism (an atom in a substitutional position jumps into a nearest vacancy by exchanging 
with it), (ii) interstitial mechanism (jumps between neighbor interstitial sites in the lattice), 
(iii) place exch'mge or ring mechanism (the simultaneous movement of two (in place ex- 
change) or more (in ring) neighboring atoms as a result of which they squeeze past each other 
and exchange sites in the lattice). In the last case, lattice defects are not so important. In 
practice, superposition of the above mechanisms can take place. 

First desrrihedmuth~niutically i ~ t :  A. Fick, Ann. Phys. 94,59 (1855). 
More details in: J .  Crank, M~rthematic..~ ufD@usion (Clarendon Press, Oxford 1956); 

B. I. Boltaks, Difiision in Semic.onductors (Academic Press, New York 1963). 

diffusion length - an average distance diffused by a particle, i. e. a charge carrier or an atom, 
from the point at which it is formed or liberated to the point where it is abstlrbed. 

diluted magnetic semicnnductors are typically A"B"' and A"'B~ semiconductors in which 
element A is partially substituted by magnetic ions, very often by manganese (Mn). In contrast 
to magnetic semiconductors, such as Eu chalcogenids or ZnCr2Se4, diluted magnetic serni- 
conductors allow tuning of their magnetic properties by variation of the magnetic ion con- 
centration. Znl-,.Mn,, Se, Zn, -, -,Be,Mn,Se, Gal_.,Mn, As are widely used examples of 
diluted magnetic semiconductors. The magnetic properties of these materials are determined 
by the manganese atoms. They are controlled by the strong exchange interaction between the 
hybridized s p 2 4  orbitals of the magnetic ions and charge carriers. As a result, giant Zeeman 
splitting is observed in both conduction and valence bands when the material is placed in an 
external magnetic field. This is illustrated in Figure 24. 

Figure 24: Splitting of conduction and valence bands o f  a diluted scrniconductor in an external 
magnctic field (B). 

The conduction band of the diluted semiconductors is two fold spin degenerate, whereas 
the valence band has four spin degenerate states related to heavy and light holes. In the 
magnetic field the spin degeneracy is lifted providing vacant places for spin-up (m, = +1/2) 



68 diode 

and spin-down (rrr, = -112) electrons and both spin oriented heavy ( rn ,  = +3/2 and 
rrr, -- -3/2) and light holes (rri, = +1/2 and rn, = -112). Mangmese incorporates into 
A'%"' scmiconductors isoelectrically, so manganese-containing materials may also be doped 
by either n- or p type impurities. In A"%" semiconductors manganese acts as a shallow 
acceptor precluding the fabrication of n-type material. 

More detui0 in: A. Twardowski, L)ilui~d Mugnetir Semiconductors (World Scientific, 
Singapore 1 996). 

diode - an electronic device permitting electric current to flow in one direction only. 

diploid - a eukaryotic cell with two sets of chromusomes. 

dipole - a pair of electric charges, equal in magnitude but opposite in sign. The product of 
the magnitude of the charges and thcir distance of separation is thc dipole momentum. 

Dirac delta function - see delta function. 

Dirac equation -a  relativistic wave equation for a quantum particle in which the wave func- 
tion has four components corresponding In four internal states specified by a two-valued spin 
coordinate and an energy, which can have a positive or negative valuc. It was obtained by 
employing the following lineariyed expression for the energy of a quantum particle of mass 
m with momentum p : h' = ca.p + ,/3rrrt."instead of E = (6%' + m2r4)'I2 originating 
from the special theory of relativity). The four symbols a = (nl , a2,  i tn)  and P are mutuitlly 
anti-commuting operators satisfied by the matrices, i. e.: 

where (T? are Pauli spin matrices. Thus, a,uj + m,a, = 26,, , ,fj2 = 1 ,  a$ + fh, = 0, where 
S,, is the Krunecker delta function. 

Subhtituting the expression for energy into the Schriidinger equation gives the Dirac 
equation: 

The wave function 6 ( r ,  t )  is now a four-comnponcnt entity called a spinur. The time indepen- 
den1 Dirac equation for a single particle in the external potential lJ(1.) has the form 

where the binding energy T;: has the same meaning as that in nonrelativistic theory. 
In fact, the Dirac equation is a Lorentz invariant relativistic generalization of the 

Schrijdinger (nonrelativistic) equation. 
First dvscrihed hy P. A. M. Dirac in 1928. 
Recognition: in 1933 P. A. M. Dirac and E. Schrodinger received the Nobel Prize in 

Physics for the discovery of new productive forms of atomic theory. 
See also www.nobel.se/physics/laureates/l933/indcx.htmI 
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Dirac matrix - any one of four 4 x 4 matrices designated yk ( k  = 0 , 1 , 2 , 3 ) .  They satisfy 
y k y l  + ylyk = 2hAlE, y k . ~ ~  + yoyk = O,ykyI = y; = E for k ,  1 = 1 , 2 , 3 .  Here hkl is 
the Krnnecker delta function, E is the single matrix. The matrices are used to operate on the 
four component wave function in the Dicac equation. 

First described by P. A. M, Dirac in 1928. 

Dirac monopole - a quantum of magnetic charge equal to k / c .  It is also known as the mag- 
netic monopole. 

First ikscribed by P. A. M, Dirac in 193 1. 

Dirac notation (for quantum states) - any quantum state represented by a vector 9 in a 
complex Hilbert space may be written as "ket" 

or "bra" 
< s, 1 - (u;SuTu;). 

The state vector should be nonnalizcd, so x, Iu,I2 = 1 .  
Bras and kets are relaled by Hermitian conjugation: I P, >= (< q, 1 )  +, < 9,1 = ( 1  9, >)i 

The inner product of a bra and a ket < ~ I J ~ ,  I I @ l ,  > denotes < W,I[Tlh >. It is a complex 
number: < \TI, I >= ai;bn + a;bl + azbz. For normalized states < W 1 W >= I. The outer 
product of a bra and a ket is a linear operator (matrix): 

It is often convenient to work with basis kets and bras representing a state: 

with 

lo  >= ( a )  , , 1>=  (; ) , 1 2 > =  ( s ) ;  
First de~cribed in: P.A.M.  Dirac, The Principles (4 Quantum Mechanics (Clarendon Press, 

Oxford 1958). 

Dirac wave function - a two component function of the form 

It is appropriate for describing spin 112 particles and antiparticles. 
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direct current .Josephson effect - see Josephson effects. 

dislocation - a region of distorted atom configuration formed between the displaced and nor- 
mal areas in a crystal when part of the crystal is displaced tangentially. 

dispersion curve - an electron energy versus momentum curve usually presented as E ( k ) ,  
where k is the wavc vector. 

disruptive technologies are those that displace older technologies and enable radically new 
generations of existing products and processes to take over. Nanotechnology is a disruptive 
technology. 

dissociation - a process causing the ingredients of a substance to split into simple groups, 
which in the case of compounds can be single atoms, groups of atoms or ions. 

DNA - acronym for deoxyribonucleic acid. A molecule of DNA contains six commonly 
occurring molecular components. They are: two purines - adenine (A) and guanine (G), two 
pyrimidines - cytosine (C) and thymine (T), sugar - deoxyribose and phosphoric acid. Their 
formulae are preqented in Figure 25. The above purines and pyrimidines are called bases. 
Figure 26 shows the chemical composition of a fragment of a DNA chain. Its backbone is built 
from repeating deoxyribose and phosphate groups. Each deoxyribose group is attached to one 
of four bases (adenine, guanine, cytosine or thymine). The sequence of bases constitutes the 
genetic code. In space, such chains form a double helix structure, similar to a twisted ladder, 
shown schematically in Figure 27. It cclnsiqts of two strands of DNA twisting around each 
other. Each strand is composed of a long chain of monomer nucleotides. The nucleotide of 
DNA con\ists of a deoxyribose sugar molecule to which a phosphate group and one of the 
four bascs are attached. The nucleotides are joined together by covalent bonds betwcen the 
phosphate of one nucleotide and the sugar of the next, forming a phosphate sugar backbone 
from which the nitrogenous bases protrude. Hydrogen bonds between the bases couple the 
two strands together. The chemical bonding is such that adenine base in one chain forms 
hydrogen bonds with a thymine base in the other chain of the double helix, while guanine 
and cytosine bases are similarly hydrogen bonded across the axis of the double helix. The 
base pairs look like the rungs of a helical ladder. That is Watson-Crick double-helix model 
of DNA. This A-T and G-C bonding, to give what are called Watson-Crick base pairs, 
satisfies Chargaff's rules (E. Chargaff, Experimentia 6, 201 (1950)) that thc molar ratios of 
A to T and of G to C are very close to unity in all DNA samples, whatever the sequence of 
bases. 

The naturally occurring douhle helix structure has two preferential forms, A and B. The B 
form is the main one. It is shown in Figure 27. Both A and B arc right-handed double helixes. 
The double helix is about 2 nm wide, and its repeat consists of about 10.5 nucleotide pairs, 
each separated by about 0.34 nm. In the A structure, the bases are tilted and the hydrogen 
bonds arc less nearly perpendicular to the axis of the helix. Which form occurs depcnds not 
on chemical composition but on the degree of hydration. An artificial left-handed form, 
called the Z form, can also exist. It got its name from the zigzag form of the phosphate sugar 
backbone. It has a repetition period of 4.46 nm containing 12 pairs of bases per one helix turn. 
Two pairs of bases are repeated in the Z-DNA in contrast to the one-pair repetition in A- and 
B-DNA . 
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Figure 25: Molecular coniponenls of DNA. 

In a living cell, DNA is combined with protein to form chromosomes, which are replicated 
when a cell divides. DNA controls the functioning of the cell by determining which protein 
molecules are synthesized there, and the amino acid sequence in the proteins is in turn deter- 
mined by the sequence of adeninc, guanine, cytosine and thymine in the DNA chain. Thus, 
the sequence of bases in DNA constitutes a code for the amino acid sequence in a protein. 

DNA is very important, not only as a genetic biomolecule, but also as a molecular tem- 
plate for nanotechnology. Moreover, it is a good medium for one-dimensional charge carrier 
transport, predominantly via coherent tunnelling and diffusive thermal hopping. That makes 
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Figure 26: Chemical mmposition of part of a DNA chain 

DNA molecules attractive for applications in nanoelectronics and molecular electronics and 
nanomechanics. 

Erst desrrihed in: W. T. Astbury, F. 0. Bell, Some rererit d~velopments in the X-ray study 
ofproteins nnd related strurturm, Cold Spring Harbor S ymp. Quant. B iol. 6, 109-12 1 (1938) 



dome 73 

A - adenine T - thymine C - cytosine G - guanine 

Figure 27: Doublc hclix structure of DNA (Aftcr C. Dckkcr, M. A. Ratner, hlpctronrcproprrti~r 
ofDNA, Phys. World 14(X), 29-33 (2001)). 

- DNA composition; J. D. Watson, F. H. C. Crick, Mol~cular structure uj'nucleic acids, Nature 
171, 737-738 (1953) - DNA double helix structure. 

Recognition: in 1962 E H. C. Crick, J. D. Watson and M. H. F, Wilkins (team leader) re- 
ccived the Nobel Prize in Physic~logy or Medicine for their discoveries concerning the molec- 
ular structure of nucleic acids and its significance for information transfer in living material. 

DNA-based molecular electronics - DNA molecules scem particularly appealing for molec- 
ular electronics by virtue of their double-strand recognition and their special structuring that 
suggests their use in self-assembly. The idea that double-stranded DNA may function as a 
conduit for fast electron transport, along the axis of its base-pair stack, was first advanced in 
1962. More and more evidcnces accumulating from the direct electrical transport mertsure- 
rnents shows that it is possible to transport a chargc carrier along short single DNA n~olecules, 
in bundles, and in a network, although the conductivity is rather poor. 

First described in: D. D. Eley, D. 1. Spjvey, Sernironductivity of organic substances: nu- 
clpic acid in the dry state Trans. Faraday Soc. 12, 245 (1962). 

More detuils in: D. Porath, G. Cuniberti, R. Di Felice, Charge transport in DNA-based 
&vices in Long Range Charge Tran~port in DNA ed. Gary Schuster, Topics in Current Chcm- 
istry 183-227 (Springer Verlag, Berlin 2004). 

DNA probe - a single-stranded piece of DNA that binds specifically to a complementary 
DNA sequence. The probe is Irtbeled, c.g. with a fluorescent or radioactive tag, in order to 
detect its incorporation through hybridization with DNA in a sample. 

dome - an open crystal form consisting of two faces astride a symmetry plane. 



74 donor (atom) 

donor (atom) - an impurity atom, typically in semiconductors, which donates electron(s). 
Donor atoms usually form electron energy levels slightly below the bottom of the conduction 
band. An electron is readily excited into this band and may then contribute to the electrical 
conduction of the material. 

Doppler effect - the difference between the frequency with which waves are produced by a 
source and the frequency with which they may be registered by an observer. This difference 
occurs, in general, when the source, the observer, or both are moving relative to the medium 
in which the waves are propagated. 

First d~scribrd in: C. Doppler, Ahhand. Kongl. Bohm. Gesellsch. 2(5) ,  465 (1 842). 

Doppler-Fizeau principle states that the displacement of spectrum lines is determined by 
the distance between, and relative velocity of, the observer and the light source. When the 
distance decreases, the lines of the spectrum move towmd the ultraviolet. When it increases, 
the lines move toward the red part of the spectrum. 

d orbital - see atomic orbital. 

dot blot - a method for detecting proteins by specific binding of an antibody or binding 
molecule to a sample spot on nitrocellulose paper. The bound sample is visualized using an 
enzymatic or fluorimetric reporter conjugated to the probe. 

double heterostructure laser - a semiconductor laser in which an active layer of one serni- 
conductor material is sandwiched between two n- and p-doped layers of another semicon- 
ductor that has a wider band gap. The energy band diagram of such a structure is shown in 
Figure 28. The n- and p-doped layers, called cladding layers, are used to inject carriers 

n-cladding layer active layer p-cladding layer 

Figure 28: Energy bands in a double hctcrqjunction laser at forward bias. 

into the active region. Electrons and holes injected through the heterojunctions at forward 
bias appear to be confined in the active region by the potential barriers of the heterojunctions. 
Their radiative recombination there yields photons with energy determined by the energy gap 
of the active layer semiconductor. The double heterostructure forms an efficient waveguide 
as well because of the refractive index of the active layer is higher than that of the cladding 
layers. Thus, the interaction between optical field and injected carriers that is needed for laser 
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action is facilitated. Polished mirror facets perpendicular to the heterojunction planes are used 
to form an optical resonator. 

First described in: Zh. I .  Alferov, R. F, Kaz,uinov, Semiconductor laser with electric 
pumping, Inventor's Certificate n0.l8 1737 (1 963) - in Russian; H. Kroemer, A proposed c.lass 
of hrtrrojunr/ion injection lasers, Proc. IEEE 51(12), 1782-1 783 (1963). 

Recognition: in 2000 Zh. I. Alferov and H. Kroemer received the Nobel Prize in Physics 
for developing semiconductor heterostructures used in high-speed- and optoelectronics. 

See also www.nobel.se/physics/laureates/2000/index.htrnl. 

Drude equation explains the optical activity of matter containing chiral molecules through 
rotating the plane of polari7ation of polarized light. A molecule is chiral if it cannot be super- 
imposed on its mirror image. Electrons in chiral molecules are considered to oscillate along 
a helix giving the relationship between molecular polarizability (1, wavelength of the probing 
light X and the relative wavelengths A, in the form ru = C,(&/(A2 - A:)), where li, are 
constants proportional to the rotational strength of the transitions resulting in optical activ- 
ity. Thus the rutation of the plane of polari7ation of planc-polarized light passing through the 
optically active media is inversely proportional to the difference between the square of the 
wavelength of the probing light and the square of the wavelengths relative to the transitions. 

Erst describrd in: P. Drude, Lehrbuch drr Optik (Hiryel, Leipzig, 1900). 
More details in: S. F. Mason, Molecular Optical Activitj and the Chiral Discriminutions 

(Cambridge University Press, Cambridge 1982). 

Drude formula gives the frcquency dependence of the conductivity of a solid in the form 
a ( w )  = uo(l + i w t ) / ( l  + w"'), where constant current conductivity uo = r2nr/rn, r~ is the 
density of free electrons, 7 is the mean free time between electron scattering events and m is 
the electron mass. It was obtained within a quasiclassical approach (see Drude theory) under 
the assumption that free electrons moving in the solid with friction define the conductivity. It 
is valid only when the Fermi electron wavelength XF = %/kF is much smaller than the mean 
free path I F  = r q r ,  that is kFl >> 1, EF7 >> 1. Accounting for XF N 0.5 nm, it means that 
the quasiclassical theory becomes problematic for p > 10-% cm. 

First described in: P. Drude, Zur Elektronenthenrir. I, Ann. Phys. 1, 566-613 (1900); 
Zur Elektronentheorie. II, Ann. Phys. 3, 369402 (1900). 

Drude theory was the first attempt to explain the electronic properties of metals (later it was 
generalized for all solids) considering a gas of free electrons moving within a network of posi- 
tively charged ionic cores. The assumptions applied are: (i) electrons collide and subsequently 
are scattered only by the ionic core; (ii) electrons do not interact with each other or with ions 
between the collisions; (iii) collisions are instantaneous and result in a change in the electron 
velocity; (iv) an electron suffers a collision with the probability per unit time proportional to 
T- l ,  where r is the relaxation time, i.  e. 7-1 is the scattering rate; (v) electrons reach thermal 
equilibrium with their surroundings only through collisions. 

Within the framework of the theory, one may trivially express the mobility of charge car- 
riers I r  and the conductivity a of a hornogencous conductor through which the carriers are 
moving in terms of the electric charge r and the effective mass m of the mobile charge carr- 
ers as well as the carrier concentration n: 11 = e-rlrn, u = rnp  = e2nr/rn.  
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First described in: P. Drude, Zur Elektronentheorie. I, Ann. Phys. 1,566-613 (1900); Zur 
Elektrmentheori~. 11, Ann. Phys. 3, 369402 (1 900). 

DSC - acronym for differential scanning calorimetry. 

dual beam FIRSEM system - a dual beam instrument composed of a focused ion beam 
(FIB) system and a scanning electron microscope (SEM) as illustrated schematically in 
Figure 29. It is a shared experimental facility for sample preparation and fabrication at the 

Figure 29: A dual beam geometry l'or a combined FIB-SEM sample treatrncnt (by courtesy of 
P. Facci). 

nanoscale by ion-mill sculpting or bcam-induced deposition and offers high-resolution cross 
section imaging. Thus the dual beam system combines, in a single apparatus, an ion column 
and an electron column working at coincidence. I1 enables high-resolution sample machining 
with the FIB and simultaneous high-resolution imaging with the non-destructive SEM probe. 

Duane-Hunt law states that the frequency of X-rays resulting from electrons striking a target 
cannot exceed eV/h, whcrc V is the voltage accelerating the electrons. 

D'yakonov-Perel mechanism -the electron spin relaxation mechanism in semiconductors in 
which spin splitting of the conduction band via spin-orbit coupling due to the lack of inversion 
symmetry (like in 111-V compounds) is the driving force. It is, for example, responsible for the 
fast spin dephasing in bulk GaAs at elevated temperatures. In bulk materials, the mechanism 
is usually less pronounced in semiconductors with a larger direct band gap due to the smaller 
influence of the valence band on the conduction band. 

The related spin relaxation time r can be expressed in the semiphenomenologic,2I form as 
117 = A((?/~~~E,,)T~>T.' for bulk semiconductors, and 11-r = (a2 < p: >"26%~%~,)7,,~ 
for quantum well structures. Here a describes conduction band spin splitting due to lack of 
inversion symmetry ( for example 0 = 0.07 for GaAs), Eg is the band gap, and T is the absolute 
temperrtture, A is a numerical coefficient depending on the orbital scattering mechanism, < pz > is the average square of momentum in the quantum well growth direction, r, is the 
average momentum relaxation time, being a phenomenological parameter. 

Such spin relaxation increases both in (100) oriented quantum wells and in quantum wires 
due to the further decrease in the symmetry and increase in the momentum related to quantum 
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confinement there. One requirement for room temperature spin transport in IIFV semicon- 
ductors is therefore the suppression of the D'yakonov-Perel mechanism. This is possible 
since the electron interaction resulting in the spin relaxation depends on the semiconductor 
material and the direction of electron momentum and spin in the host crystal. This mechanism 
has been demonstrated to be suppressed by chowing a quantum well with special crystal axes. 
For instance, in undoped (1 10) oriented GaAs quantum wells a decrease of nearly one order 
of magnitude in the spin relaxation time with increasing temperature, reaching spin relaxation 
times as long as 2 ns at room temperature, is observed. This is much longer than in (100) 
oriented quantum wells. An even stronger increase of nearly two orders of magnitude of the 
spin relaxation time with temperature js observed in ZnSe and ZnCdSe quantum wells. The 
slower spin dephasing at higher temperatures results from the reduced electron hole exchange 
interaction, which is a very efficient source of spin relaxation due to thermal ionization of 
excitons. 

First desrrihed in: M .  I .  D'y,akonov, V. 1. Perel, On spin orientation oj'rlectrons in inter- 
hand ahsorption of light in sernirondurtors, Zh. Eksp. Teor. Fiz. 60(5), 1954-1965 (1971) - 
in Russian. 

dynamic force microscopy - atomic force microscopy in a dynamic mode, i. e. when the 
tip is oscillating perpendicular to the sample surface. Two modes of operation are usually 
employed: the amplitude modulation mode (also called tapping mode) and the self-excitation 
mode. The first separates the purely attractive force interaction regime from the attractive- 
repulsive regime. It ir; primarily used for imaging in air and liquid. The second dominates for 
imaging in ultrahigh vacuum to get real atomic precision. 

More details in: A. Schirmeisen, R .  Anczykowski, H. Fuchs, Dynamic-*forre microscopy, 
in: Handbook of Nanotechnology, edited by B. Bhushan (Springer, Berlin 20041, pp. 449-473. 

dynamics - a study of the behavior of objects in motion. It can be distinguished in this way 
from statics, which deals with objects at rest or in a state of uniform motion, and also from 
kinematics, which studies the geometry of motion only, without any reference to the forces 
causing it. 



E: From (e,2e) Reaction to Eyring Equation 

(e,2e) reaction - see (e,2e) spectroscopy. 

(e,2e) spectroscopy - very detailed analysis of electronic structures of atoms, molecules and 
solids, including ionization energy, electron momentum distribution and wave function map- 
ping, can be obtained by means of the (e,2e) reaction. This is a scattering process in which 
a high-energy electron collides inelastically with an atomic, molecular or solid target. As a 
consequence, a bound target electron is ejected, and the outgoing electrons (one scattered and 
one knocked out) are detected. This process is very rich in information, since one can observe 
kinetic energies and momenta of three electrons (one primary and two secondary particles), 
and thus deduce some fundamental properties of the electronic structure of the target. The 
energies and momenta of the three electrons and of the target are interrelated by conservations 
laws. 

More details in: M. De Crescenzi, M. N. Piancastelli Electron Scattering und Related 
Sp~ctroscnpies. (World Scientific Publishing, Singapore 1996). 

E91 protocol - the protocol for quantum cryptographic key distribution developed by A. K. 
Ekcrt in 1991 (the acronym uses the bold characters). Within this scheme the generalized 
Bell's inequality safeguards confidentiality in the transmission of pairs of spin-112 particles 
entangled like Einstein-Podolsky-Rosen pairs. 

The idea consists of replacing the quantum channel carrying two quhits from Alice (con- 
ventional name of a sender) to Bob (conventional name of a receiver) by a channel carrying 
two qubits from a common source, one clubit to Alice and one to Bob. The source generates a 
random sequence of correlated particle pairs with one member of each pair (one qubit) being 
sent to each party. Spin- 112 particles or pairs of so-called Einstein-Podolsky-Rosen photons 
whose polari~ations are able to be detected by the parties can be used for that. 

Alice and Bob both measure their particle in two bases (two different orientations of the 
analyser detecting spin orientation or photon polarization), again chosen independently and 
randomly. The source then announces the bases via an open channel. Alice and Bob divide 
the results of their measurements into two separate groups: a first group for which they used 
different bases and a second group for which they used the same bases. Subsequently, they 
reveal publicly the results they obtained within the first group only. Comparing the results 
allows them to know whether there is an eavesdropper on their communication channel. The 
eavesdropper would have to detect a particle to read the signal, and retransmit it in order for his 
presence to remain unknown. However, the act of detection of onc particle of a pair destroys 
its quantum correlation with the other, and the two parties can easily verify whether this has 
been done, without revealing the results of their own measurements, by communication over 

Whnt 1s Whul m /he N r m o w w l ~ l :  A Ilmrtlhook on Nunoscience and Nnnotwhnolrigv 
Victor E. Borisenko and Stefarlo O\&icrnt 
Copyright 0 2004 Wiley-VCH Verlag GmbH L So. KFaA. Wcinhcim 
ISBN: 1-527-40493-7 
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an open channel. After Alice and Bob become sure that the particles (quhits) they received are 
not disturbed by an eavesdropper, they can be converted into a secret string of bits representing 
the key. This secret key may be then used in a conventional cryptographic communication 
between them. 

First described in: A. K .  Ekert, Quantum cryptography b a s ~ d  on Bell's theorem. Phys. 
Rev. Lett. 67(6), 661-663 (1991). 

ehit - acronym for entangled bit. It is defined as an amount of quantum entanglement in a 
two-qubit state maximally entangled, or any other pure bipartite state for which the entropy 
of entanglement is I .  One ehit represents a computing resource made up of a shared Einstein- 
Podolsky-Rosen pair. 

First described in: C. H .  Bennett, D. P. Di Vinccnzo, J. Smolin, W. K. Wootters, Phys. 
Rev. A 54(5), 3824-3851 (1996). 

edge states appear at a hard edge of a wire when an external magnetic field is applied per- 
pendicular to the current flow in it. The classical behavior of electrons near the wire edge is 
shown in Figure 30. 

Figure 30: Orbits of electrons in a wire placed in a magnetic field pcrpcndicular to the electron 
flow in the wire. 

Electrons deep inside the wire execute circular cyclotron orbits with no net drift. Near thc 
edge, the orbits are interrupted when the electrons hits the boundary. The result is a skipping 
orbit that hounces along the boundasy. The electron thus acquires a net drift velocity, which is 
higher lor orbits closer to the edge. The states on opposite edges travel in opposite directions. 
The states squeeze against the side of the wire with higher energy than those in the middle. 

eddy currents = Foucault currents - currents induced in a conducting medium subjected 
to a varying magnetic field. Such currents result in energy dissipation, termed eddy current 
loss, and a reduction of the apparent magnetic permeability of the conducting medium. In 
accordance with Lenz's law, the eddy currents circulate in such a direction as to tend to 
prevent variation of the magnetic field. 

first described by J .  B. L. Foucault in 1855. 
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EDXS - acronym for energy dispersive X-ray spectroscopy. 

EELS - acronym for electron energy loss spectroscopy. 

effective mass (of charge carriers) is a characteristic of an extremum point at an electron 
energy band represented by the dispersion curve E ( k ) .  A Taylor expansion of E ( k )  around 
thc extremum at k  = ko and ignoring the high order tenns gives: 

with 

referred to as the effective mass of charge carriers occupying thc band. 
The effective mass is evidently inversely proportional to the curvature of E ( k )  at k  = 

ko.  Unlike the gravitational mass, the effective mass can be positive, negative, zero, or even 
infinite. An infinite effective mass corresponds to an electron localized at a lattice site. In this 
case, the electron hound to the nucleus assumes lhe lotal mass c~f the crystal. A negative r r ~ *  
corresponds lo a concave downward band and means that the electron moves in the opposite 
direction to the applied force. If the band structure of a solid is anisotropic, the effective mass 
becomes a tensor, characteriyed by its m:, r n ; ,  v i , :  components. The average effective mass 
in this case can be calculated as r n *  = ( r r i ~ , ~ r i , ~ m ~ ) ~ / ~ .  

Four types of critical points, namely Mu, MI  , M2, and M3. are distinguished as a function 
of lhc sign of the effective mass components a1 a particular point of the Brillouin zone with 
a zero energy-gradient on k.  In the Mu critical poinl all three components are positive. In 
the M I  and M2 one and two components, respectively, are negative. In thc point all three 
components are negative. 

effective mass approximation supposcs that the structure of energy bands E ( k )  near ex- 
tremum points, which are minima in conduction bands and maxima in valence bands, has a 
parabolic character well described within an assumption that they are formed by electrons or 
holes with an effective mass rn*, i. e. E(k)  = fjqk."/2n7,*. 

effective Rabi frequency - see Rabi frequency. 

effusion - a molecular flow of gases through an aperture when the molecules do not collide 
with each other as they escape through ihc aperture. 

effusion (Knudsen) cell - the unit used in molecular beam epitaxy machines to created an 
atomic or molecular beam. It is shown schematicrilly in Figure 3 1. 

An appropriate solid source material is loaded inside a cylindrical cell with a very small 
orifice and heated until it vaporizes. As the vapclr escapes from the cell through the small 
no~zlc, its atoms or molecules form a well collimated beam, since the ultrahigh vacuum envi- 
ronment outside the cell allows them to travel without scattering. 
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Figure 31: EfTusim (Knudsen) cell. 

Ehrenfest adiabatic law states that jf the Hamiltonian of a system undergoes an infinitely 
slow change, and if the system i v  initially in an eigenstate of the Hamiltonian, then at the end 
of thc change it will be in the eigenstate of the new Hamiltonian that derives from the original 
state by continuity, provided certain conditions arc met. 

First described rn: P. Ehrenfest, Adiabatisch~ Invarianten und Quattt~nfh~nrie,  Ann. 
Phys. 51,327-352 (19 16). 

Ehrenfest theorem states that the motion of a quantum mechanical wave packet will be 
identical to that of the classical particle it represents, provided that any potentials acting upon 
it do not change appreciably over the dimensions of the packet. In this interpretation, the 
position and momentum of the particle are replaced by their quantum mechanical cxpectation 
values. 

First cI(wribed irz: P. Ehrenfest, N o f ~  on approxirrzatr validity ojrlassiral rnechunics, Z.  
Phys. 45(7/X), 455457 (1927). 

eigenfunction - was initially introduced in relation to the mathematics of function spaces or 
Hilhert spaces. The concept is a ntttural gcneralization of the notion or an eigenvector of a 
linear operator in a finite dimensional linear vcclor space. 

The eigenfunction, or characteristic function, is related to a linear operator defined on a 
given vector space of functions on some spccilied domain. If a function f ,  being not the 
null function of the functional space, is mapped by the operator 0 inlo a multiple of itself, 
i .  e. 0 f = u f ,  where n is a scalar, f is said to be an eigenfunction of 0 belonging to the 
eigenvalue a. 

Eigenfunctions find widc physical applications in classical field theories but they appear 
to be best known for their extensive use in Schriidinger's formulation of quantum mechanics. 

eigenstate - a state of a quantum system for which the observables in some commuting, and 
hence simultaneously measurable, set have definite values, in the orthodox interpretation of 
the theory. It is a wave function in quantum mechanics. 

eigenvalue = energy (in quantum mechanics). 

Einstein-Bohr equation defines the frequency of the radiation emitted or absorbed by a sys- 
tem when it undergoes a transition from one energy state to another as I /  = AE'lh, where A l? 
is the energy difference between the states. 
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Einstein-de Haas effect - axial rotation of a rod of a magnetic material, which occurs when 
the rod experiences a magnetic field applied parallel to its axis. Sometimes it also called the 
Richardson effect after Richardson who first predicted such behavior of magnetic materials. 

First described in: A. Einstein, W. J. de Haas, Experimentalprooj'oj'Amprre's molecular 
currents, Deutsch. Phys. Gesell., Verh. 17(8), 152-170 (1915). 

Einstein frequency - a single frequency with which each atom vibrates independently of the 
other atoms in the model of lattice vibrations. It is equal to the frequency observed in infrarcd 
absorption studies. 

Einstein photochemical equivalence law - see Stark-Einstein law. 

Einstein photoelectric law states that the energy of an electron emitted from a system in the 
photoelectric effect is (hv - W), where I/ is the frequency of the incident radiation and W 
is the energy needed to remove the electron from the system. If hv < W, no electrons are 
emitted. 

First described in: A. Einstein, ~ b r r  einen die Erzeugung und Verwandlung des Lichtes 
betrflenden h~uristischen Gesirhtspunkt, Ann. Phys. 17, 132-1 48 (1905). 

Kemgnition: in 1921 A. Einstein received the Nobel Prize in Physics for his services to 
Theoretical Physics, and especially for his discovery of the law of the photoelectric effect. 

See also www.nobel.se/physics/Iaureates/l92l/index.html. 

Einstein-Podolsky-Rosen pair - nonlocal painvise entangled quantum particles (see also 
quantum entanglement). There is a strong correlation between the characteristics of 
presently noninteracting members of a pair that have interacted in the past. Such nonlocal 
correlations occur only when the quantum state of the entire system is entangled. 

First described in: A. Einstein, B. Podolsky, N. Rosen, Can quantum mechanical descrip- 
tion ofphysicul reality be considered complete? Phys. Rev. 47(5), 777-780 (1935). 

Einstein-Podoldky-Rosen paradox assumes, as a necessary property for a physical theory to 
be complete, that every element of the physical reality must have a counterpart in the physical 
theory. Originally it was formulated as "If, without in any way disturbing a system, we can 
predict with certainty (i. e, with probability equal to unity) the value of a physical quantity, 
then there exists an element of physical reality corresponding to this physical quantity". It 
is a sufficient condition for an element of physical reality. It means that if two quantum 
particles arc in an entangled state, then a measurement of one can affect thc state of the other 
instantaneously, even if they are separated. 

First described in: A. Einstein, B. Podolsky, N. Rosen, Cun quuntum mechanical descrip- 
tion oj'physical reality be considered complete? Phys. Rev. 47(5), 777-780 (1935). 

Einstein relationship = EinsteinSmoluchowski equation. 

Einstein's coefficients A and B denote rates for absorption and stimulated emission per unit 
electromagnetic energy density (within the frequency interval between v and L/ + Ail) due 
to the transition of an electron between the level i and another level j - the coefficient B,,, 
and the rate for spontaneous emission of radiation due to transition from level i to level j 
- the coefficient A , , .  For two nondegenerate levels in a medium with a refractive index n 
the coefficients are related as: B,, = Bj , ,  A,, = 8~hz/'n%-~"B,,. The total emission rate 
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of radiation from the level .i to the level j for a system in thermal equilibrium at a given 
temperature i s  R,, = A,,  + S L j p , ( v )  = A, ,  ( 1 $ N,,), where p, (v)  is the photon energy 
density and N, is the photon occupation number. 

First described in: A.  Einstein, E~nission and absorption qf mdiution in t h ~  quantum 
theory, Verh. Deutsch. Phys. Ges. 18, 318-323 ( 1  9 16); A. Einstein, The quanta theory qf 
mrliution, Phys. Z. 18, 121-1 28 (1917) - both in Germw. 

Einstein shift -a  shift toward longer wavelengths of spectral lines emitted by atoms in strong 
gravitational fields. 

Einstein-Smoluchowski equation states that the relation between diffusivity D of a particle 
and its mobility p at the absolute temperature T is Dip = k B T / e .  

First desrrihed in: A. Einstein, U b ~ r  die von der molekulurkinetisrhen Theorie der Wiirme 
geford~rte Hewegung von in ruhenden Fliissigkeiten suspendierten Teilrhen, Ann. Phys. 17, 
549-560 (1 905); M. Smoluchowski, Molecular kinetic theory of opalescence ofguses, Ann. 
Phys. 25,205-226 (1908). 

elastic moduli of crystals connect stresses and strains in a crystal. The coefficients of pro- 
portionality between thc stresses and the strains, i. e. when the stresses are expressed in terms 
of the strains, arc known as the crystal elastic stiffness constants. Another set of coefficients, 
crystalline compliance constants, is obtained when the strains are written in terms of the 
strcsscs. 

elastic scattering - a scattering process in which the total energy and momentum of interact- 
ing (colliding) particles are conserved. An alternative is inelastic scattering. 

electret - a dielectric body, which retains an electric momentum after the externally applied 
electric field has been reduced to zero. 

electrochromism - a color change of matter caused by an electric current. 

electroluminescence - light emission from a solid excited by injection of electrons and holes 
via an external electric current. G. Deslriau first coined the word "electroluminescence" to 
refer to the light emission he observed from zinc sulfide phosphors when excited by an electric 
field (see Destriau effect). 

First described in: H .  .I. Round, A note on carborundurn, Eleclr. World 19 (February 9), 
309 (1907). 

electrolyte -a  substance in which electric charges are transported by ions. Those inns bearing 
a negative charge are called anions, while those carrying a positive charge are called cations. 

electromigration - a net motion of atoms caused by the passage of an electric current through 
matter. 

First described in: M .  Gerardin, C .  R. Acad. Sci. 53, 727 (1 86 I). 
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electron - a stable negatively charged elementary particle having a mass of 9.10039 x 
10P31 kg, a charge of 1.602 177 x 10-I' C and a spin of 112. 

first described in: J .  J .  Thomson, Cutlzode ra-ys, Phil. Mag. 44(269), 293-316 (1897); 
J. J. Thomson, On the muss of ions in gases rrt low prmsures, Phil. Mag. 48(295), 547-567 
(1899). 

Recognition: in 1906 J. J. Thomson received the Nobel Prize in Physics in recognition 
of the great merits of his theoretical and experimental investigations on the conduction of 
electricity by gases. 

See also www.nobel.se/physics/laurcates/I 906/index.html. 

electron affinity - an energy distance between the bottom of the conduction band of a semi- 
conductor or isolator and the energy level in vacuum. 

electron affinity rule - sec Anderson rule. 

electron-heam lithography - a technique for patterning integrated circuits and semiconduc- 
tor dcvices with the use of an electron beam. A typical electron beam lithography machine 
includes a vacuum column with an electron sourcc, accelerating electrodes, magnetic lenses, 
and a steering system. The electron beam formation system produces a flux of electrons ac- 
celerated to energies in the range of 20-100 keV and focused into a spot of 0.5-1.5 nm in 
diameter. A conventional scanning elcctron microscope or scanning transmission electron mi- 
croscope providing these facilities is often used for electron beam nanolithography. Moreover, 
conducting probes of a scanning tunneling microscope or atomic force microscope can also 
be employed for low energy electron exposure. The fundamental resolution limit is given by 
Heisenberg's uncertainty principle. Patterning below I 0 nm is achievable. 

The electron beam is scanned over thc resist covered surface exposing certain regions and 
avoiding others under the control of a computer pattern generator. The most frequently used 
organic positive resist is PMMA (poly(methylmethacrylate)), a long chain polymer. Where 
the electron beam hits thc resist the chain length is shortened md can then be easily dissolved 
away in an appropriate developer. The threshold of sensitivity to the electron exposure is 
around 5 x I OP4 C cmP2. 

Among organic negative resists, calixarene (MC6AOAc - hexaacetate p- 
methylcalixarene) and ru-methylstyrene best meet the requirements of nanolithography, 
showing high durability against plasma etching. Calixarene has a cyclic structure in the 
form of a ring-shaped molecule about I nm in diameter. Its main component is a phenol 
derivativc, which seems to have high durability and stability, originating from the strong 
chemical coupling of the henzene ring. Calixnrene is almo+t 20 times less sensitive to electron 
exposure than PMMA. Meanwhile, CI methylated calixarene, which is a calixarene derivative 
where CI atoms are substituted by methyl groups of the calixarene, has practically the stmle 
sensitivity. The small size of the calixarene nlolecule and high molecular uniformity result in 
surface smoothness of the resist film and in ultrahigh resolution. 

PMMA, calixarene and rr-methylstyrene resist films with a typical thickness of 30-50 nm 
enable the formation of nanopatterns with a resolution of 6-10 nm. Other polymer electron 
beam resists, such as the positive resist ZEP, developed by Nippon Zeopn Company and neg- 
ative resist SALBOl from the Shipley Company have similar characteristics. The resolution 
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limit of organic resists is set by low energy secondary electrons (up to 50 eV), which are gen- 
cratcd by a primary beam on impact with these materials. The secondary electrons expose the 
resist material around the beam to a distance of about 3-5 nm thus giving a writing resolution 
limit close to I O nm. 

Besides organic materials, inorganic compounds, such as S i Q ,  A1F:3-doped LiF and NaCI, 
have shown good prospects as resist materials for electron beam nanopattern fabrication. They 
are promising to achieve a sub-5-nm resolution level but their sensitivity, characterized by the 
threshold of sensitivity to the electron exposure rtbove 0.1 C ~ m - ~ ,  remains too small. 

Direct nanopatterning of Si02 by an electron beam is indeed attractive for device fabrica- 
tion. It can be realized with the use of oxide films less than I nm thick. Irradiation of such 
ultrathin film is performed by a focused electron beam at room temperature. The irradiated 
local regions are then decomposed and evaporated by annealing at 720-750 'C in high vac- 
uum. This method is attractive for in situ fabrication of nanostructures, because all processes 
of the Si02 mask formation and subsequent deposition of other materials can be performed in 
an ultra-high-vacuum chamber, without exposing the sample to air. 

In conventional electron beam lithography, with electrons having energy in the range of 
20-50 keV, the niajor resolution restrictions come from secondary electrons and electrons 
backscattered from the substrrtte. Furthermore, such energetic electrons penetrate into the 
substrate and generate radiation damage there. These effects can be significantly suppressed 
by using low-energy electron beams in the range 2-10 keV. This is achieved at the expense of 
the decrease in the resist sensitivity and related increase in  the exposed dose. 

Once the resist mask is fabricated, two principle approaches can be used in order to transfer 
the resist pattern into features of metal, dielectric or semiconductor layers on the substrate: 
etching to remove material in the windows of the resist mask or the material deposition onto 
the developed resist mask. 

The first approach is typical for conventional semiconductor technology. So Far the etching 
rate of PMMA and calixarene is comparable to that of silicon and other electronic materials, 
their durability is sufficient to fabricate dielectric and semiconductor nanostructures by plasma 
dry etching. 

The second approach is known, also, as a lift off process. It is mainly involved in the 
labrication of metal nanosize elements. The main steps of the process are shown in Figure 32. 

The resist film usually spin-on deposited onto the whstrate is first exposed by a single pass 
of the electron beam. Then it is developed to form the windows in the film. Metal is evaporated 
onto the prtttcrned wrface in a direction normal to it in order to coat the resist and the substrate 
surface in the windows. After that the substrate i5 immersed in a powerful solvent, which 
dicsolves the unexposed resist (e. g., acetone for PMMA) with the metal deposited on top of 
it. The undesired metal is removed, leaving behind a copy of the elements that were initially 
patterned in the resist. The metal islands left can be used as an element of nanoelectronic 
devices or as a mask for etching semiconductor or dielectric films beneath it. 

Electron beam lithography is being conslantly studied. Nevertheless, its redine\\ for 
insertion into pilot production lines is less than satisfactory. A major concern remain5 the low 
speed of electron-beam wafer processing. Several advanced lithography schemes, based on the 
use of low-energy electrons are being developed. One of them suppo\es application of mays 
of microcolumn electron-beam guns. Many gun5 working in parallel increase significantly 
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Figure 32: Nanostructurc fabrication by the lift-off process with the use of a positive elec- 
tron resist (PMMA): a) clcctron bcam cxposure of the resist film, b) development or the resist, 
c) metal deposition, d) liCt-off of the resist with the metal on its surfacc. 

the throughput of the lithographic system. Further developments in the applications of low- 
energy electrons for the fabrication of nanostructures are also expected within fast progressing 
proximal probe techniques. 

electronegativity - a qualitative measure of "power of an atom in a molecule to attract elec- 
trons to itself". A difference in electronegativity between atoms A and B is regarded as a 
measure of the degree of the electron transfer from atom A to atom I3 on forming the chemical 
bond between them. More electronegative atoms attract electrons more efficiently. 

electron energy eigenstate = energy level. 

electron energy loss spectroscopy (EELS) - energy resolved registration of electrons passed 
through matter. When an electron beam is incident into a specimen, some electrons are inelas- 
tically scattered and lose a part of their energy. The energy loss is a fingerprint of a particular 
chemical element and particular atomic bonding. Thus, elemental composition and atomic 
bonding states in solids can be determined. It is usually realized with a spectroscope attached 
under the sample holder in an electron microscope. 

More details in: M. De Crescenzi, M. N. Piancastelli, Elrctron Scuttering and Related 
Spectroucupies (World Scientific Publishing, Singapore 1996). 
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electronic band structure - a diagram presenting the variation of the electron energy E in 
a solid as a function of the wave vector k. Since E ( k )  is periodic in crystalline solids, the 
presentation is usually done within the first Brillouin zone. 

electronic polarization - see polarization of matter. 

electron magnetic resonance (EMR) = electron paramagnetic resonance. 

electron microscopy - an analytical imaging technique, whereby a beam of accelerated (up 
to 10-200 keV) electrons is directed onto the sample for analysis and reflected or transmitted 
electrons are collected over a narrow solid wgle and focused by an electronic or magnetic 
lenses onto the image plane, thus providing an enlarged version of the sample structure. Scan- 
ning of the probing electron beam is employed in order to enlarge the analyzing area. 

Among a variety of techniques, scanning electron microscopy (SEM) and transmission 
electron microscopy (TEM) are distinguished in principle. SEM produces images by dc- 
tecting scattered or seconday electrons which are emitted from the surface of a sample due 
to excitittion by the primary electron beam. TEM forms images by detecting electrons that 
are transmitted through the sample. Generally, the space resolution of TEM (reaching atomic 
level) is about an order of magnitude better than that of SEM. TEM analysis usually needs 
sample thinning in order to make the sample transparent for probing electrons. SEM requires 
no special sample preparation, except deposition of a thin conductive film when the sample 
itself does not have appropriate conductivity for leaking the charge brought with the probing 
electrons. 

First described by E. Ruska and M. Knoll in 1931. 
Recognition: in 1986 E. Ruska received the Nobel Prize in physics for his fundamental 

work in electron optics, and for the design of the first electron microscope, 
See also www.nobel.selphysics/laureatesllBX6/index.html. 

electron paramagnetic resonance (EPR) - a process of resonant absorption of microwave 
radiation by paramagnetic ions or molecules with at least one unpaired electron spin in the 
presence of a static magnetic field. It arises from the magnetic moment of unpaired electrons 
in a paramagnetic substance or in a paramagnetic center in a diamagnetic substance. Such 
resonance is used in a radiofrequency spectroscopy in which transitions among the energy 
levels of a system of weakly coupled electronic magnetic dipole moments in a magnetic field 
are detected. 

It is also known as electron spin resonance (ESR) or electron magnetic resonance 
(EMR). 

First described in: E. K. Zavoisky, The paramagnetic absorption oj'u solution in parallel 
fields, Zh. Exp. Teor. Fiz. 15(6), 253-257 (1 945) - in Russian. 

More drtails in: J .  E. Wertz, J. R. Bolton, Electron Spin Resonance: Elementary Theory 
and Practical Applications, (Chapman and Hall, New York 1986). 

electron spectroscopy for chemical analysis (ESCA) = X-ray photoelectron spectroscopy 
(XPS). 

electron spin resonance (ESR) = electron paramagnetic resonance. 

electrooptical Kerr effect - see Kerr effects. 
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electrophoresis - the electrokinetic phenomenon consisting in the motion of charged particles 
or agglomerates through a static liquid under the influence of an applied electric field. 

More details in: A. T. Andrews, Electrophoresis (Clarendon Press, Oxford 1986). 

electrostatic force microscopy - detection of electrostatic forces with an atomic force mi- 
croscope. In this technique tip and samplc arc regarded as two electrodes of a capacitor. If they 
are electrically connected via their back sides and havc different work functions, electrons 
will flow between tip and sample until their Ferrni levels are equalized. As a result, an electric 
field and, consequently, an attractive electrostatic force exists between them at zero bias. This 
contact potential difference can be balanced by applying an appropriate bias voltage. It has 
bccn demonstrated that individual doping atoms in semiconducting materials can be detected 
by electrostatic interactions due to the local variation of the surface potential around them. 

electrostriction - elastic deformation of a dielectric caused by volume force, when the di- 
electric is placed in an inhomogeneous electric lield. 

Elliott-Yafet mechanism -the electron spin relaxation mechanism in semiconductors, which 
results from spin-orbit scattering during collisions with phonons or impurities. This lnecha 
nism is important at low and moderate temperatures but less efficient at high temperatures. 

First described in: R. J .  Elliott, Theory of the @ect of spin-orbit roupling on magnetic 
resonance in some semiconductors, Phys. Rev. 96(2), 266-279 (1954); Y. Yafet, g-factors 
and spin lattice relaxation ef conduction elertrons, in: Solid State Physics, vol. 14, edited by 
F. Seitz, D. Turnbull (Academic Prcss, Ncw York 1963), pp. 1-98. 

ellipsometry - a procedure for determining the nature of a specular surface from the change 
in the polarization state of the polarized lighl beam when it reflects from this surface. 

First described in: P. Drude, Zur Elektronentheorie der Metalle, Ann. Phys. Chem. 36, 
566-613 (1889). 

elliptical polarization of light - see polarization of light. 

embedded-stom method - the semiempirical technique for dcscription of an atomic inter- 
action in solids based on the local density approximation. The energy of each atom in a 
monoatomic solid is given by E(1.o) = F ( n ~ p ~ ( ? . , , ) )  + 0.5nlV(rO) where ro is the first- 
neighbor distance, 7 ~ 1  is the number of first neighbors, (I" is the spherically averaged atomic 
electron density at a distance r from the nucleus, V is the energy of atom-atom pair interaction 
and F is the embedding function. The method is used for molecular dynamics simulation of 
deformed crystals. 

First described in: M .  S .  Daw, M. J. Baskes, Applicxztions ofthe embedded-atom method 
to covalent materials, Phys. Rev. B 29(1 I), 6443-6449 (1984). 

embossing - one of the approaches wed for pattern fabrication by imprinting. The idea of 
the embossing process is that a rcusablc mold is stamped at high prewure into a polymer film 
on a heated substrate, and then removed. It is illustrated schcmatically in Figure 33. 

The mold is made so that il has the dcsircd topographic features raised from the surface. 
It is coated with a very thin film of mold release compound, in order to protect its surface and 
prevent sticking during embossing. The substrate to be patterned is coated with a thin film of 
thermoplastic polymer. The substrate is heated above the glass transition temperature of the 
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substrate u 
- residual polymer -, 

Figure 33: Imprint process by cmboswng: a) suhslrate with deposited resist film and masler 
prior to imprinting, b) imprinting, c) patterned resist mask after imprinting with a residual poly- 
mer in thc windows, d) etching oC the residual polymer. 

polymer to make it viscoelastic. The mold is then presscd into the polymer. The heating time 
and the pressure hold time last typically a few minutes each. The system is then cooled back 
down below the glass transition temperature and the pattern freezes into the polymer film. 
After removal of the imprinter, the trenches formed are cleaned with either an oxygen plasma 
or solvents to remove any residual polymer from their bottom. The patterned polymer film is 
used as a mask for the subsequent etching or lift-off process. 

The most rrequently used polymer is poly(methylmethacry1ate) (PMMA), a well-known 
resist for electron beam lithography. Its good imprint properties are determined by the ap- 
propriate viscoelasticity of this material. PMMA has a glass transition temperature of about 
105 OC, thus providing good imprints in the temperature range 180-200 "C. Demounting and 
separation of the mold and substrate takes place when both are at about 50 "C. The ultimate 
resolution is of the order of I0 nm. It is limited by the radius of gyration of the polymer. 

First described in: S. Y. Chou, P. R. Krauss, P. J .  Renstrom, Imprint of sub-25 nm vias and 
trenches in pol.ymcrs, Appl. Phys. Lett. 67(2 l), 3 1 14-3 1 16 (1995). 

EMR - acronym for electron magnetic resonance = electron paramagnetic resonance. 

emulsion - a system containing two substantially immiscible liquids, one of which (the "in- 
ternal" or "disperse" phase) is subdivided as fine droplets within the other (the "external" or 
"continuous" phase). 

energy dispersive X-ray spectroscopy (EDXS) - registration of characteristic X-ray radia- 
tion excited by energetic electron bombardment of matter. The charactcristic radiation arises 
when the incident elcctron transfers the energy in excess of its binding energy to an inner or- 
bital electron, thc orbital electron is ejected from the atom and the X-ray photon is generated 
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when the vacancy is filled by an electron from the deeper inner orbital. As each chemical ele- 
ment has a unique electronic structure, the series of X-ray photons generated is characteristic 
of the particular element. The intensity of the X-rays is proportional to the number of atoms 
generating the rays. Thus, the energy dispersive analysis of the characteristic X-ray radiation 
is used for qualitative and quantitative study of matter. 

engineering - an application of scientific principles to the exploitation of natural resources, 
to the design and production of commodities and to the provision and maintenance of utilities. 

entanglement - see quantum entanglement. 

entanglement monotone - a minimum number of nonincreasing parameters characterizing 
quantum nonlocal resources of a qubit system. 

First described in: G .  Vidal, Entanglement qf purr. stutes for a single copy, Phys. Rev. 
Lett. 83(5), 1046-1049 (1999). 

entangled state - a state of a composite system whose parts can be spatially delocalized. 
Such states can have intrinsically nonlocal correlations. For more details see quantum en- 
tanglement. 

enthalpy - a quantity expressing conveniently the results of thermodynamic processes occur- 
ring under certain special conditions. It has a dimension of energy and is also called heat 
content. A value of enthalpy for any system in a delinitc state depends only upon the state and 
not upon its prehistory, i. e. the way by which the system has evolved into this state. 

entropy - a measure of the capacity of a system to undergo a spontaneous change. The tenn 
derivcs from the Greek expression for "transformation". Two consistent definitions of entropy 
are possible: thermodynamic and statistical. According to the thermodynamic definition, the 
entropy $5' is such that its change dS = hQ,,,/T. That is, the entropy change in an infinitesi- 
mal process is equal to the heat absorbed divided by the absolute temperature at which the heat 
is absorbed. The heat absorbed must be that characteristic of a reversible process, if entropy 
is to be a state function, i. e. AS  = $2 - S1. From the statistical point of view S = kIj  log ( 1  
+ constant, where 0 is the probability, defined as thc number of configuration states available 
to the system. 

First described by R. Clausius in 1865. 

envelope function method is based on a plane wave expansion 

$(r) = $(k + G) exp(i(k + G )  + r) = $(k) cxp(i(k + G) - r), 
kG' k C; 

where the G are reciprocal lattice vectors of an underlying Bravais lattice and the k are 
wavevectors confined to a primitive cell of the reciprocal lattice usually taken as the first 
Brillouin zone. G(k + G) is the Fourier transform of Ijt and G(k) is an alternative notion that 
emphasizes the decomposition of the wavevector k + G into a reciprocal lattice vector and a 
wavevector in the primitive cell. A complete set of functions, U,(r), periodic in the Bravais 
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usually chosen to be orthonormal so that expressing the plane waves in terms of them one has: 

Substitution for exp(iG . r) finally givcs 

*(/I (r) = Fn (r) un (r) 7 

with the cnvelope functions, F, (r), given by 

F ,  (r) = ~ : & ( k  + 6) exp(ik - r) = U;~T?G(L) cxp(ik + r), 
LG h: C 

which describes the slowly varying mesoscopic part of the locally highly oscillating micro- 
scopic wave functions. This expansion was introduced by Luttinger and Kohn to derive the 
effective mass equation for periodic structures in the presence of a slow perturbing potential. 
Thus it has sometimes bccn called the effective mass representation. Later Bastard introduced 
a prescriptive cnvelope function method in the case of superlattices, in which the real space 
equations satisfied by the envelope functions were equivalent to the k . p method, but the band 
edges were allowed to be functions of position, implicitly assuming that the equations would 
be valid at any atomically abrupt interfaces. Only the envelope of the nanostructure wave 
function is dcscribed, regardless of the atomic details. Despite the numerous assumptions 
involved, thc envelope function approximation has had great success, mainly due to a fair 
compromise between the simplicity of the method and the reliability of the results. A method 
for deriving an exact envelope functions equation starting from the Schriidinger equation, 
~tppropriate for the calculation of electronic states and photonic modes in nanostructures, has 
been introduced recently by M. G. Burt. 

First Drscribed in: .I. M .  Luttingcr, W. Kohn, Motion ofE1ectron.s and Holes in Prrturbed 
Periodic Field, Phys. Rev. Y7(4), 869-833 (1995) - introduction of the method of develop- 
ing an "effective mass" equation for electrons moving in a perturbed periodic structure. C. 
Bastard, Suprrlattice band structure in the mvdopr jimction approximotion Phys. Rev. B 
24(10) 5693-5697 (1981) - application to superlattices. M. G. Burt An exuct jurmulation 
of thr ~nvelope function method,fi~r the determination of electronic states in srmiconductor 
microstructures Semicond. Sci. Technol. 3(8), 739-753 (1 998) - application to nanostructures 

More details in: M. G. Burt, Fundamentals of envelope function theory for elertronic 
states arid photonic modes in nanostructuws, J .  Phys: Condens. Matter 11(9), R53-R83 
(1 999), A. Di Carlo, Microscopic theory of nanostructured semiconductor devices: beyond 
the mvelopr-j~mctioxi approximation Scmicond. Sci. Technol. 1X( I ), R I -R3 1 (2003) 

enzyme - a protein molecule partly associated with a nonprotein portion, the coenzyme or 
prosthetic group. It is a biocatalyst controlling all reactions within living organisms. 

epitaxy - a crystal growth onto a monocrystalline substrate. The term is derived from the 
Greek words epi, meaning "on", and taxis, meaning "orderly arrangement". For epitaxy tech- 
niques see solid phase epitaxy, liquid phase epitaxy, chemical vapor deposition and metal- 
organic chemical vapor deposition, molecular beam epitaxy, chemical beam epitaxy. 



92 EPR 

EPR - acronym for electron paramagnetic resonance. 

equation of state - a mathematical expression, which defines the physical state of a homo- 
geneous substance, i. e. gas, liquid or solid, by relating its volume to pressure and absolute 
temperature for a given mass of the material. 

equivalent circuit - a representation of a real circuit or transmission system by a network of 
lumped elements. 

ergodic hypothesis - the assumption that in the course of time a system will take up the 
totality of microstates compatible with the macroscnpic conditions. It has been shown that this 
assumption cannot be justified mathematically and the original hypothesis has been replaced 
by a less strict formulation, the so-called quasi-ergodic hypothesis. This only requires that 
the phase curve of the system, i. e. the time succession of the system state represented in the 
phase space, should approximate as closely as may be desired to the energy surface in the 
phase space. 

ergodicity - property of a system that ensures equality of statistical ensemble averages and 
time averages, along the trajectory of the system through phase space. 

Ericson fluctuations - reproducible fluctuations of nuclear-reaction cross sections as a func- 
tion of the nuclear reaction encrgy. They occur in the "continuum" regime when a large 
number of cornpound nuclear states overlap, owing to the short lifetime of the compound 
nucleus. 

First dewribrd in: T. Ericson, Fluctuations of nuclrur cross srctions in the "mntinuum" 
region, Phys. Rev. Lett. 5(9), 430-43 1 (1 960). 

error function erf ( 2 )  = 2/& J: exp ( - 7 ~ ~ 1 2 )  dy, the complementary error function is 
erfc(z) = 1 - erl(z). 

ESCA - acronym for electron spectroscopy for chemical analysis. 

ESR - acronym for electron spin resonance = electron paramagnetic resonance. 

esters - organic compounds that are alcohol derivates of carboxylic acids. Their general for- 
mula is RCOOR', where R may be a hydrogen, alkyl group (-C,,H2,,+l), or aromatic ring, 
and R' may be an alkyl group or aromatic ring but not a hydrogen. 

Ettingshausen coefficient - see Ettingshausen effect. 

Ettingshausen effect - if a conductor carries a current density J in a transverse magnetic field 
H, a temperature gradient appears in a direction normal to both. Assuming the heat current to 
be zero VtT = PJxH, where P is thc Ettingshausen coefficient. 

First d ~ s c r i b d  by A. Ettinghausen in 1886. 

Ettingshausen-Nernst effect - see Nernst effect. 

eukaryote - an organism possessing a nucleus with a double layer of membrane and other 
membrane-bound organelles. It includes such unicellular or multicellular members as all 
members of the protist, fungi, plant, and animal kingdoms. The name came from the Greek 
root "karyon", meaning "nut", combined with the prefix "eu-" meaning "good or "true". 
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Euler equations of motion describe the motion of a mechanical system consi~ting of con- 
nected particles. Basically they are forms of the two vector equations d p l d t  = R and 
dhldt  = G, which are referred to as an inertial frame of reference with a stationary ori- 
gin. The vectors p and h are the linear and angular momenta of the system referred to this 
frame, R is the vector sum of the forces applied to the system, the vector G is the sum of the 
vector moments of these applied forces about the origin. If the origin always coincides with 
the center of maw of the system, the second equation is unchanged, although dhlclt is now 
referred to a frame with moving origin. This means that one may use velocities relative to the 
center of mass instead of actual velocities. This is the principle of independence of translation 
and rotation. 

When the mechanical system is a rigid body, the expression for h involves the moments 
md products of inertia and, in general, d h l d l  will involve the rates of change of these coeffi- 
cients of inertia due to the motion of the body relative to the frame of reference. This difficulty 
is avoided by using axes, which are fixed in the body. 

Euler law states that the friction force between two bodies is proportional to the loading force. 
See also Amontons' law. 

Euler-Maclaurin formula gives the connection between the integral and the sum for a 
smooth function f (z) defined for all real numbers L between 0 and n,, where n is the nat- 
ural number, in the form f ( r )  dx = f (0)/2 + f (1) + . . . + f (n  - 1) + f (n)/2. 

Euler's formula (topology) gives the relation between the numbers of vertices V, edges I?, 
and faces F of a convex polyhedron, that is a polyhedron any two points of which can be 
joined by a straight line entirely contained in the polyhedron. It states that V - I3 + F = 2. 

even function - a function f (z) with the property that J ( z )  = .f (-:I:). 

Ewald sphere - a sphere superimposed on the reciprocal lattice of a crystal used to determine 
the directions in which an X-ray or other beam will be reflected by a crystal lattice. 

More details in: J .  B. Pendry, Low Energy Elrctron Dixrucrion (Academic Press, London 
1974) 

EXAFS - acronym for extended X-ray absorption fine structure. 

excimer - a combination c)f two atoms or molecules that survives only in an excited state 
and which dissociates as soon as the excitation energy has been discarded. The term is a 
contraction of "excited dimer". Excimers are used for light generation in lasers (see excimer 
laser). 

excimer laser - a rare-gas halide or me-gas metal vapor laser emitting in the ultraviolet (from 
126 to 558 nm) that operates on electronic transitions of molecules, up to now diatomic, whose 
ground state is essentially repulsive. Excitation may be by done e-beam or electric discharge. 
Lasing gases include ArCl, ArF, KrCl, K* XeCl and XeF. 
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Figure 34: Nonresonant and rcso- 
_ _ _ _ - -  - - - -----._ _ - .___---- nanf exciton formation in scniicon- 

high energy excitation resonant excitation ductors. 

excitnn - an electron-hole pair in a bound state in a hydrogen-atom-like fashion. Exciton 
formation processes in photon irradiated semiconductors are illustrated in Figure 34. If the 
energy of the photon is larger than the hand gap of the irradiated semiconductor (high energy 
excitation regime), then a free electron is crealed in the conduction band and an empty state, 
i. e. hole, is left in the valence band. After relaxation they occupy the lowest energy states in 
the conduction and valence bands, respectively. The attractive force acting between the elec- 
tron and hole leads to a reduction in their total energy, hy an amount Ex,), and makes them, 
thus forming the exciton. A photon with energy just below the band gap can be reqonantly 
absorbed, thus creating the exciton directly. 

Since the hole mass is generally much greater than the electron mass, the exciton can 
be considered as a two-body system resembling a hydrogen atom with the negatively charged 
electron orbiting the positive hole. Similarly to the hydrogen atom, the exciton is characterized 
by the cxciton Bohr radius a~ = th2/pr2 = ~ r n ~ / ~ 1 ( a 0 . 0 5 3 )  nm where p is the reduced mass 
of the electron hole 1/11 = l /mz + I /n7T,, F = f7 FO is the permittivity of the material. The 
cxcilon binding energy is Exo = -i,r4/(32.rr2fi2r"). The reduced electron-hole mass is 
srnaller than the electron rest mass m o ,  and the dielectric constant F is several times bigger 
than that of vacuum. This is why the exciton Bohr radius is significantly larger and the exciton 
energy is significantly smaller than the relevant values for the hydrogen atom. Absolute values 
of u~ for most semiconductors are in the range 1-10 nm, and the energy takes values from 
1-100 meV. The lifetime or excitons is of the order of hundreds of ps to ns. 

The concentrations of excitons n,,,,. and of the free electrons and holes n = n, = nh are 
related via the ionization equilibrium equation known as the Saha equation: 

For knT >> Exo most of the excitons are ioni7ed and the properties of the electron subsystem 
of the crystal are determined by free electrons and holes. At kBT 5 Ex" a significant part of 
the electron-hole pairs exists in the bound state. 

Weakly hound excitons, typical of semiconductors, are also called Mott-Wannier ex- 
citons, while tightly bound excitons, usually found in solid inert gases, are called Frenkel 
excitons. 
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First descrihrd in: J .  I .  Frenkel, Trunsjormution of light into heat in solids, Phys. Rev. 
37(1), 1 7 4 4  (1931). 

exclusion principle - see Pauli exclusion principle. 

exnn - a segment of a gene present in mature mRNA transcripts that specifics the amino acid 
sequence of a polypeptide during translation. Exons of a gene are linked together by mRNA 
splicing. 

expectation value = mean value. 

ex situ - Latin meaning "away from its place". The phrase "ex situ analysis of experimental 
samples" is used to show that the samples are analyzed at a place different from that where 
they have been fabricated. An alternative is in situ (Latin "in its place") analysis indicating 
that the samples are analyzed in the same place where they have been fabricated. 

extended Hiickel method (theory) is a molecular orbital treatment in which the interactions 
between electrons in different orbitals are ignored when the electronic bands in solids are 
simulated. 

First described in: R. Hoffman, An extended Hiirkel theory, J .  Chem Phys. 39(4), 1397- 
1412 (1963). 

extended state - a quantum mechanical state of a single electron in a random potential that 
extends throughout the whole sample. 

extended X-ray absorption fine structure (EXAFS) spectroscopy - when an X-ray passes 
through a material, it attenuates progressively and undergoes some discontinuities for energies 
corresponding to electronic transitions of core electrons towards unoccupied states above the 
Fermi level. In the case of a crystalline solid, the atom excited by the X-ray emits a photo- 
electron described by a spherical outgoing wave centered on the atomic target. The emitted 
photoelectron is retrodiffused by the electrons of the nearest neighbor atoms. This retrodifu- 
sion is represented by spherical waves centered on the sites of neighboring atoms. A portion 
of these waves interferes with the first outgoing wave and gives rise to a modulation of the 
absorption coefficient. EXAFS spectroscopy reflects this local order, and the amplitude of 
the oscillations depends on the coordination number of neighbors N, of type j located at a 
distance r, from the absorbing central atoms. The absorption spectrum is composed of three 
regions: 

1. An edge onset corresponding to the transition of a core electron to the Femi level. 

2. A region close to the edge (XANES - X-ray absorption near-edge structure) where 
the emitted photoelectron carries little energy and, because of the long mean free path, 
the multiple scattering effects become important and reflect the geometry and the bond 
direction. 

3. A region showing oscillations of weak intensity, which is the EXAFS region, character- 
Time. ized basically by a single-scattering re&' 
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The absolute intensity of these fine structures is referred to the absorption coefficient of 
the isolated atom and in general is of the order of 10-20% of the total absorption. 

More details in: B. K.  Teo, D. C. Joy, EXAFS Spectroscopy and Related Techniques 
(Plenum Press, New York 1981); M. De Crescenzi, M. N. Piancastelli, Electron Scattering 
and Rrlatrd Sprctroscupirs (World Scientific Publishing, Singapore 1996). 

external quantum efficiency - see quantum efficiency. 

extinction -complete absorption of plane-polarized light by a polarizer whose axis is perpen- 
dicular to the plane of polarization. 

extinction coefficient - a property of a material characterizing its ability to attenuate light 
(see dso  dielectric function and refractive index). 

Eyring equation gives the specific reaction rate for a chemical reaction in the form V = 

C * ( k H T / h ) p ,  where C* is the concentration of the activated complex formed by the colli- 
sion of reactant molecules possessing the required energy, k13T/h is the classical vibration 
frequency of a bond which is broken when the complex dissociate, p is the probability that 
this dissociation will lead to products. 



F: From Fabry-P6rot Resonator to FWHM (Full Width at 
Half Maximum) 

Fahry-Pkrot resonator consists of two parallel plates with their reflecting surfaces facing 
each other and spaced at a distance equal to Xn/2(n = 1 , 2 , .  . .), where X is the wavelength 
of the light desired lo be in resonance. 

First &lr~c.ribrd in: C. Fabry, A. Perot, Compt. Rend. 123, 802 (1896). 

Fang-Howard wave function - 7/ ) (x )  = n: t:xp [ ( 1 / 2 ) b s ] .  It vanishes at z = 0 rind decays 
roughly like an exponent as x  + I). 

Fano factor - the dimensionless characteristic of a short noise in an electron device. It is 
defined as y = S1/ (2cI ) ,  with SI being the spectral density of current fluctuations at low 
frequency, I the current flowing in the device, and e the elementary quantum of charge de- 
termining the current. In the absence of correlation between current pulses j = 1. This case 
corresponds to full shot noise. Deviations from this ideal situation are a signature of exist- 
ing correlations between different pulses. A negative correlation corresponds to y < 1 and a 
suppressed shot noise. In the case of y > 1 the correlation is positive and the shot noise is 
enhanced. 

Fano interference - see Fano resonance. 

Fano resonance arises from coupling (Fano interference) of a discrete energy state degen- 
erate with a continuum. The mixing of a configuration belonging to a discrete spectrum with 
continuous spectrum configurations gives risc to the phenomenon of autoionization. Au- 
toioni~ed levels manifest themselves in continuous absorption spectra as asymmetric peaks 
because, on mixing configurations to form a stationary state of energy E,  the coefficients vary 
sharply when l3 passes through an autoionized level. It has been shown that the shape of the 
absorption lines in the ionimtion continuum of atomic and molecular spectra are represented 
by the formula u(t) = rr, [ ( q  -t- c)"(l + E"] + oh, where c = [(I? - E r ) / ( r / 2 ) ]  indicates 
the deviation of the incident photon energy E from the idealbed resonance energy E1, which 
pertains to a discrctc autoionizing level of the atom. Thir deviation is expressed in a scale 
whose unit\ are thc half-width r/2 of the line; a ( ~ )  is the absorption cross section for photons 
of energy E, and r r ,  and o,, are two portions of the crojr section corresponding to tranlitions 
to statcs of the continuum that do and do not interact with lhe discrete auto-ionlzing level, q  is 
a parameter (Fano parameter), which characterizes the line profile as shown in Figure 35. 

The Fano resonance is a universal phenomenon observed in rare gas spectra, impurity 
ions In \em~conductors, electron-phonon coupling, photodissociation, bulk GaAs in a mag- 
netic field, superlattices in an electric field, etc. It can be <emiclassically understood in a 
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Figure 35: Natural line shapes for difkrcnt valucs of q. (Reverse the scale of the abscissae Tor 
negative values of q) .  

coupled oscillator model. The discrete state drives the continuum oscillators, with eigenstates 
consisting of a mixture of the discrete state and the adjacent continuum. The continuum os- 
cillators on either side of the discrete state movc with opposite phase, according to whether 
the driving frequency is above or below their resonant frequency. Thus, on one slde they 
interfere constructively with the discrete state and on the other, destructively leading to the 
characteristic asymmetric Fano resonance line shape. 

First described in: U .  Fano, Sullo spettro cli ussorbirnmto dei gas nohile pressn il limite 
dello spettru d'arco, Nuovo Cimento 12(2), 156 ( 1935); U. Fano, E j ~ c t s  of conjiguration 
intemrtion on intensities and phase shifis, Phys. Rev. 124(6), 18661 878 (1961). 

More detuils in: U .  Fano, J .  W. Cooper, Spectral distribution of atomic oscillutor strengths, 
Rev. Mod. Phys. 40(3), 441-507 (1968). 

Fano parameter - see Fano resonance. 

Faraday cell - a magneto-optical device consisting of a fused silica or optical glass core 
inserted into a solenoid. When a linearly polarized light beam passes through the device, the 
direction of its polarization is rotated by an angle proportional to the magnetic flux density 
along the propagation direction. 

Faraday configuration - the term used to indicate a particular orientation of a quantum film 
structure with respect to the magnetic field applied, i. e .  when the field direction is perpendic- 
ular to the film plane. The alternative orientation is called a Voigt configuration. 
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Faraday effect - a rotation of the polarization plane of a polarized light when it passes 
through a homogeneous medium along a magnetic field. The magnitude and direction of this 
magnetic rotation depend on the strength and direction of the field, but do not depend on the 
direction of the light propagation through the field. Mathematically it can be described by the 
relationship d = VHJ,, where 0 is the amount of rotation, H is the strength of the magnetic 
field, L is the path length of the light through the sample. The proportionality constant V is 
known as the Verdet constant. It is approximately proportional to the reciprocal of the square 
of the wavelength of the light. This constant can be either positive or negative. A positive 
value refers to n substance in which the direction of rotation is the same as the direction of the 
current producing the magnetic field. A negative one represents the opposite situation. 

First drscrib~d by M .  Faraday in 1845; M. E. Verdet, Ann. Chim. 41,370 ( I  854). 

Faraday law (of electrolysis) governs electrolysis within the following statements: (i) the 
amount of chemical action produced by a current is proportional to the quantity of electricity 
passed, (ii) the masses of different subst;~nccs deposited or dissolved by the same quantity of 
electricity are in the same ratios aq their chcmical equivalents. 

First described in: M. Farrtday, Phil. Trans. 124, 77 ( 1  834). 

Faraday law (of electromagnetic induction) states that any change of a magnetic flux in 
an electric circuit induces the electromotive force E proportional to the rate of the flux change, 
so E oc (tialdt). 

First describ~d by M .  Faraday in 183 1. 

fast Fourier transform (FFT) - a powerful tool used in many engineering and physical disci- 
plines. It was developed to compute the discrete Fourier transform and its inverse (formally 
a discrete Fourier transform is a linear transformation mapping any complex vector of length 
N to its Fourier transform) of a sequence of N numbers in a faster and efficient manner. It 
is of great importance in several applications, from digital signal processing to solving par- 
tial differential equations, to developing algorithms for quickly multiplying large integers. In 
particular, the Cooley-Tukey algorithm, being one of the fast Fourier transform algorithms, 
reduces the number of comput:ttions hom 0(N2) to O(N log N). It is interesting to note that 
an algorilhm similar to the FFT has been recently attributed to Carl Friedrich Gauss. 

More d~tlrils in: M.  T. Heidemann, D. H. Johnson, C. Sidney Rums, Gauss and the 
History qf Fast Fourier Trunsfi)m, IEEE Acoustic, Speech, Signal Process. Mag., 1(10), 
14-21 (1984). 

Fechner ratio - the differential luminance threshold divided by the luminance. 

Felgett advantage - the signal-to-noise ratio obtained with a Fourier transform spectrome- 
ter when detector noise prevails, which exceeds the signal-to-noise ratio of a scanning spec- 
trometer in the same time by a factor proportional to thc square root of the number of spectral 
elements studied. The increase is due to the ability of a Fourier transform spectrometer to 
observe all spectral elements simultaneously. 

femto- - a decimal prefix representing 10-'", abbreviated f. 
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Fermat's principle (in optics) states that the actual path between two points taken by a beam 
of light is the one which is traversed in the least time. In this original form however, Fennat's 
principle is somewhat incomplete. An improved form is: a light ray, in going between two 
points, must traverse an optical path length which is stationary with respect to variations of 
the path. Ln such a formulalion, the paths may be maxima, minima, or saddle points. 

First desrrihed hy P. Fermat in 1635. 

Fermi-Dirac distribution (statistics) gives the probability that in an ideal electron gas in 
thermal equilibrium at a temperature T an electron state with an energy I? will be occupied 

where p is the chemical potential. In contrast to Bose-Einstein statistics the Fermi-Dirac 
distribution also takes into account the Pauli exclusion principle - there can be no more than 
onc particle in each quantum state. At absolute zero the chemical potential is equal to the 
Fermi energy EV. The Fermi energy is often used instead of the chemical potential in the 
Fermi-Dirac distribution, but one must know that ITF is a temperature dependent quantity. 

first desrrihed in: E. Fermi, Zur Qunntelung d(2'i.s id~ulen rinatomigen Gases, Z. Phys. 
36(11/12), 902-91 2 ( 1  926); P. A. M. Dirac, Theory qf quantum mechanics, Proc. R. Soc. 
London, Ser. A 112,66 1 -677 (1 926). 

Kerogrtition: in 1933 P. A. M, Dirac and E. Schrodinger received the Nobel Prize in 
Physics for the discovery of new productive forms of atomic theory. 

See also www.nobel.se/physics/laureates/l933/index.html. 

Fermi energy -the energy of the topmost filled level in the ground state of an electron systcm 
at absolute zero (for more details sec Fermi-Dirac distribution). 

Fermi gas - a system of noninteracting fermions. 

Fermi level = Fermi energy. 

Fermi liquid - a system of interacting fermions. The low-energy excitations (or quasiparti- 
cles) of this system act almost like completely free electrons, moving entirely independently 
of one another. 

fermions - quantum particles whose energy distribution obeys the Pauli exclusion principle 
and Fermi-Dirac statistics. 

Fermi's golden rule - if an electron (or hole) in a state li > of energy f3, experiences a time- 
dependent perturbation H which could scatter (transfer) it into any one of the final state I f  > 
of energy Ef, then the lifetime of the carrier in the state 1.i > is given by 

Thus, the rulc describes the lifetime of a particle in a particular state with respect to scattering 
by a time varying potential. 
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Fermi sphere -the Fermi surface of an assembly of fermions in the approximation that they 
are free particles. 

Fermi surface - a constant energy surfacc in the space containing the wave vectors of states, 
i. e. k space, defined by the Fermi energy. 

Fermi-Thomas approximation supposes that if the total potential V of electrons in a solid 
does not vary greatly over the distance r corresponding to the electron wavelength, the local 
Fermi kinetic energy EF must also vary in order lo compensate the variation of the potential, 
so that V + = constant. 

Ferrni wave vector - the momentum corresponding to the Fermi energy. 

Fermi wavelength - XI;. = 21r /k :p ,  where kF is the Fermi wave vector. 

ferrimsgnetic - a substance in which alomic magnetic momenta are arranged in such a way 
that a resulting momentum occurs as a consequence of the tendency for antiparallel orientation 
of the magnetic momenta of certain neighboring atoms. See also magnetism. 

ferrite - a nonmetallic magnetic compound containing FeaO:+ as a major cornponcnt. Exam- 
ples: MeFe204 (Me = Mn, Fe, Co, Ni, Zn, Cd, Mg,) - spinel fewites; R3Fe5012 (R- rare earth 
metal or yttrium) - garnets. 

ferroelectric - a dielectric lor which a nonlinear hysteretic relationship exists between polar- 
ization and applied electric field over ccnain temperature ranges. It can be considered as the 
electric analog of a ferromagnetic. 

First described in: J .  Valasek, Piezo-electric arid allied phenomena in rochelle salt, Phys. 
Rev, 17(4), 475-481 (1921). 

ferromagnetic - a substance exhibiting: (i) a high value of magnetization in wcak magnetic 
fields meanwhile coming to saturation with an increase in the field strength, (ii) an abnormally 
high permeability that depends on the field strength and prior magnetic history (hysteresis), 
(iii) residual magnetism and spontaneous magnetization. All these properties disappear above 
a certain temperature callcd the Curie point and the materials then behave like a paramag- 
netic. See also magnetism. 

ferromagnetic resonance - a resoniint absorption of energy in ferrornagnetics from an ex- 
ternal high rrequency circularly polarized magnetic field when its freyucncy is equal tc~ thc 
internal frequency of precession. Note that if the total magnetic momentum of a specimen is 
displaced from its equilibrium position, it precesscs about the direction of the uni-directional 
magnctic field applied. 

First described b y  V. K .  Arkadiev in 19 12 - prediction; J. H. E. Griffiths, Anomalous high 
frequency resistanre o f  j'erromlrgnetir rnetuls, Nature 158, 670-671 (1946) - experimental 
observation. 

Feynman diagram - an intuitive picture of  a term in the perturbation expansion of a scatter- 
ing matrix element or other physical quantity associated with interactions of particles: in the 
diagrams each line represents a particle, each vertex an interaction. 

First described in: R. P. Feynman, Space-time approach to quantum electricity, Phys. Rev. 
76(6), 769-787 (1949). 
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Feynman-Hellman theorem states that the derivative of the energy E,, of a state n with 
respect to some parameter q is equal to the expectation value of the derivative of the Hamil- 
tonian H in that sstate: 

Feynman integral - a term in the perturbation expansion of a scattering matrix element. 
It is an integral over the Minkowski space of various particles or over the corresponding 
momentum space of the product of propagators of these particles and quantities representing 
interactions between thc particles. 

Feynman propagator - a factor of the form (p + r ~ ) / ( ~ ~  - m2 +it) in a transiticm amplitude 
corresponding to a line that connects two vertices in a Feynman diagram, and that rcpresents 
a virtual particlc. 

First described by R. P. Feynman in 1948. 

Fibonacci sequence - the sequence of integers produced by adding the two previous terms: 
1, 2, 3, 5, 8, 13, 21, . . .One of the fascinating illustrations of the sequence in nature is that it 
predicts the number of rabbits there will be after a certain number of months, starting from 
a single breeding couplc. The ratio of successive tenns tends to the golden ratio, which is 
about 1.6 18 - a number that appears throughout nature in different geometrical guises such as 
seashells, pine cones, cauliflowers. 

First described by L. P. Fibonacci in 1225. 

fibrous protein - see protein. 

Fick's laws - see diffusion. 
First drscrihed by A. Fick in 1855. 

field emission - emission of electrons from a solid surface caused by an applied electric field. 

field ion microscopy (FIM) - a projection type microscopy in which individual atoms pro- 
truding on the surface of a needle-shaped specimen arc imaged by preferential ionization of 
the imaging gas, usually He or Ne, at thc protruding site. 

The analyzed sample is prepared in the form of a sharp tip. A positive potential is applied 
to the tip such that a very large electric field is present at the tip. The ambient gas surrounding 
the tip, that is the imaging gas, is usually He or Ne at reduced pressure. The gas atoms 
are ionizcd in collisions with an atom protruding on the surface. Then they are accelerated 
away from the tip where they strike a fluorescent screcn. The net effect of many gas atoms 
is to create a pattern on the fluorescent screen showing spots of light which correspond to 
individual atoms on the tip surface. 

First chscribrd in: E.  W.  Miiller, Das Feldinnenmikroskop, Z. Phys. 131(1), 136142 
(1951). 

figure of merit - a performance rating that govcrns the choice of a device for a particular 
situation. For instance, the dimensionless thermoelectric characteristic (ZT) of a material is 
used as a figure of merit to evaluate the material's ability for thermoelectric power generation. 
It is defined as ZT = (S2T) / (np) ,  where S is the Seebeck coefficient, n is the total thermal 
conductivity and p is the electrical resistivity. 
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FTM - acronym for field ion microscopy. 

fine-structure constant - the dimensionless constant a = used in scattering theory. 

Firsov potential - the semiclassical interatomic pair potential in the form: 

where f ( 2 )  is the ThomacFenni screening function with (2:12 + ~ : ~ ~ ) ' 1 " .  Here r is the 
interatomic distance, Z1 and Zz are the atomic numbers of the interacting atoms and n is a 
Wing parameter. 

First described in: 0. B.  Firsov, Culrulation qf the interaction potential oj'atoms, Zh. 
Exp. Teor. Fiz. 33(3), 696-699 (1957) - in Russian. 

FISH - acronym for fluorescence in situ hybridization. 

FLAPW method = full potential augmented plane wave (FLAPW) method. 

Fleming tube - the first vacuum tube diode consisting of a heated filament and cold metallic 
electrode placed into an evacuated glass tube. 

First described by J .  A. Fleming in 1897. 

flicker noise -the noise observed on thc direct current (1) flowing through vacuum tubes and 
semiconductor devices. Its spectrum is S ( f )  = KT"/ f a ,  where K is a constant dependent 
on the material, n, FZ 2, and CL varies between 0.5 and 2. This noise is also called l / f  noise 
or pink noise. Its major cause in semiconductor devices is traced to surface properties of the 
material. The generation and recombination of charge carriers in surface energy states are the 
factors with most influence. 

First described hy J. B.  Johnson in 1925. 

fluctuation4issipation theorem states a general relationship between the response of a 
given system to an external disturbance and the internal fluctuation of the system in the ab- 
sence of the disturbance. Such a response i s  characterized by a response function or equiva- 
lently by an admittance or an impedance. The internal fluctuation is described by a correlation 
function of relevant physical quantities of the system fluctuating in thermal equilibrium, or 
equivalently by their fluctuation spectra. The most striking feature of this theorem is that 
it relates, in a fundamental manner, the fluctuations of a physical quantity pertaining to the 
equilibrium state of the given systems to a dissipative process which, in practice, is realized 
only when the systems is subjected to an external force that drives it away from equilibrium. 
This means that the response of a given system to an external perturbation (nonequilibrium 
property) can bc expressed in terms of the fluctuation properties of the system in thcnnal 
equilibrium (equilibrium property). 

Probably one of the first forms of the fluctuation-dissipation theorem was given by the 
Einstein relationship that relates the viscous friction of a Brownian particle to the diffusion 
constant of the particle in the form U = IcBT/rny, where U is the diffusion constant xnd my 
is thc friction constant. The Einstein relation can be also written as: /L = l / m y  = D/kBT = 

(Ilkn?') 1; < u(tou(tl-, + t )  > dt, which means that the mobility / I ,  the inverse of the 
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friction constant, is related to the fluctuation of the velocity u( l )  of the Brownian motion that 
is in fact thc fluctuation-dissipation theorcm. 

Thc theorem can be used in two ways. From the known characteristics of the admittance or 
the impedance one can predict the characteristics of the fluctuation or the noise intrinsic to the 
systems. Alternatively, from the analysis of thermal fluctuations of the system one can derive 
the admittance or thc impedance. A general proof of the fluctuation-dissipation theorem has 
been given, in modern times, by the linear response thcory. 

First described in: It is difficult to say definitely when the theorem was formulated for the 
first time; it appeared several times in different fields of applications. For two applications 
of the method of use outlined above see H. Nyquist, Th~rmul ugitution of el~rtricul churgr 
in conductors, Phys. Rev. 32(1), 110-1 13 (1 928), L. Onsager, Reciprocal relations in irre- 
vecribleprocesses. I ,  Phys. Rev. 37(4), 405-426 (1 93 I) ,  for a proof within the linear response 
theory see H. B. Callen, T. A. Welton, Jrrrvmibility and generalized no i~e ,  Phys. Rev. 83(1), 
3 4 4 0  (1951). 

More drtui1.s in: R. Kubo, Th~jut.tuation-dis~~ipation theorem, Rep. Prog. Phys. 29, 
255-284 ( 1966). 

R~cognition: in 1968 L. Onsager received the Nobel Prize in Chemistry for the discovery 
of the reciprocal relations bearing his name, which are fundamental for thc thermodynamics 
of irreversible processes. 

See alw www.nobel.se/chemistry/laureates/l968/index.html. 

fluorescence - emission of radiation of a characteristic wavelength by a substance that has 
been excited, which occurs within no longer than lo-' s aftcr removal of the excitation. 
Longer light emission is called phosphorescence. 

First described in: G.  Stokes, Proc. R. Soc., London 6, 195 (1852). 

fluorescence in sit# hybridization (FISH) - an analytical technique employing fluorescent 
molecular tags to detect probes hybridized to chromosomes or chromatin. It is used for ge- 
netic mapping and detecting chromosomal abnormalities. 

Foch space - the space in the quantum field theory where the number of particles is generally 
not fixed. It is sometimes convenient to represent the state of a system by an infinite set of 
wave functions, each of which refers to a fixed number of particles. 

Fock exchange potential - see Hartree-Fock approximation. 

focused ion beam (FIB) system - a system for sample preparation and fabrication at the 
nanoscale by ion-mill sculpting or beam-induced deposition. Exposing sensitive surfaces to a 
rocuscd ion beam makes it possiblc to fabricate and write dimensions into a resist well below 
20 nm. This fabrication method is not useful for mass production due to the slowness of the 
serial writing process. 

Foiles potential describes the pair interaction between two different atoms approximated by 
the geometric mcan of the pair interaction of the individual atoms. For atoms A and B sepa- 
rated by the distance r. it has the form V ( r )  = Z ~ ( r ) Z n ( r ) / r ,  where Z ( r )  = 20 vxp (-nr). 
The value of Zo is given by the number of outer electrons of the atom and a is the fitting 
parameter. 
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First described in: S. M .  Foiles, Calculation of the .rur$ace segregutimn r/f Ni-Cu alloys 
with the use oj'embedded-atom method, Phys. Rev. B 32(12), 7685-7689 (1985). 

Fokker-Planck equation - an equation for the distribution function J ( r ,  11, t )  of particles in 
a gas or a liquid, analogous to the Roltzmann distribution but applying where forces are 
long-range and collisions are not binary: 

where r is the coordinate, p is the momentum, M is the mass of the gas particles; t is time 
and T is temperature: V is the potential from an external force acting on the particles and $ is 
the friction coefficient. It describes the evolution of the distribution function in the presence 
of diffusion and driving force. 

First described hy A. Einstein in 1906, then hy M. Smoluchowski in 1913 and by 
A. Fokker in 1914, and in the final form in: M. Planck, On a proposition of statisticul dy- 
namics and its extension in the yuunta theory, Preuss. Akad. Wiss. Berlin 24, 324-341 
(1917) - in German. 

folded spectrum method supposes, instead of seeking solutions of the tirne-independent 
Schriidinger equation, that solutions are sought to the alternative expression: (H - 
Ercr)%/>,nk = (En,k - Ei/l,,f)2$~7,,k, where the reference energy ErCr can be chosen to lie 
within the fundamental gap and hence the valence- and conduction band edge states are 
transformed from being arbitrary high energy states to being the lowest states. The technique 
serves to minimi~e the expectation value < 71, I (H - ET,r)2 I >, where the standard 
empirical pseudopotential operator can be employed. 

First described in: L. W. Wang, A. Zunger, Solving Schrodinger's equation around a 
desired mergy: application lo quantum dots, J .  Chem. Phys. 100(3), 2394-2397 (1994). 

f orbital - see atomic orbital. 

Ford-Kac-Mazur formalism was originally proposed to study Brownian motion in coupled 
oscillators. It was later extended to a general analysis of a quantum particle coupled to a 
quantum mechanical heat bath, Within this formalism the bath is considered as a collection 
of oscillators which are initially in equilibrium. Its degrees of freedom are then eliminated, 
leading to quantum Langevin equations for the remaining degrees of freedom of the whole 
system. Thus, such a bath can be viewed as a source of noise and dissipation in the system 
The formalism is used for the simulation of classical heat transport in disordered harmonic 
chains as well as for the detailed study of quantum transport in disordered electronic and 
phononic systems. 

First described in: W.  Ford, M .  Kac, P. Mazur, Statistical mechunirs of assernhlies of 
coupled oscillators J .  Math. Phys. 6(4), 504-515 (1965). 

Forster energy transfer - n long-range Coulomb-induced transfer of optically excited exci- 
tons. 

First described in: Th. Fiirstcr, Delot-alized excitatio~l and excitution transfer, in: Modern 
Quantum Chemistry, IIIB, edited by 0. Sinanoglu (Academic Prew, New York 1965), pp. 
93-1 37. 
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Foucault currents - see eddy currents. 

fountain effect occurs when two containers of superfluid helium are connected by a capillary 
tube and one of them is heated, so that helium flows through the tuhe in the direction of higher 
temperature. 

Fourier analysis -a  mathematical tool by which discontinuous and periodic functions may be 
reprcsented in t.erms of continuous functions. If f (s) is single valued in the range a < s < h, 
and is sectionally continuous, i. e. it contains only a finite number of discontinuities in the 
range which are finite in magnitude, then it is possible to expand f(2:) in an infinite set of 
functions orthogonal in this range. By suitable scaling the range can be made -.n < s < x, 
and it is then convenient to choose the circular functions for the expansion in the form f(2) = 

A,) + Cy=l (AA: cos h-x + Bk sin kx), which is termed the Fourier expansion or Fourier 
series. The coefficients are A. = 1/2x f (:c) dz, Ah = 1 / ~  J_"T f (s) [(:CIS h-x] dx, Bk = 

J./n J:T f (z) [sin kx] d ~ .  If f (5) is an evcn function, the Bk are zero. If f ( T )  is an odd 
function, the / I I ,  are zero. 

Instead of using sine and cosine functions for the expansion, one can employ the ex- 
ponential function with the imaginary argument: J ( x )  = Cyrn Ck exp (ikx) with Ck: = 

1 / 2 ~  J:T f (z) exp (ih-x) d:c. A Fourier series may be integrated term by term, but it cannot 
generally be differentiated. 

First described in: J .  Fourier, La Thenrie Analytiqur de la Chaleur (Didot, Paris 1822). 

Fourier equation - the differential equation giving the temperature T at any place and at 
any time when heat transport occurs by a conduction mechanism only. In the absence of 
heat internal sources and for a nonhomogeneous material it has the form pC(i3TIBt) = C7 . 
(TCVT), where p is the material density, C: is the specific heat of the material, t is the time, 
and K is the thermal conductivity of the material. 

Fourier law states that the rate of heat flow by conduction across an infinitesimally small area 
S is proportional to the temperature gradient normal to the area: dQdT = - KSdTdr, where 
Q is the quantity of heat, t is the time, K is the thermal conductivity of the material at the 
place of question, r is the distance measured normally to S in the direction of the decreasing 
temperature. 

Fourier series - see Fourier analysis. 

Fourier transform for a function f(x) is given by 

If the Fourier transform F(S) of a filnction is known, the function itself can he found by means 
of the Fourier inversion theorem 

First drsrrihed in: J .  Fourier, La Throrie Analytigur de In Chaleur (Didot, Paris 1822). 
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Fowler-Nordheim tunnelling describes charge carrier transport through insulators. The cur- 
rent density is J = CE%oxp ( -Eo /E) ,  where C and Eo are constants in terms of effective 
mass and barrier height, E is the elcctric field in the insulator (Vm-'). 

First described in: R. H .  Fowler, L. Nordheim, Electron emission in inknse electricjelds, 
Proc. R. Soc. London, Ser. A 119,173-181 (1928). 

fractional quantum Hall effect - see Hall effect. 

Franck-Condon excited state - an excitation of an electron in the potential adaptcd to the 
ground state. 

Franck-Condon principle states that as far as nuclei, being heavy particle?, are so much 
more massive than electrons, an electronic transition occurs laster than the nuclei can respond. 
It alw statcs that for the transition probability not to be negligibly small it is necessary: (i) that 
there should be an overlap between the classically allowed regions of coordinates for the states 
participating in the transition, and (ii) that the classical velocities of the heavy particles within 
the region of the overlap should not be very different for these states. This principle explains 
the fact that in solids a luminescent center emits light at a longer wavelength than it absorbs, 
and that for throwing an electron optically from an impurity level into the conduction band the 
necessary minimum energy is greater than the energy difference between the bottom of the 
conduction band and the impurity level. 

First described in: J .  Franck, Elementary processes of photocherniral reactions, Trans. 
Faraday Soc. 21(3), 536-542 (1925); E. Condon, A theory of intensity distribution in band 
systems, Phys. Rev. 28(6), 1 182-1201 (1926). 

Franck-Hertz experiment first demonstrated that the intrinsic energy of atoms could not be 
changed instantaneously. It was done by recording the kinetic energy lost by electrons in 
inelastic collisions with atoms. 

First described in: .I. Franck, G. Hertz, Conn~rfion between ionization by rollisinrr and 
elertronic afinity, Deutsch. Phys. Gesell. Vehr. 15(20), 929-934 (1913) - in German. 

Recognition: in 1925 J .  Franck and G. Hertz received the Nobel Prize in Physics for their 
discovery of the laws governing the impact of an electron upon an atom. 

See also www.nobel.se/physics/laureates/1925/index.html. 

Franck partial dislocation - a partial dislocation whose Burger's vector is not parallel to 
the fault plane, so that it can only diffuse and not glide, in contrast to a Shockley partial 
dislocation. 

Frank-Read source - a self-regenerating configuration of dislocations from which, under 
the action of applied stres\, successive concentric l oop  of dislocation\ can be thrown off in 
a glide plane. It provides a mechanism for continuing slip in a crystal and an increaw in its 
dislocation content, without essential limit, through plastic deformation. 

First described in: F. C. Frank, W. T. Read, Multipliration processes fur  low moving 
dislocalions, Phys. Rev. 79(4), 722-723 (1950). 
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deposited material 

Figure 36: Frank-Van der Merwc growth mode during thin film deposition. 

Frank-Van der Merwe growth mode (of thin films) - layer-by-layer growth of thin films 
during their deposition as is illustrated in Figure 36. 

It arises when deposited atoms are more strongly attracted to the substrate than they are to 
themselves. 

First described in: F. C .  Frank, J. H. van der Merwe, one-dimensional dislocation. II. 
Misjitting nzonolayers und orient~d overgrowth, Proc. R. Soc. London, Ser. A 198, 216-225, 
( I 949). 

Franz-Keldysh effect - an effect of an electric field on the optical absorption edge in semi- 
conductors. It is illustrated in Figure 37, where the band structure of a semiconductor under 
external biasing is sketched. An optically induced transition of an electron from the valence 
into the conduction band in an undisturbed semiconductor can occur only if two states have an 
energy separation A B  I hi], where 11 is the light frequency. Moreover, the states have to over- 
lap in space. Interband light absorption in a semiconductor is impossible if hv is smaller than 
the band gap Eg because there are no available states for corresponding electron transitions. 

Figure 37: Interband elcctron transilions dctermining light absorption in an electrically biascd 
serniconductor. 

Elcctric biasing of a semiconductc~r changes the states in both valence and conduction 
bands providing that the states are present at all energies. Their overlap in space depends on 
the difference in energies. It is strong if A E  > h',,, when the oscillating parts of the wave 
functions overlap. Meanwhile, only the tails of the wave functions overlap if A E  < Eg 
and this decays rapidly with an increase in l3, - Ah'. Thus the absorption edge gains a tail 
tunneling into the previously forbidden gap, as well as due to changes in the wave function. 
Electron transitions in such conditions are considered as photo-assisted field induced tunneling 
across the band gap. They result in the shift of the absorption edge to a lower energy range. 



Frenkel-Poole emission 109 

The related oscillations in imaginary part of the dielectric function above the band gap are 
known as Pranz-Keldysh oscillations. 

First described in: W. Franz, Influence of an elertric,field on an optic-a1 absorption ed,qe, 
Z. Naturforsch. A13(6), 484-489 (1958) - in German; and independently in: L. V. Kcldysh, 
Eflert of a strong ~lrctrirj%ld on the optical properties oj nun conducting crystuls, Zh. Eksp. 
Teor. Fiz. 34(5), 1138-1 141 (1958) - in Russian. 

Fran7,Keldysh uscillations - see Franz-Keldysh effect. 

Fraunhofer diffraction - diffraction of radiation passed through an aperture and registered 
at a distance from it so large that waves from the virtual sources at the iiperture arrive in phase 
at a point on the normal to the screen used for registration. 

free electron laser - a laser producing stimulated emission by passing a beam of free elec- 
trons (not bound to an atom or molecule) through an undulalor or "wiggler." The undulalor 
creates a magnetic field of alternating polarity (in another version it guides the electrons along 
a helical path), causing the electrons to "wiggle" and thus release radiation. It covers a wide 
range of wavelengths - from the soft X-ray region to millimeters. 

free energy - a state function of the system under consideration. There are two commonly 
used notations for it. The Helmholtz free energy is F = U - TS, where U is the internal 
energy, S is the entropy and T is the temperature. The Gibhs free energy is G = H - T S  = 
I /  + 1%' - T S  = F + PV,  where H is the enthalpy of the system, P is the pressure and V is 
the system volume. These functions serve immediately to give the maximum work available 
from the system in an isothermal process. 

Frenkel defect - a crystal defect consisting of a lattice vacancy and host interstitial atom. It 
is also known as a Frenkel pair. 

Frenkel excitation - an excitation of electron-hole pairs with a distance between electron 
and hole, called the exciton Rohr radius, that is smaller than the length of the lattice unit cell. 
Such excited pairs are called Frenkel excitons. An alternative case is represented by Wannier 
excitation and Wannier excitons. 

First desrrihed ia: .I. Frenkel, On the transformation qf light into heat in solids. 1-11, Phys. 
Rev. 37(1), 1744;  37(10) 1276-1294 (1931). 

Frenkel excitons - see Frenkel excitation. 

Frenkel pair see Frenkel defect. 

Erenkel-Poole emission - an electric field-assisted thermal excitation of trapped electrons 
into the conduction band in solids. It is also known as the Frenkel-Poole law or field induced 
emission. Insulators and semiconductors display, in high electric fields, an increase in electri- 
cal conductivity, which finally leads to a breakdown. The dependence of the conductivity on 
the electric field was represented by Poolc in an exponential way (Poole law). The Frenkel- 
Poole law differs from the Poolc law by the substitution for the electric field of the square 
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root of the electric field itself. Finally, the current related to the Frenkel-Poole emission is 
defined as 

where C: is a constant in terms of the trapping density in the insulator (semiconductor), E is 
the strength of the electric field, +,, the barrier height, and t, the dynamic permittivity. 

First described in: H .  H .  Poole, 011 the dielectric constant and electrical conductivity 
of nlira in intense ,field, Philosophy Magistrae 32, 112-129 (1916); J. Frenkel, On the the- 
ory of electrical breakdown of dielectrics and wmiconductors, Tech. Phys. U S S R  5, 685- 
687 (1938); J. Frenkel, On prebreakriown phenomena in insulators and electronic semi- 
conductors, Phys. Rev. 54(8), 647-648 (1 938). 

Frenkel-Poole law - see Frenkel-Poole emission. 

Fresnel diffraction - the diffracted field is studied at a distance from the aperture, which is 
large compared with the wavelength of the diffracting radiation and the aperture dimensions, 
but yet not so large that the phase difference between the waves from the aperture sources 
can be neglected, even along the normal to the screen used for registration. It contrasts with 
Fraunhofer diffraction. 

Fresnel law states the conditions of interference of polarized light: (i) two rays of light ema- 
nating from a common polarirred beam and polarized in the same plane interfere in the same 
manner as ordinary light, (ii) two rays of light emanating from a common polarized beam and 
polarized itt right angles to each other will only interfere if they are brought into the same plane 
of polarization, (iii) two rays of light polarized at right angles and emanating from ordinary 
light will not interfere if brought into the same plane of polarization. 

Rrst descrihed by A. J .  Fresnel in 1823. 

friction force microscopy - an atomic force microscopy measuring forces along the scan- 
ning direction. It i q  used for atomic scale and micro scale studies of friction and lubrication. 

More detuil~ in: B. Bhushan, Mirrn/nanotrihology and materials chararterization studies 
using scanning probe microscopy, in: Handbook of Nanotechnology, edited by B. Bhushan 
(Springer, Berlin 2004), pp. 497-541. 

Friedel law states that X-ray or electron diffraction measurements cannot determine whether 
or not a crystal has a center of symmetry. 

Friedel oscillations - the oscillatory behavior of the screened potential of a point charge at 
large distances r. as cos ( 2 k F r . ) / ( k F  r )" ,  where kF is the Eermi wave vector. The phenomenon 
originates from the singularity of the dielectric function at q = 2kF. These oscillations, 
present in a variety of phenomena, depending on the context in which they are present, are 
also called Ruderman-Kittel oscillations. 

First (jest-ribed in: J .  Friedel, The distribution qf electrons around impurities in univalent 
metals, Phil. Mag. 43(2), 153 (1952); M. A. Ruderman, C. Kittel, Indirect exchange coupling 
of nuclear magnetic moments by conduction, Phys. Rev. 99(1), 96-102 (1954). 

Frohlich interaction - see phonon. 
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f -sum rule - see Kuhn-Thomas-Reiche sum rule. 

Fulcher bands of hydrogen - a system of bands of molecular hydrogen, which are preferen- 
tially excited by a low voltage discharge. They consist of a number of regularly spaced lines 
in the red and green spectral range. 

fullerene - a carbon composed solid in which 60 or 70 carbon atoms are bound together in 
a closed hollow cage having the form of a ball. The designation fullerenes is taken from the 
name of an American architect, R. Buckminster-Fuller, who designed a dome having the form 
of a football for the 1967 Montreal World Exhibition. 

Figure 38: Sh~~cture oC Crro fullerene. 

The prototype fullerene is Coo, a molecule formed out of 60 carbon atoms distributed 
on a sphere with a diameter of 0.7 nm. These carbon atoms arc assembled in the form of 
a truncated dodecahedron with a carbon atom sitting at each corner of the polyhedron. It is 
shown in Figure 38. 

The carbon atoms outline 20 hexagons and 12 pentagons, the latter giving rise to the 
curvature and thus leading to the closed quasi-spherical structure of the molecule. Valence 
electrons of the carbon atoms are predominantly sp%ybridized. There is also some, typical 
for a diamond admixture, of sp' hybridi~ation due to the finite curvature of the molecule. 

First described in: H .  W. Kroto, R. F. Curl, R. E. Smalley, J. R. Heath, CBO buckminster- 
,fillerene, Nature 318(6042), 162-163 (1985). 

Recognition: in 1996 H .  W. Kroto, R. F. Curl and R. E. Smalley received the Nobel Prize 
in Chemistry for their discovery of fullerenes. 

See also www.nobel.se/physics/laureatesl l996/index.html. 

full potential augmented-plane-wave (FLAPW) method - one of the most powerful 
schemes for electronic structure calculations of solids within the density functional theory. 
It is based on the augmented plane wave method extended with the assumption of no shape 
approximations for the charge density and the potential. Both the charge density and the effec- 
tive one electron potential are represented by the same analytical expansion, i. e. by a Fourier 
representation in the interstitial region, in spherical harmonics inside the spheres; and for sur- 
face and thin film calculations a two-dimensional Fourier series in the vacuum region. Thus, 



1 12 functionalization (of surfaces) 

the charge density p(r) is given (with a similar representation for the effective potential) by 

CJ p3 exp(iG, . r) for r interstitial 

d.1 = Clvl p&, (r, ,)Xrrr (T,,) for r inside the sphere m 

C,  p, r x p ( i ~ b  . r) for r in vacuum 

where G, denote reciprocal lattice vectors in the bulk, K, reciprocal lattice vectors in vac- 
uum and v,, are the spherical harmonics. The coefficients in the equations are used in each 
iteration to create the Coulomb potential via the solution of the Poisson equation and to con- 
struct the exchange-correlation potential. These coefficients for the input and output densities 
are also used to perform the self-consistency procedure mixing at each iteration for input and 
output density. 

First desrrihed in: E.  Wimmer, H.  Krakauer. M. Weinert, A. J. Freeman, Full-potential 
srlj-rwnsisted linrurized-augmented-]?lane-wave method for calculutin~ the elertronic struc- 
turr r~mo1ecule.s and surfacrs: O2 molrcule, Phys. Rev. B 24(2), 864-875 (1981). 

Mure detuils in: E. Wimmer, A. J. Freeman, Fundumentuls of the electronic structure of 
surfuces, in: Handbook of Surface Science, Vol. 2, edited by K. Horn, M. Scheffler, (Elsevier, 
Amsterdam 2000), pp. 1-92. 

functionalization (of surfaces) - design, tailoring and preparation of surfaces that are able 
to define, induce and control distinct architecture and outgrowth. In particular in the case of 
biofunctional surfaces one must be able to match the sophisticated (bio)recognition ability of 
biological systems on the nanoscale as well as on larger length scales. 

FWHM - acronym for full width at half maximum, which is a parameter used to characterize 
optical spectral lines. 



G: From Galvanoluminescence to Gyromagnetic Frequency 

galvanoluminescence - emission of light produced by the passage of an electrical current 
through an appropriate electrolyte in which an electrode, made of certain metals such as alu- 
minum or tantalum, has been immersed. 

gamma function r(r)  = ,[: ?j-'-' exp (-71) dy,  where z is a real number greater than zero. 
It can also be expressed as a contour integral: 

where the contour C denotes a path which starts at t o o  on the real axis, passes round the 
origin in the positive direction and ends at +too on the real axis. The initial and final values of 
the argument are taken to he 0 and 27r re\pectively. 

Gaussian distribution - the function describing how a certain property is distributed among 
members of a group, also called the frequency distribution, for the case when deviation., of the 
members of the set from some assigned values are the algebraic sum of a very large number 
of small deviations. It is of the forrn f (lr) = 1 /(&a) exp { - 1 / 2 [ ( r  - r)/o]}, where 
7 = 1/11 xF=L . ~ k  is the mean value of r and a2 = 11/77 (xk - 7)' is the mean square 
deviation of .r. Thi\ di\trihution is also called the normal distribution. 

First described hy K. F. Gauss in 1809. 

Gauss theorem states that the total electric flux from a charge q is ls U dS = ,fV VU civ = 

47r pdv = 47rq, where 7? is the flux of electric induction, p is the bulk density of the 
charge, and S is any surrace surrounding the volume V, which ctmtains this charge. In the 
magnetic case, since VT3 = I) one has Js R d S  = 0. 

Firs1 d e ~ c r i b ~ d  by K. E. Gauss in 1830. 

gel - see sol-gel technology. 

gel point indicates the stage at which a liquid begins to exhibit increased viscosity and elastic 
properties. 

gene - a constituent part or zone of a chwmosome. It represents a nucleotide sequence of 
DNA that codes for a protein. It determines a trait in an organism. 

gene mapping - a  linear map determining the relative position of genes along a chromosome 
or plasmid. Distances are established by linkage analysis and are measured in linkage units. 

Wlrnt 2s Whnr in rhc No~roworkf. A Ht~ndh~oL on Nmmw r ~ , v , p  rmd N ~ m o l u r ~ h n d r , ~ ~  
V~clur E. Bu~iscnko and Stcfano Oasici111 
rnpyriphl 0 2004 Wilry-VCH Vcrlap C h h H  & Co. KGaA, Wcinhcim 
ISBN: 3-527.40493.7 
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generalized gradient approximation (GGA) assumes that the exchange-correlation en- 
ergy i n  solidq is a function of thc cleclron concentration n and its gradients Vn, that is 
EXc = ,[ n(r)r,, (n(r, Vr~(r))dr where ex, is the exchange-correlation energy per electron 
for the electron gas at a given point in space r. The combined exchange-correlation func- 
tion is typically split into two additive tenns F ,  and r, for exchange and correlation ones, 
respectively. 

First described in: D. C .  Langreth, J. P. Perdew, Theory of nonuniform electronic systems. 
I. Analysis oj the gradient approximation and a generalization that works, Phys. Rev. B 21 
(12), 5469-5493 (1980). 

More details in: J .  P. Perdew, /)~nsity+funrtional approximation for the correlution energy 
ofthe inhomogmeous rlectron gas, Phys. Rev. B 33 (12), 8822-8824 (1986); J. P. Perdew, Y. 
Wang, Arrurate and simple density functionuljor the el~ctronic exchange energy: generalized 
gradient approximation, Phys. Rev. I3 33 (1 2), X800bXX02 ( 1  986). 

genetics - a field of science studying the properties of single genes or groups of genes. 

genome - a complete DNA sequence of one set of chromosomes in an organism. The chro- 
mosome set is species specific for the number of genes and linkage groups carried in genornic 
DNA. 

genomics - a field of science studying the global properties of a genome (DNA sequence) of 
organisms. 

g-factor - the ratio of the magnetic momentum of a particle to its mechanical momentum. 
It is defined by gpn  -- -yh, where y is the gyromagnetic ratio (the ratio of the magnetic 
moment to the angular momentum). For an clcctron spin g = 2.0023. 

GCA - acronym for a generalized gradient approximation, which is an approach used for 
the calculation of the electronic hand structure of solids. 

GHZ theorem - see Greenberger-Home-Zeilinger theorem. 

giant magnetoresistance effect - a dramatic change in the resistance of layered magnetic 
thin film structures composcd of alternating layers of a nonmagnetic material between dif- 
ferently magnetized ferromagnetic materials when placed in a magnetic field. The effect is 
observed when the resistance of the structure is measured by the current passing either paral- 
lel to the layers (current in plane - CIP geometry) or perpendicular to the layer plane (current 
perpendicular plane - CPP geometry). 

A thin film structure with a parallel geometry of the observation of the giant magnetore- 
sistance effect is shown schematically in Figure 39. 

The as-deposited ferromagnetic layers have opposite magnetizations that can be achieved 
by their deposition in magnetic fields of opposite orientation. In the absence of the magnetic 
field the resistance measured by the current flowing in the plane of the layers is greatest when 
the magnetic moments in the alternating layers are oppositely aligned. The spin exclusion 
resultq in  high interface scattering and forces the current to flow within narrowed pathways. 

The resistance is smallcst whcn the magnetic moments become oriented all in one direction 
in the external magnetic field. The magnetic field required to achieve all parallel magnetization 
states (lowest resistance) is commonly termed the saturation field. The resistance decrease 
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high resistance low resistance 

Figure 39: Giant rnagnctorcsistancc cffcct rncasurcd with a current flowing in thc planc of a 
laycrcd magnctic matcrial sandwich: antialigncd niagnctic morncnts - high rcsistancc, aligncd 
magneric moments - low resistance. 

can reach a few hundreds % at low temperatures. The most pronounced effect is observed in 
Fe/Cr and Co/Cu multilayer structures. It increases with the number of layers and reaches its 
maximum for approximately 100 periods at layer thicknesses of a few nanometers. 

Measurements of magnetoresistance in a perpendicular geometry yield a larger effect due 
to eliminaticm of the shunting current passing through intermediate nonmagnetic layers sep- 
arating the ferromagnetic layers. In this case all the carriers must undergo spin scattering at 
every interface when traversing the layered structure. However, the low resistance of all-metal 
structures requires application of nanolithography techniques to fabricate vertical elements 
with very small cross section in order to get detectable resistance variation. Figure 40 presents 
schematically the main features of the vertical transport. When the magnetizations of the two 
ferromagnelic layers are antialigned, the spin polarized carriers coming into the nonmagnetic 
layer from one ferromagnetic layer cannot be accommodated in the other ferromagnetic layer. 
They are scattered at the interface giving rise to the high resistance. In contrast, aligned mag- 
netizations of both ferromagnetics ensure identity in the spin polarization of injected electrons 
and electron states in the next ferromagnetic layer. Thus, the interface scattering is minimized, 
which corresponds to the lowest vertical resistance of the structure. 

The spin relaxation length has proved to be much longer than the typical thickness of 
the layers that is around I0 nm. An electron can pass through many layers before its spin 
orientation is changed. Within this length, each magnetic interface can act as a spin filter. 
The more scattering interfaces an electron interacts with, the stronger the filtering effecl. This 
explains the increase in the giant magneloresistance elfect with the number of layers. 

The interfacial spin scattering itself ultimately derives from lattice matching of the con- 
tacting materials and from the degree to which their conduction bands at the Ferrni level are 
matched at the interface. For example, the interfaces in the popular Fe/Cr structure are formed 
by two bcc lattice m;ttched metals and the d conduction band of chromium (paramagnetic) 
closely mrttches the minority (spin-down) d conduction band of iron. There is no close match 
to the conjugate majority (spin-up) d conduction band of iron. This suggests severe discrim- 
ination between spin-up and spin-down electrons at the interface. As a result, the profound 
giant magnetoresistance effect is observed. 
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low 

ferromagnetic nonmagnetic ferromagnetic forrurr~;qrietc nonmagnetic ferrrmi;~yr~el~(: 

high resistance low resistance 

Figure 40: Spln-polari/ed lransporl across a layered ferromagnetic /nonmagnetic Iferrornag- 
nctic structurc: antialigncd magnctic moment5 - high re\istancc, aligned magne~ic momems - 
low rcwtance. 

A thin film structure consisting of two ferromagnetic layers with different magnetic prop- 
erties is called a spin valve. The most commonly used method of attaining anti-parallel orien- 
tation of two magnetic films in a spin-valve structure is to deposit two ferromagnetic materials 
that rcspond diffcrcntly to magnetic fields, lor instance cobalt and permalloy (Nin0FeZo). The 
cocrcivily of permalloy is smaller than that of cobalt. Thus, if both a permalloy film and a 
cobalt film are initially saturated in the same direction (low resistance state) and then a re- 
versed magnetic field is applied having a value larger than the coercivity of the permalloy film 
but less than that of the cobalt film, the anti-parallel magnetic orientations (high resistance 
state) can be attained. 

An improvement in making the two magnetic layers with different magnetic behavior is the 
use of an antilerromagnetic layer in contact with one of the ferromagnetic films to effectively 
"pin" the magnetimtion in the ferromagnetic layer. Under proper deposition and annealing 
conditions, the antiferromagnetic and the ferromagnetic layers couple at their interface. This 
coupling pins thc ferromagnclic layer to fields of typically about 10" mm-' , and even if much 
higher fields are applied, the original state of the pinned layer is restored upon relaxation of 
the field. 

A further refinement of antiferromagnetic pinning involves the strong anti-parallel cou- 
pling between two magnetic films with a thin interlayer of certain metals, such as ruthenium. 
The pair of ferromagnetic films can be coupled antiparallcl wilh an equivalent field of about 
105 Am-l ,  well above the normal applied fields used in most devices. This structure is 
commonly called a synthetic antiferromagnetic. When one of the ferromagnetic layers in the 
synthetic antiferromagnetic is then pinned on an outside surface with an antiferromagnetic 
layer, the resulting structure is very stable to quite large fields and to temperatures approach- 
ing the N6el temperature of the antiferromagnetic. This allows for wide regions of magnetic 
fields where the structure can be in the high resistance statc. 
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There is another variant of the spin-valve structure that is the so-called pseudo-spin valve. 
It has two magnetic layers that have mismatched propertics so that one tends to switch at lower 
fields than the other. No pinning layer is used and the two magnetic layers may be of the same 
composition, but different thickness, if the composite film layers are etched into small arcas. In 
this case, the small lateral size of the structure contributes demagnetizing fields, which causes 
the thinner of the two film layers to switch at lower magnetic fields than the thicker film layer. 
Without switching the hard layer, the magnetization of the soft layer can be manipulated to 
be parallel or antiparallel to the hard layer. The resistance is lowest at the fields where the 
magnetizations of both layers are aligned with each other. 

Spin valve and pseudo-spin valve structures usually have magnetoresistance values at 
room temperature of between 5% m d  10% and saturation fields of bctwecn 800 itnd 
8000 Am-'  . 

First described in: M .  N .  Baibich, J. M. Broto, A. Fert, F. N. Van Dau, F. Petroff, Ginnt 
magnrtoresistrmre of'(OOl)Fd(OOl)Cr mugnetic superlattices, Phys. Rev, Lett. 61 (21 ), 2472- 
2475 ( 1  988). 

giant magnetoresistance nonvolatile memory - a thin film memory devicc that cmploys 
the giant rnagnetorcsistance effect. Giant magnetoresistance elements are fabricated in m a y s  
in order to get a net of elcmcnts functioning as a memory. The principle is illustrated in 
Figure 41. 

bit line 

Figure 41: Fragment of random acccss mcmory constructed of giant magneioresislance ele- 
ments connected in series. 

The elcmcnts are essentially spin-valve structures that are arranged in series connected 
by conducting spacers to fonn a sense line. The sense line stores the information and has a 
resistance that is the sum or the re\istance of its elements. Current is run through the sense 
line and amplifiers at the ends of thc lines detect the changes in the total resistance. The mag- 
netic fields needed to manipulate the magnetization of the elements are provided by additional 
lithographically defined wires passing above and below the elements. There wires cross the 
sensc line in an rTj grid pattern with intersection at each of the giant magnetoresistance infor- 
mation storage elements. The wire passing parallel to thc scnse line acts as a word writing line 
and the wire crossing the scn\e line perpendicularly acts as a bit writing line. All the lines are 
electrically isolated. When current pulses are run through word and bit lines, they gencratc 
magnetic fields controlling the resistance of giant magnetoresistance elements. 
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A typical addressing scheme uses pulses in the word and bit lines that are half-select. 
Jt means that the field associated with a word-line pulse is half that needed to reverse the 
magnetization of the giant magnetoresistance element. Where any two lines in the zy grid 
overlap, the two half-pulses can generate a combined field that is sufficient to selectively 
reverse a soft layer or, at higher current levels, sufiicient to reverse a hard layer also. Typically 
one pulse rotates the layer through 90". Through this xy grid, any element of an array can be 
addressed, either to store information or to interrogate the element. 

The exact information storage and addressing schemes may be highly varied. One scheme 
may store information in the soft layer and use "destroy" and restore procedure for interro- 
gation. Alternatively, another scheme could construct the individual giant magnetoresistance 
elements so that high-current pulses are used to store information in the hard layer. Low- 
current pulses can then be used to "wiggle" the soft layer to interrogate the element by sensing 
the change in resistance, without destroying and restoring the information. There are many 
additional variations on these schemes, and the exact scheme used is often proprietary and 
dependent on the specific requirements of the memory application. 

giant magnetoresistance read head - a thin film read head that employs the giant magne- 
toresistance effect. It is also called a spin-valve rcad head. The head reads the magnetic bits 
that are stored on the surface of discs or tapes in the form of differently oriented magnetic 
domains as small as 1&100 nm. Where the heads of two of the oppositely magnetized do- 
mains meet, uncompensated positive poles generate a magnetic field directed out of the media 
perpendicular to the domain surface that is a positive domain wall. In the place where the tails 
of two domains meet, the walls contain uncompensated negative poles that generate a sink for 
magnetic lines of flux returning back into the media that is a negative domain wall. The head 
senses the changes in the direction of the magnetic field at the domain walls. 

Figure 42: Schematic rcpresentalion o f  a giant magnetoresistance rcad bcad that passes over 
recording media containing magnetized regions. 

The principles of the read head and its operation are illustrated in Figure 42. The sensing 
element of the head is a typical spin valve consisting of two layers: one with easily reversed 
magnetization indicated as "1" and another with a fixed (or hardly reversed) magnetization 
indicated as "I". 

Magnetic momentum in the magnetically soft layer is parallel to the plane of the media 
carrying magnetic domains in the absence of any applied fields. The magnetic momentum 
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in the magnetically hard layer is perpendicular to the media plane. When the head passes 
over a positive domain wall, the magnetic field existing there pushes the magnetization of the 
easily reversed layer up. When the head passes over a negative domain wall, the magnetic 
momentum is pulled down. As soon as the magnetization direction in the soft layer responds 
to the fields that emanate from the media by rotating either up or down, the measured change 
in the resistance is sensed by the current passing through the spin valve structure. Spin valve 
read heads hwe enabled the production of very high aerial packing densities for hard drivers, 
up to 25 Gbits per square inch. 

Gihbs distribution (statistics) asserts that the thermal equilibrium probability of finding an 
N particle system in an N particle stationary state of energy E at temperature T is propor- 
tional to R X ~  ( - E / k B T ) .  It is generally valid for classical or quantum systems, whether or 
nor they are weakly interacting. The Maxwell-Boltzmann, Fermi-Dirac, Rose-Einstein 
distributions, characterizing the occupation of single-particle levels for weakly interacting 
particles or excitations, all follow from the Gibbs distribution in the appropriate special cases. 

Gibbs-Duhem equation connects the variations of the chemical potentials pi in a mixture 
containing ni moles of species i, at given temperature and pressure in the form C ,  n,, dpi  = 
Ci xi dpi = 0. where the mole fraction xi = n,r/ x, ni. 

First described by J .  W.  Gibbs in 1875. 

Gibbs free energy - see in free energy. 

Gibbs theorem states that the entropy change is zero for the process in which a perfect gas 
A occupying a volume v and a perfect gas B also occupying separately volume 11 are mixed 
isothermally so as to form a perfect gas mixture occupying a total volume v. 

First described by J .  W. Gibbs in 1875. 

giga- - a decimal prefix representing lo9, abbreviated G. 

Ginzburg-Landau equations - a pair of coupled differential equations relating a wave func- 
tion 9 representing superconducting electrons, a vector potential A at a point r representing 
a microscopic field in this point and the supercurrent J: 

where the free energy of the superconductor F can be represented by the series F = Fo + 
al@l" +j/2l CJ l 4  with phenomenological paridmeters a and P. 

Although the equations have some limitations, they are very useful for calculations of 
important characteristic length scales, for instance the penetration depth of a magnetic field, 
for different superconductors. In general, they provide the basis for most understanding of 
spatially varying superconducting states in solids. 

First described in: V. L. Gini-burg, L. D. Landau, To the theory ofsup~rconductiviiy, Zh. 
Exp. Teor. Fiz. 20(12), 1064-1 082 (1950) - in Russian. 
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Rrcognitinn: in 2003 V. L. Ginxburg received the Nobel Prize in Physics for pioneering 
contributions to the theory of superconductors and superfluids. 

See also www.nobel.se/physics/laureates/l92l/index.html. 

glass - a noncrystalline, inorganic mixture of various metallic oxides fused by heating with 
glassifiers such as silica, or boric or phosphoric oxides. Most glasses are transparent in the 
visible spectrum and up to about 2.5 ym in the infrared, but some are opaque, such as natural 
obsidian. These are, nevertheless, useful as mirror blanks. Traces of some elements such 
as cobalt, copper and gold are capable of producing a strong coloration in glass. Laser glass 
contains a small amount of didymium oxide. Opal glass is opaque and white, with the property 
of diffusing light. Some opal glass has a thin layer of opal material f ashed onto the surface of 
ordinary glass. Tempered glass has a high degree of internal strain, caused by rapid cooling, 
which gives it increased mechanical strength. 

globular protein - see protein. 

Goldschmidt law states that crystal structure is determined by the ratios of the numbers of 
the constituents, the ratios of their size and their polarization properties. 

g permanence rule states that the sum of g-factors is the same for strong and weak magnetic 
fields for the same value of the magnetic quantum numbers. 

First described in: W. Pauli, Recqularities in thr nnomulous Zeeman effect, Z.  Phys. 16(3), 
155- 164 (1 923) - in German. 

Greenberg-Horne-Zeilinger states - multiparticle quantum states, which have perfect 
corrclalions that are incompatible with a classical conception of locality: I @  >= 
l/fi(100 . . .  u > 4 1 1  . . . I  >). 

First described in: D. M. Greenbcrger, M. A. Horne, A. Shimony, A. Zeilinger, Bell's 
throrem without ineyuulities, Am. J .  Phys. 58(12), 1131-1 143 ( 1  990). 

Greenherger-Home-Zeilinger theorem, an extension of Bell's theorem to three or more 
particles. It shows that the assumptions of the Einstein-Podolsky-Rosen paradox lead to 
predictions, which are exactly opposite to those of quantum theory. 

First described i~z: D. M. Greenberger, M. A. Horne, A. Zeilinger, Going beyond Bell's 
tlieorm, in: Bell's Throrem, Quantum Theory, cmd Contytinns of the Univrrsr, edited by M .  
Kafalos (Kluwer, Dordrecht 1989), pp. 73-76. 

Green's function arises in the solution w of the differential equation Lw = f (x) satisfying 
certain boundary conditions. The operator L is a linear differential operator and f (x) is a 
prescribed function of the n variables ( r l ,  Q, . . . , z,, ) = x defined uniquely through a region 
fl on whose boundary the prescribed boundary conditions are formulated. If one can find a 
function C(E, x) such that this solution can be written in the form ~ ( x )  = Jn G((, x) f (S)d[, 
the function G(E, x) is called the Green's function corresponding to the operator L and the 
prescribed bound,uy conditions. 

Introducing the n-dimensional Dirac delta function as iS(x - 5) = 6(r1 - ) . . .6(s,, - 
<,,) make5 obvious that G((, x) is the appropriate solution of the differential equation Ltu = 

S(x - 5). 
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The name "Green's function" seems to have been first given to such a function by 
H. Burkhardt in 1894, because it is in some ways analogous to the function introduced in 
I828 by George Green in his memoir on electricity and magnetism. 

Green theorem states that if A = (P, Q,  R) is a vector each of whose components is a 
continuous function of z, y, z with continuous derivatives at each point of a simple volume V 
enclosed by a surface S then 

where ( I ,  m, a )  = n are the direction cosine of the outward drawn normal to S. 
First described by G. Green in 1828. 

Grimm-Summerfeld rule states that the absolute valency of an atom is numerically equal to 
the number of electrons engaged in attaching the other atoms. 

ground state - the state of some entire system which is of minimum energy, in which, there- 
fore, each electron is represented by an energy eigenstate corresponding to the lowest avail- 
able energy level. 

group velocity - see wave packet. 

Grover algorithm - a quantum mechanical algorithm that would search an unsorted database 
of N elements in a time that scales roughly N1I2 faster than any possible classical search 
algorithm. It supposes the following steps. 

Step I .  Initiali7e the system to the superposition: 

i. e., there is to be the same amplitude in each of the N states. This super-position 
can be obtained in M(1og N) steps. 

Step 2. Repeat the following unitary operations M ( N ' / ~ )  times (the precise number of 
repetitions is important). 

2 a, Let the system be in any state S: if C ( S )  = I ,  rotate the phase by n radians; if 
C ( S )  = 0, leave the system unaltered. 

2 b. Apply the diffusion transform D, which is defined by the matrix D as follows: 
D,, = 2/N if i # j and otherwise D,, = -1 + 2/N ( D  can be implemented as 
a product of three element'uy matrices). 

Step 3. Measure the resulting state. This will be the state ,ST, (i. e., the desired state that 
satisfies the condition C(S ,  ) = 1) with a probability of at least 0.5. 

Note that the steps 1 and 2 are a sequence of unitary operations. The step 2 a is a phase 
rotation. In an implementation it would involve a portion of the quantum system sensing the 
state and then deciding whether or not to rotate the phase. It would do it in such a way that no 
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trace of the state of the system bc lcft after this operation, so as to ensure that paths leading to 
the same final state were indistinguishable and could interfere. 

By having the input and output in quantum superpositions of states, one can find an object 
in M ( N ~ I "  quantum mechanical steps instead of M ( N )  classical steps. This discovery 
ushered a flurry of theoretical activity searching for quantum computer applications. 

First describrd in: L. K .  Grover, Quucitum nierhanirs helps in searching,fnr a needle in u 
huystuck, Phys. Rev. Lett. 78(2),  325-328 (1997). 

Griineisen equation of state - see Griineisen rules. 

Griineisen rules are based on the Griineisen equation of state for solids P V t  G(V) = y E,  
where P is the pressure, V is the molar volume, G(V) depends on the interatomic potential 
energy, E is the energy of the atomic vibrations and y is a dimensionless quantity. The first 
rule governs the change in the volume of a solid as AV = yK,)E, where KO is the isother- 
mal compressibility of the solid at absolute zero temperature. The second rule connects the 
volume coefficient of thermal expansion [j and the molar specific heat of the solid C, in the 
form = yKnC1,/V. 

First described in: E.  Griineisen, Hundbuch der Physik, 10 (Springer, Berlin 1926). 

Gudden-Pohl effect - a light flash that occurs when an electrical field is applied to a phosphor 
already excited by ultraviolet radiation. 

Gunn effect - generation of cohcrent microwaves when a constant electric field is applied 
across a randomly oriented, short, n-type sample of GaAs or InP that exceeds a critical thresh- 
old value of several thousand volts per centimeter. The frequency of oscillations is approxi- 
mately equal to the reciprocal of the carrier transit time across the length of the sample. The 
mechanism of observed oscillations is field-induced transfer of conduction band electrons 
from a low-energy, high-mobility valley to higher-energy, low-mobility satellite valleys. 

First described in: J .  B .  Gunn, Microwave oscillations of current in III-Vsumicondr~ctors, 
Solid State Commun. 1(4), 88-91 (1963). 

Gurevich effect - in electric conductors with a pronounced phonon4ectron interaction, 
phonons carrying a thermal current in the presence of a temperature gradient tend to drag 
the electrons with thcm from hot to cold. 

First described in: L. Gurevich, Thermoelectricpropertirs of conductors, J .  Phys. 9,477- 
488: 10,67-80 (1945). 

GW approximation (GWA) is the approximation in which the self-energy of an electronic 
system of solids is calculated using Green's function G and the screened Coulomb interac- 
tion W. The GWA may he regarded ax a generalization of the Hartree-Fock approximation 
(HFA) but with a dynamically screened Coulomb interaction. The nonlocal exchange poten- 
tial in the HFA is given by Cx(r, r') = xE: 2i,k,, (r)2i,;,,(rt)v(r - r'). In the Green's function 
theory, the exchange potential is written as X T ( r ,  r', t - 1 ' )  = iG(r, r', 1 - L1)v(r -r1)6(t - t l ) ,  
which, when Fourier transformed, yields the previous equation. The GWA corresponds 
to replacing the bare Coulomb interaction by a screened interaction W : C(1,2) = 

iG(1,2)W(l, 2 ) .  This is physically well motivated, especially in metals where the HFA leads 
to unphysical results such as zero density of states at the Fermi level, due to the lack of screen- 
ing. 
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The GWA has been successful in predicting the quasiparticle systems such as free-electron 
like metals and semiconductors as well as Mott insulators and d- and f-band metals. It was 
also found that GWA gives a rather good description of the band gap of strongly correlated 
systems like NiO. 

First dc~scribed in: L. Hedin, New method for calculating the one-particle Green'.~functinn 
with application to the electron-gas problem, Phys. Rev. A 139(3), 796-823 (1965). 

More details in: F. Aryasetiawany, 0. Gunnarsson, The GW method, Rep. Prog. Phys. 
61(3), 237-3 12 (1998). 

gyrnmagnetic effect - the rotation induced in a body by a change of its magnetization or 
magnetization resulting from a rotation. 

gyromagnetic frequency - the term denoting the frequency of precession of a charged re- 
volving particle 01 mass I n  placed in a magnetic field of strength H. This frequency is 
qHp/(2rnch), where q is the charge and p is the angular momentum of the particle. 



H: From Habit Plane to Hyperelastic Scattering 

habit plane - the crystallographic plane or system of planes along which certain phenomena 
such as twinning occur. 

Hadamard gate - see Hadamard transformation. 

Hadamard operator produces self inverse operation forming superposition of states with 
equal coefficients (see Hadamard transformation). 

Hadamard product defines the product of two power series as the power series P X 62 = 
m C ,,,=(, IL,, h ,rr, :I:" , where P = Cr=, a,,zr" and Q = C;=, b,,xr". 

Hadamard transformation - a unitary, orthogonal, real transformation. The basis functions 
can have only the value 1 and -1. In the matrix form we have 

Thus, one has, for example 

The Hadamard transformation matrix (called also Hadamard gate) is a special case of a 
generalized quhit rotation. 

Hagen-Kubens relation - an equation that links the reflectivity of a solid to the frequency of 
radiation and the conductivity of the solid: RUp, = 1 - (.f /rr)'l2, where f is the frequency or 
light, and rr is the electrical conductivity. 

It applies at wavelengths long enough that the product of the frequency and the relaxation 
time is much less that unity. 

First drscrihed in: E. Hagen, H. Rubens, iiher Be.z-iehu11gen des RefEexions- und Emis- 
sionsvrrmugrn~ drr Metul l~  zu ihwm elektrischen Leitvermiigen Ann. Phys. 11(8h), 873-90 1 
(1903). 

halide - a chemical compound of an element with a halogen. 

Wlar u Wrat in rlrr N~llon'orkl: A fhr ibouk on N~nnrticncr nnd N ~ ~ n o l d r . h n o l q v  
Victur E. Buriacnku and SIdtlno Oawini 
Cupyriphl Q 21104 Wilry-VCH Vrrlirg Ihrhll & Gr. KGaA, Wemlreinl 
ISBN: 3-527-40493.7 
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ments of the Hall effcct. 

Hall effect - in a conducting strip placed into a magnetic field perpendicular to the direction 
of the current flow in the strip (see Figure 43) thc resistance across the current path depends 
linearly on the strength of the magnetic held. 

The electrons experience a Lorentz force that is perpendicular to both the magnetic field 
and their initial direction. They are pushed toward one side of the specimen (depending on the 
direction of the magnetic field), giving rise to charge accumulation on that side as compared 
with the other. The voltage drop V measured along the current characterizes the material 
resistance N = V / I .  The voltage KI induced by the magnetic field across the current path is 
called Hall voltage. The related Hall resistance is defined as RTT = VH/ I .  

In the classical Hall effect XTI = B / ( m ) ,  where 13 is the magnetic induction, r is the 
electron charge and n is the clectron density per unit area in the strip. Most reniarkably, the 
Hall resistance does not depend on the shape of the specimen. It increases lincarly with the 
magnetic field, while longitudinal resistance H is predicted to be roughly independent of the 
magnetic field, aq is illustrated in Figure 44 left. Because of its independence from the sample 
geometry, the classical Hall effect has become a standard technique for determination of the 
type, density and mobility of free carriers in metals and semiconductors. 

When the Hall effect is measured at low temperatures in a sample containing a two- 
dimensional electron gas (2DEG) in which electrons are confined to move only within the 
plane, the Hall resistance is found to deviate from classical behavior. At sufficiently high 
ficlds, a series of flat steps appear in the graph of the Hall voltage versus magnetic field (see 
Figure 44 right), which is referred to as quantum Hall effect (QHE). At the plateaus of the 
Hall vdtage thc longitudinal voltage hecomcs Lero. The Hall resistance at the position of the 
plateaus of the step is quanti~ed to a fcw parts per billion to RTT = h/(de"), where h is the 
Planck constant and I is an integer. Consequently this effect is called integer quantum Hall 
effect (IQHE). The effect is definitely material independent. The quantum of thc resistance, 
h/e2 ,  as measured reproducibly with a high precision via the integer quantum Hall effect, has 
become the resistance standard. The effect can be explained in terms of occupation of Landau 
levels. 

Electrons moving in a perpendicular magnetic field are forced onto circular orbits, fol- 
lowing the Lorentz force. They perform a cyclotron motion with the angular frequency 
w, = eB/rrz, called the cyclotron frequency, where rn is the electron mass. So far, available 
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Figure 44: Variation of  the longitudinal voltage drop and the Hall voltagc as a function of the 
magnetic ficld in the classic and quantum FTall cffcct. 

energy levels for electrons become quantbed. These quantized energies are known as Landau 
levels. They are given by h'i = ((i + 1/2)fw,. with Z = 1 , 2 , .  . .. In an ideal perfect system 
containing a 2DEG these levels have a form of &function, as illustrated in Figure 45. The gap 
between nearest levels is determined by the cyclotron energy hw,. The levels are broadened 
with increasing temperature. Clearly one needs knT << b, to observe well-resolved Landau 
levels. 

Electrons can only reside at the energies of Landau levels, but not in the gap between 
them. The existence of the gaps is crucial for the occurrence of the quantum Hall effect. Here 
2DEG differs decisively from electrons in three dimensions. Motion in the third dimension, 
along the magnetic field, can add any amount of energy to the energy of the Landau levels, 
thus filling the gaps. Therefore, there are no energy gaps in three dimensions and the quantum 
Hall effect causes the background to disappear. 

Two years after the discovery of the integer quantum Hall effect it was found that quanti- 
zaticln i could take fractional values, like 113, 213, 215, 315 etc. In general, i = plq,  where p 
and q are integers with q odd. The phenomenon was given the name fractional quantum Hall 
effect (FQHE). As an explanation of the fractional quantum Hall effect it was supposed that 
electrons in a 2DEG placed in a strong magnetic field condense into an exotic new collective 
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Figure 45: Occupation of Landau levels by electrons in 2DEG placed in a magnetic ficld a1 
absolutc 7cro temperature. b3 = h,. 

state, a quantum liquid, similar to the way in which collective states form in superfluid helium. 
A quantum of magnetic flux and an electron exist as a quasiparticle that carries a fractional 
charge. Such particles do not follow either Fermi-Dirac or BoseEinstein statistics. Instead 
they obey special so-called fractional statistics. 

Fir~t described in: E. H. Hall, On a new action ofthe mugnet on electric currents, Am. 
J .  Math. 2, 287-292 (1879) - the classical effect; K. von Klitzing, G. Dorda, M. Pepper, New 
method ,for high-arruracy tktmnination of the ,fine-structure constunt based on quantized 
Hull rrsbtunce, Phys. Rev. Lctt. 45(6), 494-497 (1980) - the integer quantum Hall cffect; 
D. C. Tsui, H. L. Stormer, A. C. Gossard, Two-dimensiontrl magnetotmnsport in the extreme 
quantum limit, Phys. Rev. Lett. 48(22), 1559-1562 (1982) and R. B. Laughlin, Anomalous 
quantum Hull @ect: an incompressible yuantum,fiuitl with fractionully charged excitations, 
Phys. Rev. Lett. 50(18), 1395-1 398 (1983) - the fractional quantum Hall effect. 

Rerognition: in 1985 K. von Klitzing received thc Nobel Prize in Physics for the discovery 
of the quantized Hall effect; in 1998 R. B. Laughlin, H. L. Stiinner and D. C. Tsui received 
the Nobel Prize in  Physics for their discovery of a new form of quantum fluid with fractionally 
charged excitations. 

See also www.nobcl.se/physics/laureates/l985/index.html. 
See also www.nobcl.se/physics/laureates/ 1998/index.html. 

Hall resistance - see Hall effect. 
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Hall voltage - see Hall effect. 

Hallwach effect - the ability of ultraviolet radiation to discharge a negatively charged body 
in vacuum. 

halogens - F, C1, Br, I, At. 

Hamilton equations of motion form a set of first order symmetrical equations describing the 
motion of a classical dynamical system: 

, AH 
P = - - r  (h 

with i = 1 ,2 ,  . . . , where q, are generalized coordinates of the system, p, is the momentum 
conjugate to q,, H is the Hamiltonian. They are also termed canonical equations of motion. 
The Hamiltonian determines the time evolution of the system. 

First dmcrihed by W. R. Hamilton in 1834. 

Hamiltonian operator (or, shortly, Harniltonian) - a differential operator typically used to 
represent energy relations governing the behavior of quantum particles. It is denoted 

and includes the kinetic energy term supposing that the particle has a mass rn and the potential 
energy term V(r). The operator takes the second derivative of a function (after multiplication 
by -fi2//2r)and adds it to the result of multiplying this function by V(r). 

First desuibed in: W. R. Hamilton, Trans. R. Irish Acad. 15, 69 (1 925). 

Hamilton-,lacobi equation - 

where q l ,  . . . , qTr are generalized coordinates, t is the time coordinate, H is the Hamiltonian, 
q!~ is a function that generates a lransforlnation by means of which the generali~ed coordinates 
and momenta may be expressed in terms of new generalized coordinates and momenta, which 
we constants of motion. 

haploid - a cell or individual with a genetic complement containing one copy of each nuclear 
chromosome. 

hard-sphere potential -the classical intcrattnmic pair potential in the form: 

where r.0 is radius of the atom. 
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Hardy-Schulze rule states that the ion, which is effective in causing precipitation in a sol is 
that whose charge is opposite to that on the colloidal particle and its effect is greatly increased 
with increasing valence of the ion. 

harmonic function - a function, which both itself and its first derivative in a given domain are 
continuous functions. It must also satisfies the Laplace equation. Special cases are spherical 
harmonic functions, which are homogeneous in variables x, 11, z ,  e. g. Legendre polynomials. 

harmonic oscillation - the simplest form of oscillations of a particle about a point arising 
when the force, which tends to pull the particle back to this point is proportional to the dis- 
placement of the particle from the point. The displacement of the particle at any time f is 
A cos (wt + 41, where A is the amplitude, w is the frequency and q5 is the phase of the motion. 

Hartree approximation - the independent-particle approximation wherein the total wave 
function is approximated by a product of orthonormal molecular orbitals used to simplify 
solving the Schriidinger equation for many-electron systems. Tt is assumed that each 
electron moves independently within its own orbital and sees only the average field gener- 
ated by all the other electrons. The Hartree wave function (for an N electron system) is 
111 = =.Il,l(rl)$2(rz) . . . Y / I ~ ( ~ ~ ) ,  where 1jtlv(r~) are orthonormal one electron wave functions 
consisting of a spatial orbital and one of two spin functions representing spin-up and spin- 
down states. 

First described in: D. R. Hartree, Wave mechanics o fan atom with a non Coulomb central 
field. Art-! I. Theory ~ l n d  methods, Proc. Cambridge Phil. Soc. 24, 89-1 10 (1928); D. R. 
Hartree, Wave mechanics of an atom with u nun Coulomb central*field. Part 11. S o m ~  results 
and discld~sion, Proc. Cambridge Phil. Soc. 24, 11 1-1 32 (1928). 

Hartree-Fock approximation considers the interaction of electrons in a many-electron sys- 
tem in terms of a potential. Interaction between particles is included by allowing each particle 
to be governed by an effective potential due to all other particles. The effective potential for 
one electron then has two additional terms, usually called the Hartree potential and the Fock 
exchange potential. The first, which is the electrostatic potential due to the charge distribu- 
tion of the other electrons, is easy to understand. The second is a nonlocal potential due to the 
exchange interaction of the electron with the olhers. 

Mathematically, the approximation consists in finding the best set of one electron orbitals 
in the Slater determinant representing the ground state. According to the variational prin- 
ciple, the best set is the one which yields the lowest total energy for the interacting system. 
The resultant orbitals are given by a scl of niodificd one-particle Schriidinger equations: 

referred to as the Hartree-Fock equation. It supposes that each electron moves under the 
combined influence of the external potential V(r), the Hartree potential and the Fock exchange 
potential. The Hartrce potential is expressed here as the electrostatic potential due to the 
electron density distribution u(r) via the Coulomb interaction e"/lr - rll. The nonlocal Fock 
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exchange potential is due to the one-particle density matrix n,(r, r') as a consequence of the 
Pauli principle. Both the density and density matrix are given by the N lowest energy orbitals 
of the above equation. The interaction of an orbital with itself in the Hartree and Fock terms 
cancels. The many-electron wave function a is approximated as a product of single-particle 
functions $I,, i. e, a(r l ,  rz, . . .) = $ ~ ( r l )  . &(r2) . . . . . l/lN(rN). In addition to the ground 
state, the equation yields orbitals, which can be used to construct excited states. The excitation 
energy over the ground state is simply the sum and difference of the single-particle energies of 
the orbitals added to or taken from the ground state. Note that the Hartree-Fock approximation 
does not consider so-called correlation effects in many-electron systems. 

First described by D. Hartree in 1927-1928 and developed in: V. Fock, Approximate 
method of ~olution qf thth~ prohlem of many bodies in quuntum mechanics, Z. Phys. 61(1/2), 
126-148 (1930). 

HartreeFock equation - see Hartree-Fock approximation. 

Hartree method - an iterative varirttional method of finding an approximate wave function 
for a system of many electrons. Within the method one attempts to find a product of single- 
particle wave functions, each one of which is a solution of the Schrodinger equation with the 
field deduced from the charge density distribution due to all the other electrons. 

First described in: D. R. Hartree, Wave mechanics qf an atom with a nun Coulomb central 
field. Purt I. Theory und methods, Proc. Cambridge Phil. Soc. 24, 89-1 10 (1928) 

Hartree potential - see Hartree-Fock approximation. 

Hartree wave function - see Hartree approximation 

Heaviside step function - zero for a negative argument and one for a positive argument. 

hecto- - a decimal prefix representing 102, abbreviated h. 

Heggie potential - a semiclassical interatomic many-body potential based on the proximity 
cell (the Wigner4eitz primitive cell). It introduces three internal degrees of freedom per 
atom, representing the magnitude and direction of the p-orbital that is not involved in sp- 
hybridization. One of the variants of the potential has the form: 

where p, is the direction of the unhybridizcd p orbital on atom i being between 0 (sp%y- 
bridization, e g diamond) and 1 (sp2 hybridization, e. g. graphite), vectors pij and p:: rep- 
resent the projection of p, onto the bond face and p, onto the latter direction, respectively, a* 
follows: pi, = p, - (p, . tiS)i,, , p:', = (p, + f$)fih ; rl = r, - -  r, is the distance betwecn 
atoms 1 and , I .  

First desrribed in: M .  I. Heggie, Ser~ticlus~ical interatomic potential for carbon and its 
application to the self-interslitiul in graphite, J .  Phys,: Condens. Matter 3(18), 3065-3078 
(1991). 



Heisenberg equation of motion gives the rate of change of an operator corresponding to a 
physical quantity within the Hdsenberg representation. 

Heisenberg force - a force between two nucleons derivable from a potential with an operator 
which exchanges both the positions and the spins of the particles. 

Heisenberg representation - a mode of description of a system in which stationary vectors 
represent dynamic states and operators, which evolve in the course of time, represent physical 
quantities. 

Heisenberg's uncertainty principle states that it is impossible to specify simultaneously, 
with arbitrary precision, both the momentum (p) and the position (r) of a quantum particle. 
The quantitive version of the position-momentum uncertainty relation is DpAr > h/2 or 
equivalently for time ( t )  and energy (I?) -+ AtAE 2 h/2. 

First described in: W. Heisenberg, Uher den anschuulichen Inhalt drr quuntentheoretis- 
chew Kinematik und Mechanik, Z .  Phys. 43(3/4), 172-198 (1927). 

R~rognition: in 1932 W. Heisenberg received the Nobel Prize in Physics for the creation 
of quantum mechanics, the application of which has, inter alia, led to the discovery of the 
allotropic forms of hydrogen. 

See also www.nobel.se/physics/laureates/l932/index.html. 

Heitler-London method - a way to deqcribc molecules and molecular states supposing that 
each molecule is con~posed of atoms and their electronic structure is represented by atomic 
orbitals of the composing atoms, this is what later becomes the superposition of atomic or- 
bitals. The method is an alternative to the molecular orbital method (see Hund-Mulllken 
theory). Both are an approximation to the complete solution. Consider two atoms brought 
together slarting from a large distance. One can consider and distinguish three regions. The 
first region is that located at long distances, there the atoms maintain their character, but are 
polari~ed by each other. In the second, intermediate region, there is a "real" molecule and 
the atoms lost part of their identity. In the third region, at short distances, the atoms begin to 
behave like a single united atom. The molecular description in the Heitler-London method 
tries to describe the molecular states starting from the third region, while the Hund-Mulliken 
theory startv from the first region. 

Fir~ t  dr..rrrihrd in: W. Heitler, F. London, Wkhselwirkung neutraler Atome and hornopo- 
lare Bindung narh &r Quantenmerhanik, Z.  Phys. 44,455472 (1927). 

More detnils in: J .  C. Slater, Moleculnr orbital and Heitle-Loadort Methods, J .  Chem. 
Phys. 43(1 O), Sll-S17 (1965); C. A. Coulson, Valence (Oxford University Press, Oxford 
1961). 

helium I - the phase of liquid 4 ~ e ,  which is stable at temperatures above the lambda point 
(2.178 K) and has the properties of a normal liquid. except low density. 

helium TT -the phase of liquid "e, which is stable at temperature betwcen absolute zero and 
the lambda point (2.178 K) and demonstrates such exceptional properties as vanishing vis- 
cosity, called superfluidity, and extremely high heat conductivity. It also shows the fountain 
effect. 
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I;irst described in: P. L. Kapiza, Viscosity of liquid helium below A-point, Comptes Rendus 
(Doklady) de 1'Acad. des Sciences USSR 18(1), 21-23 (1938) - experiment; L. Landau, 
Theory of the supelifluidity of helium 11, Phys. Rev.60(4), 356-358 (1941) - theory. 

Rrcognition: in 1962 L. D. Landau received thc Nobel Prize in Physics for his pioneering 
theories for condensed matter, especially liquid helium. 

See also www.nobel.se/physics/laureates/l932/indl. 

helium-neon laser - a type of ion laser with a mixture of ionized helium and neon gases as 
the active medium. It generates light peaking at 633 nm (red light). 

Hellman-Feynman theorem states that within the Born-Oppenheimer approximation the 
forces on nuclei in molecules or solids are those which would arise electrostalically if electron 
probability density were treated as a static distribution of negative electric charge. 

First described in: H. Hellman, Zur Rolle der kinetischen Elekfronen~nergie fiir die zwi- 
schenato~narerl Kriifre, Z.  Phys. 85, I 80 (1933); R. P. Feynman, Forces in molecules, Phys. 
Rev. 56(4), 340-343 (1939). 

Helmholtz double layer represents an electrical double layer of positive and negative charges, 
one molecule thick, which occurs a1 a surface where two different materials are in contact. 

Helmholtz equation - an elliptical partial differential equation of the form V" d, f 2 4  = 0, 
where (I is a function, V ~ S  the Laplace operator, X. is a number. When k = 0, the equation 
reduces to the Laplace equation. With imaginary k ,  the equation becomes the space part of 
the diffusion equation. 

First described in: H .  Helmholt7, Sitzber. Berlin Akad. Wissen. Abh. 1, 2 1, 825 ( 1  882); 
2, 958, 1895 (1 883); 3,92 (1883). 

Helmholtz free energy - see free energy. 

Hermann-Mauguin symbols (notations) - symbols representing the 32 symmetry classes of 
crystals. They consist of series numbers giving the multiplicity of symmetry axes in descend- 
ing order with olher symbols indicating inversion axes and mirror planes. They are widely 
used in crystallography. 

Morr details in: F. A. Cotton, Chemical  application.^ of Group Theory, 3'"dition (Wiley, 
Ncw York 1990). 

Hermite equation - a differential equation of the form y" - 2 r y '  + 2uy = 0, where u, is a 
constant, but no1 necessrlrily an integer. Introducing the operator 1) = d/ds onc can rewrite 
this as (D' - 2.13 + 221)y = 0. 

Hermite polynomial has the form 

where n is its degree. The first Hermite polynomials are: Ho(s) = I ,  H l ( z )  = 22, H'(2) = 

4x2 - 2 ,  Hn(;c)  = 8z" -- I2:t., H4(;c)  = 16x4 - 4X:r2 + 12. They are solutions of the Hermite 
equation for 77. = U .  

First clescrihed b.y C. Hermitc in I 864. 
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Hermitian operator - a linear operator A acting on vectors in a Hilbert space, such that if 
.x and :,I are in the range of A then the inner products (Ax, y )  and (z, Ay) are equal, or in the 
case of a function $(,r) one has J $I* (r.)A$(r) = J(Ay'/(r))*+(r). 

Herring's y plot - see Wulff's theorem. 

Hertzian vector - a single vector describing an electromagnetic wave rrom which both the 
electrical and magnetic intensities can be obtaincd by derivation. The vector is represented by 
the equation Z = J' A d t ,  where A is the vector potential. Thus, the intensity of the electric 
field is 

and the intensity of the magnetic field is 

Hess law states that in a chemical reaction the evolved or absorbed heat is the same whether 
the reaction takes place in one step or several steps. 

heterojunction - an interface between two dissimilar malerials. 

heterostructure - structure comprising more than one kind of material. Heterostructures are 
formed from multiple heter~~junctions. 

heterostructure field effect transistor (HFET) - see high electron mobility transistor 

Heusler alloy - an alloy made of metals that are only partially magnetically aligncd in their 
pure state but have all their spins aligned at room temperature in the alloy form. 

hexagonal lattice - a particular type of Bravais lattice whose unit cell is a right prism with 
a hexagonal base and whose lattice points are located at the vertices of the unit cell and at the 
center of the hexagon. 

hidden variable - a hypothetical variable, in addition to the quantum state, that specifies a 
definite value for the observable of the quantum system. 

high electron mobility transistor (HEMT) - a transistor exploiting the high in-plane mo- 
bility of electrons near a modulation doped heterqjunction. Synonyms are heterostructure 
field effect transistor (HFET), modulation doped fieid effect transistor (MODFET), two- 
dimensional electron gas field effect transistor (TEGFET). 

Hilbert space - a many dimensional normed linear vector space with an inner product that 
makes it complete. Points of real Hilbert space are sequences of numbers T I  , rz, . . . such that 
the infinite sum z 3.: is finite. Elements of the basis are the interiors of balls in which the 
distance betwecn p = (.I:, , .rz, . . .) and q = (yl, y2, . . .) is the square root d X(y, - r:).  

Hilbert space is an abstract mathematical tool for calculating the evolution in time of the 
energy levels of systems. This evolution occurs in the ordinary spacc-lime scale. It is widely 
used in quantum mechanics to define an observable viilue to be an operator on a Hilbert space. 
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Hilbert transform of a function f (x) is g(<) = I /n sTm f ( r ) / ( (  -x) dx, where the integral 
is understood as a Cauchy principle value. If the transform of a function is known, then the 
inverse formula gives f (:c) = - 1 / ~  ,[yOC1 g(<) / (<  - Z) dc. 

Hofstadter butterfly - a diagram presenting energy levels in a two-dimensional crystal as a 
function of the magnetic field applied. In a sense it looks like a butterfly. 

First described in: D. R. Hofstadter, Energy levels and wave functions qf Klorh electrons 
in rutional find irrational magnetic3elds, Phys. Rev. B 14(6), 2239-2249 (1 976). 

hole-burning - see spectral hole-burning. 

hologram - an interference pattern that is recorded on a high-resolution plate when two in- 
terfering beams formed by a coherent beam from a laser and light are scattered by an object. 
If after processing, the plate is viewed correctly by monochromatic light, a three-dimensional 
image of the object is seen. 

HOMO - acronym for highest occupied molecular orbital. 

homopolar bond is formed between atoms, which share a pair of electrons with opposite 
spins. 

Hooke's law originally stated that the power of any <pringy body is in the same proportion 
with the extension. In the modern corrected form it states that the extension Al of an elastic 
spring and its tension P, but not power, are linearly related to each other: F = kAl, where 
k is the spring constant. The law holds up to a limit, called the elastic limit, after which 
springs suffer plastic deformation up to the limit of plasticity, after which they break down. 
Later Cauchy generalized Hooke's law to three-dimensional elastic bodies and stated that the 
six components of stress are linearly related to the six components of strain. In the matrix 
form it is E = S x s and s = C x E ,  where E is the six components stress vector, s is the 
six components strain vector, S is the compliance matrix (36 components), C is the stiffness 
matrix (36 components). It is evident that S = C-'. In general, the above stress-strain 
relationships are known as constitutive relations. 

F i r ~ t  dexribrd by R. Hooke in 1676. 

hopping conductivity - the charge transport mechanism where conductivity is determined 
by electrons hopping via localized states without activation to the conduction band. If it is 
energetically favorable for localized electrons lo hop beyond the nearest-neighbor impurity 
centers, so that the average hopping length exceeds the average distance bctween them, vari- 
able range hopping ccmductivity sets in in the system. The average hopping length increases 
with decreasing temperature for disordered systems in which electronic states are localized 
close to the Fermi level. The temperature dependence of the hopping conductivity is de- 
scribed by the Mott law: lnrr w T - ~ I ~ ,  which in the general form looks like In rr .v T - ~ I ? ~ ,  
where the parameter n depends on the dimensionality of the system d(n, = d + I). The Mott 
law is derived assuming that the density of states near the Fermi level of the system is constant. 

Accounting for the existence of a parabolic gap of the width AEC in the density of states 
near the Fermi level of the system, due to electron4ectron Coulomb interaction, leads to the 
Shklovskii-Efros law of temperature dependence of hopping conductivity: In a T - ' / ~ .  
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It is observed at low temperatures when AEc > k H T .  The power of temperature does not 
depend on the dimensionality of the system. 

A crossover between the Mott and Shklovskii-Efros hopping regimes can be observed as 
a function of temperature. 

First de~cribed in: N .  F. Mott, Conduction ia non crystalline materials. III. Lutulizrd 
J ~ U ~ P S  in a p~eudogup unnd near extremities qf conduction and valence hands, Phil. Mag. 
19(160), 835-852 (1969). 

hot carrier - a charge carrier, which may be an electron or a hole, that has relatively high 
energy with respect to the carriers normally found in the material. 

Hubhard Hamiltonian - a common model phenomenological Hamiltonian used to describe 
the properties of strong electron correlation in solids. In this model, which is in fact the 
Hubbard model, strongly correlated electrons move in a lattice. The related Hamiltonian has 
two term\: the first term describes a band of tight-binding electrons, the second term involves 
a repulsive electron-electron interaction. Thus this Hamiltonian studies the effects induced by 
the competition between localization and correlations. 

The interaction between electrons only occurs if they are located on the same site. Only 
one orbital per site is considered. Thus the Hamiltonian is given by H = x,,,,, t,,*,f,o,, + 
U CJ nlt7721, where n,, = o$rr,, is the occupation number operator, a: creates and n , ,  an- 
nihilates an electron with spin rr on the ith site of the lattice, U represents the effective on-site 
interactions, and t,, is the tight binding hopping integral between the 7th and ,lth sites. Strong 
correlations occur when the interaction IJ is large in comparison with the band width W of the 
system, i. e. for large U / I ,  called the interaction 5trength. The model successfully describes 
the itinerant magnetism and the metal-inwlrttor transition (see Mott-Hubbard transition). 
Despite the simplicity of the Hamiltonian, no exact solution has been found, except in the 
one-dimensional case. Nevertheless, it has been demonstrated that the Hubbard model has a 
non-trivial limit in higher dimensions. 

First described in: .I. Hubbard, Electron corrrlution~ in narrow energy hands. I-IV, Proc. 
R.  Soc. London, Ser. A 276, 238-257 (1963); 277, 237-259; 281, 401419 (1964); 285, 
542-560 (1 965). 

Hubbard model - see Hubbard Hamiltonian. 

Hiickel approximation is used to calculate molecular orbitals. The following assumptions 
are made: 

I .  If atoms i and j are not directly bonded, then TT,., (bond energy between atoms .i and j )  
equals zero. 

2. If all atoms and bond lengths are identical in a molecule, then all Hi j  values for directly 
bonded atoms are identical. 

3. If all atoms are identical, all H,i integrals are equal and will be symbolized by ru. 

4. The atomic orbitals are normalized, therefore J' 4 , * ,  (17 = 1. 

5. The atomic orbitals are mutually orthogonal, therefore $,i$j clr = 0. 
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The form of the Hiickel secular equations is: 

and the Hiickel secular determinant is: 

It should be remembered that the first assumption states that non-directly bonded atoms have 
H,,  = I), (/+ = 0). The number of atomic orbitals equals the number of secular equations and 
Ihe number of molecular orbitals. 

First described in: E. Hiickel, Quantentheoretische Reitruge zum Benzolproblern, Z. Phys. 
70,204-286 (193 1 ) .  

Hund-Mulliken theory supposes that in the case of an atom an atomic orbital is best taken to 
be an eigenfunction of the one-electron Schrodinger equation based on the nuclear attraction 
Tor the clcctron and on the average repulsion of all other electrons. The molecular orbital is 
dehed  in thc same way. Now its one-electron Schrodinger equation is based on the attraction 
of two or more nuclei plus thc avcragcd repul4on of all other electrons. It is also known as 
molecular orbital theory. 

As in the theory of atoms, it is possible to use the aufbau principle, as the building- 
up principle, in order to feed electrons into molecular orbitals. For example, in the case of 
a diatomic molecule the binding electron5 occupy a quantum state specific to the extended 
chemical bond, thus Hund introduced the Greek symbols C ,  and A for designating molec- 
ular electronic stales, Mulliken used instead the symholc S, P and D. Differently from the 
valence-bond method or Heitler-London method the molecular orbital method considers a 
molecule as a self-sufficient unit and not as a mcrc composite of atom\. 

First described En: F. Hund, Zur De~tung drr Molrkelspektren I, Z.  Phys. 36, 657 (1 926); 
F. Hund, Zur Deutung der Molekelspektren 11, Z. Phys. 37, 742 (1 927); F. Hund, Zur D~ufung  
der Molekdspektrrn III, Z.  Phys. 42, 93 (1927): F. Hund, Zur Deutung der Molekdspektren 
IV, Z. Phys. 43, 805 (1927); R. S. Mulliken, The assignment of quantum numberr for el~ctrons 
in molecul~s. I, Phys. Rev. 32(2) 186-222 (1928); R. S. Mulliken, The assignrnent qf quantum 
numl-)er~<for electrons in ~ ~ I P c M I ~ s .  II. Correht i~n oj molecular and atomic electron states, 
Phy\. Rev. 32(5) 761-772 (1928); R. S. Mulliken, The assignmrnt oj yuantum numbers j i~r  
electrons in rnolerules. 111. Diatomic hydrides, Phys. Rev. 33(5) 730-747 (1929). 

More details in: R. S. Mulliken, Mol~cular scientists and molecular science: some remi- 
n i ~ c m c ~ ~ ,  J .  Chem. Phys. 43(10), S2-S I I (1965); J. C. Slater, Mokridlar orbital and Heitler- 
London  method^, J .  Chem. Phys. 43(10), S11-S 17 (1965). 

R~cogrti/ion: in 1966 R. S. Mulliken received the Nobel P r i~e  in Chemihtry for hic f i r -  
damental work concerning chemical bonds and the electronic structure of molcculcs by the 
molecular orbital method. 

See also www.nobel.se/chemistry/laureates/l966/index.html. 
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Hund rules give the ordcr in the energy of atomic states formed by equivalent electrons: 
( i )  among the terms given by equivalent electrons, those with greatest multiplicity have the 
least energy, and of thcsc the one with greatest orbital angular momentum is lowest; (ii) the 
state with a mulliplct with lowest energies is given by that state in which the total angular 
momentum is the least poscible, if the shell is less than half filled, and the greatest possible, if 
the shell is more than half filled. 

First descrihed in: F. Hund, Interpretation of spectra, Z.  Phys. 33(5/6), 345-371 (1925). 

Huntington potential -the interatclmic pair potential in the form of the Born-Mayer poten- 
tial: 

where r is the interatomic distance, ro is the cquilibrium distance between atoms in the perfect 
crystal, A and a are fitted parameters defined from experimental data. 

First described in: H. B. Huntington, Mobility of interstitial atoms in a lace-r~ntered 
metal, Phys. Rev. 91(5), 1092-1098 (1 953). 

Huygens principle states that every point on a propagating wavefront serves as the source of 
spherical secondary wavelets, such that the wavefront at some later time is the envelope of 
these wavelets. If the propagating wave has a certain frequency and is transmitted through 
the medium at a certain speed, then the secondary wavelets will have the same frequency and 
speed. 

First describ~d in: C. Huygens, 'li-rrite' de la lumiZi-r (Leyden, 1690). 

hybridization - a proccss by which a number of constituent orbitals of an atom are linearly 
combined (hybridized) to form an equal number of equivalent and directed orbitals (hybrids). 

hydride - a chemical compound of an element with hydrogen. Hydrides suitable for tech- 
nological applications in fabrication of semiconductor elcctron devices are listed in Table 2. 

Tahle 2: Hydrides for chemical vapor d c p o s i h  of semiconductors. 

Element Compound Melting Boiling Decomposition 
formulae name point ("C) point (T) tempemturc ("C) 

Si SiHd silane -185 - 1  11.9 450 
SizHh disilane - 132.5 - 14.5 
Sii3H8 trisilme - 1 17.4 52.9 
Si4HI0 tetrasilane -108 84.3 

Ge GeH4 gemanc -165 -88.5 350 
CezHR digermane -109 29 215 
Ge3H8 trigermane - 105.6 110.5 195 

P pH3 phosphine -133 -87.8 
As AsHz arsine -116 -62.5 
S H2S hydrogen sulfide -85.5 -59.6 
Se Hc)Se hvdro~en sclenide -65.7 -41.3 



hydrocarbons - compounds that are composed entirely of carbon and hydrogen atoms 
bonded to each other by covalent bonds. Saturated and unwturated hydrocarbons exist. 

Saturated hydrocarbons, called alkanes, contain single bonds. The alkanes, also known 
as parafins, have straight or branched chain hydrocarbon compounds with only single covalent 
bonds between the carbon atoms. The general molecular formula for alkanes is CnH2n+2, 
where n is the number of carbon atoms in the molecule. Each carbon atom is connected to 
four other atoms by four single covalent bonds. These bonds are separated by angles of 109.5" 
(he  angle given by lines drawn from the center of a regular tetrahedron to its corners). Alkane 
molecules contain only carbonsarbon and carbon-hydrogen bonds, which are symmetrically 
directed toward the comers of a tetrahedron. Therefore, alkane molecules are essentially 
nonpolar. 

Alkanes that have lost one hydrogen atom are called alkyl groups. These groups have the 
general formula -C,,H2,,+l. Thc missing hydrogen atom may be detached from any carbon 
in the alkane. The name of the group is formed from the name of the corresponding alkane by 
replacing - m e  with -yl, for example methane (CH4) -. methyl (-CH3). 

Unsaturated hydrocarbons consist of three families of compounds that contain fewer 
hydrogen atoms than the alkane with the corresponding number of carbon atoms and contain 
multiple bonds between carbon atoms. These include: alkenes with carbon-carbon double 
bonds; alkynes with carbon-carbon triple bonds; and aromatic compounds with benzene 
rings, also called aromatic rings, that are arranged in a six-member ring with one hydrogen 
atom bonded to each carbon atom and three carbonsarbon double bonds, as illustrated in 
Figure 46. 

Figure 46: Aromatic ring. 

hydrogen bond - an association linkage X H.. . Y occurring between a hydrogen atom in a 
polar X H bond such as OH, NH or FH and an electronegative atom Y, which can he 0, N, F 
. . . , either in the same molecule or in an adjacent one. This binding is mainly electrostatic, as 
far as the small radius of the positively charged hydrogen atom makes possible a very close 
approach to the electronegative atom. Figure 47 shows some examples of hydrogen bonds. 

hydrolysis -chemical reactions in which water as a reactant produces a bond rupture in com- 
pounds. 

hydrophilic - literally, from the Greek, water loving. 
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Figure 47: Hydrogen bonding in differen1 compounds. 

hydrophobic - literally, from the Greek, water fearing. 

hydroxide - an inorganic chemical compound having one or more hydroxy (-OH) groups. 

hyperelastic scattering - a scattering process in which an cxciled heavy particle, like an 
atom, collides with a light particle, like a free electron, and the latter increases its kinetic 
energy by nearly the whole of the excitation energy leaving the heavy pr~rticle in its normal 
(unexcited) state. 



I: From Image Force to Isotropy (of Matter) 

image force - a force on a charge due to the charge or polarization that it induces on sur- 
rounding solids. 

imide -a chemical compound containing the >NH group attached to two carbonyl (or equiv- 
alent) groups. 

impact - n collision between two bodies where relatively large contact forces exist during a 
very short interval of time. 

impedance - the ratio of voltage to current amplitudes in a two terminal electric network 
operating at alternating current. It is a complex characteristic including the real part called 
resistance and ihe imaginary part called reactance. 

implicit function theorem states that if a function has nonzero slope at a point, then it can 
always be approximated by a linear function at this point. 

imprinting - a lithography technique used for nanopattern fabrication. There are two ap- 
proaches within it. The first is based on the transfer of a monolayer of self-assembled 
molecules from an elastomeric stamp to a substrate and is referred to as ink contact printing or 
simply inking. The second approach uses molding of a thin polymer film of the mask material 
by a stamp under controlled pressure at elevated temperature and is referred to as embossing. 
No kind of irradiation is involved in the pattern formation. Therefore, both techniques avoid 
the shortcomings associated with wave diffraction and scattering. 

A common feature of the imprint approaches is that they in fact are replication techniques. 
The patterns envisaged must be available at an original, the master or stamp. In analogy 
with conventional lithography, there is the possibility of positive and negative patterning. The 
originals muqt be fabricated following state of the art in nanolithography using, for example, 
electron beam lithography or scanning probes. For the imprint technology, where the stamp is 
the functional equivalent of the photo-mask in conventional pro.jection lithography, a stepper 
can be used for the manufacturing process. 

incoherent light - an electromagnetic radiation in the optical range consisting of waves not 
all of the same phase and possibly with different wavelength. 

incoherent scattering - scattering of particles or waves in which the scattering centers act 
independently of one anothcr, so that there are no definite phase relations among the different 
parts of the scattered beam. 

Whal L Whnl in Ihr Nhuwrr ld :  A Hmtlbook OFI Nnnoscitmc~ m d  N u n n l e ~ l ~ n o l r ~ ~ .  
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independent electron approximation is used to solve the Schrodinger equation for elec- 
trons in solids. It removes the complications of electron-electron interactions and replaces 
them with a time averaged potential. 

inductance - the property of an electric circuit or of two neighboring circuits whereby by 
electromagnetic induction an electromagnetic force is generated in one circuit by a change of 
current in itself or in the other one. 

inelastic collision - a collision process in which the total kinetic energy of the colliding par- 
ticles is not the same as before. Part of the kinetic energy is converted into another type of 
energy, i. e. into heat, excitation, etc. 

inelastic scattering - a scattering process in which the total energy or interacting (colliding) 
particles is conserved but their total momentum is not. Transformation of one type of energy 
into another type, for example kinetic energy of motion into heat or excitation energy, takes 
place. An alternative is elastic scattering. 

inert gases - He, Ne, Ar, Kr, Xe, Rn, also called rare gases. 

inhibitor -a substance whose addition to a reacting system results in a decrease in the rate of 
reaction. 

injection laser - see semiconductor injection laser. 

inking - one of the approaches used for pattern fabrication by imprinting. The process is 
~ ~ 

presented schematically in  Figure 48. 

Figure 48: Inking process stcp: (a) stamp covcrcd wilh monomer and suh.;trale prior to im- 
printing, (h) self-assembled monolayer pattern lcft at  he substrate aftcr the \Lamp removal. 

An elastomer stamp with a patterned surface is covered with ink and pressed onto the 
substrate. The ink composition is chosen to be able to form a self-assembled monolayer after 
coming intu contact with the substrate. This monolayer then serves as a mask for further 
processing, either by etching or surface reaction. The latter is particularly attractive since 
functionalisation is intrinsic to the inking process. 

Thc clastomeric stamp is normally made of polydimethylsiloxane (PDMS). Thiols and 
alkanethiolates are :tppropriate to be used as inks. Some of thc technologicrtl challenges for 
the application d inking are the alignment and diffusion of the self-assembled monolayer and 
also deformation of the stamp. 
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Mechanical stresses introduced into the PDMS stamp by handling, gravity or forces gen- 
erated on the stamplsubstrate interface during the propagation of the contact front have a 
negative effect on the alignment. Furthermore, due to large thermal expansion in the elas- 
tomer (for PDMS this is of the order of lo4 K-l), already small thermal fluctuations in the 
environment make it difficult to control the effective stamp dimension. A solution is to put 
a very thin pattern film (< 10 pm thick PDMS) on a rigid carrier, like a silicon wafer, that 
reduces the diqtortion effects acting on the stamp. 

Diffusion of the ink occurs during the printing stage, i. e. the period of actual contact be- 
tween stamp and surface. Diffusion phenomena constitute a complex interplay between gas 
diffusion, movement of ink molecules and lateral movement of chemisorbed ink. Reduced 
diffusion leads to better resolution and hence to smaller printed feature sizes. The straightfor- 
ward approach is printing with heavy inks. Long-chain thiols can be extended only to a certain 
limit, since further elongation leads to less-ordered, and thus less etch-resistant monolayers. 
With thiols, the resolution is about 100 nm. 

First described in: A. Kumar, G. M. Whitesides, Featurc>s of gold having micrometer to 
centinzetre dimensions can hr,fornt~d thrvugh a cornhination of' stumping with an elustomeric. 
stump and an alkanethiol 'ink' followed by chemical etching, Appl. Phys. Lett. 63(14), 
2002-2004 ( 1 993). 

in situ -Latin meaning "in the place", "within". The phrase "in situ analysis of experimental 
samples" is often used to show that the samples are analyzed in the place where they were 
fabricated, for instance in the same vacuum chamber. An alternative is ex situ (Latin "away 
from the place") analysis where the samples are analyzed in a different place from that where 
they were fabricated. 

insulator - a substance highly resistant to a flow of electric currents. It has a resistivity of 
more than 1 01° ( 2  cm and high dielectric strength. A solid is an insulator if there is an energy 
gap between its conduction band and valence band and the conduction band is not filled 
with electrons. 

integrated circuit - an electronic solid state circuit composed of semiconductor transistors 
and diodes, resistors and capacitors, other electronic components and their interconnects fabri- 
catcd in a single technological process intolonto a single substrate. Monocrystalline silicon is 
currently a widely used material for integrated circuits. The invention of the integrated circuit 
started the revolution in electronics and information technologies. 

First &scribed by J .  S .  Kilby in 1958. 
More rlrtails in: J .  S .  Kilby, In~~entinn of the  integruted circuits, IEEE Trans. Electron. 

Dev. 23(7), 648-654 ( 1  976). 
Recognition: in 2000 J .  S. Kilby shared the Nobel Prize in Physics with Z. I. Alferov and 

K. Kroemer for his part in the invention of the integrated circuit. 
See also www.nobel.se/physics/laureates/2000/index.html. 

interface - a shared boundary between two materials. 

interference - variation with distance or time of the amplitude of a wave, which results from 
the superposition (algebraic or vector addition) of two or more waves having the same or 
nearly the same frequencies. 
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internal photoelectric effect - excitation of electrons from the valence band of a semicon- 
ductor to its conduction band as a result of light :tbsorption. 

internal quantum efficiency - see quantum efficiency. 

interstitial - a position in a crystal lattice between regular lattice positions of ;tttoms. The 
term is used for an atom occupying an interstitial position. 

intrinsic semiconductor - if the concentration of charge carriers in a semiconductor is a 
characteristic of the material itself rather than dependent upon an impurity content or structural 
defects of the crystal, then the semiconductor is defined as an intrinsic semiconductor. 

intron - a nucleotide sequence intervening between exons (coding regions) that is excised 
from a gene transcript during RNA processing. 

invariance - the property of a physical quantity or physical law of being unchanged by a 
certain transformations or operations such as reflection of spatial coordinates, time reversal, 
charge conjugation, rotations or Lorentz transformations. 

inversion symmetry - the principle that laws of physics are unchanged by the operation of 
inversion. 

ionic bond - a type of chemical bonding of atoms in which one or more electrons are trans- 
ferred completely from one atom to another, thus converting the neutral atoms into electrically 
charged ions. 

ionic crystal - a solid formed by ionic bonds between constituents. 

ionization energy (of an atom) - the miniinum energy required to ionize the atom, starting 
from its ground state. 

ion laser - a laser in which the transition involved in stimulated emission of radiation takes 
place between two energy levels in an ionized gas. One of the inert gases (argon, helium, neon, 
or krypton) is used as the active medium. The device is shown schematically in Figure 49. 

- 'etalon in oven enclosure mirror-- 

i l 
out ut 

p m +  

\ high reflector output coupler' " 

Figure 49: Ion lascr. 

The gases are electrically excited in a container called a plasma tube, which typically 
consists of an alumina or ceramic envelope that is vacuum sealed at each end by either two 
Rrewster windows or one Brewster window and one sealed cavity mirror. The optical cavity 
is defined by a 100% -reflecting miri-or and a partially transmissive output coupling mirror. 
It provides moderate to high continuous-wave output of typically 1 mW to 10 W. For single- 
frequency operation, the high reflector is replaced with a Brewster prism, and an etalon is 
inserted. 
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irradiance - an energy per unit time crossing a unil area oriented normal to the propagation 
direction. The term is usually applied to characterize light beams. 

isodesmic structure - a crystal structure formed by ions in which there are no distinct 
groups formed within the structure, i. e. where no bond is stronger than any other. See also 
anisodesmic and mesodesmic structures. 

isoelectronic atoms - atoms with the same number of valence electrons. 

isoelectronic principle states that any two or more molecules which are isoelectronic will 
have similar molecular orbitals. Molecules possessing the same number of electrons dis- 
tributed over a similar molecular framework are isoelectronic. 

isomorphic solids - solids, which crystallize with the same symmetry, with similar facial 
development and closely similar values of the interfacial angles. Such solids often form mixed 
compounds with one another. 

isotope -one of two or more nuclides having the same atomic number, hence constituting the 
samc element, but differing in mass number preferentially due to the difference in the content 
of neutrons in their nuclei. 

isotropy (of matter) - the same physical properties of a medium found in all directions. The 
alternalivc is anisotropy. 



J: From Jahn-Teller Effect to Joule's Law of Electric 
Heating 

Jahn-Teller effect - see Jahn-Teller theorem. 

Jahn-Teller theorem states that if a particular symmetric configuration of a nonlinear 
molecules causes it to have an orbitally degenerate ground state, then this configuration is 
unstable with respect to one of lower symmetry, which does not give rise to an orbitally de- 
generate ground state. Thus, a system having a degenerate ground state will sponti~neously 
evolve to lower its symmetry unless the degeneracy is simply a spin degeneracy. 

The tendency of molecular systems to distort when electronic degeneracy is present is 
referred to as the Jahn-Teller effect. 

First drlr~cribed in: H .  A. Jahn, E. Teller, Stahi1it.y ofyolyatomir molecules in degenemtr 
electronic stutes. Prrrt I .  Orhitul deg~n~rrrry, Proc. R. Soc. London, Ser. A 161, 220-235 
(1937). 

.Johnsen-Rahbek effect is observed when a semiconductor is placed between two electrodes. 
The frictional force between the electrodes and the semiconductor is increased if an cleclric 
bias is applied to the electrodes. The effect is particularly strong in the case of suspensions 
of fine semiconductive powders of high dielectric constant in low viscosity oils. It results in a 
masked increase in  the viscosity of the liquid. 

First described in: A. Johnsen, K. Rahbek, J. Sci. Inst. Elect. Engrs. 61, 713 (1923). 

Johnson and Lark-Hororowitz formula defines the resistivity p of a metal or degenerate 
semiconductor as p N N ' I ~ ,  where N is the density orimpurities. 

Johnson-Nyquist noise -equilibrium fluctuations of the electric potential inside a conductor 
occuring without any applied voltage. It is a result of the random thermal motion of the charge 
carriers. It is to be distinguished from shot noise, which describes the additional current 
fluctuations that occur when a voltage is applied and a macmscopic current starts to flow. 

First d~scrihed in: J. Johnson, Thermal agitution qf elwtricity in conductors, Phys. Rev. 
32(l), 97-109 (1928) - experiment, H. Nyquist, Thermal agitation of electric charge in con- 
ductors, Phys. Rev. 32(1), 110-1 14 (1928) - theory. 

Josephson effects arise in tunneling electrons from a superconductor through a layer of an 
insulator into another superconductor. 

Direct current Josephson effect: a tunnel junction between superconductors shows a 
zero-voltage suppercurrent due to the tunneling of condensed pairs, a direct current flows 
across the junction in the absence of any electric or magnetic field. 
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Alternating current Josephson effect: if a voltage difference V is maintained across the 
junction, the current will be an alternating current of frequency 2cV/h. A constant voltage 
applied across the junction causes high frequency current oscillations across the junction. 

Macroscopic long-range quantum interference: a constant magnetic ficld applied 
through a superconducting circuil containing two junctions causes the maximum supercur- 
rent to show interference effects as a function of magnetic field intensity. This effect is used 
in sensitive magnetometers. 

first described in: B.  D. Josephson, Po~sible new efects in supercondurtive tunneling 
Phys. Lett. 1(7), 251-253 (1962). 

More details: A. Basone, G. Paterno, Physics und Apylirations of Josephson Efects (John 
Wiley, New York 1982). 

Recognition: in 1973 B. D. Josephson received the Nobel Prize in Physics for his theoret- 
ical predictions of the properties of a supercurrent through a tunnel barrier, in particular those 
phenomena which are generally known as the Josephson eRects. 

See also www.nobel.se/physicsilaureates/l973/index.html. 

Joule's law of electric heating - the heating effect of an electric current I passing through a 
resistance R for a time t is proportional to T2 Rt. 

First de.wrihed by J. P. Joule in 1840. 



K: From Kane Model to Kuhn-Thomas-Reiche Sum Rule 

Kane model is required if materials with narrow direct energy gaps at the first Brillouin zone 
center are considered. The energy of thc r valley is assumed to be non-parabolic, spherical, 
and of the form t?kk"/2m* = E(1 + U E ) ,  where k denotes the wavevector, E represents 
the energy, m* is the effective mass, and rv = (1 - r r ~ ' / n z ~ ) ~ / E ,  is the non-parabolicity 
coefficient with Kg the energy gap. 

First described in: E. 0. Kane, Band structure of' indium nntimonide, J .  Phys. Chem. 
Solids 1,249-261 (1957). 

Keldish theory describes the process of multiphoton ionization in which an atom is ionized 
as a consequence of the rapid absorption of a sufficient number of photons. The ionization 
rate is predicted to be dependent primarily upon the ratio of the mean binding electric field to 
the peak strength of the incident electromagnetic field and upon the ratio of the binding energy 
to the energy of photons in the field. 

First described in: L. V. Keldysh, Ionization in thejeld qf n strong electromagnetic wuve, 
Sov. Phys. JETP 20(5), 1018-1027 ( 1965). 

Kelvin equation gives the increase in vapor pressure of a substance at a lemperature T, which 
axompanics an increase in curvature of its surface: p,/pf = ( ~ ~ T I I ) / ( T R ~ T ) ,  where p, and 
pf are vapor pressures at spherical and flat surfaces respectively, (7 is the surface tension, v is 
the molecular volume of the condensed phase, r. is the mean surface curvature. The cquation 
predicls the greater rate of evaporation of a small liquid droplet as compared to that of a larger 
onc and the greater solubility of small solid particles as compared to that of larger particles. 

First dm-rihed by Lord Kelvin (W. Thomson) in 1871. 

Kelvin relations -interrelations of the coefficients describing thermoelectric effects in ii loop 
composed of two materials, say A and B, at absolute temperature T : aABT = T A B  and 
TdallB/tlT = TA -TB, where I Y A B  is the Seebeck coefficient, x ~ n  is the Peltier coefficient, 
TA and Tn are the Thomson coefficients. 

Kennard packet indicates a wave pii~ket for which thc product of the root mean square devi- 
ations of position and momentum from their mean values is as small as possible being cqual 
to h/477. 

Kerr effects : Electro-optical Kerr effect - a transparent isotropic medium becomes doubly 
refracting when it is placed in an electric field. Its optical properties are similar to those of a 
birefringent crystal with optic axis in the direction of the electric field. Magnetooptic-Kerr 
effect - changes produced in the optical properties of a reflecting surface of a ferromagnetic 
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when it i s  magnetized. This applies especially to the elliptical polari~ation of reflected light, 
when the ordinary rules of metallic reflection would give only plane polari7ed light. 

First described in: J .  Kerr, Phil. Mag. 50, 337, 446 (1875); Phil. Mag. 3(SerS), 321 
(1877); Phil. Mag. 5(Ser.S), 161 (1878); Phil. Mag. Y(Ser.S), 157 (1880). 

ket - see Dirac notation. 

ketones - organic compounds that have an alkyl group (-C,H2,,+1) or aromatic ring 
bonded to the carbonyl group (>C=O). These may be RCOR' or ArCOR or ArCOAr com- 
pounds with R and R' representing alkyl groups (-C,,H2,,+l) and Ar representing an aromatic 
ring. 

Kikoin-Nuskov effect - appearance of an electric field in a light irradiated semiconductor 
placed in a magnetic field. This electric field is perpendicular to the magnetic field and to the 
direction of diffusion of the light generated carriers from the illuminated surface to the bulk. 

First described in: 1. K. Kikoin, M. M. Noskov, Hd1  effect internal photoelectric effect in 
cuprous oxide, Phys. Z .  Sowjetunion 4(3), 53 1-550 (1933). 

kilo- - a decimal prefix representing 10" abbreviated k. 

kinematics refers to the study of the motion of tnaterial particles without reference to the 
forces acting on them. 

Kirchhoff equation - the rate of change with temperature of the heat AT1 of a process (such 
as a chemical reaction) carried out at a constant pressure is given by 

where ACr, is the change in the heat capacity at constant prcssure for the same process. 
Similarly for a process carried out at a constant volume. 

Kirchhoff law (for radiation) states that the ratio of the emissive power for thermal radiation 
of a givcn wavelength is the same for all bodies at the same temperature and is equal to the 
emissive power of a black body at that temperature. 

First dwcribed in: G .  R.  Kirchhoff, Ann. Phys. Chem. 103, 177 (1 X58). 

Kirchhoff laws (for electrical circuits) refer to the voltage and elcctric currents in an clectric 
network. The "current law" htates that the sum of all currents flowing towards a node of thc 
network must be zero C,,, I,,, = 0. The "voltage law" states that when traversing the network 
along a closed loop, the sum of all voltages encountered must be zero En V, = 0. 

First rkscrih~d in: G. R. Kirchhoff, Ann. Phys. Chem. 64,497 (1845); Ann. Phys. Chem. 
72,497 (1847). 

KKR method - scc Korringa-Kohn-Rostoker method. 

Klein-Gordon equation is d2+/dt" - ( c ~ ~ ~  +me4)$, where p is the momentum operator 
of the particle with the rest mass m. It accounts for the special theory of relativity. It is used 
in the theory of quantized fields of particles with spin O or I .  

First desrrib~d by E .  Schriidinger and independently by 0. Klein, V. A. Fock and W. 
Gordon in 1926. 
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Klein-Nishina formula gives the differential cross section d* for Compton scattering into 
a small solid angle clR of an x- or gamma-photon by an unbound electron: 

where 11 and vo are the frequencies of incident and scattered photons, D is the angle between 
their polari7ation vectors, ro = ~ ~ / n 7 , ? t h c  classical radius of an electron. 

First desrrihed in: 0. Klein, I .  Nishina, Scattering of rudintion by j k  electrons on the 
new relntivistic quantum dynamic of Dimc, Z.  Phys. 52(11/12), 853-868 (1929). 

Knight shift - a fractional incrcasc in the frequency for nuclear magnetic resonance of a 
given nuclide in a metal subjected to an external magnetic field relative to that for the same 
nuclide in a nonmetallic compound in the same field, caused by the orientation of thc conduc- 
tion electrons in the metal. 

First described in: C. H. Townes, C. Herring, C.Knight, The efert  of electronic pnmm- 
rrgrt~tism on nucl~nr  magn~tir resonanre frequencies in metals, Phys. Rev. 77(6), 852-853 
( 1  950). 

Knudsen cell - see effusion (Knudsen) cell. 

Knudsen cosine rule state5 that individual gaseous molecules impinging on an irregular solid 
surface are reflected in a direction totally independent of the direction of incidence. The 
probability d.7 that a mmoleculc lcaves the surface in the solid angle dw forming an angle 6r with 
thc normal to the surface is defined as rds  = dw cos 19. 

Kohlrausch laws - (i) the "law of the independent migration of ions" states that every 
ion at iniinite dilution contributes a definite amount towards the equivalent conductance 
of an electrolyte, irrespective of the nature 01 the other ions with which it is associated; 
(ii) "Kohlrausch's square root law" statcs that the equivalent conductance of a strong elec- 
trolyte in a very dilute solution gives a straight line when plotted against the square root of 
concentration. 

First described by E Kohlrausch in 1876 and 1885, respectively. 

Kohlrausch's square root law - see Kohlrausch laws. 

Kohn-Sham equations promote the practical applicability of the density functional theory 
(DFT) to map the many-particle problem to an independent particle problem in an effective 
potential. In DFT the total cncrgy is described by: 

where T, [IL] is the kinetic energy of noninteracting electrons, i. e. independent particles and 
can be given explicitly by the single-electron orbitals 111, (r): ETI [rt] is the Hartree energy de- 
scribing the Coulomb interaction of the electrons in the~r clcctrostatic potential; Epxt [n] is the 
energy caused by the external potential; Ex< [ i t ]  is thc cxchange-correlation energy functional. 
The final result of applying the variation principle leads to the Kohn-Sham equationv: 
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where 6 ,  are Lagrange parameters, which can often be interpreted as excitation energies. 
This form of equations is equivalent to a one-particle Schrodinger equation in an effective 

potential consisting of the Hartree potential VH: 

the external potential VFxt and the exchange-cnrrel;~tion potential V,,: 

First described in: W.  Kohn, L. J. Sham, Sev-consistmt equutions including exchange und 
correlation eflects, Phys. Rev. A 140(4), 1133-1 137 (1965). 

Kondo cloud - see Kondo effect. 

Kondo effect - an increase in electrical resistance of a bulk sample when approaching abso- 
lute zero temperature related to nonzero total spin of all electrons in it. The effect is observed 
in bulk metals containing a small fraction of magnetic impurities (like Fe, Co, Ni) and in quan- 
tum dots, however in this last case it is the conduction that shows an increase. The temperature 
TK at which the resistance starts to increase again is called the Kondo temperature. 

An explanation of the Kondo effect can be given within the model of a magnetic impurity 
proposed by P. W. Anderson (1961). It is illustrated by the energy diagrams presented in 
Figure 50. 

initial state virtual state final state 

I.., 

- I b 
Density of states 

Figure 50: Anderson's model of a magnetic impurity atom in a metallic electrically biased 
sarnplc. Aftcr L. Kouwcnhovcn, L. Glazman, Revival of the Kondo rflecz, Physics World 14(1) 
33-38 (2001 ). 

The magnetic impurity atom in a nonmagnetic metal is represented by a quantum well that 
has only one electron energy level Eo below the Fermi energy of the host metal. This level is 
occupied by one electron with a particular spin, for instance the electron has its spin-up as it 
is shown in the diagram. The impurity atom is surrounded by a sea of electrons from the host 
metal atoms in which all the states with energies below the Fermi level are occupied, while 
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the high energy states are empty. An electric bias applied to the sample makes the occupied 
levels in the sea of electrons to be slightly different at the sides of the well. 

Adding another electron to the well is prohibited by the Coulomb interaction characterized 
by the energy barrier U. Removal of the electron from the impurity atom would need at least 
Eo to be added to the system. However, the Heisenberg's uncertainty principle allows the 
electron to leave the level in the well for a short time around /z/Eo. The electron may tunnel 
out of the well to briefly occupy a classically forbidden virtual state outside the well, and 
then be replaced by an electron from the outside sea of electrons. The ncwcomer may have 
an oppositely directed spin and it flips the spin of the impurity. As a result, there appears a 
difference in the initial and final spin states of the impurity. 

Thc spin exchange qualitatively modifies the energy dependence of the density of states in 
the system. Many such processes occurring together are known as the Kondo resonance. This 
provides a new state, called the Kondo state, with exactly the same energy as the Fermi lcvel. 
This state is always "in resonance" as far as it is attached to the Fermi energy. Since the Kondo 
state is created by the exchange process between the electron localized near the magnetic 
impurity atom and the frec electrons of the host metal, the Kondo effect is a typical many- 
body phenomenon. The electrons that have previously interacted with the same magnetic 
impurity form so-called Kondo clouds. Sincc cach of these electrons contains information 
about the same impurity, they inevitably carry information about each other, so, the electrons 
in the clouds are mutually correlated. 

The increase in the resistance with a temperature drop in the low temperature range is the 
first hint of the existence of the Kondo state. This state increases the scattering of electrons 
with encrgies close to thc Fcnni Icvel. The hybridization of conduction electrons with the 
localized spin of a magnetic impurity atom in a metal leads to an enhancement of resistivity 
at low temperature. The total resistivity as a function of temperature has the form p = AT" 
B ln T +C:, where A, B, C are the constants dependent on the concentration of magnetic ions, 
the exchange energy, and the strength of the exchange scattering. The Kondo temperature is: 

where AE is the width of thc impurity energy level broadened by electron tunneling from 
it. The Kondo temperature varies as the one fifth power of the concentration of the magnetic 
impurity. In bulk metallic systems it ranges from 1 to 100 K. 

For a Kondo system, the ratio between its actual resistance R and its resistance at ahso- 
lute zero Ro depends only on temperature as R/Ro = f (TITK). All materialh that contain 
spin 112 impurities can be described by the same temperature dependent function f (TITK).  
Thus, the system can be completely characterized by the Kondo temperature instead of the set 
containing U, Eo and AE. 

Quantum dots are another class of systems, whose transport properties can also be af- 
fected by the Kondo effect, but which offer a much higher degree of control over the system 
parameters with respect to magnetic impurities in bulk metals. A quantum dot confining a 
well-defined number of electrons can act as a magnetic impurity. The total spin is zero or an 
integer for an even number of electrons and a half integer for an odd number of electrons. The 
latter case is a canonical example to observe the Kondo effect. All electrons can be ignored, 
except for the one with the highest energy; that is, the case of a single, isolated spin, s = 112. 



152 Kondo effect 

A dot supplied with gates can be switched from a Kondo system to a non-Kondo system 
as the number of electrons in the dot is changed from odd to even. Such a structure is shown 
in Figure 5 1. 

outcome income 
gate gate 

r 

Gate voltage 

IGgure 51: An cxtcrnal h a s  opcratcd quantum dot and rt\ conductance as a function of thc gatc 
vollage changing (he numher n of confined eleclron\ dl two dilltrenl temperalure\. Aller L. 
Kouwenhoven, L. Glazman, K ~ v r v a l  of the Kondo c ~ f f ~ c t ,  Physics World 14(1) 33-38 (2001). 

The dot is connected with two reservoirs of electrons by tunneling channels with trans- 
parencies controlled by the bias applied to the incoming and outgoing gates. Coupling of the 
dot with the electron source md drain defines the energy broadening A E  of the state in the 
dot. The number of electrons in the dot and their energy levels are tuned by the voltage applied 
to the central gate. The Kondo temperature can be varied by means of the gate voltage as a 
single-particle energy state nears the Fermi energy. 

One of the main distinctions between a quantum dot and a bulk metal with a magnetic 
impurity relates to the nature of the electron states. In a metal, the electron states are plane 
waves. Their scattering at the impurity atoms results in mixing of the electron waves with 
different momenta. This change in the momentum increases the material resistance. 

In a quantum dot, all electrons have to travel through the dot, as long as there is no elec- 
trical pass around it. In this case the Kondo resonance makes it easier for states belonging 
to the two opposite electrodes to mix. Such mixing increases the conductance, the resistance 
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is decreased. So far the Kondo effect in quantum dots leads to the opposite behavior of the 
resistance to that in a bulk metal. Figure 5 1 shows the variation of the dot conductance as a 
function of the gate voltage tuning the number of electrons confined in the dot at two different 
low temperatures. When w even number of electrons is trapped, the conductance dccreases 
as the temperature is lowered. Such behavior indicates that there is no Kondo effect in this 
case. The opposite temperature dependence is observed for an odd number of electrons when 
the Kondo effect takes place. 

Like the resistance of a bulk sample in the Kondo regime, the conductance of a quantum 
dot depends only on the ratio TITK. At the lowest temperature the conductance approaches 
the quantum limit of conductance 2e2/h. The fact that the conductance reaches this value 
implies that electrons are transmitted through the dot perfectly. The Kondo effect allows a dot 
to become completely transparent. 

The Kondo effect can also be observed in quantum dots with an even number of electrons, 
but the sample has to be placed in a magnetic field in order to get appropriate spin splitting 
and energy level occupation. 

First d e ~ c r i b ~ d  in: J .  Kondo, Resonance minimum in dilute magnetic alloys, Prog. Theor. 
Phys. 32(1), 3 7 4 9  ( 1964). 

Kondo resonance - see Kondo effect. 

Kando temperature - see Kondo effect. 

Koopmans theorem states that the ionization potentials for closed shell molecules may be 
approximated by the negative of orbital energies obtained from a Hartree-Fock calculation. 
This provides a physical interpretation of the computed orbital energies. Thus, the lowest ion- 
i~ation potential of the neutral species can he estimatcd from the orbital energy of the highest 
occupied molecular orbital (HOMO). This is the so-called vertical ioni7ation potential; "verti- 
cal" because the underlying assumption is that no geometrical or electronic structural changes 
occur during the ionization process. Hence, in this model the wave function for the cation is 
identical to that of the neutral atom. 

First delr~cribed in: T. Koopmans, cjher die Zuordnung von Wc~llenfunktionen und Eigen- 
wprten zu den pinzcdnen Elektronen eines Atom, Physica 1, 104-1 13 (1 934). 

Kopp law states that for solids, the molitr hcat capacity of a compound at room ternperaturc 
and pressure approximately equals the sum of the heat capacities of the constituent elements. 

Korringa-Kohn-Rostoker (KKR) method - a method of band structure calculations of 
solids using standard Green's functions to transform the Schriidinger equation into an 
equivalent integral equation. 

Within the method, the wave function $(k, x) is calculated via the Green's function 
G(k, x - x'; E) satisfying the free particle Schrijdinger equation 
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describing the response to a delta function cSri(x - x'). The final integral equation for the 
wave function takes the form 

$(k, x) = 1 @xfG(k, x - x'; E ) v ( x ' ) + ( ~ ,  x), 

where V(x) is the crystal potential. 
First described in: J .  Korringa, On the ralrulation of the energy oj'a Bloch wave in a metal, 

Physica 13, 392-400 (1947); W. Kohn, N. Rostoker, Solution of the Sdzrlriidinger equation in 
periodic lattice5 with an application to nzetallic lithium, Phys. Rev. 94(5), 11 11-1 120 (1954). 

Kossel crystal - a crystal in which repletion takes place in steps. Its widespread graphic 
representation in two dimensions is shown in Figure 52. 

Figure 52: Two-dimensional Kossel crystal. 

It typically has a simple cubic lattice and central symmetry of the additive interaction 
forces between its building elemenls. 

First described in: W. Kossel, Molecular jbrces in crystal growth, Phys. Z. 29, 553-555 
(1928). 

Kossel effect arises when characteristic X-rays generated by atoms in a single crystal produce 
a series of cones of reflected X-rays. 

Kossel-Stranski surface - a crystal surface built by step by step repetitions. It is typical for 
a Kossel crystal. 

First described in: W. Kossel, Molecular forces in crystal growth, Phys. Z. 29, 553-555 
(1928); 1. N. Stranski, Crystal growth, Z. Phys. Chem. 136(3/4), 259-278 (1928). 

Kramers theorem states that in the absence of an external magnetic field the stationary states 
of w atomic system are always degenerate when the system contains an odd number of elec- 
trons, the degree of degeneracy being an even nurnber. If the number of electrons is even, the 
energy will not be influenced in the first approximation by a magnetic field. 

First described in: H .  A. Kramers, General theory qf paramagnetic rotation in crystds, 
Proc. K .  Akad. Amsterdam 33(9), 959-972 (1930). 
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Kramers-Kronig dispersion relation connects real r l  ( w )  and imaginary ~ ( w )  parts of the 
dielectric function via 

where P is the principal value of the following integral. The dispersion relation is based on 
the causality principle. 

First described in: R. L. Kronig, Theory of dispersion of X-rays, J. Opt. Soc. Am. 
12(June), 547-557 (1926) and H. A. Krarners, Estratto degli Atti del Congresso Internazionale 
de Fisici Como, vol. 2, (Bologna 1427) 545. 

Kronecker delta function denoted as n',,, has the value 1 when ,rrL = n and 0 otherwise. It 
is also known as the Kronecker symbol. 

First descrihrd hy L. Kronecker in 1866. 

Kronecker symbol - see Kronecker delta function. 

Kronig-Penney model - an idealized one-dimensional model for a crystal in which the po- 
tential energy of an electron is an infinite sequence of periodically spaced square wells. Such 
a rectangular in space potential is called the Kronig-Penney potential. 

First described in: R. de L. Kronig, W.G. Penney, Quuntum mrchunics qf electrons in 
crystul luttices, Proc. R. Soc. London, Ser. A 130,499-5 13 (193 1). 

Kronig-Penney potential - see Kronig-Penney model. 

Kubo formalism - the technique allowing formal calculations of many transport coefficients 
without the use of a kinetic equation. It supposes that a system is described by a Harniltonian 
and that its equilibrium thermodynxnic properties are determined by the equilibrium density 
matrix p('). This system is now subject to an external influence described by AP(1), where 
A is an arbitrary operator and F an arbitrary C-number function of time. The temporal be- 
havior of the system is governed by the density matrix p(t),  which satisfies the von Neumann 
equation i h i ) p / 8 t  = [Ht,  p] with H+ r H + AP'(t). So far everything is traditional and 
exact. The fundamental approximation made in calculating A p  = p ( t )  - p('), i s  to solve 
the von Neumann equation neglecting quadratic terms in either A p  or A. This allows one to 
solve the equation for A p  in that approximation. The average of a quantity B in this new 
time-dependent state po + Ap assumes a very elegant form 

where &, is the equilibrium value of I3 and $bnA is the response function 

with 
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This formalism is a characteristic of a linear response. If an electric current caused by the 
electric field A and F ( t )  varies like exp (iwt), the above formulae yield, after considerable 
manipulation, the frequency-dependent conductivity tensor: 

gPv = & 1, dt exp (iwl,) (j,, j, ( t ) )  . 

First drscrihed in: R. Kubo, Statistical-mechartical th~ory  of irreversible procrssrs. I. 
Ger~erul theory and ~ implr  applications to magnetic and conduction probkms, J. Phys. Soc. 
Jpn. 12(6), 570-586 (1857). 

Kuho oscillator - an oscillator with a random frequency. 

Kuhn-Thomas-Reiche sum rule (or f -sum rule) states that for an atom whose electrons are 
undergoing a11 possible transitions from or to a given level (usually labelled level 2), if the f s 
are the correqponding oscillator strength, then El f 2 l  + z, . f2:3 = n ,  where I indicates any 
level below 2, and 3 any level above 2, including the continuum, n is the number of optical 
electrons. The absorption and emission oscillator strengths are related by wl f l a  = - w h l ,  
where w is the statistical weight. 



L: From Lagrange Equation of Motion to Lyman Series 

Lagrange equation of motion has the form 

where L is the Lagrangian. Given a set of n independent generalized coordinates r, and 
velocities u,, that describe the state of a conservative system (one in which all forces derive 
from some potential energy function I J ) ,  so that L = L(r,, u,, t ) .  

First described hy J. Lagrange in 1788. 

Lagrangian function (or, shortly, Lagrangian) - the difference between the kinetic and 
potential energies of a particle or system. The function enables the equation of motion of 
classical mechanics and Hamilton's principle to be written in a simple form. For systems 
involving relrttivistic velocities or in the preserve of a magnetic field the function may have a 
more complex form. See also Lagrange equation of motion. 

lambda point - the temperature, equal to 2.178 K, at which the transformation between liq- 
uids helium I and helium 11 takes place. 

Lambert law states that illumination of a surface by a light ray varies as the cosine 01 the 
angle of incidence between the normal to the surface and the incident ray. 

First described by J. H .  Lamhert in 1760. 

Lambert surface - an ideal perfectly diffusing surface for which the intensity of reflected 
radiation is independent of direction. 

Lamb shift - a small shift in the energy levels of a hydrogen atom and of hydrogenlike ions 
from those predicted by the Dirac electron theory, in accord with the principles of quantum 
electrodynamics. 

First described in: W. E. Lamb Jr., R. C. Reserford, Fine structure cf lhe  hydrogen atom 
I)y a microwave rnrthod, Phys. Rev. 72(3), 241-243 (1947). 

Recognition: in 1955 W. E. Lamb received the Nobel Prize in Physics for his discoveries 
concerning the fine structure of the hydrogen spectrum. 

See also www.nobel.se/physics/laureates/ 1955/index.html. 

Landau damping - damping of an excitation in a system without collisions of the particles 
constituting this system when wave-particle interaction is involved. 
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Landauer-Biittiker formalism considers electron transport in low-dimensional structures in 
terms of transmittcd and reflected electron waves. Within this point of view, the conductance is 
determined by the number of one-dimensional channels available for charge carriers injected 
from phase randomizing contacts and by the transmission properties of the structure for each 
channel. It can be illustrated with the schematic multi-terminal device shown in Figure 53. 

Pi 

Figure 53: Multi-terminal low- 
dimensional structure illustrating thc 
Landauer-Biittikcr formalism. 

The device has 1 terminals, which connect it with reservoirs of electrons. Each of the 
reservoirs is characterized by somc chemical potential p L .  The net current in the zth tcrminal 
is 1, = ( 2 e / h ) [ ( l  - R,)p, - C l f j  TVpJ]. Thiq accounts for thc fact that the current injected 
in the tth terminal is reduced by the reflected back component, described by the reflection 
coefficient K,, and by that transmitted from other re\ervoirs, described by the transmission 
coefficient I ; ,  representing transmission probability from the jth to the ~ t h  reservoir. The 
factor 2 is included in order to represent electron spin degeneracy. 

For a multi-mode regime of the 7th terminal, when there are N, channels at the Fermi 
energy, thc current has been obtained to be T,  = ( 2 e / h ) [ ( N ,  - I?,)p, - C,+, TtJpJ]. This is 
the Landauer-Biittiker formula for the conductance of a device with many terminals. The 
re\ervoirs with electrons are assumed to feed all the channels equally up to the respective 
Fermi energy in the given terminal. Electron? reflected and transmitted in different m and 

N N 
77 modes have to be accounted for by summation: R, = En,", H,,,,,,,, T,, = Em;, TtJ ,,,,,,. 
Conservation of the current requires that this must be equal to the total current injected from 
terminal z that leaves the device through other terminals. This results in the sum rule for the 
reflcction and transmission coefficients: R, + E l f ,  TI,,, ,,,, = N,.  

In many ways, the Landauer-Biittiker formula is Ohm's law for low-dimensional struc- 
tures. It is useful in the explanation of a number of experimental observations in qualitative 
details. It works well in open structures where the picture of noninteracting electron waves is 
valid and interactions contribute only through finite depha~ing times. In closed quantum dots, 
where charging energy is important, it usually does not hold except in special cases. 

First described in: R. Landauer, Spatial variation oj'currents and,fields due to localized 
scattws in metallic conduction, IBM J .  Res. Dcv. 1(6), 223-231 (1957); M. Biittiker, Four- 
tertninalpha~e-coherent conductance, Phys. Rev. Lett. 57(14), 1761-1764 (1986). 

More details in: S .  Datta, Electronic Transport in Mesoscopir Systems (Cambridge Uni- 
versity Press, Cambridge 1995). 
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Landauer-Biittiker formula - see Landauer-Biittiker formalism. 

Landauer formula defines the resistance of a single mode one-dimensional conducting chan- 
nel to be: 

I? 

where R is the reflection probability of electron waves. 
First described in: R. Landauer, Spatial vuriation qf currents and%field.s due to locelizrd 

scatters in rn~tallic conduction, TBM J .  Res. Dev. 1(6), 223-231 (1 957). 

Landau fluctuations - variations in the losses of energy of different particles in a thin detector 
resulting from random variations in the number of collisions and in the energies lost in each 
collision of the particle. 

Landau levels - quantized orbits or free charge carriers in a crystal placed in a magnetic field. 
Electrons moving in a perpendicular magnetic field R are forced onto circular orbits, 

following the Lorentz force. They perform a cyclotron motion with the angular frequency 
w, = rB / rn ,  called the cyclotron frequency, where 7n is the electron mass. Thus available 
energy levels for electrons become quantized. These quantized energies are Landau levels. 
They are given by R, = (i + 1/2)tiw,. with i = 1 , 2 , .  . .. 

In an ideal perfect system containing a two-dimensional electron gas these levels have a 
form of &function. The gap between nearest levels is determined by the cyclotron energy FLU,. 
The levels broaden with increasing temperature. Clearly one needs knT << fiw, to observe 
well-resolved Landau levels. Electrons can only reside at the energies of Landau levels, but 
not in the gap between them. 

Land6 equation gives the g-factor for free atoms in the form 

where J7 S, T, refer lo the total, spin and orbital angular momentum quantum numbers, respec- 
tively. 

Firest de~cribrd in: A. Landk, A~~omalous Z e ~ m a n  egect, Z. Phys. 5(4), 23 1-241 and 7(6), 
398405 (192 1). 

Land4 g-factor determines the total magnetic moment M of an atom in spin-orbit coupling 
in the direction of the total mechanical moment via M = -,yL(e/2mc) J ,  where y~ is the 
Land6 g-factor, ,rrL is the electron mass, J is the resultant angular momentum. In fact, the 
Land6 9-factor explicitly determines the splitting energy of each magnetic substance under a 
given magnetic field. See also g-factor and Zeeman effect. 

First described in: A. Landi, Anomalous Zeeman efect, Z.  Phys. 5(4), 231-241 and 7(6), 
398405 (1921). 

1,andi interval rule states that when the spin-orbit interaction is weak enough to be treated 
as a perturbation, an energy level having definite spin angular momentum and orbital angular 
momentum is split into levels of differing total angular momentum, so that the interval be- 
tween successive levels is proportional to the larger of their total angular momentum values. 
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Land6 I?-permanence rule states that the sum of the energy shifts produced by the spin-orbit 
interaction, over the series of states having the same spin and orbital angular momentum quan- 
tum numbers (or the samc total angular momcntum quantum numbers for individual electrons) 
but different total angular momenta, and having the same total magnetic quantum number, is 
independent of the strength of an applied magnetic field. 

Langevin-Dehye formula gives the total polarizahility of a matter per molecule in the form 
n = oo + (p"/3kRT), where c q ,  is the deformation polarixability, being the sum of electronic 
and ionic contributions and p is thc dipole moment of the molecule. 

First delescrihrd by P. Langevin in 1905 for the magnetic susceptibility of a paramagnetic 
and in the final form hy P. Debye in 19 12. 

Langevin function is L(u,) = rot11 u - l l u .  For a << 1, L((L)  = u./X It occurs in cxpressions 
for the paramagnetic susceptibility of a classical collection of magnetic dipoles and for the 
polarinability of molecules having a permanent electric dipole moment. 

Langmuir-Blodgett film - an organic film that is deposited onto a solid substrate when the 
substrate is dipped into a liquid, usually aqueous, that contains an organic film on the sur- 
face. The substrate adsorbs a layer of the film as it is lowcred into the solution and a second 
layer its it is withdrawn. This technique of film deposition is called the Langmuir-Blodgett 
method. The organic molecules used contain two types of functional groups at their ends. 
One end has the hydrocarbon chain including an acid or alcohol group soluble in water, mak- 
ing this end hydrophilic, which means that it "likes" water. The othcr end contains insoluble 
hydrocarbon groups making it hydrophobic, which means that it is "afraid of" water. Such 
molecules, called amphiphile, form a film on the water surface with the hydrophilic ends in 
the walcr and the hydrophobic ends in the air. This is a Langmuir film. A classical example 
of an amphiphile is stearic acid (C17H~r,C02H) where the long hydrocarbon tail (C17H35) is 
hydrophobic, and the carboxylic acid head group (-C02H) is hydrophilic. 

Thcre can be three types of deposition of a Langmuir film onto a solid substrate, as is 
illustrated in Figure 54. 

Figure 54: Types oC deposition of Langmuir-Blodgett films. 

When a substrate is moved through the monolayer at the waterlair interface, the monolayer 
can be transferred during immersion (dipping) or emersion (withdrawal). If the substrate 
surface is hydrophobic, a monolayer will be transferred in the immersion via. interaction of the 



Laplace operator (or, shortly, Laplacian) 16 1 

hydrophobic tails with the surface. On the other hand, if the substrate surface is hydrophilic, 
the monolayer will be transferred during withdrawal when hydrophilic head groups bond to 
the surface. Thus, a hydrophilic substrate appears to get a hydrophobic surface after the first 
i~nmersion and withdrawal. The second monolayer will be transferred in the immersion. The 
immersion-withdrawal cycle can be repeated to add monolayers in a head to head, tail to tail 
configuration. This type of deposition is denoted as Y-type. This is the most usual mode 
of ~nultilayer formation for amphiphilic molecules with very hydrophilic head groups (like 
-COOH, -P0,iH2) and an alkyl chain tail. The deposited multilayer film is centrosymmetric. 

When a hydrophobic surface, like clean silicon, is passed from air to water, thc hydropho- 
bic tails will stick to the surface. If now one moves the substrate to a part of the bath where the 
water is not covered with foreign molecules and withdraws it there, a sequence of head to tail 
layers can bc formed on the substrate. This is denoted X-type deposition. The third possible 
deposition is Z-type, when the film composed of head to tail laycrs is formed only during 
withdrawal. Both X- and Z-types can be realized when the head group is not so hydrophilic 
(like -COOMe) or when the alkyl chain is terminated by a weak polar group (like -NO2). In 
these cases, the interaction between adjacent monolayers is hydrophilic-hydrophobic. There- 
fore the multilayers formed are less stable than those formed via Y-type deposition. X- and 
Z-depoqited multilayer films are non centrosymmetric. 

A unique feature of Langmuir-Blodgett films is the ability to form a well ordered structure 
on noncrystalline substrates. 

First described in: K.  B.  Blodgett, Films huilt by depositing surrussivr rnonnnzolrculnr 
layer on a ~ o l i d  surfke ,  J .  Am. Chern. Soc. 57(6), 1007-1022 (1935); I. Langmuir, K. B. 
Rlodgctt, Methods ofinv~stigation r?fmonomol~culurjlms, Kolloid Z. 73, 257-263 (1935). 

Morr rl&d.r  in: A. Ulman, An Introduction to Ultrathin Orgunir Films. From hrzgmuir- 
Blndgrtt to Self-Assumbly (Academic Press, Boston 199 1). 

Langmuir effect - ionization of atoms of low ionization potential that come into a contact 
with a hot metal with a high work function. 

First describ~d by I. Langmuir in 1924. 
Recognition: in 1932 I. Langmuir received the Nobel Prize in Chemistry for his discover- 

ies and investigations in surface chemistry. 
Sce also www.nobel.se/chemistryAaureates/l932/index.html. 

Langmuir film - see Langmuir-Blodgett film. 

lanthanides - see rare-earth elements. 

Laplace equation - the basic equation of potential theory: 

or in terms of the Laplace operator V' it is V24) = 0. A function (i, satisfying the Laplace 
equation is said to be harmonic. 

Laplace operator (or, shortly, Laplacian) -the lineiu operator of the form 
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Laplace transform for a function f (z) defined for all real positive z is the function L(1) = C: 
defined by L( f (s)) = G(s) = SF f (s) cxp(-Ax) dx. I f f  ( r )  is summable over every finite 
interval and there is a constant c such that ,[: ( f  (z)( exp(-@r() dx exists, then the Laplace 
transform exists whenever 6 is any complex number s = s + it, such that s = c. The Laplace 
transform is related to the Fourier transform by a simple change of variables: if 6 = -iw, 
the Laplace transform G(s) = ( ~ T ) ~ / ~ F ( w ) ,  where F(w) is the Fourier transform of the 
function f (.r) . 
Laplacian = Laplace operator 

Laporte selection rule states that an electric dipole transition can occur only between states 
of opposite parity. 

First described in: 0. Laporte, G .  Wentzel, "Dashed" and displaced terms in spectra, Z .  
Phys. 31(14), 335-338 (1925). 

LAPW - acronym for a linearized augmented plane wave used in the linearized augmented 
plane wave (LAPW) method of calculation of electronic band structure of solids. 

Idarmor frequency - see Larmor theorem. 

Larmor theorem states that for an atom in a magnetic field H the motion of the electrons 
is, to the first order in H, the same as a possible motion in the absence of H except for the 
superposition of a common precession of angular frequency wr, = -eH/(2w,c), where r n  is 
the clectron mass. This frequency of precession is called the Lnrmor frequency. 

First &scribed in: J .  Larmor, On t h ~  theory qf the mcrgnetic injlurnca on spertm und on 
the radiation j>om moving ions, Phil. Mag. 44,503-5 12 ( I  897). 

laser - acronym for a device producing light amplification by stimulated emission of 
radiation. See also maser. 

latent heat -the amount of heat absorbed or evolved by 1 mole or a unit mass of a substance 
during a change of state, such as fusion, sublimation or vaporization, at constant pressure and 
temperature. 

lattice (of a crystal) - a parallel netlike arrangement of points (atoms) with the special prop- 
erty that the environment about any particular point (atom) is in every way the same as about 
any other point (atom) of the lattice. 

Laue equations specify a set of conditions, which govern the diffraction of an X-ray beam by 
a crystal. They are also known as Laue conditions. These are illustrated in  Figurc 55. 

The point O is the origin of the unit cell in a crystal structure and A, D ,  C are equivalent 
points along the three axes OX, OY, OZ of the unit cell, so that OA = n ,  Ol3 = 6, OC = c, 
where CL, b, r. are the unit cell edges. Consider that a plane wave of monochromatic X-rays 
from a distant point P is falling on the assembly of points and let us deduce the conditions 
which are necessary in order to give a diffracted wave in the direction of Q. The direction 
cosines of 01' arc supposed to be a , ,  PI, yl and of OQ - q, [h, 7 2 .  

The rays, with wavelength A, scattered from the points O and A,  O and B, O and C will 
be in phase if n(cri - rvz) = hX, b([Il - k )  = kA, c(yl - y2) = ly, where h, k, 1 are integers. 
These three equations are called the Laue equations and together constitute the conditions 



Figure 55: Schernc or X-ray scattering by equivalent points of a crystal 

for a dirfracted beam in the direction Q. In general, that is for any arbitrary set of incident 
direction cosines, all three will not be satisfied, since any direction of diffraction is completely 
specified by two of its direction cosines. This means that only for certain specified incident 
directions will any diffracted beam be formed when the incident X-rays are monochromatic. 

The Laue conditions for reinforcement of the rays scattered from equivalent points of a 
crystal are identical with the Eragg equation governing X-rays diffraction by crystal planes. 

First described in: W. Friedrich, P. Knipping, M. Laue, Sitzungsber. Bayer. Akad. Wiss. 
(Math. Phys. Klasse), 303 ( 1  912). 

Rer.o,gnition: in 1914 M, von Lme received the Nobel Prize in Physics for his discovery 
of the diffraction of Rontgen rays by crystals. 

See illso www.nobel.se/physicsAaurentes/l9 14/index.html. 

law of rational intercepts - see Miller law. 

law of the independent migration of ions - see Kohlrausch laws 

LCAO - acronym for linear combination of atomic orbitals, which is a method of calcula- 
tion of the electronic band structure of solids. 

LDA - acronym for a local density approximation, which is an approach used for calculation 
of the electronic band structure of solidl;. 

LDA+U means local density approximation (LDA) with an orbital-dependent correction of 
the LDA potential. The main idea of the method is to separate electrons into two subsystems 
- localized d or f electrons for which the Coulomb d-d or f-f interactions should be t'aken into 
account in the model Hamiltonian (through one-site Coulomb interaction U) and delocalited 
s and p electrons which could be described by using an orbital-independent one-electron po- 
tential (LDA). The orbital-dependent potential is written as V,(r) = VLD*(T) + U(1/2 -t n,), 
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where n, indicates the occupation of the 7th orbital. The LDA+IJ may be regarded as a 
general idon of the HartreeFock approximation hut with an orbital-dependent scrcened 
Coulomb interaction wd, at least for locali~ed states, such as d- and f-orbitals of transition 
metal or rare-earth metal ions, the LDA+iJ theory may be regarded as an approximation lo 
the GWA. This method is successfully used when describing the band gap of Mott insulators 
such as transition metal and rare-earth compounds. 

First described in: V. I. Anisimov, J. Zaanen, 0. K. Andersen, Band theory and Mott 
insulators: HuhAard U instead oj'Stoner I ,  Phys. Rev. B 44(3), 943-954 (1 991). 

TXI) - acronym for a light emitting diode. 

T,EED - acronym for low energy electron diffraction. 

Legendre polynumial has the form 

where n is its degree. The first Legendre polynomials are: LO(x) = 1 ,  L1(x)  = T ,  La(z)  = 
1/2(:jz" I ) ,  L : ~ ( x )  = 1/2(5z:' - 3:1:), L4(r) = 1/8(Y5.c4 - :30s2 + 3). 

Lennard-Jones potential describes the total potential energy of two atoms at separation r  
(originally proposed for liquid argon): V(r)  = r[(ro/r) lL 2(ro/r)"], where E is the energy 
at thc minimum of the potential energy well and r" is the intermolecular separation at this 
energy, which is in fact the equilibrium distance between atoms. 

Thc parameter F governs the strength of the interaction and ro defines a length scale. The 
interaclion repels at close range, then attracts, and is eventually cut off at some critical sep- 
aration. Whilc the strongly repulsivc core arising from the non-bonded overlap between thc 
electron clouds has rather arbitrary fonn (and other powers and functional forms are some- 
times used), the attractive tail actually represents the van der Waals interaction due to electron 
correlations. The interactions involve individual pairs of atoms. Each pair is treated indepen- 
dently. 

Lenz law states that when a flux of a magnetic field linking a closed electric circuit is changed, 
a current is induced in the circuit in such a direction as to produce a magnetic flux, which 
opposes the changing magnctic field applied. 

First desc.ribrd in: H .  F. E. Lenx, Mem. Acad. Imp. Sci. (St. Petersbourg) 2,427 ( 1  833); 
Ann. Phys. Chem. 31,483 (IX34). 

Leonardo da Vinci law states that thc friction h rce  between two bodies is independent of 
the area of their contact. See also Amonton's law. 

levitation - holding up an object with no visible support. 

Lkvy process - a random walk in space with infinite second moment of the jump size prob- 
ability, or a random process with the first moment of the waiting time distribution between 
events being inlinite. 
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Lie algebra - the algebra of vector fields on a manifold with additive operation given by 
pointwise sum and multiplication by the Lie brackets. 

First described by S .  Lie in I X X X .  

Lie bracket - the vector field Z = XY - YX for given vectors X and Y 

Lie group - a topological group, which is also a differentiable manifold in such a way that 
the group operations are themselves analytic functions. 

lift off process - see electron beam lithography. 

light emitting diode (LED) - a semiconductor device that emits incoherent monochromatic 
light when electrically biased. Depending on the semiconductor used, the color of the emitted 
light can be varied: yellow, orange, green, turquoise, blue-violet, and even white. 

First described in: N. Holonyak Jr, S. F. Bevaqua, Coherent (visible) light emission,frorn 
Ca(Asl-xPx) junctions, Appl. Phys. Lett. 1(1), 82-83 ( 1  962). 

Recognition: Hailed as "the father of semiconductor light emitter technology in the west- 
ern world" Nick Holonyak Jr. received several awards, he is one of 13 Americans who have 
been awarded both the National Medal of Science (1990) and the National Medal of Technol- 
ogy (2002). 

light emitting silicon - Silicon, the most important elemental semiconductor, crystallizes in 
the diamond structure with a lattice constant of 0.5341 nm. Silicon has an indirect band gap 
of 1.12 cV in the infrared region, that is ideal for room temperature operation and an oxide 
that allows the processing flexibility to place today more than 10' transistors on a single chip. 
The exircme integration levels reached by the silicon microclectronics industry have permitted 
high speed performance and unprecedented interconnection levels, The present interconnec- 
tion degree is sufficient lo cause interconnect propagation delays, overheating and information 
latency between single devices. To overcome this bottleneck, photonic integrated circuits 
and photonic materials, in which light can be generated, guided, modulated, amplified and 
detected, need to be integrated with standard electronics circuits to combine the infornlation 
processing capabilities of electronic data trwsfcr and the speed of lighi. In particular, chip to 
chip or even intra-chip optical communications all require the development of efficient optical 
functions and their integration with state-or-art electronic functions. Silicon is the desired ma- 
terial because a silicon optoelectronic would open the door to faster data transfer and higher 
integration densities at very low cost. Silicon microphotonics has boomed in recent years. 
Almosl all the various photonic devices have been demonstrated,the main limilation of silicon 
photonics remains the lack of any practical silicon-based light sources. Several attempts have 
been employed to engineer luminescing transitions in an otherwise indirect material. In partic- 
ular, after the initial impulse given by the pioneering work on photoluminesccnce from porous 
silicon in 1990, nanostmctured silicon has received extensive attention. This activity is mainly 
centered on the possibility of getting relevant optoclcctronic properties from nanocrystalline 
Si. It is generally accepted that quantum confinement is essential for visible light emission 
in Si nanostructures. The optical gain observed in Si nanocrystals embedded in a Si02 matrix 
has given further impulse to these studies. 

More rie/rxils in: S .  Ossicini, L. Pavesi, F. Priolo, Light Emitting Siliconjbr Microphnton- 
ics, Springer Tr~cts  on Modern Physics 194 (Springer-Verlag Berlin 2003); L. Pavesi, L. Dal 
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Negro, C. Maxxoleni, G. Franzd, F. Priolo, Optical gain in silicon nanorrystals, Nature 408, 
440446 (2000); L. Dal Negro, M. Cazyanelli, L. Pavesi, S. Ossicini, D. Pacifici, G. Franzo, F. 
Priolo, F. Iacona, I3ynarnics of stimulated emission in silicon nunocrystals Appl. Phys. Lett. 
82,4636-4638 (2003) - first observation of optical gain in silicon. 

light emitting transistor (LET) unlike conventional transistors, which include w electrical 
input port and an electrical output port, has also an infrared optical output port, as illustrated 
in Figure 56. This makes it possible to interconnect optical and electrical signals for display 
or communication purposes. 

Figure 56: Light emitting transistor. Thc 'iquiggly line in the figure rcprcscnts an infrared 
photon emitted from the optical output porl. Aftcr M. Feng, N. Holonyak Jr., W. Hafez, Light 
emitting trunsi~tor: Light emission from InGuP/GaAs heterojunction bipolar transistors, Appl. 
Phys. Lett. 84(1), 151-153 (2004). 

The LET can be made of indium gallium phosphide and gallium arsenide. Although it 
produces light essentially in the same way as a light emitting diode, there is the possibility to 
modulate light at much higher speeds. While frequency modulation of about 1 MHz has been 
demonstrated, higher speeds are theoretically possible. 

First described in: M .  Feng, N. Holonyak Jr., W. Hafex, Light-emitting transistor: Light 
emissionfm)m InGaP/GuAs heterojunction bipolar  transistor^, Appl. Phys. Lett. 84(1), 151- 
1 53 (2004). 

Linde rule states that the increase in electrical resistivity of a monovalent metal produced by 
a substitutional impurity per atomic percent impurity is equal to a + b(v - 1)2, where n and b 
are constants for a given solvent metal and a given row of thc Periodic Table for the impurity 
and v is the valence of the impurity. 

linear cornhination of atomic orbitals (LCAO) - a typical realization of the tight-binding 
approach for calculation of electronic band structures of solids. It is assumed that the atomic 
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potential in the solid under consideration is so strong that electrons are essentially localized at 
their atoms, and the wave functions for neighboring atomic sites have little overlap. Thus, the 
total wave function ?/),+(r) and energy E for the solid are (r) = C, exp(ik . r,,)4(r - r,) 
and l? = [ 7/l,*(r)Hlj1~ (r) dr.1 $$.(r)gk(r) dr, where r,, is the radius vector to the nth atom 
and I / J ~  is the single electron wave function of the atom. The Hamiltonian for electrons of mass 
rn: H = - f i ' l / 2 r n ~ ~  + tC, V(r - r,) includes the sum of single atom potentials V(r - r,). 

More details in: N .  Peyghambarian, S .  W. Koch, A. Mysyrowicz, Introduction to Semi- 
conductor Optics (Prentice Hall, Englewood Cliffs 1993), pp. 27-34. 

linearly polarized light - see polarization of light. 

linear muffin-tin orbital (LMTO) method - one of the most powerful method for self- 
consistent calculations of electronic properties of solids. Through the use of the variational 
principle for the Schrodinger equation with energy-independent basis functions, the secular 
equations become linear in energy, that is all eigenvalucs and eigenvectors can be found si- 
multaneously by diagonalization procedures. The trial basis functions are linear combinations 
of energy-independent muffin-tin orbitals. 

The starting point is to approximate the full crystal potential with a muffin-tin potential 
that is spherically symmetric inside the radius r near the atomic sites and flat outside, in 
the interstitial region. In the atomic sphere approximation (LMTO-ASA) the radius r of the 
muffin-tin spheres equals the Wigner-Seitz radius. The spheres then overlap with each other 
and the interstitial region can be neglected. Moreover, in the ASA approximation the kinetic 
energy outside the spheres is chosen to be Lero. 

The LMTO method is particularly suited for close-packed structures. If the crystal is not 
close packed it is necessary to include the so-called empty spheres to reduce the overlap of 
muffin-tin spheres. The method comhincs desirable features of the linear combination of 
atomic orbitals (LCAO), Korringa-Kohn-Rustoker (KKR) and cellular methods. 

In the full potential version of the LMTO (FP-LMTO) method the unit cell is divided into 
nonoverlapping muffin-tin spheres and the interstitial region. Inside the spheres the potential 
and electron densities are expanded in a way that no longer requires spherical symmetry. 
Differently from the F1,APW method, the FP-LMTO schemes use for the interstitial region 
localized functions derived from scattering theory (such as Hankel functions) instead of plane 
waves. 

First described in: 0. K. Andersen, Linear rnethods in hand theory, Phys. Rev. B 12(8), 
3060-3083 (1975) - LMTO method; M. Methfcssel, C. 0. Rodriguez, 0. K. Andersen, Fast 
full-potential ralculations with u converged hasis uj'utom-centered linear rnu8.n-tin orbitals: 
Structural and dynamic properties qf dicon ,  Phys. Rev. R 40(3), 2009-2012 (1989) - FP- 
LMTO method. 

More details in: H. L. Shiver, Thp LMTO Method (Springer-Verlag, Berlin 1984). 

linearized augmented plane wave (LAPW) method - one of the most accurate methods for 
calculation of the electronic structure of solids. It is based on the density functional theory 
for the treatment of exchange and correlation effects. 

The method is based an solving the Kohn-Sham equations for the ground state density, 
total energy, and eigcnvalues of a many-electron system by introducing a basis set which is 
especially adapted to the problem. This adaptation is achieved by dividing the unit cell into 1. 
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nonoverlapping atomic spheres (centered at the atomic sites) and 2. an interstitial region. In 
the two types of regions different basis sets are used: 

1. Inside an atomic sphere a linear combination of radial functions times spherical harmon- 
ics &,,, ( r . )  is used 

wherc ul (r, El )  is the regular solution of the radial Schrijdinger equation for energy E/ 
(chosen nonn:illy at the center of the corresponding band with 1-like character) and the 
spherical part of the potential inside the sphere t: ril(r, E l )  is the energy derivative of 
vl evaluated at the same energy El. A linear combination of these two functions consti- 
tutes the linearimtion of the radial function; the coefficients Al,, and Bl,,, are functions 
of k,, determined by requiring that this basis function matches each plane wave of the 
corresponding basis function of the interstitial region. 

2. In the interstitial region a plane wave expansion is used ( i j k , ,  = l / f i (~xp(ik,r) ,  where 
k,, = k -k TtTTC,,; T C ,  are the reciprocal lattice vectorq and k is the wave vector inside the 
first Brillouin 7one. Each plane wave is augmented by an atomic-like function in every 
atomic sphere. The solutions to the Kohn-Sham equations are expanded in this combined 
basis set of linearized augmented plane waves according to the linear variation method. 
In its general form the LAPW method expands the potential in the following form: 

Elm T/i, (r)YL,,, (?) inside the sphere 
V (r) = 

C,. Vk c:xp(iKr) outside the sphere 

First described in: 0. K .  Andersen, Lineor methods in band thanry, Phys. Rev. B 12(X), 
3060-3083 (1975); D. D. Koelling, G. 0. Arbman, Use of eneyy  d~rivutive of the radial 
.solution in an ~ucgrnentedplane wave m~thod: ~pplicution to copper, J .  Phys. F: Met. Phys. 
5(1 I ) ,  204 1-2054 (1975). 

linewidth enhancement factor - the ratio bctween the carrier induced variations of the real 
and imaginary parts of susceptibility: 

A [R c: ~(n)] B [Im x (n)] 
( Y  = 

i3n &L 

where thc susceptibility ~ ( n )  is a function of the carrier density n. 

Liouville's equation - see Liouville's theorem in statistical mechanics. 

Liouville's theorem in statistical mechanics states that for a classical ensemble charac- 
terized by the distribution function f (7.1, . . . , r,,, 171 , . . . , p, )  with generalized co-ordinates 
r 1 ,  . . . , T,, and generalized momenta pl , . . . , p,, in the defined phase space: d f /tit = I). The 
last is called Liouville's equation. 

Fir~t described by J .  Liouville in 1838. 
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Lippman effect - a change in surface tension that results from a potential difference across 
the interface between two immiscible conductors. 

Lippmann-Schwinger equation describes the scattering of nonrelativistic particles in the 
form T = V + VGV, where T is the scattering operator, V is the scattering potential, G is 
the full Green function of the system. It is appropriate to simulate scattering of one or two 
particles. 

First described in: B .  A. Lippmann, J .  Schwinger, Vuriational prinriplesji~r scwtlering 
processm, Phys. Rev. 79(3), 469480 (1 950). 

liquid crystal - a class of molecules that, under some conditions, inhabits a phase in which 
it exhibits isotropic, fluid-like behavior characterbed by little long-range ordering. In other 
conditions it demonstrates one or more phases with significant anisotropic structure and long- 
range ordering, but still with an ability to flow. Liquid crystals find wide use in displays, 
which rcly on the change in optical properties of certain liquid crystalline molecules in the 
presence or absence of an electric field. In the presence of an electric field, these molecules 
align with the electric field, altering the polarization of thc light in a certain way. The ordering 
oT liquid crystalline phases is extensive on the molecular scale, but does not extend to the 
macroscopic scale as might be found in classical crystalline solids. The ordering in a liquid 
crystal might extend along one dimension, but along another dimension might have significant 
disorder. Important types of liquid crystals include: nematic phase (most nematics are uniaxial 
but biaxial ones are also known), cholesteric phasc, smectic phase (smectic A, smectic C and 
hexatic), columnar phases. 

First desrrihed hy F. Reinitzer in 1888. 
R~rognition: in 1991 P.-G. De Gennes received the Nobel Prize in Physics for discovering 

that methods developed for studying order phenomena in simple systems can be generalized 
to more complex forms of matter, in particular to liquid crystals and polymers. 

See also www.nobel.se/physics/laureates/l99 I/index.html. 

liquid phase epitaxy - an epitaxial deposition of thin solid films of a material transported 
from the liquid phase, typically from the melt, onto a suitable solid substrate. The melt actu- 
ally contains the deposited material in its original composition or in atomic components. The 
epitaxial deposition is performed in a heated pencil box like the 'arrangement shown schemat- 
ically in Figure 57. 

substrate graphite I 

Figure 57: A sel-up for liquid phasc epilaxy. 

Graphite is an appropriate material for such a pencil box. The upper sliding part of the 
box contains voids filled with different melted solutes. A solute is composed so as to have a 
melting point far below the melting point of the substrate material. For instance, for liquid 
phase epitaxy of A ' ' ~ B ~  semiconductors, a Group TIT metal (usually Ga or In) is used as a 
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solvent for Group V elements and dopants. When a particular melt contacts the substrate, the 
dissolved material condenses at the substrate surface. 

The advantage of liquid phase epitaxy is that the required equipment is very cheap and 
easy to set up and operate. Meanwhile, it is difficult to achieve the level of control over the 
epitaxial growth conditions and impurity pollution of the deposited film. 

lithography - a process of pattern formation. For more details for electronics see electron- 
beam lithography, optical lithography. 

LMTO method = linear muffin-tin orbital (EMTO) method. 

local density approximation (LDA) expresses the potential at a given location of an electron 
as a function of the electron density at thc same site. The function is determined by using 
knowledge of the total energy of the jellium model in which the nuclear charges are smeared 
out and uniformly distributed over the whole space. 

The approximation is used to describe the exchange potential. This treats the inhomo- 
geneous clcctron case as uniform locally, and for the exchange-correlation energy it gives 
Ex, = ,[ n (r~,,(n (r)) dr, where c,, is the exchange-correlation energy per electron for a 
uniform electron gas of density n.  

First described in: W. Kohn, L. J. Sham, Sdf-consistmt equation including exchange and 
correlation effects, Phys. Rev. A 140(4), 1133-1 138 (1965). 

localized state - a quantum mechanical state of a single electron in a strongly random poten- 
tial that is localized in space so that the state amplitude is concentrated near a single point in 
the sample. 

local spin-density approximation (LSDA) is used to describe the exchange potential ac- 
counting for the electron spin 

where c,,(nT (r), nJI (r)) isthe exchange and correlation energy per particle of a homogeneous 
spin-polarized electron gas with spin-up and spin-down densities. 

London equations determine the relation between a supercurrent I,, which is the electrical 
crrrrcnt in a superconductor, and magnetic H and electrical E fields applied in the form: 

1 a 
A V x I , = - - H ,  A-I - E .  

c a/, - 
Here A is a constant characteristic of the superconductor but lemperature dependent. The 
equations were shown to have local validity as they relate to the supercurrent at a given point 
in the superconductor. 

First described in: F. London, H. London, The elertmrnagnetic equations of the sup~rcon- 
ductor, Proc. R. Soc. London, Ser. A 149(866), 71-88 (1935). 

longitudinal acoustic mode - see phunon. 

longitudinal optical mode - see phonon. 
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Lorentz force - the force acting on an electron moving in a magnetic field perpendicular to 
the trrtjectory of the electron. It is r(v x B), where e is the electron charge, v is the electron 
velocity, B is the induction of the magnetic field (note that v and B are vectors). 

First described by H. A. Lorentz at the end of the 19th century. 

Lorentz frame - my of the family of inertial coordinate systems with three space coordinates 
and one time coordinate used in the special theory of relativity, Each frame is in uniform 
motion with respect to all the other Lorentz frames and the interval between any two events is 
the same in all frames. 

Lurenta gauge - the condition determining the relation between the scalar potentiiil # and 
vector potential A of an electromagnetic field. It is 

Lorentzian - a frequency-dependent function presented in the form: 

where A is an overall strength, I? is the full width at half maximum, u is thc frequency, vo is a 
ccnter frequency. 

Lorentz rule defines the relationship between interspecies distances in a mixture cornposed 
of like (lii, l j j )  and unlike (lij) species in the form I l j  = (lii + l,i,i)/2. 

1,orentz invariance - the property possessed by the laws of physics and of certain physical 
quantities of being the same in any Lorentz frame and thus unchanged by a Lorentz trans- 
formation. 

Lorentz transformation - a group operation that is used to tranvform the space and time 
coordinates of one inertial reference frame, say S, into those of another one, S', with S' 
travelling at a \peed v relative to S. If an evcnt has space-time coordinates of (x, y, z, f )  in S' 
and (z', y', z', t t )  in St, then these are related according to x' = y ( r -u t ) ,  y' = y, x' = z, f' = 

y( t  - us/r2), where y = (1 - u2/r2)-'1" n e s e  equations only work if u is pointed along 
the T-axis of S. In other cases, it is generally easier to perform a rotation so that u does point 
along the r-axis. Moreover, the poqition of the origins muqt coincide at 0. What this mcans 
is that (0,0,0,0) in frame S must be the same as (0,0,0,0) in St.  The transformation forms the 
basis for the special theory of relativity. The speed of light is the same in all reference frames 
here. 

First described in: H .  A. lo rent^, Elec~tromagnetir phenomena in syqtern moving with 
velocity less than that o f  light, Konik. Akad. Wetensch. Amsterdam 12,986-1009 (1904). 

1,orenz number - see Wiedemann-Franz-Lorenz law. 

Lorenz relation gives a relationship between the magnetic vector potential A and scalar po- 
tential 4 in the form V . A + ~~p~84/i3t = O (in MKS), V . A + (l/c)(34/('t = 0 (in cgs). 

First described in: L. Lorenz, On the identity of the vibrations of light with electrical 
currents, Phil. Mag. 34,287-301 (1867). 
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low energy electron diffraction (LEED) -the coherent reflection of electrons in the energy 
range 5-500 cV from the uppermost few atomic layers of crystalline solids. Diffraction occurs 
because the electron wavelength X (in nanometers) is related to the accelerating voltage V (in 
volts) via X = 1 . 2 2 6 3 8 / ~ ' / ~ ,  providing that X in the low energy range is of the order of the 
intcri~tomic distances in solids. 

LEED measurements are illustrated schematically in Figure 58. 

Figure 58: Principle arrangement for low energy electron diffraction. 

Electrons rrom an electron gun are diffracted off the sample and head back towards the 
electron gun and the grids surrounding it. The two middle grids are set at an energy slightly 
less than that of the electron beam to prevent any inelastically scattered electrons from reach- 
ing the screen. The screen is biased positive between O and 7 keV accelerating the electrons 
towards it. The screen is coated in phosphor which glows green when electrons hit it. The 
resulting pattern is viewed from the rear end of the apparatus. It is onc of the experimental 
techniques for determination of atomic geometries of crystalline surfaces and ordered overlays 
thereon. 

First desrrih~d in: C. J .  Davisson, C. H. Kunsman, The scattering of low sprrd electrons 
by platinum and magnesium, Phys. Rev. 22(1), 242-258 (1923); G. P, Thomson, A. Reid, 
Diffractbn qf a cathode ra.v b y  u t h i n j h ,  Nalurc 119, 890 (1 927). 

R~cognition: in 1937 C.  J. Davisson, J. P. Thomson received the Nobel Prize in Physics 
for their experimental discovery of the diffraction of electrons by crystals. 

See also www.nobel.se/physics/laureates/1937/index.html. 

luminescence -a  process in which a system in an excited state emits photons in order to relax 
to a lower energy state. It consists of three separate steps: (i) excitation of the medium pro- 
viding electrons and holes to be excited by an external source of energy, (ii) themulization of 
the excited electrons and holes resulting in their energy relaxation towards quasi thermal equi- 
librium, (iii) rrcomhinatinn of electrons with holes via radiative mechanisms resulting in the 
light emission. According to the excitation mechanism the luminescence processes are distin- 
guished as photoluminescence (excited by light), electroluminescence (excited by electrical 
injcction of electrons and/or holes), therrnolurninescence (excited by heating), cathodolu- 
minescence (excited by electron irradiation), sonoluminescence (excited by sound waves), 
chemiluminescence (excited by chemical reactions). 
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luminophor - a luminescent material that converts part of the primary absorbed energy into 
emitted luminescent radiation. 

1,UMO - acronym for lowest unoccupied molecular orbital. 

Luttinger liquid - a universality class of liquids characterized by the following relation be- 
tween spectral properhes and correlation exponents of the Luttinger model: ?I,V,,/IJ? = 1, 
where 14,  TI,, and u, are three distinct parameters, all with the dimension of velocity. The 
parameter v, is related to the variation of the total energy of the system with the total mo- 
mentum (v, = S&/liP). The parameter 11~ is related to the variation of the energy with the 
shift of all thc particles in the space of momentum. It is the renormalized Fermi velocity. 
Finally, o,, relates changes in chemical potential to those in the Fermi vector kIr: iip = v,,Sk,. 
Thus, the only parameter that determines the low-encrgy properties of the system is the ratio 
exp(-24) = II,,/u, = v,/u,. 

It is used for interacting quantum systems in one dimension that have many distinctive 
features not present in higher dimensions. In particular, gapless (metallic) one-dimensional 
systems of inleracting ferrnions do not behave as a normal Fermi liquid. Luttinger liquids 
are low-energy collect~ve exc~tations of the entire electron system in which electrons move in 
concert. 

Lattice models identified as Luttinger liquids include the one-dimensional Hubbard 
model, and v,ariants such as the t - .I model or the extended Hubbard model. Moreover, one- 
dirncnsional electron-phonon systems, metals with impurities and edge states in the quantum 
Hall effect can be Luttinger liquids. 

First described in: F. D. M. Haldanc, Grnrml relation of corrrlufion exponenfs urtd 
spectml properties of one dirnen~ional Femzi systpms: appliration to the anisotropic S=1/2 
Heiwnh~rg chain, Phys. Rev. Lett. 45(16), 1358-1 362 (1980). 

More drtuils in: . I .  Voit, One-dim~nrional Fenni liquiri~, Rep. Prog. Phys. 58(9), 977- 
1116 (1995). 

Luttinger model accounts for the fact that one-dimensional spin 0 fermion systems show the 
remarkable phenomenon of the anomaly of the ground state, i. e. a ground state with a density 
of states which does not have a discontinuity at the Fermi momentum, hut its graph becomes 
vertical (Fermi surface anomaly). A scheme was introduced by Tomonitga lo illustrate this 
theory via an exactly soluble model for the low-energy properties of these quantum systems. 
The model contains fairly realistic interaction between pairs of fermions. The Hamiltonian 
is given by: 

where X is a coupling constant, o(s - y) is a smooth short-range pair potential, is the ve- 
locity at the Fermi surface. I /J ;>  ,, are fields wherc rr = 5 specifies the creation and annihilation 
operators for fermions located at a point .c in the interval [-L/2, L/2] and are distinguished 
by w = + or w = -. The calculated momentum di~tribution in the ground slate shows no 
discontinuity a1 the Fermi surface and possesses an infinite slope at the Fermi surface. 
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First described in: S. Tomonaga, Remarks on Bloch's method of sound waves upplied to 
many jermion problems, Prog. Theor. Phys. 5, 544-569 (1950); J. M. Luttinger, An exactly 
soluble model of u many,ferinion system, J .  Math. Phys. 4(9), 1154-1 162 (1963). 

Historical note: The exact solution of Luttinger was not really correct because of an error 
in the canonical commutation relations which, in infinitely many degrees of freedom systems, 
do not have a unique representation. The exact solution was ohtained in: D. Mattis, E. Lieb, 
Exuct solution of a many fermion system and its ussooilrtrd boson &field, J. Math. Phys. 6, 
304-310 (1965). The real value of the anomaly and Luttinger's result agree to the second 
order in A, but differ in higher orders. 

Mort. drtails in: G. Gallavotti, The Luttinger model: in the RG-the09 of onr-dimensional 
many-body Frmi system, J. Stat. Phys. 103 (2) ,  459483 (2001). 

Luttinger theorem states that the Fermi surface in a momentum space, which separates 
unoccupied quasiparticle states from the occupied ones, must enclose the same volume as 
the Fermi surface of the independent electrons. 

Lyddane-Sachs-Teller relation - see phonon. 

Lyman series - see Rydberg formula. 



M: From Macroscopic Long-range Quantum Interference to 
Multiquantum Well 

macroscopic long-range quantum interference - see .Josephson effect. 

Madelung constant arises when one expresses the energy per mole of a crystal, for two atom 
crystals, due to the Coulomb interaction in the form E = aN(q+ f q- ) /d ,  where N is the 
Madelung constant, N is the Avogadro number, q+ and q- are the charges of positive and 
negative ions respectively, d is the nearest-neighbor distance. The constant is dimensionless, 
of the order of I, depends only upon the type of crystal structure and is independent of the 
lattice dimensions. 

First dtwrihed in: E.  Madelung, Vibrations proper to molecules, Gesell. Wiss. Gottingen, 
Narchr., Math.-Phys. Klasse 1, 43-58 (1910); E. Madelung, The electric,field in ~ y s l m s  o f  
regularly urrungedpoint charges, Phys. Z. 19, 52k532 (1918). 

Madelung energy - electrostrttic energy per ion pair 

for i # j ,  where N,, is the number of ion pairs. 

Maggi-Righi-Leduc effect - a change in thermal conductivity of a conductor when it is 
placed in a magnetic field. 

First describ~d by G. A. Maggi, A. Righi and S. A. Leduc in 1887. 

magnetic force microscopy - a scanning probe technique for mi~pping magnetic field on a 
micro- and nanometer scale. The technique is an offspring of atomic force microscopy. It is 
based on the use of a magnetized tip. The images are obtained by measuring the interaction 
force between the magnetic tip and the magnetic sample. The field gradient is mapped as the 
variation of the force on the tip, as the tip is scanned in a raster pattern, at a constant height 
over the sample. Since magnetic interactions are long-range, they can be separated from 
the topography by scanning at a certain constant height (typically around 20 nm) above the 
surface, where the z component of the sample stray field is probed. Therefore, any magnetic 
force microscope is always operated in a noncontact mode. The signal from the cantilever 
is directly recorded while the z feedback is switched off. A static or dynamic mode can be 
employed. A lateral resolution below 50 nm can be routinely achieved. 

first described in: Y. Martin, H .  K. Wickramasinghe, Magnetir imaging by ':force mi- 
rrosropy'' with 1000 bi resolution, Appl. Phys. Lett. 50(20), 1455-1457 (1987); J. J. Shenz, 
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Table 3: Classification of materials according to thcir magnetic susceptibility. 

X -+ 

State 4 
diamagnetic 

paramagnetic 

Sign 

ferromagnetic 

* Tc is the Curie point or Neil point for an antiferromagnetic. 

- 

+ 

antiferromagnetic 

N. Garcia, P. Griitter, E. Mayer, H. Heinzelmann, R. Wiesendanger, L. Rosenthaler, H. R. 
Hidbcr, H. .I. Giintherodt, Ohsewation ofrnagnrtic forms by t h p  utomic,firre nlirroscope, J .  
Appl. Phys. 62(10), 42934295 (1987). 

Mort, rletnils in: D. Rugar, H .  J. Mamin, P. Guenthner, S. E. Lambert, J. E. Stern, I. 
McFadyen, T. Yogi, Magnetic force rr7icroscopy: Gen~rul principles and application to lnngi- 
tudinal rr.cording media, J .  Appl. Phys. 68(3), 1169-I 183 (1990). 

Magnitude 

+ 

magnetic groups = Shubnikov groups. 

Temperature 

sm:il I 

small to medium 

+ 

magnetism - a set of phenomena representing a response of matter to an external magnetic 
field. Magnetic states of materialq are primarily distinguished according to the sign, magnitude 
and temperature dependence of the magnetic susceptibility defined as ,y = M / H ,  where M is 
the induced magnetimtion and H is lhe applied magnetic field. The four basic magnetic states 
of matter are diamagnetism, paramagnetism, ferromagnetism, antiferromagnetism. They are 
listed in Table 3 with their main characteristics. 

The ferrimagnetic slate, which is not presented in Table 3 is, except in detail, similar to the 
anliferromagnetic state. Below the Curie point or Neil point, the ferromagnetic, ferrimag- 
netic, and antiferromagnetic materials have an ordered arrangement of the magnetic moments 
associated with each atom as is shown schematically in Figure 59. 

dependence 

X # f 07 
X # f (7') 

large 

large 

ferromagnetic ferrimagnetic antiferromagnetic 

x = const/T 

Tor T < Tc* - complex 

small 

Figure 59: Arrangcmcnt of magnetic morncnts in different magnetic materials below the Curie 
temperature. 

for T > Tc x = const/(T - Tc) 

for I' > Tr x = const/(T + const) 

At temperatures above the Curie point or Ned point, these materials exhibit paramagnetic 
behavior. 
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Recognition: in 1970 L. Nee1 received the Nobel Prize in Physics for fundamental work 
and discoveries concerning antiferrornagnetism and ferrimagnetjsm which have led to impor- 
tant applications in solid state physics. 

See also www.nohel.sc/physics/laureates/1970/index.html. 

magnetooptic Kerr effects - see Kerr effects 

magnetoresistance - the electrical resistance of a material or structure measured in the pres- 
ence oS a magnetic field. The s i ~ c  of the magnetoresistrince effect is expressed as a percentage, 
AH/&, where A R is the change in the resistance, and Ro is usually the resistance at 7ero 
magnetic field. Po4tive magnetoresistance rerers to an increase in resistance when the mag- 
netic field i \  applied, while negative magnetoreslstance i \  a decrease in resistance. 

magnetostrictinn effect - a change in the linear dimensions of a ferromagnetic appearing 
when an external magnetic field is applied in a specified direction. 

magnon - thc unit of energy of a spin wave. 

Mahan effect (MND effect) - a dynamical response of the Ferrni sea to the core hole in a 
band to band optical absorption by degenerate semiconductors. Excitnn states, arising from 
the electron-hole Coulomb attraction, arc considered to affect the optical absorption. The 
calculations show that exciton states cause a logarithmic singularity in the absorption at the 
Burstein edge. This singularity is present at a moderate density of electrons or holes in the 
dcgcnerate band, but it gradually disappears in the high-density limit. Lifetime broadening 
could make the logarithmic singularity difficult to observe at higher densities. 

First described in: J.  D. Mahan, Excitons in degmerute wmirondurtors, Phys. Rev. 
153(3), 882-889 (1967); P. Nodkres, C. T. De Dominicis, Singularities in the X-ruy ab- 
sorption and emission of nzetals. III. One-body theory exact solutiorz, Phys. Rev. 178(3), 
1097-1 107 (1969) - more complete theory. 

More d e t d s  in: J .  D. Mahan, Many-Purlicle Physics, 2nd edition (Plenum, New York 
1990). 

majorization - the mathematical procedure involving two real rn-dimensional vectors x = 

( T I ,  . . . , L,,,) and y = (?I, , . . . , !jn,). The vector x is majorized by y (equivalently y rnajori7es 
T x), denoting x + y, if for each n in the range 1,. . . , rn: C:-, J:, < Cy=l y:, with equality 

holding when ri = rn. The superscript "7" indicates that cleemnts are to be taken in descend- 
ing order, so, for example, rT is the largest element in (,rl, . . . , s,,,). The majorizntion relation 
1s a partlal order of real vectors, with x < y and y + x if and only if r T  = yr.  

More details in: R. Bhatia, Matrix Anulys b (Springer-Verlag, New York 1997). 

Markov process - a stochastic process, which assumes that in a series of random events 
the probability of an occurrence of each event depends only on the immediately preceding 
outcome. It is characterized by a matrix of transition probabilities. It measures the probability 
of moving from one state to another. 
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Marx effect - the energy of photoelectrons emitted from an illuminated surface is decreased 
when the surface is simultaneously illuminated by light of lower frequency than that causing 
the emission. 

First described in: E. Marx, On a newphotoelectric effect in alkali cells, Phys. Rev. 35(9), 
1059-1 060 (1930). 

maser - acronym for a device producing microwave amplification by stimulated emission of 
radiation. 

First described in: N .  G. Basov, A. M. Prokhorov, The theory oj'a molecular oscillator and 
a molecularpower amplifier, Discuss. Faraday Soc. 19 ,9699  (1955); A. L. Schawlow, C. H. 
Townes, Infrared and opticul masers, Phys. Rev, 112(6), 1940- 1949 (1958); A. M. Prokhorov, 
A molecular ampl$er und generator of suhmillimetrr waves, Zh. Eksper. Teor. Fiz. 34(6), 
1658- L659 (1958) - in Russian; N. G. Basov, B. M. Vul, Y. M. Popov, Quantum-mechanical 
semiconductor generators and ampl$ers of electromagnetic oscillations, Sov. Phys. JEPT 
37(2), 41 6 (1960). 

Recognition: in 1964 C.  H. Townes, N. G. Basov and A. M. Prokhorov received the Nobel 
Prize in Physics for fundamental work in the field of quantum electronics, which has led to 
the construction of oscillators and amplifiers based on the maser-laser principle. 

See also www.nohel.se/physics/laureates/l9A4/index.html. 

Matthiessen rule states empirically that total resistivity of a solid is the sum of the resistivi- 
ties related to different scattering mechanisms. This means that the scattering rate of electrons 
moving in solids is additive for different scattering mechanisms, i. e. 7-' = x, T,' with 
T representing the energy relaxation time. In terms of the electron mobility it has the form 
p-1 = C, p , ~ ~ ,  where p is the integral electron mobility accounting for partial electron mo- 
bilities p ,  corresponding to different scattering mechanisms. Note that it fails when the out- 
come of one scattering process influences the outcome of another and one or more scattering 
processes depend on the electron wave vector. 

First described by L. Matthiessen in 1864. 

matrix element - the notation H,,,, =< T ~ ~ H I T I L  >- $;,HT/J,, where H is the operator, 
$)7,1 and $,, are the wave functions corresponding to the states nl and n.  The notation is due 
to Dirac, where Iri > is called a ket and denotes a state and the bra < rnl is its complex 
conjugate. It bridges the gap between matrices and diSSerential equations used in operators. In 
fact, il is a scalar product of a member of a complete orthogonal set of vectors representing 
states with a vector, which results from applying a specified operator to another member of 
this set. 

Maxwell-Boltzmann distribution (statistics) gives the probability of finding a particle of 
mass rn, with an energy E in an ideal gas in thermal equilibrium at a temperature T 

It can be dcrived from the more general Gibbs distribution. The Maxwell-Boltzmann statis- 
tics are valid only at temperatures and densities for which the probability of any given level 
being occupied is very small. 
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First described i~z: L. Boltzmann, Sitzungsberichte der Akudemie Wissenschufien in Wien: 
Muthematist.h-Nar1~miss~n~1~hqfiit.h~ Klnssr 63(11), 679 (1 871). 

Maxwell distribution (statistics) gives the probability of finding a particle of mass rn with a 
velocity v in an ideal gas in thermal equilibrium at a temperature T. The Maxwellian distri- 
bution function is: 

The Maxwellian velocity distribution is: 

where N is the total number of pasticles and V is the volume of the gas. The distribution of 
an individual velocity component is: 

md  the distribution of speeds is: 

First described in: J .  C .  Maxwell, Phil. Mag. 19, 22 (1860). 

Maxwell equations connect electric charges, electric and magnetic fields in any medium. In 
the differential form they are: 

V D = p ,  V B = O  

D = toE $. P, B = pclH -t M, 
where V is the Nabla-operator, D is the electric displacement, B is the magnetic induction 
or magnetic flux density, E is the electric field strength, H is the magnetic field strength, P is 
the polarization density of the medium (i. e. electric dipole moment per unit volume), M is 
the magnetization density of the medium (i. e. magnetic dipole moment per unit volume), j is 
the electrical cursent density. 

The first two equations show that free electric charges p are the sources of the electric 
displacement and that the magnetic induction is source free. The second couple of equations 
demonstrates how temporally varying magnetic and electric fields generate each other. In 
addition, the magnetic field H can be created by a macroscopic current with a density j . 
The equations in the third couple are material equations in their general form. They show 
that electric displacement in the material is given by the sum of the electric field ,and the 
polarization, while the magnetic flux density is given by the sum of the magnetic field and the 
magnetization. 

First described in: J .  C. Maxwell, A Treatise on Electricity and Mugnetism, vol. I1 (Claren- 
don Press, Oxford 1873). 
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Maxwell's demon - the name given by W. Thomson (Lord Kelvin) to the mysterious crea- 
ture separating molecules according lo their velocities in the thought experiment proposed 
by .I. C. Maxwell. The demon opens and closes a trap door between two compartments of a 
chamber containing gas, and pursues the subversive policy of only opening the door when fast 
molecules approach it from the right, or slow ones from the left. In this way he establishes 
a temperature difference between the two compartments without doing any visible work, in 
violation of the second law of thermodynamics, and conscquently permitting a host of contra- 
dictions. 

In fact, the second law is not violated, as was shown in the 20th century. It becomes clear 
when one considers thc tricks of the demon in terms of information processing. In order to 
select molecules, the demon storeu the random results of his observations of the moleculcs. 
The information about the molccule's location must be present in the demon's memory. The 
demon's memory thus gets hotter, The irreversible \tep is not the acquisition of information, 
but the loss of information if the demon later clears his memory. The information erasure 
operation increases the entropy in the environment, as rcquired by the second law. This is the 
thermodynamic cost of elementary information manipulations. 

Firxt drw-ribed in: J .  C .  Maxwell, Tlwory of H ~ n l  (Longmans Green and Co., London 
1871). 

Maxwell triangle - a diagram used to represcnt the trichromatic variables of the components 
in a three color combination. 

Maxwell-Wagner polarization - a space charge polarization in a material consisting of elec- 
trically conducting grains and insulating grain boundaries. 

Maxwell-Wagner relaxation - relaxation of a charge polarization characterized by a set of 
cliffcrcnt relaxation times. It is typical for the relaxation in inhomogeneous dielectrics with 
regions of difrcrent conductivity as it takes place in ceramics containing conducting grains of 
different sizc with insulating grain boundaries. The total relaxation currcnt in wch systems 
is interpreted as the sum of exponential decays according to Debye relaxation (with a single 
relaxation time), thus yielding a noncxponential time dependence of the current. 

mean free path - an average distance covered by a moving particle betwccn two scattering 
events. 

mechanic molecular machines are molcculiir assemblies that are chemically, photochemi- 
cally, andlor electrochemically driven. 

Morc. detail in: V .  Balzani, M .  Venturi, A. Credi, Molecular Drvicrs and Machines: 
A Journey into the Nannworld (Wiley-VCH, Weinheim 2003) 

mega- - a decimal prefix reprcsenting 1 u", abbreviated M. 

Meissner-Ochsenfeld effect - when a superconducting specimen is placed in a not too large 
magnetic field and is then cooled through the transition temperature for superconductivity, the 
magnetic flux originally present is ejected from the specimen. 

First (kscrihed in: E W. Meissner, R. Ochsenfeld, Ein nruer Fff~kt bei Eintritt der Supra- 
leitfahi,qkrxit, Naturwiss. 21,787-788 (1933). 
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MEMS - acronym for a micro-electromechanical system. It is a marriage of semiconductor 
processing to mechanical engineering at the micrometer scale. The principal components of 
MEMS are mechanical elements (for example a cantilever) and transducers. The transducers 
convcrt mechanical energy into electrical or optical signals and vice versa. Currently MEMS 
technology produces several objects, from digital pro,jectors containing millions of electrically 
driven micromirrors to microscale motion sensors for use with airbags. 

mesodesmic structure - a structure of an ionic crystal in which one of the cation-anion bonds 
is much stronger than the rest. See also anisodesmic and isodesmic structures. 

mesoscopic - the term being used to indicate solid state structures and devices that are large 
compared to the atomic scale but small compared to the macroscopic scale upon which normal 
Boltzmann transport theory has come to be applied. Dimensions of such structures and devices 
are comparable to the elastic scattering length of electrons. In this regime, an electron can 
travel great distance bcforc suffering a scattering event that randomizes the phase of its wave 
function. 

metal is distinguished from other substances by its large thermal and electrical conductivity, 
optical reflecting power and opacity. 

metalloid - an element in which the properties of both metallic and nonmetallic behavior 
can he discerned. Examples: Sb and Se. Chemical compounds of metalloids may also have 
intcrmcdiate properties. 

metal-organic chemical vapor deposition (MOCVD) - a chemical vapor deposition tech- 
niques using metal-organic compounds as precursors for fabrication of high quality semicon- 
ductor superlattices with abrupt interfaces and layer thicknesses down to the monolayer range. 
The term "metal-organic" denotes the broad group of compounds that contain metal-carbon 
bonds (known as organometallic compounds), as well as those with metal-oxygen-carbon 
bonds (the alkoxides) and the coordination compounds of metals and organic molecules. In 
practice, metal alkyls, preferentially with methyl (CHJ) and ethyl (C2H5) radical groups, are 
mainly used. Appropriate compounds are mentioned in the metal-organic compounds section. 
Most of them are liquid around room temperature. They are introduced into the reaction cham- 
ber by a carrier gas \ahrated with their vapor by passing through a bubbler. The deposition 
can be performed at atmospheric or lower pressure. 

reactor 

(CH,),Ga (CH,),AI dopant 

Figure 60: Simplified schematic diagram of a MOCVD machinc. 
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The apparatus for MOCVD is sketched in Figure 60. The classical design appropriate for 
growth of GaAs and GaAlAs heterostructures is shown. Trimethyl gallium ((CH:&Ga) and 
trimethyl aluminum ((CH3)3Al) are introduced into the reactor chamber by bubbling supply 
metals for the compound formation. Group V components arc often introduced in the form 
of hydrides, such as ASH:< in the example shown. Other widely used hydrides are described 
in the hydride section. Hydrogen is usually employed as a c'arrier gas in order to protect 
the pyrolysis of alkyl and hydridc molecules involving their common hydrogen ambient. The 
integrated schemc of the chemical reactions occurring at the heated surface of the substrate is 
as follows: 

650°C 
(CH3)3Ga + AsH3 + GaAs 4 +3CH4 ' 

Acceptor impurities, such as Zn or Cd, can be introduced into the reaction chamber within 
alkyls; donor impurities: Si, S, Se, can be introduced as hydrides. For deposition of Group I l l  
nitrides (AlN, GaN, InN) ammonia (NH3) is used as a source of nitrogen. 

In order to form abrupt interfaces, for changes in either the solid composition or the dop- 
ing level, the composition of the gas ambient is changed by closing the lines supplying certain 
gaseous reactants. The volumes of the mixing system and reactor must be reasonably rnini- 
mized in order to change the composition of the gas, and the resulting material grows rapidly 
and gives sharp interfaces. The mixture of gases must be changed without affecting the total 
flow through the reaction chamber. Improved sharp interfaces are also formed when rapid ther- 
mal processing regimes are employed. Heating cycles as short as 3 0 4 0  s provide appropriate 
conditions for material deposition, but eliminate atomic interdiffusion mixing at interfaces. 

MOCVD is capable of depositing highly stoichiometric materials of virtually all AT"BV 
semiconductors and the ternaries and quaternaries based on them. It is also used successfully 
for the growth of other semiconductors, like A"R~',  and oxides. Continuous epitaxial films, 
as well as quantum wire and quantum dot structures are fabricated by this technique via 
mechanisms presented in self-organization (during epitaxial growth). There is the possi- 
bility of growing on a large number of wafers simultaneously, which meets the requirements 
of commercial mass production. Restrictions associated with MOCVD include contamination 
by carbon and the serious practical issue of safety related to handling the highly toxic and 
explosive hydrides. 

First described in: H. M. Manasevit, Single-crystal gallium arsenide on insulating sub- 
strates, Appl. Phys. Lett. 12(4), 156-159 (1968). 

metal-organic compounds (for chemical vapor deposition) - compounds consisting of met- 
als attached to organic molecules, i. e. having at least one primary metal carbon bond. Those, 
which are suitable for chemical vapor deposition, are listed in Table 4. 

First described by R. Bunsen in 1839. 

metal-organic molecular beam epitaxy (MOMRE) - see molecular beam epitaxy. 

Metropolis algorithm aims to generate a trajectory in a phase space (let it be R), which 
samples from a chosen statistical ensemble, when multidimensional integrals are numerically 
evaluated. In order to do the evaluation, it is necessary to sample complicated probability dis- 
tributions in many dimensional spaces. The normalizations of these distributions are unknown 
and they are so complicated that they cannot be sampled directly. The Metropolis rejection 
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Table 4: Metal-organic compounds for chemical vapor deposition of semiconductors and metals. 

Elcmcnt Compound Melting Boiling Vapor Prcssurc 
Point Point Equation", 

("c)  ("C) logP = A - BIT 
Formulae Name A B 

Bc (CzHs)zBc dicthylbcryllium solid at RT 14.496 5102 
dissociale at 8S°C 

Mg (CzHs)zMg diethylmagnesium solid at RT 9.121 2832 
dissociate at 17YC 

(C6HdCHn)zMg ditolylmagnesium 0.2T at 20°C 
1.XT at 70°C 

Zn (CH:+)2Zn dimethylzinc -29.2 44.0 7.802 1560 
(C2H6)2zn dicthylxinc -30.0 117.6 8.280 2109 

Cd (CH3)~Cd dimethylcadmium -4.5 105.5 7.764 1850 
A1 (CHn)nAI trimcthylaluminum 15.4 126.1 8.224 2135 

(C2Hs):A triethylaluminum -52.5 185.6 8.99gb 2361 
iso-(CqH9)3A1 tri-isobutylaluminum 4.3 7.121" 1710 
(CH:3)2NH2CH2AI trimethylaminealun~inum 

Ga (CH9)sGa trimethylgallium -15.8 55.7 k.07 1703 
(Cah)nGii triethylgallium -81.2 142.8 8.224 2222 

In (CH:3):Jn trimethylindium 88.4 135.8 10.52 3014 
(C2Hs)dn triethylindium -32 144 8.930 2815 
(CnH7)dn lripropylindium -5 1 178 

Si (CHY)QS~ tetramethylsilicon -99.1 26.6 
( ~ z ~ i ) n ~ i  tetraethylsilicon 153.7 

Ge (CH9)dGe tetramethylgermanium - 88 43.6 
( C ~ H S ) ~ G C  tctracth ylgermanium -90 163.5 

Sn (CH3)2Sn dimelhy lstanum 7.445 1620 

(CzH:,)zSn diethylstanuni liquid at RT- 6.445 1973 
dissociates at 1 50°C 

P (CHn)nP trimethylphosphine 37.8 
( C ~ H G ) ~ P  tricthylphosphinc 127 
(t-CdH9)nP tcrtiaryhutylpliosphine 215 7.586 1539 

As (CH3)sAs trimcthylarsine 51.9 7.405 1480 
( G H s ) ~ A s  triethy larsine 140 
(CH3)sAsa tctriamcthyldiarsinc 170 
( C ~ H ~ ) ~ A S  tctrabutylarsinc 7.500 1562 

Sb (CH:<):+Sb trirnethylstibium 80.6 7.707 1697 
(CzHs)sSb tricthylstibjum 1 60 

Te (CH3)zTe dimethy llellurium -10 82 7.970 1865 
(CzHs )zTe diethyltellurium 137.5 

Fc GH.5)zFe fcrrocenc solid at RT 
suhlimates at 179°C 

P in Torr, 7' in K. 'logP = A - RI(7' - 73.82). logP = A - Rl('IT - 71.82). 
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algorithm allows an arbitrarily complex distribulion with a probability density f3(R) to be 
sampled in a straightforward way without knowledge of its normalization. It generates the 
sequence of sampling points R,,, by moving a single walker according to the following steps: 

Step I. Start the walker at a random position R. 

Step 2. Make a trial move to a new position R.' chosen from some probability density 
function T(Rt t- R). Aftcr the lrial move the probability that the walker ini- 
tially at R is now in the volume elemcnt dRt is dRt x T(Rf + R). 

Step 3. Accept the trial move to R.' with probability 

A(R1 t R) = min 
T (R' + R) P(R1) 

( I '  T(Rt t R)P(R) 

If the trial move is accepted, the point R' becomes thc next point on the walk; 
if the trial move is rejected, the point R becomes the next point on the walk. If 
P(R.) is high, most trial movcs away from R will bc rcjected and the point R 
may occur many timcs in thc set of points making up thc random walk. 

Step 4. Return to step 2 and repeat the procedure. 

The initial points generated by this algorithm depend on the starting point and should be 
discarded. Eventually, however, the simulation settles down and sets of points snipped out of 
the random walk are distributed according to P(R1). 

Erst described in: N .  Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, E. 
Teller, Equation of stutr culcul(~tions by jist cwnputing rnachint~s, J .  Chem. Phys. 21(6), 
1087-1092 (1953). 

More details in: D. Frenkel, B. Smit, Understunding Molecular Sirnulution (Academic 
Press, San Diego 1996); W. M. C. Foulkes, L. Mitas, R. J. Needs, G. Rajagopal, Quantum 
Monte Curlo simulutinns qf solids, Rev. Mod. Phys. 73(1), 33-83 (2001). 

micro- - a decimal prefix representing lo-" abbreviated p. 

microcavity (in a semiconductur light emitting structure) - quantum wells sandwiched 
bctwccn two multilayer semiconduclor mirrors lhat reflect light with an efficiency of over 
99%. Any light entering the cavity containing the quantum wells is thcrcfore trapped inside, 
provided that its wavelength is twice the thickness of the cavity. The light bounces back and 
forth between the mirrors, with a fraction less than 0.1% leaking through the mirrors at each 
bounce. The ability to trap photons and electrons in the cavity is used for engineering of 
vertical-cavity surface-emitting lasers and other optoelectronic devices. 

Miller indices are used to define various planes and directions in a crystal. For a plane they 
are determined by first finding the intercepts ma, nb, pc of the plane with the three basis axes 
in terms of the lattice constant (a, b, c) - see Figure 61. 

Then the reciprocals of these numbers are taken and the results are reduced to the smallest 
three integers 17,  k ,  I having the same ratio (11 : k : 1 = I / m  : 1 / n  : I l p ) .  The obtained inte- 
gers are enclosed in parentheses (hkl) as the Miller indices for a single plane or set of parallel 
planes. In the case where the plane intersects the axes at ncgativc coordinates a minus sign 
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Figure 61: The intercepts on the axes of a latticc planc with thc Millcr indices. 

is placed above the number it applies. The designation { h , k l )  is used for planes of equivalent 
symmetry (for example { l O O }  for ( 1 0 0 ) ,  ( O l O ) ,  (TOO),  (OiO)(~ ,n r*r (OOi)  in cubic symmetry). 
The most important low indices planes in a cubic crystal are shown in Figure 62. 

Figure 62: Millcr indiccs of thc i i i o s l  i~nporlanl planes in a cubic crystal. 

The direction is indicated as [hkl] ,  with h : lc : 1 = cos a : cos 13' : cosy, where ru, / 3 ,  y arc 
the angles between this direction and the related axes in the lattice. The designation < h j l  > 
is used for a full set of equivalent direction\. Tn cubic cry\tals the [hkl] direction is normal to 
the ( h l c l )  plane. 

Miller law states that if the edges formed by the intersections of three faces of a crystal are 
taken as the three reference axes, then the three quantities formed by dividing the intercept 
of a fourth facc with onc of these axes by the intercept of a fifth face with the same axis 
are proportional to small whole numbers, rarely exceeding 6. It is also known as the law of 
rational intercepts. 

milli- - a decimal prefix representing lo-" abbreviated m. 

Minkowski space - the four dimensional space including time. In this space the unit of length 
may vary significantly with the direction in which the measurement occurs. It has the metric 
whose signature is (+, -, -, -). It is equally often chosen to be (-, +, +, +). If one denotes 
the coordinates of a point in Minkowski spacc as ( t ,  .I:, y, z ) ,  then the distance 1 between this 
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point and the origin is defined as 1" L' -zL-y"-z'. The signs of the four terms correspond 
to the signature of the metric. Notice that the right side may be negative, making the distance 
imaginary. 

It is used in the theory of special relativity, 
First described by H .  Minkowski in 1907. 

MND effect = Mahan effect 

mobility edge - a sharp boundary between states, in which electrons are localized and can 
only move by thermally excited hopping to another localized state, and the state that allow 
freedom of movement, albeit with a very short free path. 

modality - distinct types of behavior that a system can exhibit under identical or nearly iden- 
tical conditions. 

modulation doped field effect transistor (MODFET) - see high electron mobility transis- 
tor (HEMT). 

modulation doped structure - a semiconductor heterojunction based structure, in which the 
region of a heavily doped semiconductor producing charge c,arriers and the region where their 
low scattering transport is needed are separated in space. A heterostructure formed by semi- 
conductors with different band gaps is used for that. This approach is illustrated in Figure 63. 

material B material A 

unstable configuration 

material B material A 

X 

thermal equilibrium 

Figure 63: Conduction band profiles around a heterojunction Conned hy a semiconducting <mall 
gap material A and a semiconducting large gap material B. 
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In the modulation-doped structure donor impurity is introduced into the semiconductor 
with the larger band gap. The structure is neutral everywhere as long as the electrons sit on 
their donor atoms. When released they diffuse away, cross the junction and fall into the nearest 
region with a lower potential energy. There they lose energy and become trapped because they 
cannot climb the barrier presented by AEc.  Thus, the electrons appear to be space separated 
from the positively charged donors, which have produced them. The fallen electrons set up an 
electrostatic potential that tends to drive them back. As a result, a roughly triangular potential 
well for electrons is fonned at the heterojunction. This well is of the order of some nanometers 
wide. The cnergy levels in it for motion along the r direction are quantized in a similar way 
to those in a square well. Often only the lowest level is occupied. All electrons then occupy 
the same state for motion in x, but remain free to move in the other two directions. The 
two-dimensional electron gas is formed. 

The heterostructure fabricated as a superlattice composed of n-AlGaAs (greater band gap 
rnaterial) and undoped GaAs represents a classical example of modulation-doped structures. 
It demonstrates some order of magnitude increase in the electron mobility. The observed low 
temperature mobility of electrons as high as 2 x lo7 c m v - '  s-' seems to be a record for 
GaAs. Meanwhile, the electron density achieved in the two-dimensional electron gas is about 
5 x lo1' cinP2. 

The modulation doping achieves two benefits. First, it separates electrons from their donor 
atoms, thus reducing scattering of electrons by ionized impurities. Second, it confines elec- 
trons in the near junction region in two dimensions. 

First rtrscrihrd in: R. Dingle, H .  L. Stormer, A. C. Gossard, W. Weigmann, Electron 
mohilities in rnodulution doprd semiconductor hf3terojunction superlattices, AppI. Phys. Lett. 
33(7), 665-667 (1978). 

molecular beam epitaxy (MSE) - a technique of rnaterial deposition in ultrahigh vacuum. 
In principle, it has appeared as an advanced variant of chemical vapor deposition provid- 
ing better purity and crystalline perfection, as well as improved composition and thickness 
control of the epitaxial heterostructures fonncd. It is performed in a chamber evacuated to 
ultrahigh vacuum, typically of the order of lo-' ' Torr or better. At such low pressure, atoms 
and molecules injected into the chamber travel in straight lines without collisions until they 
impinge on the substrate or the chamber walls. A sketch of the apparatus for MBE is shown 
in Figure 64. 

Molecular beams are usually created by effusion cells mounted in the machine. An MBE 
machine is typically equipped with several effusion cells containing the necessary elements 
for forming the semiconductor and for doping. Their orifices are directed to the heated sub- 
strate. Growth commences when the shutters shading the cells are opened. The composition 
of the film cxn be varied by controlling the flux of each component, which is operated by the 
temperature inside the cell. The temperature of the substrate is important for the composition 
and quality of the deposited layers. Growth related defects will have no time to be annealed 
at low temperatures, while if the temperature, is too high incongruent component evaporation 
from the surface can modify its atomic composition and unwanted interdiffusion will blur the 
interfaces. The substrate may be rotated during deposition in order to have better composition 
and thickness uniformity over the deposited layers. 
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molecular beam sources 

sample preparatio 

Figure 64: Simplified schematic diagram of a MBE machine. 

An important feature of MRE is that it is performed in ultrahigh vacuum, which allows 
many electron beam and ion beam diagnostic techniques to be used to monitor the film growth 
process and for in situ analysis of the grown films. Some of the often employed electron beam 
probing techniques are Auger electron spectrometry (AES), low energy electron diffraction 
(LEED), refleclion high-energy electron diffraction (RHEED), X-ray and ultraviolet photoe- 
mission spectroscopy (XPS and UPS). The ion based probe is usually secondary ion mass 
spectrometry (SIMS). 

The one most commonly used for monitoring the growth process in MBE machines is 
RHEED. It is performed with thc clcctron beam directed at nearly grazing incidence to the 
surface of the sample. The pattern of difrracting electrons is viewed on a fluorescent screen. 
As the surface changes in a periodic way as a new monolayer is grown, it can be observed in 
the intensity and pattern of the RHEED signal. The diffraction pattern reveals the structure of 
the surface. 

A wide range of methods has been developed from the basic MBE. Examples are chemical 
beam epitaxy (CBE) and metal-organic molecular beam epitaxy (MOMBE), where the 
solid sources of conventional MBE are replaced by similar precursors to those used in CVD 
and MOCVD proceTses. All are aimed at improving control of the thickness and composition 
of thc layers to improve the performance of the resulting devices. 

The MBE and related techniques are usually used for fabrication of high quality superlat- 
tices for quantum wells on the basis of A"'BV and Si-Ge heterostructures. Their advantages 
include highly abrupt junctions between different materials and precise control of the par- 
ticular layer thickness. Moreover, periodically arranged self-organized quantum wires and 
quantum dots of these materials can also be fabricated under the conditions presented in 
self-organization (during epitaxial growth). The main drawback of the MBE techniques in 
commercial applications is their slow throughput and high cost. 
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first described in: B .  A. Unvala, Epitaxial growth oj'siliron by vacuum evtrj~oration, 
Nature 194, 966 (1962) - first attempt to grow epitaxial silicon in vacuum with a techniques 
similar to MBE; J .  R. Arthur Jr., Intemction cf Ga and Asz mnleculur beams with CaAs 
surfaces, J .  Appl. Phys. 39(8), 40324034 ( 1  968) - demonstration of the technique that is now 
called molecular beam epitaxy; in the late 1960s A. Cho and J. Arthur at Bell Laboratories 
developed thc MBE technique to grow multilayer heterojunction structures with atomically 
abrupt interfaces and precisely controlled compositional and doping profilcs over distances as 
short as a few tens of angstroms. 

molecular crystal - a solid formed by inactive atoms, such as the inert gases, md salurated 
with molecules, such as hydrogen, methane and benzene. They are usually bound together by 
weak electrostatic forces, have low melting and boiling points and generally evaporate in the 
form of stable molecules. 

molecular dynamics (simulation) - a technique to compute the equilibrium and transport 
propertics of a classical many-body system. "Classical" means that the motion of the con- 
stituent particles obeys the laws of classical mechanics. 

Molecular dynamics simulation often realias the search of the optimal atomic configura- 
tion by means of step-by-step motion of atoms to the sites providing zero balance of the static 
forccs acting on each atom in the structure. This configuration has the lowest energy and thus 
it has to be stable. The motion of the ith atom is described by Newton's equations: 

where r, ( t )  is the coordinate, v, ( t )  the velocity, and M the mass of the zth atom. The number 
of atomq in the structure is N. Given that the classical N-body problem lacks a general 
analytical solution, the only path open is numerical integration. 

The force F, acting on every atom is calculated using a many-body potential for the atomic 
interaction in the system under consideration. If it is not known, pairwise additive interactions 
between the ith atom and all other ones (jths) are assumed to represent the many-body case 

It depends on the positions of all atoms and the velocity of the ith one. The force F,,7, rep- 
resenting interaction between the 1:th and jth atoms, as in the molecular dynamics approach, is 
determined by a many-body potential or more easily by the potential of pair atomic interaction 

where r,, = r, - r,. The pair potential IJ7 ,  can be given in the form of a Lennard-Jones, 
Born-Mayer or screened Coulomb potential, or in another form adequatc to the peculiari- 
ties of interaction between the atoms to bc simulated. 
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As soon as all forces acting between the atoms have been described, Newton's equations of 
motion can be integrated. The solution is specified completely once the law of force between 
interacting particles is given. To start the simulation, we should assign initial positions and 
velocities to all particles in the system. The atom positions should be chosen to be compatible 
with the structure that we are aiming to simulate. A particularly simple choice is to start 
with the atoms at the sites of a regular undisturbed lattice. Random directions and a fixed 
magnitude based on temperature are assigned to the initial velocities. They are also adjusted 
to ensure that the center of mass of the system is at rest, so any overall flow is eliminated. 

The choice of a particular algorithm for the numerical integration depends on the complex- 
ity of the structure to be simulated, the available computer facilities and the desired accuracy 
of the simulation. Meanwhile, the integration procedure supposes that after each time step new 
positions of atoms are computed and their coordinates are updated simultaneously. Newton's 
equations of motion are solved until the acting static forces no longer change with time, so one 
can conclude that the structure has equilibrated. Actual positions of atoms in the equilibrated 
structure are calculated. 

More  detail^ in: D. C. Rapaport, The Art of Molecular Dynamics Simulation (Cambridge 
University Press, Cambridge 1995). 

molecular electronics - a field of research and development of information processing de- 
vices with single molecules. The basic idea of molecular electronics is to use individual 
molecules as wires, switches, rectifiers, and memories. Another conceptual idea that is ad- 
vanced by molecular electronics is the switch from a top-down approach, where the devices 
are extracted from a single large-scale building block, to a bottom-up approach in which the 
whole system is composed of small basic building blocks with recognition, structuring, and 
self-assemhly. The great advantage of molecular electronics is the intrinsic nanoscale size 
of the ~ncdecular building blocks that renders this technology potentially competitive with the 
conventional integrated circuit technology. 

Fmt describrd in: A. Aviram, M .  A. Ratner, Molecular rertifiers, Chem. Phys. Lett. 
29(2), 277-283 (1974). 

More details in: A. Aviram, M. A. Ratner (eds), Molecular electronics scimce and tech- 
nology Ann. N .  Y. Acad. Sci., 852 (1998), A. Aviram, M. A. Ratner, V. Mujica (eds), Mnler- 
ulur ~ I ~ r ~ r o n i c s  II Ann. N .  Y. Acad. Sci., 960 (2002). 

molecular mechanics (simulation) - a technique to compute the equilibrium atomic arrange- 
ments of solids. It supposes no permanent motion of atoms while searching for their equilib- 
rium arrangement. A static relaxation procedure is used in this approach. Its methodology is 
based on the analysis of the total potential energy of the structure. This energy is calculared for 
different atomic arrangements. The atomic configuration characterized by the lowest energy 
is concluded to be the equilibrium. 

Initial positions of atoms and the potential of their pair interaction used for calculations 
are chosen using the same criteria as in molecular dynamics. Coordinates of atoms can be 
changed simultaneously or atom-by-atom. The accuracy of the prediction of the equilibrium 
atomic conliguration depends to a great extent on the experience and intuition d the person 
performing the simulation and the number of arrangements calculated. Such an approach 
can be used not only within classical mechanics formalism but also when quantum mecha- 



Moller scattering 191 

nics calculations of the total energy of the structure under consideration are performed. An 
application of the Monte Carlo method makes the results obtained statistically weighted. 

molecular nanoelectronics - see molecular electronics. 

molecular orbital - an orbital formed by atomic orbitals when atoms are coupled in a mole- 
cule. 

a orbital (0 state) is a molecular orbital that has cylindrical symmetry around the inter- 
nuclear axis. It resemblec an s atomic orbital when viewed along the axis. The s orbital 
combinations have no angular momentum around the molecular axis. 

7~ orbital (7t state) is a molecular orbital, which is perpendicular to the internuclear axis. 
The notation 7c is the analogue of p for orbitals in atoms. 

The atomic orbitals producing molecular orbitals may overlap constructively or destruc- 
tively thus resulting in bonding or antibonding orbitals, respectively. 

The molecule orbitals of homonuclear diatomic molecules can be labeled with a subscript 
g or u that specifies their parity indicating their behavior under inversion. The subscript g 
stands for gerade (Gennan for "even") and u for ungerade (German for "odd") representing 
the fact that the wave function of the orbital can be even or odd when inverted through a point 
midway between the atoms. The bonding combination for (J orbitals is gerade. For 7t orbitals, 
the bonding combination is ungerade. A gerade T orbital is zero on the plane bisecting the 
bond. Examples of bonding combinations of atomic orbitals and resultant molecular bond 
designations are sketched in Figure 65. 

atom A atom A 

atom €3 

cr orbitals n: orbitals 

Figure 65: Coupling of atomic orhitals in diatomic mc~lecules. 

molecular orbital theory - see Hund-Mulliken theory 

Moller scattering - scattering of electrons by electrons. 
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momentum operator - 

monoclinic lattice -a  Bravais lattice with a unit cell having a single two fold symmetry axis 
or a singlc symmetry plane. 

monolayer (ML) - the thinnest layer containing a stoichiometrically complete set of atoms, 
i. e. one molecule thick. 

Monte-Carlo method - a numerical simulation technique employing a random sample of the 
coniiguratirmal state to obtain an approximate vdue of the average of a physical quantity. The 
Metropolis algorithm can be applied for sampling. The name "Monte Carlo" was chosen 
because of the extensive use of random numbers in Ihe calculations. 

The method is readily used for simulation of natural stochastic processes, like particle 
transport in matter, and for numerical calculations of many dimensional integrals, sums, inte- 
gral and matrix equations. 

F i r ~ t  described in: N .  Metropolis, S .  Ulam, The Monte Carlo method, J .  Am. Stat. Ass. 
44(247), 335-341 (1 949). 

More details in: D, Frenkel, B .  Smit, Understunding Molrcular Simulation (Academic 
Press, San Diego 1996). 

Moore's law states that the maximum number of individual integrated circuit components, 
which can be integrated within the most advanced singlc silicon chip, is doubling every year 
(see Figure 66). 

Figure 66: Evolutic~~ of thc number of transistors in a single CPU (ccntral processing unit) 
versus thc ycar. The graph i s  hascd on the Intel CPU. 

Firs1 drsi.rib~d in: G. E. Moore, Cramming more components onto integrated circuits 
Electronics 38(X), 114-1 16 (1965). 
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Morse potential - an interatomic pair potential of the form: V ( r )  = A exp(-ar)  + 
B cxp(-br), where r. is the interatomic distance and A, u,  B, b are fitted parameters. 

First described in: P. M .  Morse, Diatomic molecules ncmrding to the wave mechanics. 11. 
Vibrational levels, Phys. Rev. 34(1), 5744  (1929). 

Morse rule - an empirical relationship between an equilibrium interatomic distance r in a 
diatomic molecule and its equilibrium vibrational frequency w in the form wr*' = 3000 f 
120 cm-l. 

MOS - acronym for a metal/oxide/semiconductor structure or electron device. 

MOSFET - acronym for a metal/oxide/semiconductor field effect transistor. 

Miissbauer effect - recoil-frce resonance absorption and emission of gamma-rays by nuclei. 
It is illustrated in Figure 67. 

radioactive absorber transmission 
parent emitter or scatter detector 

+ 
+ 
+ 

Figure 67: The Miissbauer cffcct. 

A gamma-ray resulting from a nuclear excitation following the beta-decay of a radioactive 
isotope parent is removed from a collimated beam by resonantly re-exciting another or the 
same species. The emitted radiation is then absorhed or scattered by thc target nuclei. The 
transmitted fraction is recorded with the use of a detector. 

When a radioactive isotope is placed in a material, it may emit gamma-radiation of rela- 
tively low energy without crcating or annihilating any phonons. The gamma-ray carries the 
total energy of the transition and may be absorbed by the nuclei in the reverse process in 
a recoil-free fashion. Thus, resonance occurq between two nuclei. Every phase containing 
Mijssbauer isotopes exhibits an energy absorption spectrum with characteristic hyperfine in- 
teraction paramctcrs, which are fingerprints of the phase. It is used for phase analysis of mat- 
ter. The Miissbauer isotopes are "?w, l1''~it, 12'Sb, 12:,Te, 12~11(r ; ld i~~~t i~e) ,  15'J3u, l F 1 ~ y ,  
17'yb, lg7Au, 2q17~p(radioactive). 

First described in: R. L. Mtissbauer, Nuclear resonance absorption of gamma-rays in 
~rl'", Naturwis~ensch. 45(22), 538-539 (1958); R. L. Mossbauer, Nudear r~sonanceflr~orm- 
cence in 1rlWlfor Ra?nmu rays, 2. Phys. 151(2), 124-143 (19%). 

R~cogrzition: in 1961 R. L. Mossbauer rcceived the Nobcl Prize in Physics for his rc- 
searches concerning the resonance absorption of gamma ri~diation and his discovery in this 
connection of the effect which bears his name. 

See also www.nobel.sc/physics/laureates/l96I/index.html. 

Miissbauer isotopes - see Mossbauer effect. 
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Mott-Hubhard transition - a transition from metallic to insulator properties in solids due 
to a sufficiently strong electron-electron interaction that produces a gap for current-currying 
charge excitations in systems with an integer average number of electrons for a lattice site. 
Consider a model consisting of hydrogen atoms forming a simple cubic lattice with adjustable 
lattice parameter no. The many-body wave function is described, within a tight-binding 
scheme, in terms of atomic 1s orbitals centered on the nuclei R,. The effects on the total 
energy as a consequence of electrons hopping onto neighboring sites can be estimated. If 
the electrons have more room, on increasing the lattice constant, their kinetic energy would 
reduce. On the other hand the Coulomb repulsion energy of the electrons increases by an 
energy U for each double occupancy. If a0 exceeds a critical value a,, the system will become 
an insulator. This idea, due to Mott (see also Mott metal-insulator transition), can also be 
understood within the one-band Hubbard model (see Hubbard Hamiltonian). When there is 
one electron per lattice site on average and the interaction iJ is large compared to the band- 
width W,  a charge gap of the order of A = 11 - W will be produced in the system. This 
metal-insulator transition is hence called the Mott-Hubbard transition. 

First described in: N .  E Mott, The hasis oj'the electron throi-y of metals, with special 
rqferenre to fhe tmnsition metals, Proc. Phys. Soc. A 62, 416-422 (1949); J. Hubbard, 
Electron rorrelutions in narrow energy hands. I-N, Proc. R. Soc. London, Ser. A 276, 
238-257 (1963); 277,237-259; 281,401419 (1964); 285,542-560 (1965). 

Mott insulator - a material that from the band description should behave like a metal, but 
nonetheless is an insulator because of localization of electrons on individual atoms by the 
Coulomb interaction. 

Mott law - see hopping conductivity. 

Mott metal-insulator transition - a solid loses its metallic character when the concentra- 
tion of electrons in it is so large that the average electron separation .rl,-l/%ecomes signifi- 
cantly larger than four Bohr radii r ~ - ' / '  >> 4 0 ~ .  Above a certain critical electron density the 
screening length becomes so small that electrons can no longer remain in a bound state. This 
produces metallic behavior. Below this critical electron concentration the potential well of the 
screened field extends far enough for a bound state to be possible. There is a critical value 
of the lattice constant (lattice of hydrogen atoms at absolute zero) that separates the metallic 
state (smaller values) from the insulating state (larger values) n, = 4 . 5 ~ ~ .  The metallic state 
appears when a. conduction electron starts seeing a screened Coulomb interaction from each 
proton. 

First described in: N .  F. Mott, On t h ~  tmnsitiorz to metullic conduction in semironductors, 
Can. .I. Phys. 34(12A), 1356-1368 (1956). 

Recognition: in 1977 P. W. Anderson, N. F. Mott and J. H. van Vleck received the Nobel 
Prize in Physics for their fundamental theoretical investigations of the electronic structure of 
magnetic and disordered systems. 

See also www.nobel.se/physics/laureates/l977/index.html. 

Mott scattering - scattering of identical particles due lo a Coulomb force. It is typical for 
transition metals whose d band is only partially occupied and, therefore, the Fermi level 
in these metals intersects not only the conduction but also the d bands. Moreover, since the 
atomic wave functions of dlevels are more localized than those of the outer levels, they overlap 
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much less, which means that the d band is narrow and the corresponding density of states is 
high. This opens up a new very effective channel for scattering of conduction electrons into 
the d band. This scattering mechanism explains why all transition metals are poor conductors 
compared with noble metals. 

First described in: N .  E Mott, El~ctrons in transition metals, Adv. Phys. 13, 325422 
(1 964). 

Mott-Wannier exciton = Wannier-Mott exciton. 

mRNA - messenger RNA, see RNA. 

muffin-tin approach - an approximation of atomic potentials in solids by the spherically 
symmetrical function of the radius r,,,, , which is a muffin-tin radius, and by a constant in the 
region between spheres. This potential function is called muffin-tin potential. The potentials 
of two neighboring attoms do not overlap. 

First described in: J .  C. Slater, Wave functions in a periodical potential, Phys. Rev. 
51(10), 846-851 (1 937). 

muffin-tin orbital - a piecewise function consisting of the solution of the Schrodinger equa- 
tion for an isolated atom within a sphere of given radius and a zero kinetic energy tail function 
outside this region. 

muffin-tin potential - see muffin-tin approach. 

Mulliken transfer integral - the energy involved in moving an electron from one site in a 
crystal to a nearest neighbor site. 

First described in: R. S .  Mulliken, Overlap integrals and chemical binding, J .  Am. Chem. 
SOC. 72( 1 O), 44934503 (1950). 

multiplet - a collection of closely spaced energy levels, which appear kom a single energy 
level as a result of splitting due to a relatively weak interaction. 

multiquantum well - see quantum well. 



N: From NAA (Neutron Activation Analysis) to 
Nyquist-Shannon Sampling Theorem 

NAA - acronym for neutron activation analysis. 

Nabla-operator - the differenlial operator, which in Cartesian coordinates is V = ( i J /&  + 
i3/thrl + i ) / i ) z ) .  Its applications to scalar J(r) or vector A(r) fields are: 

VJ(r) = grad f, V . A(r) = divA, V >: A(r) = curlA. 

nano- - a decimal prefix representing 10-" abbreviated n. 

nanocrystallite - a crystal of nanometer (1 nm = 10-%) dimensions. 

nanoelectronics - the field of science and engineering dealing with the fabrication, study 
and application of nanosize electronic devices for information technologies. Quantum effects 
gcnerally determine the operational principles of these devices. 

Move dr.tuils in: R. Compand Ed. Technology Roudrnap for Nunoelertronics; Office for 
Official Publications of the Europciin Communities: Luxembourg 2000. 

nano-flash memory device - a  flash memory device similar in structure to a MOS field effect 
transistor (see MOSFET) except that it is a three terminal device with two gate electrodes, 
one on top of the other. The top electrode forms the control gate, below which a floating gate 
is capacitively coupled to the control gate. The memory cell operation involves putting charge 
on the floating gate or removing it, corresponding to two logic levels. Nanoflash devices 
utilize single or multiple nanoparticles as the charge storage element. 

More details in: B.  G.  Streetman, S. Banerjce Solid State Electronic Devicrs (Prentice 
Hall, New Jersey 2000); R. Compan6 Ed. Trdznology Roadmop,for N~noelectronic~; (Office 
lor Official Publications of the European Communities, Luxembourg 2000). 

nanuimprinting - see imprinting. 

nanolithography - lithography at the nanometer scale. 

nanophotonics - the field of science and engineering dealing with the fabrication, sludy and 
application of optical phenomena at the nanoscale. It deals with structures and processes 
which are spatially localized in domains smaller than the wavelength of visible radiation. 
The field includes nanoscale confineincnt of radiation (see NSOM and photonic crystals), 
nanowale confinement of matter, nanoscale physical or photochemical transformations. 

Whur i, Wlzol m fhr Notrowtwlrl: A IIurrdbook on Nwrovcirncc und Nu!torrt.hrnrlu,g' 
Victor E. nrtrivcnko and Strfavnr Chaicini 
Copyright 63 200.1 Wilcy-VCH Vrrlilg FmhH & Co. K G ~ B A .  Wcinhcim 
ISnN: 3-527-40493.7 
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nanostructure - an ensemble of bonded atoms that have at least one dimension in the range 
of one to some hundred nanometers ( I  nm = 10 = lo-" m). 

nanotechnology - an ability to fabricate structures consisting of individual atoms, molecules 
or macromoleculiu blocks in the length scale of approximately 1-100 nm. It is applied to 
physical, chemical and biological systems, in order to explore their novel and differentiating 
properties and functions arising at a critical length scale of matter typically under 100 nm. 

nascent state - the condition of a chemical element at the instant of its liberation as a result 
of a chemical reaction. In some cases, the element will remain in the atomic state for an 
appreciable time before assuming its normal molecular condition. During this interval further 
chemical reactions are facilitated. 

near-field region - the area closest to w aperture or source of electromagnetic waves where 
the diffraction pattern differs substantially lrom that observed at an infinite distance. 

near-field scanning optical microscopy (NSOM) - a type of scanning probe microscopy 
that maps the near-field electrical and optical prc~perties of semiconductor structures on a 
nanometer scale. NSOM (also often termed SNOM - scanning near-field microscopy) is 
a technique in which a tapered optical fiber is held atop a sample within a fraction of the 
wavelength and scanned across its surface, thus circumventing the far-field wave physics and 
its limitations (see Abbe's principle). It is illustrated in Figure 68. 

light 

far-field imaging near-field imaging 

Figure 68: Comparison ot far-field and near-field imaging ol'a sample. (A) Far-ficld imaging. 
Light is diffracted so that thc area illuminated is largcr than [he aperture. Sub-A dcta~ls of Ihe 
iniapc arc lost. (R)  Near-Geld imaging. Thc arca ~lluminated corresponds wcll, w ~ l h  [he aperture 
of thc opticv. From hllp://www.thern~omicro.co~n/products/aurora.htm. 

At each point in the SCW, the optical radiation emitted by the sample is collected from 
the near-field through the small aperture created by the tip of the tapered fiber. The spatial 
resolution of the scan is determined by the tjp-sample distance and by the tip size. With the 
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most widely used aperture probe, resolutions well below 100 nm have been demonstrated. 
In addition different apertureless techniques have been developed, some of which resulted in 
resolution down to a few nanometers, NSOM has the potential of extending the resolution of 
techniques such as fluorescent labelling, yielding images of cell structures on the nanoscale. 

First described in: E. H .  Singe, A suggested rnethod+for extending microscopic resolution 
into the ultra microscopic region, Phil. Mag. J .  Sci. 6, 356-362 (1928) - the suggestion; E. 
A. Ash, G. Nicholls, Super-resolution uperture scanning microscope, Nature 237, 5 10-5 12 
(1972) - demonstration for micro-wave radiation; D. W. Pohl, W. Fischer, M. Lanz, Optical 
stethoscopy: image recording with resolution MU, Appl. Phys. Lett. 44(7), 651-653 (1984) 
and E. Retzig, A. Lewis, AQ. Hnrootunian, M. Isaacson, E. Kratschmer, Near-;fieM scunning 
optical microscopy (NSOM), Biophys. J .  49, 269-279 (1986) - practical development for the 
optical range. 

Mow det~u'ls in: R. C. Dunn, Near-field scanning optical microscopy, Chem. Rev. 99(10), 
2891-2927 (1999). 

Nee1 point (temperature) - the temperature above which particular antiferromagnetic prop- 
erties of a substance disappear. 

first described in: L. Nkel, Influenre of th(~~fluctuutions of the molecular~field on the 
magnetic properties of bodies, Ann. Phys. (Paris) 18, 1-1 05 (1932); PwpriMs magn6tiques 
de /'&tat m&tullique et inergie d'inreractkw mtre atomes magnPtiques. Ann. Phys. (Paris) 5, 
232-279 (1936). 

Nee1 wall -boundary between two magnetic domains in a thin film in which the magnetization 
vector remains parallel to the faces of the film on passing through the wall. 

negative differential resistance - a property of some electric circuit components and nct- 
works, which enables them to behave like a power source and supply energy to a system con- 
nected to their terminals. It is typically a dynamic effect represented by the current-voltage 
characteristics shown in Figure 69. 

Voltage Voltage 

Figure 69: Current-voltage characteristics representing two types of negative differential rcsis- 
tance of an electronic component or circuit. 

nematic phase - a form of liquid crystal with the appearance of moving, threadlike struc- 
tures, particularly visible when ohserved in thick specimens with polarized light. In this phase, 
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the molecules of the crystal are parallel and able to travel past each other following the direc- 
tion of their longitudinal axes. This form has one optical axis that occupies the direction of an 
applied magnetic field. The transition from the isotropic licluid state to the nematic phase is a 
first order phase transition. 

NEMS - acronym for a nano-electromechanicitl system. Like MEMS (micro-electro- 
mechanical system), it is a marriage of semiconductor processing to mechanical engineering, 
but at the nanometer scale. NEMS opens the way to very-high frequency mechanical devices, 
ultra-low power signal processing, high sensitivity to applied forces. 

Nernst effect - development of a transverse electric field in an electric conductor with zero 
current passing through it when there is a temperature gradient in the conductor and a trans- 
verse magnetic field is applied to it. This field is defined as E = QVT x H, where CJ is the 
Nernst coefficient. It is also known as the Ettingshausen-Nernst effect. 

First described by W. H.  Nernst in 1886. 

Nernst-Thomsun rule states that in a solvent having a high dielectric constant the attraction 
between anions and cations is small so that dissociation is favored, while the reverse is true in 
solvents with a low dielectric constant. 

Neumann-Kopp7s rule states that the heat capacity of 1 mole of a solid substance is approxi- 
mately equal to the sum over the elements forming the substance of the heat capacity of a gram 
atom of the element times the number of atoms of the element in a molecule of the substance. 

Neumann principle states that the symmetry elements of the point group of a crystal are 
included among the symmetry elements of any property of the crystal. 

neural network - a computing paradigm that attempts to process information in a manner 
similar to that of the brain. It differs from artificial intelligence in that it relies not on prepro- 
gramming hut on the acquisition and evolution of interconnections between nodes. 

neutron - a subatomic particle with no net electric charge, spin h,/2 and a mass of 
1 .ti749543 x 10-'7 kg (slightly greater that that of a proton). A neutron is classified as a 
baryon and consists of two down quarks and one up quark. 

First described in: J .  Chadwick, Possihlr cxisterice of a neutron, Nature 129, 31 2 (1932). 
Recognition: in 1935 J .  Chadwick received the Nobel Prize in Physics for his discovery 

of the neutron. 
See also www.nobel.se/physics/laureates/l932/index.html. 

neutron activation analysis (NAA) is based on bombarding a sample with neutrons, resulting 
in the production of a radioactive isotope of the element of interest. Thermal neutrons (energy 
about 0.025 eV) are usually used. Gamma-rays emitted by the radioactive isotope are then 
analyzed. The energy of the radiation is characteristic of the radioactive isotope. It is used for 
the identification of chemical elements, i. e. for qualitative analysis. The number of gamma 
rays emitted correlates to the number of particular atoms in the sample, which is appropriate 
for quantitative analysis. 
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Newton's laws of motion - (I) a particle not subjected to external forces remains at rest 
or moves with constant speed in a straight line; (2) an acceleration of a particle is directly 
proportional to the resultant external force acting on the particle and is inversely proportional 
to the mass of the particle; (3) if two particles interact, the force exerted by the first particle on 
the second particle (called the action force) is equal in magnitude and oppclsite in direction to 
the force exerted by the second particle on the first particle (called the reaction force). They 
form the basis of classical, or Newtonian, mechanics, and have proved valid for all mechanical 
problems not involving speeds comparable with the speed of light. 

First drscribed in: I. Newton, Phihphiae Naturalis Principiu Muthematica (The Mathe- 
matical Principles of Natural Philosophy), 1687. 

Newton-Raphson iteration - a technique to find out the solution satisfying the equation 
.f ( E )  = 0. In this technique, if h',, is a first guess to the solution, then a better estimate 
is = Erl - , f (En)/ . f l (&).  The new estimate En+z i s  then used to generate a second 
approximation E1L+3, and SO on, until the successive eslimates converge to a required accuracy. 

Nielsen theorem states that a state lljl > transforms to 14 > using local operations and clas- 
sical communication if and only if A,,: is majorized by A+ (see also majorhation). Morc 
succinctly, l$t >+ 14 > if A,,, 4 A$, where A,,, denotes the vector of eigenvalucs of 
$,,, = for(\7/> >< $1). 

First descrihpd in: M .  F. Nielsen, Coriditions for a cluss qf rn tang l~m~nt  trunsfimmtinns, 
Phys. Rev. Lett. 83(2), 436-439 (1999). 

nitrate - a salt produced by the action of nitric acid (FINO:<) on a metal. The gencral formula 
of nitrates is Me(HN03),,, where n represents the valency of the metal Me. 

nitride - ii conipound formed by thc combination of an element with nitrogen. 

nitrite - a salt of nitrous acid (HN02). 

NMR - acronym for nuclear magnetic resonance. 

noble gases = inert gases. 

noble metals - metals with resistance to the attack of general chemical reagents: Hg, Ag, Au, 
Pt, Pd, Ru, Rh, Ir, 0s .  

Noether theorem states that cvery time a physical system is left invariant under a continuous 
transformation, a conserved quantity can be derived. 

First described in: E. Noether, Invnrinnk Kniatinnsprohlern~, Gott. Nachr., Math. Phys. 
Klasse 235 (1918). 

noiseless coding theorem - see Shannon's theorems. 

noisy channel coding theorem - see Shannon's theorems. 

noncloning theorem states that the linearity of quantum mechanics forbids exact replication 
of quantum states. This means that quantum information cannot be duplicated or cloned 
(accurately copied). 

First described in: W. K.  Wootters, W. H. Zurek, A single quantum rannot be rlonrd, 
Nature 299, 802-803 (1 982). 
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noncrossing rule states that the polential energy curves of diatomic molecules of the same 
electronic species never cross. 

First desrribed in: J .  von Neumann, E. Wigner, Noteworthy discrert rigmvalues, Phys. Z. 
30,465467 (1 929) - in German. 

Nordheim's rule states that the residual resistivity of a binary alloy containing a mole fraction 
:1: of one element and I - x of the other is proportional to x(I - r ) .  

normal distribution = Gaussian distribution. 

Notre Dame architecture - see quantum cellular automata. 

NRA - acronym for nuclear reaction analysis. 

NSOM - acronym for near-field scanning optical microscopy. 

nuclear magnetic resonance (NMR) - some nuclei placed in a slatic magnetic field resn- 
nantly absorb energy from a radio frequency field at certain characteristic frequencies. The 
magnetic field forces magnetic moments, i. e. spins, of all the nuclei in the sample to line 
up and precess around the direction of the field. The spins all precess at the same frequency 
but with random phases. The radio frequency radiation directed at the sample disturbs the 
alignment of the spins and produces a state in which the phases are coherent. Thus, the fre- 
quency of the resonance coincides with the 1,arrnor frequency of precession of the nuclei in 
the magnetic field and is proportional to the strength of the licld. 

Nuclear magnetic resonance spectroscopy is used to study molecular structures of matter. 
First descrihpd in: E. M. Purcell, H. C. Torrey, R. V. Pound, Resonance absorption by 

nrdeur rnagnctir moments in a solid, Phys. Rev. 69(1), 37-38 (1946); F. Bloch, Nuclrur 
induction, Phys. Rev.70(7/8), 460-474 (1946). 

More drtuils in: C. P. Slichter, Prinriples oj'Mugnrfic Resorinnce (Springer Verlag, Berlin 
1990). 

Recognition: in 1952 F. Bloch and E. M. Purcell received the Nobel Prize in Physics for 
their development of new methods for nuclear magnetic precision measurements and discover- 
ies in connection therewith; in 2003 P. C. Lauterbur and P. Mansfield received the Nobel Prize 
in Physiology or Medicine for thcir discoveries concerning magnetic resonance imaging. 

See also www.nobel.sc/physics/laureates/1952/index.html. 
See also www.nobel.se/medicine/laureates/2003/indl. 

nuclear reaction analysis (NRA) involves probing a sample with light ions accelerated to 
approximately one tenth of the speed of light and measuring the energies and yields of the 
resulting nuclear reaction products. It is often used instead of Rutherford backscattering 
spectroscopy when the matrix contains elements heavier than the isotope of interest. The list 
(see Table 5) of usually used particle-particle nuclear reactions is given in Table 5. 

For many elements, e. g. oxygen, nitrogen, carhon, aluminium, magnesium and sulfur, the 
use of a deuterium prohing beam (rather than protons or helium) can give enhanced sensitivity 
and accuracy owing to larger nuclear reaction cross sections, better defined spectral features 
and less background interference. 

As the technique is isotope specific, it is independent of chemical or matrix effects provid- 
ing depth profiling nondestructively. 
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Tahle 5: Usually used particle-particle nuclear reactions. 

with protons 

% i ( ~ , ~ H e ) ~ H e  

' ~ i ( ~ , ~ H e ) ~ H e  

' l ~ ( p , ~ H e ) ~ ~ e  

1 5 ~ ( p , 4 ~ e ) ' 2 ~  

1 8 0 ( p , 4 ~ e ) ' s 5 ~  

with deuterons with Helium-3 ions 

D ( : ' H ~ , ~ ) ~ H ~  

12C(%e,d)14~ 

1"(%e,4He)11 C 

13C(3He,p)15N 
l I I c ( 3 ~ ~  'A ) l 4 ~  

1 " ~ ( " c , Q ~ e ) 1 2 ~  

1 4 ~ ( : i ~ e , p j 1 " ~  

14~(%e,4~e) ' : iN 

1 F O ( 3 ~ e , 4 ~ e ) 1 5 ~  

' % ( ' ( H C , ~ ) ~ ~ F  

nucleon - a collective name for a proton or a neutron, the main constituents of atomic nuclei. 

nucleotide - a building unit of nucleic acids consisting of a heterocyclic base, a sugar (ribose 
or deoxyribose), and phosphoric acid. See more in DNA. 

nutation - nodding of the axis of a top about the cone of precession caused by impulses or 
rearrangement of the mass of the top. 

Nyquist criterion - in image acquisilion, it postulates that the pick-up sampling frequency 
must be a minimum of twice the rate of brighlness change of any detail to be resolved. 

Nyquist formula describes thermal generation of noise, also called Johnson-Nyquist (or 
Nyquist) - noise, in an electrical resistor I? related to the charge fluctuation in it at temperature 
T:  AVz = 4knT RA f .  The fluctuation is regarded as being produced by a ~ e r o  impedance 
voltage generator AV in series with the resistor producing frequency components in a narrow 
bandwidth A f .  

First described in: H. Nyquist, Thermal agitation qf elwtric churge in conductors, Phys. 
Rev. 32(1), 110-1 14 (1 928). 

Nyquist frequency -a frequency equal to twice the frequency of the highest frequency signif- 
icant spectral component of a signal (see also Nyquist-Shannon sampling theorem). Signals 
sampled at rates higher than the Nyquist frequency can, theoretically, be accurately recon- 
structed from the sampled data. 

Nyquist interval - see Nyquist-Shannon sampling theorem. 
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Nyquist noise - see .Johnson-Nyquist noise. 

Nyquist-Shannon interpolation formula states that if a function .s(z) has a Fourier trans- 
fmn  F[s(:x:)] = S ( J )  = O for I f  1 > W, then s ( x )  can be recovered from its samples s,, 
as 

(Xi 
sin[n(2Wr - n)] 

.(:I:) = C Sn - 
n=-oZ, 

n(2W.r - 17) . 

Nyquist-Shannon sampling theorem states that, when an analog signal is converted into 
digital one (or otherwise vampling a signal at discrete intervals), the sampling frequency must 
bc originated perfectly from the sampled version. If the sampling frequency is less than this 
limit, then frequencies in the original signal that are above half the sampling rate will be 
"aliased" and will appear in the resulting signal as lower frequencies. Therefore, an analog 
low pass filtcr (called an anti-aliased filter) is typically applied beforc sampling to ensure that 
no components with frequencies greater than half the sample frequency remain. The theorem 
also :tpplics when reducing the sampling frequency of an existing digital signal. 

If a function s(x) has a Fourier transform F[s(r)] = S'( f )  = O for I f  1 > W ,  then it is 
completely determined by giving the value of the function at a series of points spaccd 1/(2W) 
apart. The values s ,  = s ( n l ( 2 W ) )  are called the samples of s(s).  The function s(x) can be 
recovered from i t s  samples by the Nyquist-Shannon interpolation formula. 

The minimum sample frequency that allows reconstruction of the original signal, that is 
2W samples per unit distance, is known as the Nyquist frequency, (or Nyquist rate). The 
time between samples is called the Nyquist interval. 

It has to be noted that even if the concept of "twice the highest frequency" is the more 
commonly used idea, it is not ahsolute. In fact the theorem holds for "twice the bandwidth", 
which is totally different. Bandwith is related to the range between the lowest and highest 
frequencies that represent the signal. Bandwidth and highest frequency are identical only in 
baseband signals, that is, those that go very nearly down to direct current. This concept leads 
to what is called undersampling, that is often used in software-defined radio systems, which 
are radio communication syqtems employing software for modulation and demodulation of 
radio signals. 

The theorem is a fundamental tenet in the field of information theory. 
First described in: H .  Nyquist, Certain topics in telegraph transmission theory, Trans. 

ATEE 47(4), 617-644 (1928) - first formulated; C. E. Shannon, Communiration in the pres- 
enre of noise, Proc. Inst. Radio Eng. 37(1). 10-21 (1 949) - formally proved. 
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octet rule states that atoms combine to form molecules in such a way as to give each atom an 
outer shell of eight electrons, i. e. an octet. 

First described hy I. Langmuir in 19 19. 
Recognition: in 1932 1. Langmuir received the Nobel Prize in Chemistry for his discover- 

ies and investigations in surface chemistry. 
See also www.nobel.se/chemistryflaureates/l932/index.html. 

Ohm's law stales that there is a linear relation between electric current density J in a matter 
and electric field E applied to it in the form J = aE, where n is the matter conductivity. 

Firsf described in: G .  S .  Ohm, J. Chem. Physik (Schweigger's J . )  46, 137 (1826); Die 
gulvunisclw Kettr rnathernatisch brurheitet, (Berlin, 1827). 

one atom laser - a laser operating with a single atom. An atom (for example cesium) is 
cooled and trapped in an optical rcsonwt cavity. Then a laser is used to excite the atom, 
which on decaying to an intermediate state emits a photon into the cavity. Another laser is 
used to excite the atom into another excited slate from which it decays to the ground state and 
the process starts again, Differently from a conventional laser there is no threshold for lasing. 
The output flux from the cavity mode exceeds that from atomic fluorescence by more than 
lenfold. The operation mode is sketched in Figure 70. 

First dexcrihed in: J .  McKeever, A. Boca, A. D. Boozer, J. R. Buck, H. J. Kimble, Exprr- 
imental realization of one-atom laser in the r ~ i m ~  of strong coupling, Nature 425, 268-27 1 
(2003). 

opal glass - a glass, which contains a disperse phase of small particles of different refractive 
index from that of the matrix. This phase determines reflection and scattering of light in the 
glass. 

operator (mathematical) - a term used to mean something that operates on a function. 

optical lithography - a process for creating chemical paltcms on a surface. It is the dominant 
lithography tcchnique. Using projection optics, the resolution depcnds on the source wave- 
length, decreasing thc wavelength decreases the critical dimensions of the patterning. Using 
optical proximity correctionv and phase-shifting masks, structures smaller than the critical di- 
mension~ can be created. Optical lithography is effective down to the 100 nm region. Extreme 
ultraviolet lithography is a natural continuation of conventional optical lithography towards 
smallcr wavelength. One uses masks at wavelengths in thc range 10 to 15 nm and reflection 
optics. Using wavelengths of the order of I nm, X-ray proximity lithography represents the 
last step in the decrease of the photon wavelength for the nanolithography technology. 

Whrrl rs Wror rrr rlw No~roworM- A Ilunrlt~ook on Nmosrrcncc ond Nonnrtc l~nolo~~.  
Victor E. Boriscnko and Stefana O w c i n i  
Cupyri~h! 0 2004 Wiley-VCH Ver lg  GmbH A Co. KFaA. Wcinhein~ 
ISBN: 3.527 -4O4Y:+-7 
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Figure 70: A simplified schematic of operation of a one atom lascr. (a) A cesium atom (black 
dot) is trapped inside a high fincssc vptical cavity formed by the curved, reflectivc surfaces 
of mirrors M 1 and M2. Light gcncrated hy the atom's interaction with the resonant cavity 
lnodc propagates as a gaussian bcam to single-photon dctcctors Dl and D2. (b) Thc rclevant 
transitions involve the 6SlI2, k' = 3! 4;  6P,,/,, F' = 3', 4' lcvcls of the D2 line at 852.1 nin in 
atomic cesium. Strong coupling at rate g is achieved for the lasing transition F' = 3' + I;' = 4 
ncar a cavity resonance. Pumping of the upper levcl P" = 3' is provided by thc field R:,, 
while recycling of thc Iowcr level F = 4 is achicvcd by way of the field f14 and spontaneous 
decay back to F = 3. After .I. McKeever, A. Boca, A. D. Boozer, J. R. Buck, H. J .  Kimble, 
Exprrimentrrl rtwli~ution r,fonc'-uloni 1a.wr in the rqirne uf strong coi~pling, Nature 425, 268- 
27 1 (2003). 

optical phonon - a quantum of excitation related to an optical mode of atomic vibrations in 
solids. For more details see phonon. 

optics -the science of the behavior of light. 

OPW - acronym for orthogonalized plane wave. 

orbital - see atomic orbital. 

organometallic compounds - see metal-organic compounds. 

orientation polarization - see polarization of matter. 

orthogonal -perpendicular, or some concept analogous to it. 

orthogonalized plane wave - a plane wave function made orthogonal lo the atomic core 
functions. 
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orthogonalized-plane-wave method supposes solving the Schriidinger equation for elec- 
trons in an atom by building up thc wave function out of only a few travelling plane waves, 
each constructcd so as to be intrinsically orthogonal to the core functions. An expansion in 
terms of such orthogonalii-ed plane waves does indeed exhibit vastly improvcd convergence 
properties over simple plane waves. 

First desrrib~d in: A. Sommerkld, H. Bethe, Hundbuch der Physik, Vo1.24 (Springer, 
Berlin 1933) - the idea. 

orthogonal transformation supposcs that a linear transformation 

for every choice of the argument z satisfies the relation 

orthogonal wave functions (orbitals) - the wave functions (orbitals) for which the overlap 
integral is zero or more general1 y when 

if 7n, # n.. Two different atomic orbitals on the same atom are always orthogonal. 

orthohydrogen -the form of molecular hydrogen in which the nuclei of the atoms spin in the 
same direction. Its content in molecular hydrogen is about 75% under normal conditions, the 
remaider being parahydrogen. 

orthorombic lattice - a Bravais lattice in which thc three axes of a unit cell are mutually 
perpendicular and two are not the same length. It is also known as a rhombic lattice. 

oscillator strength - the dimensionless term introduced to characterize electron transitions 
from one cnergy state i to another energy state j .  It is essentially the "number" of oscillators 
with frequency w,~ , :  

Pt',, is the matrix element of the dipole, m, is the maw of the electron. 
In fact, it is a dimensionless measure of the intensity of a spectral band: a classical concept 

(giving the effective number of clcctrons taking part in a certain transition) adapted to wavc 
mechanics. It is defined as the ratio of the strength of an atomic or molecular transition to the 
theoretical transition strength of a single electron using a harmonic-oscillator model, 
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oscillatory exchange coupling appears in a rnultilayer structure in which magnetic layers 
are separated by a nonmagnetic layer of a certain thickness. As a result, the orientation of 
the magnetic moments of the magnetic layers oscillates between parallel (ferromagnetic) and 
antiparallel (antiferromagnetic) as a function of the nonmagnetic layer thickness. 

First described in: S. S. P. Parkin, N. More, K. P. Roche, Oscillutions in exchange coupling 
magnetoresistance in metallic su~face structures: CdRu, Co/Cr und Fe/Cr, Phys. Rev. Lett. 
64(19), 2304-2307 (1990). 

osmosis - a spontaneous flow of a chemical species through a semipermeable membrane from 
a region of  high concentration to one of lower concentration. Semipermeable membranes 
differ from ordinary membranes in that they are selective: they permit one or more types of 
molecular species to pass through but itre impermeable to others. 

Ostwald ripening - a growth of big islands in a thin film at the expense of small ones. 

Overhauser effect - when a radio frequency field is applied to a substance in an external 
magnetic field, whose nuclei have spin 112 and which has unpaired electrons, at the electron 
spin resonance frequency, the resulting polarization of thc nuclei is as great as if the nuclei 
had much larger electron magnetic moment. 

First described in: A. W. Overhauser, Parumagnetir relawtion, Phys. Rev. 89(4), 689- 
700 (1 953) - theoretical prediction; T. R. Carver, C. P. Slichter, Polarization of nuclear spins 
in metals, Phys. Rev. 92( 1 ), 2 12-213 (1953) - experimental confirmation. 

overlap integral has the form [ t)(A)*ljt(E) d r .  It is used as a measure of the extent to which 
two wave functions (orbitals) belonging to different atoms A and T3 overlap. 

Ovshinsky effect - the characteristic of a particular thin film solid state switch that responds 
identically to both positive and negative polarities of the external voltage applied, so that the 
current can be made to flow in both directions equally. 

oxide - a compound formed by an element with oxygen. 



P: From Paraffins to Pyrolysis 

paraffins - saturated compounds of carbon and hydrogen of general formula CnH2n+2. The 
simplcst examples are methane CH4 and ethane CZHfi. 

parahydrogen - the form of molccular hydrogen in which the nuclei of the two atoms have 
spin in opposite directions. Its content in molecular hydrogen i s  about 25% under normal 
conditions, the remainder being orthohydrogen. 

First described in: K .  E Bonhoeffcr, P. Harteteck, Experimente uber Puru- und Or- 
thowasserstoff, Naturwiss. 17, 182 (1929). 

paramagnetic - a substance which in an extcrnal magnetic field dcmonstrates magnetization 
in the same direction as the field. The inagneliaation is proportional to the applied field. See 
also magnetism. 

First described by M .  Faraday in 1845. 

parity -a symmetry property of a wave function. The parity i s  I (or even) if the wave function 
is unchanged by an inversion (reflection with respect to the origin) of the co ordinate system. 
It is -I (or odd) if the wave function is only changed in sign. All degenerate states have a 
definite parity. See also molecular orbital. 

parity conservation law states that if the wave function describing the initial state of a system 
has even (odd) parity, the wave function describing the final state has even (odd) parity. It is 
violated by the weak interactions. 

PAS - acronym for positron annihilation spectroscopy. 

Paschen-Back effect - a change in thc Zeeman effect arising as the strength of the external 
magnetic field reachcs a certain critical value. A new complicated line pattern appears as soon 
as lhc magnetic separation reaches a value comparable with the natural sepamtinn of doublet 
or lriplet lines. Under these conditions the coupling between orbital spin angular momentum 
of the electrons is reduced, the new lines being predominantly due to transitions between 
energy levcls of electron orbits. 

First drscrihecl in: F. Paschen, E. Back, Zeeman e f k t ,  Ann. Phys. 39(5), 897-932 (1 91 2). 

Paschen series - see Rydberg formula. 

Who, is m a r  m rhr Nnnowor.lrl: A Il~ndhook on N~nosricnce ond Nrmolwhnology, 

Viclnr E. Runucnko a id  Stefano Oshicini 
(:opyrcghl O ZOM Wilcy-VCH Verlag Gmhll & rt,. KFnA, Wcinheim 
ISRN: 3-527-404Y3-7 
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Pauli exclusion principle states that there can never exist two or more equivalent electrons in 
the atom for which the values of all quantum numbers coincide. 

Erst described in: W. Pauli, ~ b e r  den Zusammenhung des Abschlusses der Elektronen- 
gruppen im Atom mit drr Komnplexstruktur der Spektrm, Z.  Phys. 31(1 O), 765-783 (1 925). 

Recognition: in 1945 W.  Pauli received the Nobel Prize in Physics for the discovery of the 
Exclusion Princ~ple, also called the Pauli Principle. 

See also www.nobel.sc/phy sicsAaureates/l945/inde~.htrnI. 

Pauling rule states that the number of ions of opposite charge in the neighborhood of a given 
ion in an ionic crystal is in accordance with the requirement of local electrical neutrality of 
the structure. 

Pauli principle - see Pauli exclusion principle. 

Pauli spin matrices arise from the introduclion of electron spin into nonrelativistic wave 
mechanics. The wave function 71) of a single electron system is then a function not only of time 
1 and position r, but also of an additional variable rr. This spin variable is not permitted to 
vary continuoudy like lhe others, but is restricted to thc two values, f 1. The principle attitude 
of spin is of course angular momentum. It is necessary to have operators h s ,  , h s g 7  tls, of spin 
angular momentum corresponding to the orbital angular momentum operators like 

hl, = -ih y, - z, ( :z l,) 
It is found that the required operators can be defined by the equations: 

Now instead of required ,l/l as an ordinary function with an additional argument n, one may 
equally regard it as u two component function of the old variables: 

When arranged as in the last equation, the two components form a column vector, and also (in 
the present connection) a 2-spinor. The resulting column vector when operated on by rr,, n,  

or rr,, will have components, which are linear combinations of the originals, and may therefore 
be obtained by multiplying the original veclor by a matrix. The matrix representations are: 

These are the Pauli matrices. Among their propertic!, is that of forming, together with the 
unit matrix, a complete set as a linear combination of which any other 2 x 2 matrix can be 
expressed. Thcy also, either as matrices or operators, satisfy the important algebraic relations: 
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byb, = -6,Uy = lU, 

u , ~ ,  = -axe, = iny 

First described in: W. Pauli, Quantum mechanics of magnelic electrons, Z .  Phys. 43(9/1 O) ,  
601-623 (1 927). 

Paul trap - a device for the dynamic stabilization of free ions. It was originally named 
lon~nkujg,  German for ion trap. The trap allows observation of isolated ions, even a single 
one, over a long period of time, thus enabling measurements of their properties with extremely 
high accuracy. The potential configuration of the trap is generated by a structure consisting of 
two pruzs, as is shown schematically in Figurc 7 1. 

fb )  

Figure 71: Schematic view of the Paul trap (a) and a cross section of the first Paul trap (1955) 
(b). After W. Paul, Blectromuneti traps jbr charged and nrutrulpurticles, Rev. Mod. Phys. 
h2(3), 53 1-540 (1990). 

The iirst part is given by a hyperbolically shaped ring, whose symmetry is about the x - 

y plane at z = 0. The inner surface of the ring electrode is a time-dependent electrical 
equipotential surface. Then one has two hyperbolic rotationally symmetric end caps. The 
distance from the origin to the ring focus of the hyperboloid is (1, whereas the distance from 
the origin to the focuses of the two hyperbolic caps is usually the square root of d. The two 
end cap surfaces are time-dependent equipotential surfaces with a sign opposite to that of the 
ring. The electrical field in the trap is thus a quadrupole field. Through the application of 
oscillatory potential, one can obtain dynamic stabilization of a charged particle. 
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The dynamic stabilization of ions in the Paul trap can be easily understood through a 
mechanical analogue, due to Paul himself. The equipotential lines in the trap form a saddle 
surface. A mechanical ball is put at the center of the surface. With no motion of the surface, 
the ball will fall off. However rotating the saddle at an appropriate frequency about the axis 
normal lo the surface renders the ball stable. The ball makes small oscillations and can be 
kept stable over a long time. 

First described in: W. Paul, H .  Steinwedel, Z. Naturforsch. Teil A 8,448 (1953); W. Paul, 
H. Steinwedel. German Pat. No. 944 900; US Pat. 2939958 (1953). 

More details in: W. Paul, Electromagnetic trups fur charged and neutral purticles, Rev. 
Mod. Phys. 62(3), 531-540 (1990). 

Recognition: in 1989 W. Paul shared the Nobel Prize in Physics with H. Dehmelt for the 
development of the ion trap technique. 

See also www.nobel.se/physics/laure;~tes/l9X9/index.html. 

PCR - acronym for polymerase chain reaction. 

peak-to-valley ratio - see resonant tunneling. 

Peierls gap - see Peierls transition. 

Peierls-Nabarru force - the force required to displace a dislocation along its slip plane. 

Peierls temperature - see Peierls transition 

Peierls transition - a structural distortion or phase transition in solids driven by nonuniformi- 
ties in the electron distribution resulting from electron-phonon interactions. It is characterized 
by the Peierls temperature Tp. 

Below this temperature, either a dimerization into two sets of unequal interparticle dis- 
tances dl  and d2,  such that the result is d = d l  + (fa, or some other structural distortions 
must take place. The electronic energy of the atomic chain is lowered by the formation of 
charge density waves. Their X-ray signature is dif ise  reflection, similar to thermal diffuse 
scattering streaks in a reciprocal lattice. This phase transition opens up an energy gap, called 
the Peierls gap, in the dispersion relation for the energy. Below Tp, the locked (static) charge 
density wave of the conduction electrons at 2kF or 4kF, where kF is the Fermi wave vector, 
couples with the other atomic or molecular electrons in the lattice. The resulting slight lattice 
distortions cause extra X-ray reflection peaks. 

The Peierls distortion disrupts the periodicity in the lattice and can transform a metal 
(above Tp) to a semiconductor or insulator (below Tp). 

First de~c'rib~d in: R .  E. Pcicrls, Quantum Theory qfSo1id.s (Clarendon, Oxford 1955). 

Peltier coefficient - see Peltier effect. 

Peltier effect - heat liberation or absorption, when electric current flows across a junction 
composed of two different materials, as shown in Figure 72. 

When two different materials, like conductors or scrniconductors, are joined at two points 
to make a closed circuit and an electric current is passed round this circuit, heat is evolved at 
one of the junctions and absorbed at the other. The heat produced or absorbed per unit area 
of the junction is given by the product of the current density and the Peltier e.m.f. (e.m.f. 



Figure 72: Schematic view of the Peltier erfeci. 

= electromotive force), also called the Peltier coefficient, which is a characteristic of the 
materials in question. 

First desrrihpd in: J .  C.  Peltier, Ann. Chim. Phys. (2nd Ser.) 56, 371 ( 1  834). 

Peltier e.m.f - Peltier electromotive force see Peltier effect, 

Penn gap - an average energy gap used in calculations of the wave-number-dependent dielec- 
tric function. It arises in the iwtropic version of the nearly free electron model in which both 
Bragg reflections and Umklapp processes were included. The dielectric function depends 
only on this parameter that can be determined from optical data. Note that for small wave 
numbers Umklapp processes give the major contribution to the dielectric function, whereas 
for large wave numbers normal processes dominate. 

First described in: D. R. Pcnn, WOVE flumber depmdent dielectric function of semicon- 
durmr.~, Phys. Rev. 128(5), 2093-2097 (1 962). 

Penning ionization - the ionization of gas atoms or molecules in collisions with metastable 
atoms. 

Penning trap - a quadrupole trap for charged particles shown schematically in Figure 73. If 
one applies to the trap only a dc voltage such that ions perfom stable oscillations in the 2 

direction, the ions are instable in the ;r: - !/ plane. Through application of a magnetic field in 
the axial direction, thc z motion remains unchanged but the ions perform a cyclotron motion 
in the r - y plane due to the Tmentz force directed towards the center. This force is partially 
compensated by the radial clcctric force. As long as the magnetic force is much larger than 
thc electric one, there is stability also in the ;r - y plane. 

The main difference between the Penning trap and the Paul trap is the use of static fields in 
order to confine charged particles. This helps in overcoming the problem called "7. f heating" 
in the Paul traps, thus allowing lascr cooling. In 1973, H. Dehmelt succeeded in observing for 
the first time a single electron in such a trap. 

First d ~ s c r i b ~ d  in: F. M .  Penning, 1ntmdurtk)n of an axial magnetic-$field in the discharge 
hrtwren two coaxial cylindrrs, Physica 3,873-894 (1936). 

More dc,td.s in: H .  Dehmelt, Exp~rimrnts with an  isolated subatomic particle at rest, Rev. 
Mod. Phys. 62(3), 525-530 (1 990). 

Recognition: in 1989 H .  Dehmelt shared with W. Paul the Nobel Prize in Physics fw  the 
development or the ion trap technique. 

Sce also www.nobel.se/physics/laureates/1989/index.html. 
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NEGATIVE CHARGE -, ! - 812 
ON UPPER CAP 

POSIT lVE CHARGE 
+ Q  ON RING 

NEGATIVE CHARGE - Q12 

Figwe 73: Penn~ng trap. Thc s~mplcst motion of an clcctron in the trap is along its symmetry 
axiq, along a magnetic field line. Each Lime it comes too closc to onc of thc ncgatwcly chargcd 
caps it turns around, originating harmonic oscilla~ions. Aftcr H. Dchmclt, Experimmts with nn 

isolarecl suhntomic purticle at rest, Rev. Mod. P h y ~  62(3), 525-530 ( 1990). 

peritectic - a crystalline structure of certain binary alloys in which a secondary crystal formed 
during cooling envelops the primnry crystal and prevents its contact with the melt. As a result, 
the structure is not in equilibrium and does not obey the phase rule. 

permanent spectral hole-burning - see spectral hole-burning. 

permanganate - a salt of the general formula XMn04, where X is monovalent. 

permeability (absolute permeability of medium) - the ratio of the magnetic flux density B 
to the magnetizing force II applied to the medium: 11. = D / H .  

permittivity (absolute permittivity of medium) = dielectric constant of medium - the ratio 
of the electric displacement U in the medium to the strength of the electric field E applied: 
F = I?. It is a measure of the ability of the medium to be polarized (see also polarization). 

perovskite structure - a structure of cubic symmetry possessed by crystals with chemical 
composition ABO:,. Typical examples are CaTiOy (perovskite) and BaTiO:< (above 120 "C). 

peroxide - an oxide containing two atoms of oxygen per molecule. 

persistent reversible hole-burning - see spectral hole-hurning. 

perturbation method - an approximate solution of equations for a complicated system by 
first solving the equations for another similar system, chosen so that its solution is relatively 
easy, and then conqidering the effect of small changes or perturbations on this solution. 

phase coherence length - distance over which the electron maintains its phase memory. 

phase velocity - see wave packet. 

phenols - a class of organic compounds that have a hydroxy group (-OH) attached to an 
aromatic ring (benzene ring). 
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Phillips model describes electron space distribution in covalent crystals with point charges 
localized at the midpoints of covalent bonds. It is used for the simulation of an interatomic 
interaction. 

First described in: J. C. Phillips, Covnlpnt bond in crystals, Phys. Rev. 166(3), 832-838, 
917-921 (1968). 

phonon - a quantum of lattice vibrations. Phonons have a wave like nature that allows them 
to be described in terms of wave mechanics. Four different modes of the vibrations are distin- 
guished, as illustrated in Figure 74. 

acoustic modes 

longitudinal 

transverse 

optic modes 

Figure 74: Atomic displaccmcnts in solids. 

Two modes characterized by the neighboring atoms vibrating in phase are called acoustic 
and consequently the phonons are acoustic phonons. In the longitudinal acoustic mode, 
abbreviated as LA, the atomic displacements are in the same direction as the direction of the 
energy transfer (k-vector direction). In the transverse acoustic mode, abbreviated as TA, the 
atomic displacements are perpendicular to this direction. 

TnYo other modes with the displrtcements of neighboring atoms in opposite phase are called 
optical with optical phonons representing them. They can be longitudinal optical (LO) and 
transverse optical (TO). In polar crystals a long wavelength longitudinal optical phonon in- 
volves uniform displacement of the charged atoms within the primitive cell. Such relative 
displacement of oppositely charged atoms generates a macroscopic electric field. This electric 
field can then interact with electrons, this is known as the Friihlich interaction. The ratio of 
LO and TO phonon frequencies (wL and or) is governed by the Lyddane-Sachs-Teller re- 
lation wL/wT = ( q , / ~ ~ ) ~ / ~ ,  where f~ and t, are, respectively, the low- and high frequency 
dielectric constants of the material (high frequency supposes that it is much higher than the vi- 
brational frequencies but below the frequency corresponding to electronic excitation energy). 
Optical lattice vibrations coinciding with an electric dipole moment are called polar opti- 
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cal phonons. As quantum particles, phonons belong to bosuns, so their energy distribution 
follows Rose-Einstein statistics. 

First described in: J .  Frenkel, Wave Mechanics (Clarendon, Oxford 1932), p.267. 

phosphide - a compound of a metal with phosphorus in which phosphorus exerts a valency 
of three. 

phosphite - a salt of dibasic phosphorus acid (H:<PO:j or HPO(OH)z). 

phosphor = luminophor. 

phosphorescence - continuous emission of a charactcristic radiation by a substance after 
(usually after lop8 s) an excitation. 

photochemistry - a study of chcmical rerictions induced by light. 

photoconduction - electrical conduction produced in a solid by the influence of light (from 
ultraviolet to infrared). 

phutodissociation - dissociation of chemical co~npounds into simpler molecules or free 
atoms by the action of light (from ultraviolet to infrared). 

photoelectric effect - ch'mge in electronic properties of a substance subjected to irradiation 
with light. It can be external, when an ejection of electrons from a solid surface being irradi- 
ated takes place, or internal, when the substance being irradiated changes its internal electronic 
properties. The external photoelectric effect is also called photoemission. 

First drscrihed in: H .  Hcrtt, The effect of ultraviolet light on an el~ctriral rfischarge, Ann. 
Phys. (Leipzig) 31, 293 (1887) - in Gcrrnan. First described quantum mechanically in: A. 
Einstein, Zur allgemeinan rnolekulurm Throrir der Warme, Ann. Phys. Lpz. 14, 354-362 
( 1 904). 

Recognition: in 1921 A. Einstein received the Nobel Prize in Physics for his service? to 
Theoretical Physics, and especially for his discovery of the law of the photoelectric effect. 

See also www.nobel.se/physics/laureates/l92l/index.htm1. 

photoemission - a process in which a photon is absorbed by a solid and an electron is emitted. 
The photoemitted electron escapes the solid with a maximum energy E = hi/ - EI ,  where u 
is the frequency of the photon, Ef is the photothreshold (or ioni7ation) energy. 

photoluminescence - light emission from semiconductors and dielectrics excited by photons 
of energies higher than their band grips. The emitted photons have energies lower than the 
excitation photons, which is the Stokes law of photoluminescence. 

photon - a particle representing one quantum of light. It has the energy E = hu, where v is 
the frequency of the radiated energy. Thc rest mass of a photon is zero. 

First desrrihed in: M .  Planck, Zur Theorip des Gesetzes der Enrrgirverteilung irn Nnr- 
mulsprktrurn, Verh. Deutsch. Phys. Ges. 2, 237-245 (1900). 

Recognition: in 19 18 M. Planck received the Nobel Prize in Physics in recognition of the 
scrvices he rendered to the advancement of Physics by his discovery of energy quanta. 

See also www.nobel.se/physics/laureates/l918/index.html. 
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photunic crystal - a structure with a perioclic space modulation of dielectric fimction with a 
period of the photon wwelength. Formation of allowed bands of particle states and appearance 
of the forbidden band gap in between, which is well known for conventional solids, is not due 
to the charge carried by an electron but is basically the common property of all waves in a 
periodic potential. In the case of optical waves, space modulation of the refractive index is an 
analog of clcclrostatic potential in the case of electrons. Simple examples of photonic crystals 
of different dimensionality are shown in Figure 75. 

one-dimensional two-dimensional three-dimensional 

Figure 75: Photonic crystals. 

The photon density of states is significantly modified when alternating layers, needles 
or balls are arranged in a onc-, two-, or three-dimensional lattice, respectively. The terms 
"one-, two- or three-dimensional" refer to the fact that the structure has periodic change in the 
refractive index in the indicated number of directions, i.e. one, two or three. 

A one-dimensional photonic crystal is nothing else but a well-known dielectric minor with 
alternating X/2 layers. Because of the Bragg condition (see Bragg equation), certain wave 
numbers are relevant to standing waves. Theqe waves have to be reflected backward because 
they cannot propagate throughout the medium. A photonic band gap corresponding to the 
forbidden wavelength is formed as is illustrated in Figure 76. 

continuous one-period multi-period 
medium layered structure layered structure 

Wave number Wave number Wave number 

Figure 76: Energy wave numbcr relations demonstrating (he rormation of the photonic band 
pap in a onc-dimensional photonic crystal. 

If the structure consists of alternating layers of two materials with different refractive 
indices nl and rrz with the same thickness n/2,  the hand gap appears at wave numbers 
k,,, - ~nsr lo ,  where m is an integer. The larger ratio nl/7?2 corresponds to a wider photonic 
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band gap. Because of the periodicity oS the structure, wave numbers differing by 2rrmlu are 
equivalent. Thus, the photonic band structure can be presented in the reduced Sorm, as in the 
right-hand plot, in the wave number interval from -7r/2 to +7r/2, which is the first Brillouin 
zone for photons. Photonic band gaps in two- and three-dimensional photonic crystals are 
formed under the same regularities. 

A photonic crystal is an optical analogy of a periodic crystal potential for electrons, in 
which the role of the potential for light is played by the lattice of mttcroscopic dielectric 
media instead of atoms. If the dielectric constants of the materials forming the lattice are 
different enough, and the absorption of light by the material is minimal, then scattering at the 
interface can produce many of the same phenomena for photons, as the atomic potential does 
for electrons. 

Firs1 described in: E. Yablonovitch, Inhibited spontaneous emission in solid-state physics 
and elertronirs, Phys. Rev. Lett. 58(20), 2059-2062 ( 1987); S. John, Stmng localization of 
photons in certain disordered dielectric sup(~rlattices, Phys. Rev. Lett. 58(23), 2486-2489 
(1987). 

More details in: J. D. Joannopoulos, R. D. Meade, J. N. Winn, Photonic Crystul~ (Prince- 
ton University Press, Princeton 1995). 

photorefractive efyect - a change in the refractive index of a medium as a function of the 
light intensity. Malerials possessing such a property are called photorefractive materials. 

First declscribrd in: S. J. Wawilov, W. L. Lewschin, Die B~ziehungen zwischen Flunreszenz 
und P h u ~ p h ~ r e ~ z e n z  injedten undfliiclsclsig~n Medieti, Z.  Phys. 35, 920-936 ( 1  926). 

photorefractive materials - see photorefractive effect. 

photovoltaic effect - generation of elcctric current in materials or structures being exposed 
to light. 

First describ~d in: E. Becquerel, Compt. Rend. 9,S6 1 ( 1  839). 

physisorption - an adsorption process characterized by weak van der Waals forces between 
adsorbcd atoms and subslrate atoms at the adsorbing surface. 

pico- - a decimal prefix representing lo-'" abbreviated p. 

piezoelectric - a material (usually dielectric) in which an clcctric charge is induced when it is 
subjcctcd to pressure or tension in certain directions. A converse effect is also observed, i. e. 
if an external electric field is applied to a sample made of such a material, a mechanical strain 
is induced in it leading to a change in its size. 

First desrrihed by P. Curie and J. P. Curie in 1880. 

pink noise = flicker noise = llf noise. 

pixel - contraction of "picture element." A small element of a scene, often the smallest re- 
solvable area, in which an average brightness value is determined and used to represent that 
portion of the scene. Pixels are arranged in a rectangular array to form a complete image. 
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Planck's law slates that thc energy associated wilh electromagnetic radiation is emitted or 
absorbcd in a discrctc amount, which is proportional to the frequency of radiation. 

Firdl described in: M .  Planck, Zur Theori~ des Gesetzes der E~ergieverteilung im Nor- 
maldpektrrdrri, Verh. Deutsch. Phys. Ges. 2,237-245 (1 900). 

Rrcognition: in 1918 M .  Planck received the Nobel Prize in Physics in recognition of the 
services he rendered to the advancement of Physics by his discovery of energy quanta. 

See also www.nohel.se/physics/laureated1918/index.html. 

Planck's radiation formula (for energy distribution) determines the energy density irradi- 
ated by a black body at the temperature T in the range from X to X + dX as: 

First described by M .  Plank in 1900. 

plane wave - a  wave which is constant in any plane perpendicular to the direction of the wave 
propagation and periodic along the lines parallel to the direction of the wave propagation. 

plasmon - a quantum of plasma oscillation arising as a result of collective excitation in a 
plasma-like system composed of positive ions and virtually free electrons. 

Pockels effect - a change in the refractive properties of certain crystals in an applied electric 
field, which is proportional to the strength of the field. 

First described by F. Pockels in 1893. 

Poincarb sphere - the model construction used for the representation of light polarization. 
The Stokes coordinate system is used. The Stokes parameters S, Q, U ,  and V are real num- 
bers, directly related to the intensity of light: 

Here S is the total intensity of light, Q is the difference in intensities between horizontal and 
vcrtical lincarly polarized components, TJ is the difference in intensities between linearly po- 
lari~ed componcnts oriented at +45" and -45", and V is the difference between the intensities 
of left and right circularly polarized light. The Stokes parameters are measurable quantities. 
For completely polarized light one has: 

For entirely unpolarized light: 
Q" u2 + VL 0, 
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Figure 77: The Poincark sphere and the Stokes coordinatc system. Thc point P lics on the 
surface of the sphere and represents a given polarization state. 

Thus, it is possible to identify the para~nctcrs Q, 1J and V as the coordinates of a point of 
a sphere with radius corresponding to the intensity of the polarized part as is illustrated in 
Figure 77 

On the Poincari sphere, each point represents a specific polarization state. Points on the 
equator define linearly polari7ed c;tattes, south and north poles represent left and right circularly 
polarized states. Points on the lower and upper hemisphere design the degree of left and right 
elliptically polari7ed state\. Any pair of antipodal points on the sphere defines states with 
orthogonal polarization. 

First drsuibed in: G. G. Stokes, On t h ~  composition and resolution qf strecrms of polar- 
ized light from diferent Sources, Trans. Cambridge Phil. Soc. 9, 399-423 (1852) - Stokes 
parameters were introduced; H. Poincarh, Theorir Math&natiyue de lu Lurnirrr, Georges Car- 
rik Ed. Paris 1892, Vol. 2, Chap. 12, pp. 275-285 - the sphere was described. 

point group - a collection of symmetry operations which, when applied about a point in the 
crystal, will leave the crystal structure invariant. I t  does not contain any translrition oper:itions. 

More &tails in: G. F. Koster, J. 0. Dirnmock, R. G. Wheeler, H, Stritz, Properties qf the 
Thirty-mo Point-Gmups (MIT Press, Cambridge, MA, 1963). 

Poisson distribution - a probability distribution whose mean and variancc have a common 
value k and whose frequency is f (77,) = kn c:xp(-k)/a! for r~ = 0 , 1 , 2 , .  . . 

Poisson equation V"(i, = f (x, y, x ) .  It occurs in electrostatics, where cj, is the potential due 
to the charge distribution of volume density p and f (z, y, z )  = -47rp. Poisson's equalion 
reduces to the Laplace equation when p = 0. 

polariton -a quantum quasiparticle formed by exciton-photon coupling. In fact, it is an os- 
cillation of the clastically vibrating crystal lattice coupled to the electromagnetic field. Being 
part light, part matter, polaritons possess new properties that are not seen in either excitons or 
photons. An exciton combined with a photon can produce a high energy polariton, also called 
the upper polariton, or a low-energy one called the lower polariton. 
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polarization of light is determined by the direction of the electric field vector, disregarding 
the magnetic field since it is almost always perpendicular to the electric field. The light can be 
linearly, circularly or elliptically polari~ed. 

The light is said to be linearly polarized if the direction of oscillation of the electric field 
Tj: is fixed. There are two possible linear polarization states, with their E fields orthogonal 
to one another. Any other angle of linear polarization can be constructed as a superposition 
of these two statcs. The direction of polaritalion is arbitrary with respect to the light itself. 
It is usual to label the two linear poliiriti~tion \tatec; in accordance with some other external 
reference. For example, the terms horitontally and vertically po1,arited are generally used 
when light is propagating in free space. If lhc light is interacting with a surface, the terms s- 
and p-polarized are used in order to identify sagittal plane and tangential plane polarization, 
respectively. 

The light is said to be circularly polarized if the direction of the electric field F 1s ' not 
fixed, but rotates iis the light propagates. Two possible independent circular polarization states 
exist, termed left-hand or right-hand circularly polarized depending on whether the electric 
field is rotating in a counter-clockwise or clockwise sense, respectively, when looking in the 
direction of the light propagation. 

Elliptical polarization is a combination of circular and linear polarization. 

polarization of matter - a separation of positive and negative charge barycentres of bound 
charges forming electric dipoles. A macroscopic polarization of matter is defined by the vector 
sum of the individual dipole moments of atoms, molecules, ions and bigger charged atomic 
particles constituting the matter. An individual dipole moment is p = aEl,, where n is the 
polari~abilily and El,, is the local electric field at the site of the polarizing pilrticlc. 

Four main mechanisms of polarization are distinguished in solids: 

I. Electronic polarization is related to the displacement of the negatively charged electron 
shell of an atom with respect to the positively charged nucleus. It is typical for dielectrics. 
The electronic polarizability is approximately proportional to the volume of the electron 
shell. It is practically temperature independent. 

2. Tonic polarization takes place in materials with ionic bonds when positive and negative 
ion sublattices are displaced with respect to each other by an electric field. The ionic 
polarizability is usually weakly positive because of the thermal expansion of the lattice. 

3. Orientation polarization appears due to an alignment of permanent dipoles in matter 
whcn an electric field is applied. The average degree of orientation is a function of the 
applied field and temperature. The mean polarizability in this case is given by < cw >= 
p2/3kt>T, where p is the value of the permanent dipole moment. The strong temperature 
dependence of this mechanism is its fingerprint. 

4. Space charge polarization is a polarization effect in a dielectric material with spatial 
inhomogeneities of charge carrier densities. It also occurs in ceramics with electrically 
conducting grains and insulating grain boundaries, when it is called Maxwell-Wagner 
polarization, and in composite materials in which metallic particles are isolatcd in poly- 
mer or glass matrices. 
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polarizer - an optical device that transmits the component of incident light having an electric 
field vector parallel to the transmission axis of the device. 

polar molecule - a rnolecule composed of negatively charged electrons and positively 
charged nuclei in it state of vibration ~ibout certain fixed points in space. 

polaron -an equilibrium assembly of an electron or a hole and the polarization field it induces 
in a solid. 

First described in: L. D. Landau, ~ b e r  die Bewegung der Elektronen im Kristallgitter, 
Phys. Z. Sowjetunion 3,664-666 (1933). 

polar optical phonon - see phonon. 

polymerase chain reaction (PCR) - the method for the generation of unlimited copies of 
any fragment of DNA or RNA. PCR exploits the natural function of the enLymes called poly- 
merases. Polyrnerases are present in all living things and their action is to copy genetic male- 
rial. The PCR works in three steps (see Figure 78). 

First, the target genetic material must be denatured, i. e. the strands of its helix must be 
unwound and separated by heating; second two primers (short chains of the four different 
chemical components that construct any strand of genetic material) bind to their complemen- 
tary bases on the single-stranded DNA by hybridization or annealing; finally DNA synthesis 
is achieved by a polymerase that starting from the primer can read the template strand and 
match it with complementary nucleotides. 

First dmcrihed in: R. K. Saiki, S. J. Scharfs, F. A. Faloona, K. B. Mullis, G. T. Horn, 
H. A. Ehrlich, N. Arnheim, Enzyntatir amplification of [j glohin genomics sequences und 
rf~strirtion site andysis for diagnosis oj'sick1~-cell anaerniu, Science 230, 1350-1354 (1 985); 
K. B. Mullis, F. A. Faloona, SpeciJic synthesis qf DNA in vitro via a polymeruse ratalvzed 
rhuin reuction, Method. Enzymol. 155, 335-350 (1987). 

More detailx in: H. A. Erlich, PCR Technology - Principles and Applirrrtions for DNA 
Amplification (Oxford University Press, London 1999). 

Recognition: in 1993 K. B. Mullis shared the Nobel Prite in Chemistry with M. Smith for 
contributions to the developments of methods within DNA-based chemistry, in particular for 
his invention of the polymerase chain reaction (PCR) method. 

See also www.nobel.se/~nedicine/laureates/ 1993/index.html. 

polymorphism - different crystal structures of the same chemical compound. For single 
element solids, the tenn allotropy is used. 

p orbital - see atomic orbital. 

porosity - the ratio of the net volume of pores to the total volume of thc sample containing 
these pores. 

porous silicon - a porous material produced by anodic electrochemical etching of monocry s- 
talline silicon in hydrofluoric acid (HF) solutions. It has unique physical and chemical prop- 
erties determined by a dense network of nanosize pores in the crystalline matrix and specific 
surface structure of the pore walls. Quantum confinement and surface effects in nanostruc- 
tures, i. e. quantum dots and quantum wires, formed in porous silicon force this material to 
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Figure 78: Polymerase chain rcaction amplification cycles. 

behave like a direct gap semiconductor demonstrating rather effective photo- and electrolumi- 
nescence. It is used in light emitting devices integrated into monocrystalline silicon. 

The simplest cell for the anodization process consists of a chemically inert bath filled with 
an aqueous or ethanolic solution of HF, in which a silicon wafer and a platinum electrode 
are placed. In order to initiate electrochemical etching the wafer is anodically polarized with 
respect to the platinum electrode. The process is usvally performed with monitoring of the 
anodic current as it allows an appropriate control of both the porosity and thickness and good 
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reproducibility from run to run. Jf the wafer is simply dipped into the solution the porous layer 
is formed on both wafer surfaces and the cleaved edges contacting with the solution. Since 
the electric current flows through the bulk of the wafer, there is a potential drop between the 
top and bottom p t s  of the wafer resulting in a decrease in the current density from the top to 
lhe bottom, which induces porosity and thickness gradients. 

Better uniformity and formation of the porous layer on only one side are achieved in a 
cell with a planar electric contact to the dicon wafer being anodized, Such a cell with a solid 
backside contact is shown schernatically in Figure 79. 

mixer 1 cathode 

1 anode 

Figure 79: Simplified schematic diagram of'a conventional single tank anodi~ation cell. 

Only the front side of the sample is exposed to the electrolyte in it. A metal or graphite 
external conlact is gently pressed to the back side of the wafer. For low resistivity silicon 
(typically lower than ri few mRcm) rather good uniformity is obtained without additional 
metal f i lm or specially doped backside surface layers which become important for providing 
a uniform current density through high resistivity wafers. The porous layer homogeneity is 
also improved by shuffling the electrolyte in order to remove bubbles and dissolved products 
of reactions. 

The reactions responsible for local electrochemical dissolution of silicon in HF solutions 
assumes a hole(h ' ) elcctron(c-) exchange to be involved according to the fullowing general 
scheme: 

Si + 2HF + lh+ + SiFz + 2 ~ '  + (2 - 1)e- 

SiFz + 2HF + S ~ F Q  + H" 
SiF4 + 2HF 7- 

where 1 is the number of charges exchanged during the elementary step. The silicon disso- 
lution requires HF and holes. Lighl illumination of the anodized surface is often performed 
in order to generate enough holes and electrons in silicon. It is in particular important for 
rr-type and lightly doped (below 10'' cm-9 1)-type materials. Gaseous hydrogen and soluble 
SiHZFo: are the main products of the reactions. When purely aqueous HF solutions are used, 
the hydrogen bubbles stick to the surface and induce lateral and in depth inhomogeneity of 
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the porous layer. One of the most efficient ways to eliminate the bubbles is to add a surfactant 
agent to the solution. Absolute ethanol at a concentration of not less than 15% is effective. 
Acetic acid is another efficient surfactant, which allows better control of the solution pH. Only 
a few percent of this acid is required for bubble removal. 

All the properties of a porous layer, such as porosity (fraction of voids within the layer), 
thickness, pore diamcter and rnicroslructure ase strongly dependent on the silicon wafer char- 
acteristics and anodization conditions. The most influential factors are the type of conductiv- 
ity, resistivity and crystallographic orientation of silicon, as well as HF concentration, pH of 
the solution and its chemical composition, temperature, current density, duration of anodiza- 
tion, stirring conditions and illumination or not during anodization. Optimal control of the 
fabrication process and its reproducibility are only possible by accounting for these factors. 

There can be two principle types of the structure of the porous layer. These are ordered 
branching pore channels (tree-like structure), usually formed in n-type monocrystalline sili- 
con, and a net of randomly running pores (sponge-like structure), typical for p-type wafers, as 
illustrated in Figure 80. In fact, porous silicon layers consisting of long voids of about 10 nm 
in diameter running perpendicular to the surface (Figure 8Oa) are formed on heavily doped 
silicon (resistivity lower than 0.05 12 cm) either n- or p-type. 

Figure 80: Typical morphology of porous silicon layers: (ii) n+ monocrystalline silicon an- 
odized in dilute aqueous HF, (b) p+ mtmocrystalline silicon anodized in concentrated aqueous 
HE Thc images are reproduced by courlesy of S. K. Lazarouk from his privatc collection. 

Layers with porosity up to 60% can be produced. For lightly doped silicon, the situation 
is somewhat different. The porous layer fabricated on p-type wafers, and on n-type ones 
undcr illumination, consists of apparently random arrays of very small holes of about 2 4  nm 
(Figure 80b). Achievable porosity is higher. The pores on n-type wafers anodized in the dark 
look like cylinders parallel to each other with a sinall branching density corresponding to a 
porosity below 10%. 

The crystallographic orientation affects thc morphology of the porous layer only in the 
case of 72-type monocrystalline silicon, determining the directions of the main pore chan- 
nels. Tn all other cases, the porous materials formed from amorphous, polycrystalline and 
nlonocrystalline silicon with identical type and concentration of major charge carriers have 
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quite similar properties, while their behavior during anodization is different. Porosity in- 
creases with increasing anodization current, typically ranging from I O to 200 niA cm-" An 
increase in the HF concentration in an electrolyte reduces the porosity. Thickness of the porous 
layer increases linearly with the anodization time. Porous layers as thick as tens of nanometers 
up to tens of micrometers can be formed. Patterned Si3N4 thin films or others resistant to HF 
masks are used for local formation of porous regions in silicon wafers and films. 

Interpore regions in the monocrystalline silicon matrix preserve its crystalline structure. 
Thus, pores themselves and their branching produce a variety of nanocrystallites in the form 
of crystalline clusters and wires. They are randomly distrihuted within the porous layer with 
the density rind size distribution determined by the matrix material and anodization conditions. 
Individual nanostructures are impossible to select within any porous layer. That is why practi- 
cal applications of porous silicon are limited to optoelectronic devices based on the statistical 
behavior of quantum size particle ensembles. 

First descvihed in: A. Ulhir, Jr., Electml.ytic shaping of germanium and silicon, Bell Syst. 
Tech. J. 35(2), 333-347 (1956) and D. R. Turner, Elrctropolishing silicon in hydrqfluoric 
acid ~ulufinns,  J .  Electrochem. Soc. 105(7), 402408 (1958) - first formalion of porous sil- 
icon; C. Pickering, M. 1. J. Beale, D. J. Robbinson, P. J. Pearson, R. Greef, Optical ~tudier 
qf'porous silicon films,fnrmed in p-type degenemtr and non-dgrnprate silicon, J. Phys. C 
17(35), 6535-6552 (1 984) - first observatjon of visible photoluminescence from porous sili- 
con at 4.2 K; L. T. Canham, Silicon quantum wire array fabrication by ~l~rtrochrmical and 
chemical di~solution qfwujers, Appl. Phys. Lett. 57(10), 1046-1048 (1990) - first observation 
of visible photolumine~cence from porous silicon at room temperature; A. Richter, P. Steiner, 
I? Kozlowski, W. Lang, Current-induced light emission from a porous silicon dak-e, IEEE 
Electron Device Lett. 12(12), 691-692 (1901) and A. Halimaoui, C. Oules, G. Bomchil, A. 
Bsiesy, F. Gaspard, R. Herino, M. Ligeon, F. Muller, El~rtro!uminr~cence in the visible mngP 
during anodic oxidution qfporous siliconJI~ns, Appl. Phys. Lett. 59(3), 304-306 (1991) - 
first light emitting devices employed electroluminescence from porous silicon with solid and 
liquid contacts, respectively; S. Lazarouk, P. Jaguiro, V. Borisenko, Integrated optvrlertrnnic 
unit ha.sed on porous silicon, Phy s. Stat. Sol. (a) 165(1), 87-90 (1 998) - first integrated in sili- 
con optoelectronic unit including porous silicon light emitter and porous silicon light detector 
connected by alumina waveguide. 

More details in: Properties of Pomus Silicorz, edited by L. Canham (TNSPEC, London 
1997); 0. Risi, S. Ossicini, L. Pavesi, Porous Silicon, a qlrantum sponge structure for silicon- 
based o~~toelectmnics, Surf. Sci. Rep, 38(1-3), 1 - 1  26 (2000). 

Poschl-Teller potential describes the potential relief fur charge carriers of effective mass 7r1 

in barriers and hole-like well? produced by impurity diffusion 

where ru is the width parameter, X is the depth parameter. Values of 0 < X < 1 correspond to 
potential bnrriers, X = 1 gives a flat band, values of A > 1 correspond to potential wells. The 
eigenvalues of the resulting Schrodinger equation for a well of width u are: 



positron - the anti-particle of the electron having mass and spin that are identical to those of 
an electron but charge and magnetic moment that arc opposite. 

positron annihilation spectroscopy (PAS) is based on registration of gamma photons emitted 
during annihilation of positrons with electrons in condensed matter. These gamma photons 
carry information on the electronic environment at which the positron annihilates, in particular 
on defects in a crystal lattice. The most frequently used source of positrons is the radioiso- 
tope " ~ a ,  which has a 2.6 year half-life. It emits 0.545 MeV end-point energy positrons 
simultaneously with 1.28 MeV gamma photons. 

The penetration depth of the source emitted positrons is sufficient to probe the bulk of a 
solid sample. The positrons slow down and thermalize in the solid within a few picoseconds. 
After diffusing in the lattice, a thermalizcd positron annihilates with an electron creating two 
gamma quanta with energies of 5 1 I keV, which is equivalent to the rest mass of the particles. 
These two quanta are emitted in approximately opposite directions. The deviation from 180" 
is causcd by the momentum of the electron, since the momentum of the positron is negligible 
due to thermalization. In the case of core electrons, the momentum is large while for the 
valence electrons it is small. 

The approaches employed to characterize defects from the positron annihilation include 
positron annihilation lifetime spectroscopy, two-dimensional angular correlation radiation 
(2D-ACAR) measurements and Doppler broadening measurements. 

The lifetime experiments are capable of distinguishing different kinds of defects but pro- 
vide no direct information on chcmical variations. The number of exponential decay term5 in 
the lifetime spectrum is the number of defect states plus one. The lifetimes deduced from the 
spectra are then checked against fingerprint values of known defects. 

2D-ACAR data allow the characterization of defects through thc analysis of the momen- 
turn distribution of conduction- and valence-band electrons in the perturbing fields of defects. 

Doppler broadening of annihilation radiation provides a sensitive method of defect char- 
acterization by measuring the momentum distribution of the electrons. Unlike 2D-ACAR, 
sensitive mainly to low-momentum electrons, it allows the examination of high-momentum 
core electrons. The core electrons of the atoms near a defect site retain the properties of the 
free atoms, including the momentum distribution. The principle of the method lies in the anal- 
ysis of the positron annihilation line shape, which directly corresponds to the distribution of 
momentum of electron-positron pairs. The momentum itself iq  measured from the amount of 
the Doppler shift of the emitted photons. 

More d ~ t d s  in: A, Harrich, S .  Jagsch, S. Riedler, W. Rosinger, Positron annihilution 
coincidenr~ Doppler hro~tdening spectroscopy, Am. J .  Undergrad. Res. 2(3), 13-1 8 (2003). 

power efficiency - see quantum efficiency. 

Poynting's vector - the vector S giving the direction and magnitude of energy flow in an 
clectrornagnetic field: 

C 
S = --[El x IHI, 

4n 
where E and H are the mutually orthogonal vectors of the electric and magnetic fields, rcspec- 
tively. If energy dissipation takes place during the propagation, this vector becomes complex 
with a real part equal to the average energy flow. 
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first described in: J .  H .  Poynting, On the Transj'2r qf Evzergy in the Electromagnetic Field; 
Phil. Trans, 175,343 ( 1884). 

precautionary principle -the statement that we should not go ahead with a new technology, 
or persist with an old one, unless we are convinced it is safe. It covers cases where scientific 
evidence is insufficient, inconclusive or uncertain. Emerging in European environmental poli- 
cies in the late 1970s, the principle has becomes enshrined in numerous international treaties 
and declarations. The giant advances in communications technology have fostered public 
sensitivity to the emergence of new risks, before scientific research has been able to fully 
illuminate the problems. The principle will play a more and more important role for future 
emerging technologies. 

More detuih in: http://europa.eu.int/comin/offl comlhealthconsumer 

precession - an effect shown by a rotating body when torque is applied to it in such a way 
as to tend to change the direction of its axis of rotation. If the speed of rotation and the 
magnitude of the applied torque are constant, the axis, in general, describes a cone, its motion 
at my instant being at right angles to the direction of the torque. 

precipitation - formation of a new condensed phase in liquids and solids. 

primer - a short segment of DNA or RNA that anneals to a single strand of DNA in order to 
initiate template-directed synthesis and extend a new DNA strand by the enzymatic action of 
DNA polymerase to produce a duplex-stranded molecule. 

primitive cell - a minimum-volume parallelepiped defined by primitive axes, which being 
translated will reproduce a crystal structure. 

primitive translations are used to construct theoretically a crystal lattice. A perfect crystal 
is characterized by a set of lattice translations T that if applied to the crystal, take every ion 
(except those near the surface) to a position previously occupied by an equivalent ion. The 
three shortest such translations that are not coplanar are called primitive translations TI, 7 2 , ~ .  

Position of every ion in the crystal can be given by some lattice translation T = n 171 +n2r2 + 
~ 1 , 3 7 3 ,  where r i l ,  nz and rL3 are integerq. 

principal function - the stationary value of the integral 1' = {:: L(r, , ill, 1 )  d f ,  where 
L(yL, uZ ,  f )  is the T,agrangian, r*, and 71, are generalized coordinates and velocities that de- 
scribe the state of a conservative system. The stationary value of the principal I'unction estab- 
lishes the path traversed by the system between two fixed points r, ( f l )  and r ,  (la). 

projection operator - an operator that projects (maps) vectors in Hilbert space onto a sub- 
space. 

prokaryote - single-celled organisms without a nucleus, like bacteria and archaea. The name 
cames from the Greek root kuryon, meaning "nut", combined with the prefix pro-, meaning 
"beforc". 

propagator - a [unction used in quantum field theory to characterize propagation of a rela- 
tivistic field or a quantum of that field from one point to another. 
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prosthetic group - a nonprotein component covalently bound to a catalytic center of an 
enzyme and essentially involved in the catalytic mechanism. 

protein - a high-molecular weight biological molecule composed of a polymer of amino acids 
linked via peptide bonds. The name originates from the Greek proteins, meaning "prece- 
dence", "holding the first place", which reflects their great importance in all living organisms. 
Proteins are formed by liner polymerization of cr-amino-acid R CHNH2 C02H, a molecule of 
water being eliminated between neighboring amino- (NH) and carhoxyl (CO) groups to form 
the peptide link: -CHR1 CONHCHR2-. The side chains R are of some twenty different 
kinds including aliphatic and aromatic polar and nonpolar types. All amino itcids share the 
same backbone differing in terms of lhcir side chains. Sevcn amino acids have an aliphatic 
or aromatic side chain making them strongly hydrophobic: valine (V), isoleucine (I), leucine 
(L), phenylalanine (F), methionine (M), tyrosine (Y), tryptophane (W). Six amino acids have 
a strongly hydrophilic side chain: aspartic acid (D), glumatic acid (E), asparagines (N), glu- 
tamine (Q), lysine (K), arginine (R), The other seven have intermediate properties: alanine 
(A), cystein (Cj, threonine (T), glycine (G), proline (P), serine (S), histidinc (H). Such a dis- 
tribution of hydrophobicitylhydrophilicity offers a clever range of blocks with which to build 
macromolecules exhibiting remarkable properties. 

There are two cases when the side chain is bonded back to the main chain nitrogen atom 
to form an amino acid. The peptide link is generiilly planar with N-H and C==O trans to the 
short C-N bond. 

Under normal conditions, any fairly long polypeptide (from a few dozen to a few hundred 
amino acids) folds spontaneously in the presence of water into globular domains with a stable 
three dimensional architecture. Some of thetn can also fold specifically, often in helical form, 
within lipid membranes. It is the dichotomy between hydrophobicity/hydrophilicity that acts 
as the driving force for these processes. 

The succession of different types of amino acids along the polymer, that is individual for 
each protein, is called the primary structure or sequcnce. This information is sufficient for 
the polypeptide chain to adopt a stable and unique three-dimensional structure in a suitable 
medium, mainly in water, with cmasional exceptions. 

Two classical groups of proteins are distinguished: fibrous proteins that have the charac- 
teristics of polymers, and globular proteins that are molecular. The natural fibrous proteins 
have simpler analogues in synthetic polypeptide fibers containing only one kind of side chain. 
In a globular protein the chain is folded to make an approximately spherical shape. Larger 
molecules may be formed by associittion of a few such sub units, either similar or different. 

F i r ~ t  dm-ribed by 6. J. Mulder in 1838. 

proteome - an entire protein madeup of a particular organism. 

proton - a subatomic particle with a single positive electric charge, spin 112 and a mass of 
I .Ci7'26231 r10-" kg. It is a baryon. The name originates from the Greek yrotns first. 

pseudomarphic superlattices - see superlattice. 

pseudopotential - a potential in the form I$ = V ( r )  + VR, where V ( r )  is the periodic crystal 
potential and VR has the character or a repulsive potential, which cancels in part the large 
attractivc Coulomb potential such that in the region of the core the higher Fourier coefficients 
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of the pseudopotential V, are small enough to be neglected in the first-order approximation. 
In fact, the true potential is replaced by an effective potential producing the correct energies 
of the valence electrons and giving the right bchavior of the corresponding wave functions 
except in the vicinity of the ion corcs. 

pseudopotential method supposcs separation of the crystal eigenfunctions into core states 
and valence \tates and the solulion of the Schrodinger equation with the rewlting Hamilton- 
ian for encrgies and wave functions within the valence subspace. It is used in the numerical 
simulation of electron energy band structure of solids. 

pseudo-spin valve - see giant magnetoresistance effect. 

Purcell effect - a spontaneous emission of radiation from excited atoms enhanced or inhibited 
by placing the atoms in a specially designed cavity or between mirrors. It has the following 
explanation. A two level system decays spontaneously by interaction with a vacuum con- 
tinuum at a rate proportional to the spectral dcnsity of modes per volume evaluated at the 
transition frequency. Within a cavity, the density of modes is modified and huge variations in 
its amplitude can occur In fact the maximal density of cavity modes occurs at quasi-mode 
rcsonanl li-equencies and is enhanced with respect to the corresponding free-space density. It 
was observed that a single mode occupies within a cavity of volume V a spectral linewidth 
u / Q ,  where Q is the quality factor of the cavity. Nornlalizing a resulting cavity-enhanced 
mode density per unit volume to the mode density of the free spacc yields that an atom whose 
transition falls within the mode linewidth will experiencc an cnhancement of its spontaneous 
decay rate given by the factor P = ( 3 X 3 / 4 . i r " ~ / ~ ,  termed the Purcell spuntaneous emis- 
sion enhancement factor. 

First described in: E. M .  Purcell, Spont~~nrous  mission probabilities at radio frequm- 
1-ips, Phys. Rcv. h9(1/2), 681 (1946). E. M. Purcell, H. C. Torrey, R. V. Pound, Rr~ur~unt.c 
~b~urp t i on  by n u d ~ n r  rriugnetlr mornents in a solid, Phys. Rev. 69(1/2), 37-38 (1 446). 

Rerngnition: in 1952 E. M Purcell shared with E Bloch the Nobel P r i ~ c  in Physics for 
their development of new methods for nuclear magnetic precision measurements and discov- 
eries in connection therewith. 

See dso  www.nobcl.sclphysics/laureates/1952/index.html. 

Purcell spontaneous emission enhancement factor - see Purcell effect. 

pyroelectric - a material in which a spontaneous electric momcnt is developed when it is 
heated. The spontaneous polarimtion in such materials is temperature dependent. Therefore, 
any temperature change A T  results in it change in the polarization A P  = nAT, whcrc rv 
denotes thc pyroclcctric coefficient. 

pyrolysis - decomposition of compounds by heat. 



Q: From Q-control to Qubit 

Q-control - see Q-factor. 

Q-factor - the quality factor describing, in dynamic force microscopy, thc number of the 
cantilever oscillation cycles, after which the damped oscillation amplitude decays to exp(-1) 
of the initial amplitude with no external excitation. It is Q = mw,/a, where r n  is the effective 
mass of the cantilever, w, is its resonant frequency and 0 is the damping coefficient. The 
minimum detectable force gradient is inversely proportional to the square root of Q. 

An additional feedback circuit in a dynamic force microscope allows control of the quality 
factor that is referred to as a Q-control feedback. It makes possible high-resolution, high- 
speed, or low-force scanning during atomic imaging of a sample surface. 

More details in: A. Schirmeisen, B. Anc~ykowski, H. Fuchs, Ilynamicforc~ microscopy, 
in: Handbook ofN~notechnolog,y, edited by B .  Bhushan (Springer, Berlin 2004), pp. 449473. 

Q-switching - a modification of the resonance characteristics of the laser cavity. The name 
comes from the Q-factor used as a measure of the quality of a resonance cavity in microwave 
engineering. 

quantum cascade laser is based on a fundamentally different principle to normal semicon- 
ductor lasers. It uses only one type of charge carrier, i. e. clectrons, and is thus called a 
unipolar laser. It operates like an electronic waterfall that is initiated in a multiquantum well 
structure. Electrons cascade down a series of identical energy steps built into the wells, emit- 
ting a photon each step. The energy levels involved in the transitions arc created by quantum 
confinement in the well composing the active region of the laser. 

So far quantum cascade lasers have been demonstrated using two different approaches. 
The original design was based on a three-quantum-well active region separated from the in- 
jectionlrelaxation region by a tunnelling barrier. The sccond design has an active region con- 
sisting or it superlattice, which for the beqt performance can be chirped to compensate for the 
applied electric field (see Figure 8 I). 

In both cases, the necessity to confine the upper state of the active region requires the laser 
to be separated into an active rcgion followed by an injectionlrelaxation region. Quantum 
cascade lasers have been obtained using AIInAdGaTnAsAnP and AlGaAsIGaAs superlattices. 
They have demonstrated pulsed operation at room temperature in the midinfrared wavelength 
range (3- 1 9 ym). 

Quantum cascade structures are also employed in quantum cascade distributed- 
feedback lasers and microcavity quantum disk lasers. 

First described in: R .  F. Kayarinov, R. A. Suris, Possibility of tlze amplification of eletro- 
mngnetic waves in a semiconductor with a sup~rlat t ic~,  Fiz. Tekh, Poluprovodn. 5(4), 797- 

Whnf is What in rhr Nunoworld: A Hnndhook on N u n o . w t : n c ~  und N , m u I w h n ~ ~ l o ~ .  
Victor E.  Boriscnko and Stefano Ossicini 
Copyrighl O 2004 Wrlry-VCHVcrlag GmbH & Co. KCiaA, Weinheim 
ISBN: 3-527-40493-7 
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Figure 81: Schematic conduc~ion-band diagram of a portion of the laser heterostructures at 
threshold hias. The thicknesses of (he layers are indicated in nm, the underlined nunlbers denote 
the four layers which are n-type doped. The wavy arrow indicates the transition 3+2 rcsponsiblc 
for the laser action. The solid curves rcprcscnt thc moduli squarcd of thc rclcvant wavc functions. 
Aftcr C. Sirtori, P. Kruck, S. Barbicri, P. Collot, J. Naglc, GaAs/AI,Gnl -,As quantum cascude 
lasers, Appl. Phys. Lctt. 73, 3486-3488 ( 1998). 

800 (197 1) - idca (in Russian); J. Faist, F. Capasso, D.L. Sivco, C. Sirtori, A.L. Hutchinson, 
and A.Y. Cho, Quantum Cuscudr Lrrsers, Science 264,553 (1994) - realization. 

More Detuils in: J .  Faist, F. Capasso, C. Sirtori, A. Cho, in Int~r~ubbund Transitions 
in Q~untum WPlls: Physics and Devic~  Appliccrlions 11, edited by H. Liu and E Crtpasso, 
(Academic Press, New York 2000) vol. 66 pp. I-X3 

quantum cascade disk-lasers - a quantum cascade lascr arranged as a freestanding-in-air 
disk cut off a thin quant~un cascade structure (scc also quantum cascade laser). The disk 
gcomctry allows small dcviccs md low threshold currents.Moreover, laser lasing in this case 
occurs in thc so-ciilled "whispcring gallcry" modes that correspond to light travelling close to 
the perimeter of the disk impinging onto its edge at angles greater than the critical angle of 
refraction. This results in a high quality resonator, with only low lower; due to tunnelling of 
light, scattering from surface roughness and intriwic waveguide loss. 

First cksc-rihed in: .I. Faist, C ,  Gmachl, M. Striccoli, C. Sirtori, F. Capasso, D.L. Sivco, C. 
Sirtori, md A.Y. Cho, Quantum rasrude disk lasers, Appl. Phys. Lctt. 69(17), 2456-2458 
(1996) 

quantum cascade structures distributed-feedback lasers are formed by incorporation of a 
grating in quantum cascade lasers. This allows tunable operation of the laser at and above 
room temperature with a linewidth consistent with the desired applications, such as remote 
chemical sensing and pollution monitoring. 
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First describ~d in: J .  Faist, C, Gmachl, M. Striccoli, F. Capasso, C. Sirtori, D.L. '3' b IVCO, 
J. N. Baillargeon, and A.Y. Cho, Distributed feerlback quuntum ca~cude laser;\, Appl. Phys. 
Lett. 70(20), 2670-2672 (1997) 

quantum cellular automata - binary logical devices and computers designed as an array 
oT quantum-dot cells thal are connected locally by the Coulomb interaction of the electrons 
confined within the dots. It is also called Notre Dame architecture. A basic cell consists 
of four (or five) quantum dots in a square army, as is shown in Figure 82, coupled by tunnel 
barriers (in the case of five dots the fifth one is placed in the center of the square). 

Figure 82: Basic ccll of quantum ccllular automata and its two ground polarization statcs. 

Electrons are able to tunnel between the dots, but cannot leave the cell. When two excess 
electrons are injected into the cell, Coulomb repulsion separates them and places them in dots 
on opposite corners. There are thus two energetically equivalent ground state polarizations, 
which can be labeled logic "O" and logic "1". If two cells are brought close together, the 
Coulomh interaction between the electrons forces the cells to get the same polarization. When 
the polarization of one of the cells is gradually changed from one state to another, the second 
cell exhibits a highly bistable switching of its polarization. This allows digital processing of 
inIormation. 

Some examples of logic elements based on these cells are shown in Figure 83. Since 
the cells are capacitively coupled to their neighbors, any change of the state of the input cell 
results in the change of the output. In a line of cells no metastable states, where only a few 
cells flip, are possible. Transmission of binary information, signal inversion, majority voting, 
splitting and other logic functions can be realized. 

invertor (NOT) 

input A 
"I" 

"1" 
input C 

majority voting gate 

output A 
"1" 

Figure 83: Logic elements cornpo.;ed of quantum cellular automata cells. 
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One meets two main problems when implementing quantum cellular automata devices: 
individual adjustment of each cell and the limit on the operating temperature. The individual 
adjustment is needed because of fabrication tolerance, the presence of stray charges, and the 
need for exactly 4N f 2 excess electrons in each cell. For a cell on the 100 nm scale, layout 
errors of less than a tenth of a nanometer would be sufficient to completely disrupt cell opera- 
tion. The limitation on the operation temperature is determined by the weakness of the dipole 
interaction between the cells, which must be significantly larger than kBT. Along quantum dot 
structures fabricated within a semiconductor-based nanotechnology, single bistable molecules 
also have prospects for implementation quantum cellular automata. In the latter case, the 
limitations related to fabrication tolerance are easily overcome, as molecules are intrinsically 
precise and bound electrons are sufficiently localized to act as excess elcclrons without the 
need for external leads. 

Fint d~srribed in: P. D. Tougaw, C. S. Lent, W. Porod, Ristul-,le saturation in caupl~d 
quariturn dot rells, J .  Appl. Phys. 74(5), 3558-3566 (1 993). 

quantum computations - a procedure of massively parallel computations exploiting the spe- 
cific properties oS quantum states, such as quantum superposition and entanglement. The 
quantum parallelism supposes a quantum computer lo operate on quantum superposition 
stales or all inputs simultaneously. The same malhematical operation on different input num- 
bers is performed within a single quantum computational step. The result is a superposition of 
all the corresponding outputs. Extraction elf information in a quantum computer is nontrivial, 
because simply measuring a quantum state with an exponential number of nonzero amplitudes 
will yield a highly random result. Tn certain algorithms, however, appropriate quantum logic 
gates cause the amplitudes to interrere so that only a few amplitudes survive in the end. Fol- 
lowing a measurement (or a limited number of repeated measurements on identical runs), the 
result (or distribution of results) can depend on a global property of all inputs. 

Parallel quantum information processing is evidently more efficient than any classical 
computational procedure. 

First desrribd in: Yu. I. Manin, Computed and Non-computed (Sovctskoe Radio, 
Moscow, 1980) - in Russian; R. P. Feynman, Si?nulatingphysics with computers, Int. J .  Theor. 
Phys. 21(6/7), 467488 (1 982). 

More detuils in: M .  A. Nielsen, I. L. Chang, Quantum Computation and Quantum Injor- 
mution (Cambridge University Press, Cambridge 2000). 

quantum computer - a machine realizing quantum computation. 

quantum-confined Stark effect - see Stark effect. 

quantum confinement (effect) -the phenomenon of the nonzero lowest energy and quantiza- 
tion of the allowed energy levcls in low-dimensional structures, arising from the confinement 
of electrons within a limited space. It is illustrated as follows: 

A free electron moving in three dimensions has a kinetic energy corresponding to the space 
components of its impulse pJ ,py ,p , :  
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where (rn* is the effective mass of the electron, which in solids is usually appreciably less 
than rrbo the electron rest mass, k,, ky,  kr3 are the space components of the wave vector. Free 
motion of electrons in a low-dimensional structure is restricted, at least in one direction. In 
this direction, let it be the s: direction, the forces which confine the electrons can conveniently 
be described by an infinitely deep potential well, as is illustrated by Figure 84. 

Figure 84: Potcntial well and wave functions ol'clcctrons confined in it. 

Noting that n is the width of the well in the :x-dircction, the electrons have zero potential 
energy in the rcgion O < .r < a. Infinitely high impenetrable potential barriers prevent them 
from straying beyond this region. Thus, the electron wave function drops to zero at r = 0 
m d  n .  Only a restricted set of wave functions meet these requirements. They can be only 
standing wavcs whose wavelength X takes one of the discrete values given by A,, = 2 a l n  
(whcrc n -- 1 , 2 , .  . .). The allowed wave vectors or the waves are k, = 2nXn = rmlu.  They 
result in thc set of discrete energy states of electron$ defined by: 

The integer n is a quantum number that labels the state. It means that electrons confined to 
a region of space can occupy only discrete energy Icvcls. The lowest state has the energy 

which is always above zero. This contrasts with classical mechanics, whcre the lowest state 
of a particle sitting on the botlom or  the well is equal to zero. Such behavior would violate 
the uncertainty principle in quantum mechanics. In order to satisfy the unccrtainty relation 
A p A r  > h / 2  (in our case Ar = u) ,  the elcctron must have the uncertainty in its momentum 
A p  > fil2cx. The latter corresponds to a minimum amount of energy A E  = (AP)"2rrr = 

h 2 / 8 ~ r ~ u 2 ,  which resembles El to an accuracy of ~ " 4 .  
Tn addition to increasing the minimum energy of the electron, confinement also causes its 

cxcited state energies to become quantized proportional to n2. 
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The number of the directions remaining free of the confinement is used for classifica- 
tion of elementary low-dimensional structures within three groups. These are quantum films, 
quantum wires and quantum dots shown schematically in Figure 85. 

bulk 
(30) 

quantum film 
(2D) 

quantum wire 
(1 D) 

quantum dot 
(OD) 

Figure 85: Elcmcnlary low-dimensional structurcs, [heir electron energy diagrams E ( k )  and 
clcctron density of states N ( E )  in comparison w i ~ h  those in three dimensions. 

Quantum films are two-dimensional (2D) structurcs in which quantum confinement acts 
only in one direction, which is the x direction in Figure 85, corresponding to the film thickness. 
Charge carriers are free to move in the 1r.7~ plane of the film giving their total energy to be a 
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sum of the quantum confinement induced and kinetic components: 

In the k-space it is represented by a set of parabolic bands called sub-bands. It can be seen 
that the sub-bands overlap in energy. The minimum energy that an electron can have in the 
rith sub-band is En = (ti2n2n2)/(2n~u2) when there is no motion in the plane. 

Density of states in a quantum film has a characteristic staircase shape, replacing the 
parabolic shape typical for free electrons in three-dimensional (3D) structures. Electrons in 
quantum films are usually considered as a two-dimensional electron gas (2DEG). 

Quantum wires are one-dimensional (ID) structures. As compared to quantum films, one 
more dimension of the structure appears to be so small as to provide quantum continement. 
Charge carriers are free lo move only along the wire. Thus, only one kinetic component along 
with the confined energy contributes to the total energy. As a consequence, the density of 
states has dependence for each of the discrete pairs of states in the confined directions. 

Quantum dots are zero-dimensional (OD) structurer; in which the carriers are confined 
in all three directions. Their energy states are quanti7ed in all directions and the density 
of states is represented by series of discrete, sharp picks resembling that of an atom. This 
comparison is the origin of the labelling of quantum dots as artificial atoms. Quantum dots 
are usually formed by a definite number of atoms. They arc typically represented by atomic 
clusters or nanocrystallites. Considering the coupling of quantum dots with external electric 
circuits, they can be classified as open dots and almost-isolated or closed quantum dots. In 
an open dot, the coupling is strong and the movement of electron? across clot-lead junctions 
is classically allowed. When point contacts, connecting a dot with an external circuit, are 
pinched off, effective barriers are formed and conductance occurs only by tunneling. These 
are almost-isolated or closed quantum dots. 

quantum cryptography - the art of rendering a message unintelligible to any unauthorized 
party with the use of Heisenberg's uncertainty principle, quantum entanglement and the 
fact that it is not possible to take a measurement of a quantum system without perturbing the 
system. Hence, an eavesdropper cannot get any information about the communication without 
introducing perturbations that wwould reveal his presence. 

In general, the security of a cryptotext depends entirely on the secrecy of the key, which 
is a set of specific parameters defining encryptingldccrypting procedures. The key is supplied 
together with the plain text as an input to the encrypting algorithm, and together with the 
cryptogram as an input to the decrypting algorithm. The main quantum cryptosysteins devel- 
oped for the key distribution use: (i) encoding based on two non-commuting observables (see 
BB84 protocol), (ii) encoding based upon quantum entanglement and Bell's theorem (see 
E91 protocol), (iii) encoding based on two nonorthogonal state vectors (see B92 protocol). 

Quantum cryptography provides a means for two parties to exchange an enciphering key 
over a private channel with complete security of communication. While classical cryptography 
employs various mathematical techniques to restrict eavesdroppers from learning the contents 
of encrypted messages, in quantum cryptography, the information is protected by the laws of 
quantum physics. 
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First described in: S. Wiesner, Conjugate coding, SIGACT News 15(1), 78-88 (1 983). 
Original manuscript was written circa 1970, but rejecled from the journal to which it was 
submitted. 

More derails in: N .  Girin, G. Ribordy, W. Tittel, H. Zbinden, Quantum cryptography, Rev. 
Mod. Phys. 74 (1) 145-195 (2002). 

quantum dot - see quantum confinement. 

quantum dot laser operates on the basis that population inversion necessary for lasing in 
semiconductors occurs more efficiently when the active layer material scales down from three- 
dimensional (hulk) to zero-dimensional (quantum dot) structures. In fact, a quantum dot 
laser combines the length scales defining the confinement of photons (100 nm) and the length 
scales defining the confinement of electrons and holes (10 nm). Moreover, quantum dot lasers 
exhibit reduced temperature sensitivity. For fabrication, it is necessary to form high quality, 
uniform quantum dots in the active layer. This is provided by the self-assembly of nanoscale 
three-dimensional cluster\ through the Stranski-Krastanov growth mode. 

First rlrscribrd in: N .  Kirstaedter, N. N. Ledentsov, M. Grundmann, D. Bimberg, V. M. 
Ustinov, S. S. Ruvimov, M. V. Maximov, P. S. Kopev, 2. I. Alferov, U. Richter, P. Werner, 
U. Gosele, J. Heydenrieich, Low threshold, lurg~  To injection luser rrnission,from (1rtCa)As 
quantum dots, Electron. Lett. 30(17), 1416-1417 ( 1  994). 

Recognition: in 2000 Z. 1. Alferov received the Nobel Pri7e in Physics for basic work on 
information and communication technology: for developing semiconductor heterostuctures 
used in high-speed- and optoelectronics. 

See also www.nobel.se/physics/laureates/200U/index.ht1nl. 

quantum dot solid - an ensemble of quantum dots spatially arranged with a period (the 
distance between the nearest dots) comparable or shorter than the electron de Broglie wave- 
length. The basic properties of such dense quantum dot ensembles are expected to reproduce 
features inherent in solids, i. e. formation of energy bands in a perfect lattice and coexistence 
of localized and delocalized electron states in disordered quantum dot structures. Electronic 
and optical properties of quantum dot solids are determined by electron confinement in each 
dot and collective effects arising from periodic special organization of the dots. The quantum 
dot solid can be considered as a particular form of colloidal crystals. 

First described in: C .  B .  Murray, C. R. Kagan, M. G. Bawendi, Srlf nrganizrrtion of CdTe 
nnnocrystallites into thrw-dimensinrzal quafiturn dot superlattic~s, Science 270, 1335-1 338 
(1995). 

quantum efficiency - the capability of electrons and holes to generate pholons by radiative 
recombination in a light emitting device (LED). Internal and external quantum efficiency is 
distinguished. 

The internal quantum efficiency is defined as the ratio of the number of photons gener- 
ated and the number of minority carriers injected into the region where recombination mostly 
occurs. In fact, it is the fraction of the excited carrier5 that recombine radiatively to the total 
recombination u,, = R , / H  = T,,/(T,~ + T ~ ) ,  where l?, and H are the radiative and total re- 
combination rates, T,,, and T, are the nonradiative and radiative relaxation times of carriers. It 
is used to characterize the internal generation of photons. It does not take into account (i) how 
many charge carriers injected into the LED do not excite the material to the photon emitting 
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states, and (ii) how many generated photons gct lost before exiting the device (e.g. by reab- 
sorption processes). In fact, for those photons that are generated, therc can still be loss through 
absorption within the LED material, reflection loss when light passes from a semiconductor to 
air due lo differences in refractive index and total internal reflection of light at angles greater 
than the critical angle defined by Snell's law. 

The external quantum efficiency is the ratio of the number of photons actually emitted 
by a LED and the number of electrical carriers entering the LED per unit titne. By using 
thc external quantum efiiciency I/,,, one can derive the power efficiency, which is the ratio 
between the radiant flux (the power carried by the light beam) emitted by the LED and the 
input electrical power supplied to it: I+,,, = I&w/~TPV,  where V is the applied voltage. 
The power efficicncy of a LED should be at least 1% for display applications, whereas for 
optical interconnectv it should be at leavt IO%, due to the requirement for a small thermal 
budget on the chip. Operating voltage can be high for display applications, while it should be 
low ( 1-5 V) for interconnects. 

The power efficiency is sometimes reported in lumens per watt. It is also called wall-in- 
plug efficiency because it is intended that the power should be dircctly taken by the plug-in. 
It should be noticed that this general definition can also be used for nonelectricrrlly pumped 
luminescencc mechanisms. 

quantum ensemble - a number of identically prepared particles. 

quantum entanglement - the term introduced by Schrijdinger for the description of nonsep- 
arable quantum states. It is an ability of quantum cystems to exhibit correlations between 
states within a superposition. If there are two qubits each in a superposition of 0 and 1 state, 
the quhits are said to be entangled if the measurement of one quhit is always corrclr~ted with 
the result of the measurement of the other clubit. It means that two spatially scparrtted and 
noninteracting quantum systems that have interacted in the past may still have some locally 
inaccessible information in common - information which cannot be acccssed in any experi- 
ment performed on either of them alone. 

Entanglement is a feature of quantum systems that allows much stronger correlation be- 
tween quantum particles than clilssical physics pcrmits. A measurement on one particle in 
an entangled system instantly reveals the properties of the other particle even if the two par- 
ticles are widely separated. The quantum entanglement is used for quantum processing of 
infomiation. 

First described in: E. Schrodinger, Die gejier~wiirtige Situation in der Quantenmerhanik, 
Naturwihscnschaften 23(48), 807-8 12 (1  935). 

quantum film - sce quantum confinement. 

quantum (quantized) Hall effect - scc Hall effect. 

quantum leap - a leap-like transition of a quantum particle from one state to another under 
thc influence of an interaction typical for this type of particle. It is often used to indicate an 
abrupt change, sudden increase, or dramatic advance. 

First d~scrihed by N. Bohr in 19 1 3,  
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Figure 86: Visualization of the quantum miragc. 

quantum mirage - a phenomenon of coherent projection of electronic structure in atomic 
scale arrangements. It is illustrated in Figure 86 for the case in which it was iirst observed. 

A scanning tunnelling microscope (STM) was used to position 36 cobalt atoms in an 
elliptical ring. Then another coball atom was placed at one of the two focal points of the ring. 
The Kondo effect measured with the STM at both focal points demonstrates it to take place 
not only at the focal point with the alone cobalt atom, but also, while much weaker, at the 
vacant focal point. It looks like a mirage that gives the name to the phenomenon. 

The phenomenon promises to make possible data transfer without conventional electrical 
wiring. 

First de~cribpd in: H .  Manoharan, C. Lutx. D. Eigler, Quantum miragrs jomwd h y  coher- 
~ntpwjer t ion of electronic structure, Nature 403(5), 512-515 (2000). 

quantum number - an integer (in the case of spin a half-integer) that labels the state of a 
quantum system. 

quantum point contact - a narrow constriction of a two-dimensional conducting channel. 
An examplc of' such a structure and its related conductance curve are illustrated in Figure 87. 
A short constriction in the burred two-dimensional electron gas is defined hy the electrically 
connected surface gates shaped like opposed knives. The gates are negatively biased in or- 
der to deplete the two-dimensional electron gas under them and form a narrow conducting 
channel. For the channel with N transmitting modes its conductance is G = N(2r2 /h ) ;  it is 
quantized in units of 2e2/h. 

The externally applied gate voltage Vg controls (he channel width. By an increase in the 
negative bias, the width of the point contact can be gradually reduced, until it is fully pinched 
off. As the conducting channel is widened, the number of transverse eigenstates below the 
Fermi level increases. Conductance steps corresponding to increasing values of N appear. 
Note that if one deals with a nonideal channel, in which scattering events reducing the total 
current take place, it is important to account for the probability of transmission. 

quantum teleportation - the "disembodied transport" of a quantum state (panicle) from one 
place to another. It is an alternative to the hardly realized direct move of such states through 
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Gate voltage V, (V) 

Figure 87: Schcmatic layoul and conductance of the quantum point contacl induccd in burred 
two-dimensional electron gas by surface gates. Aker R .  J. van Wees, H. van Houten, C. W. J. 
Beenakker, J. G. Williamson, L. P. Kouwenhoven, D. Van dcr Marel, C. T. Foxon, Quantiz~d 
conductunr~ of'poinr contucts in a two-dirn~n~iimd dertrori gas, Phys. Rev. Lell. 60(9), 848- 
850 (1988). 

space. Direct transmission would have to be along a channel that maintains quantum coher- 
ence, which requires the complete isolation of the transmitted quantum object. An approach 
bascd on the measurement of all observables of the quantum system, their subsequent trans- 
mission in the form of conventional digital codes and restoring the original quantum system by 
a receiver on the basis of measured observables meets the fundamental limitations. It cannot 
be applied to transmission of an unknown quantum system because any measurement made 
on a quantum system uncontrollably perturbs it, destroying the original. Accurate copying 
(cloning) of an unknown quantum state is also not possible (non-cloning theorem) because 
it would be equivalent to a simultaneous sharp measurement of all observables of the system, 
including non-commuting ones, which is forbidden by the uncertainty principle. Quantum 
teleportation avoids these restrictions. 

A system for quantum teleportation should have a source of Einstein-Podolsky-Rosen 
(EPR) pairs, a quantum decoder and a quantum synthesizer connected with a sender (conven- 
tionally named Alice) and receiver (conventionally named Bob) by communication channels 
as is shown schematically in Figurc 88. Tn order to teleport an unknown quantum state Q 
represented by a quantum particle from Alice to Bob they are each given one particle of the 
entangled EPR pair. Then Alice brings together her particle and the particle in an unknown 
state, and performs jointly on those two particles a special measurement using the quantum 
decoder. 

This measurement has four possible outcomes, it is, in fact, the same measurement that 
is performed at the end of the two-bit communication process. Alice then communicates the 
result of the mewurement to Bob by any classical channel. According to these data, Bob, who 
has the other member of the EPR pair, performs one of four operations on his particle using thc 
quantum synthesizer. As a result, Bob gets the particle in exactly the same state that Alice's 
particle was originally in. Thus, if Alice and Bob share an Einstein-Podolsky-Rclsen pair Bob 
can reproduce Alice's unknown quantum state with the assistance of only two classical bits of 



quantum well 24 1 

Figure 88: Principle of quantum ~eleportation. 

information sent by Alice to Bob through a classical channel. Quantum tcleportation supposes 
sending an unknown quantum statc kom one place, where it vanishes, to another place, where 
it appears, without really traversing the intermediate space. 

Firrt devc.riherl in: C .  H .  Bennett, G. Brassard, C. Crepeau, R. Jozsa, A. Percs, W. K. 
Wovtters, Teleporting an unknown yuanturn state via d u d  rlassical and Einstein-Po&hky- 
Knsen chunnds, Phys. Rev. Lett. 70(13), 1895-1899 (1993) - theory; D. Bouwmeester, 
J. W. Pan, K. Mrtttle, M. Eibl, H. Weinfurter, A. Zeilinger, Exprrimental quantum telt-porta- 
tiori, Naturc 390, 575-579 (1 997) - experiment. 

yuantum well -a  finite region of space restricted by potential barriers. In semiconductor elec- 
tronics this is typically a structure composed of semiconductors with different band gaps or a 
semiconductor and a dielectric, in which the material with a small gap in a low-dimensional 
form is placed in betwccn the regions of the large gap materials. It acts as a well for charge 
carriers. The material with the .;mall gap creates a well, while the large gap one forms po- 
tential barriers for this well. Such an arrangement can be translated in space, resulting in 
multiquantum wells. 

Superlattices fabricated by deposition of semiconductors with dissimilar electronic prop- 
ertics are considered to be a classical example of solid-state quantum wells. Nevertheless, 
quantum wells are also formed when semiconductor low-dimensional structures are imheddcd 
into a dielectric matrix even without lattice matching of the materials. Silicon nanoclusters 
imbedded into silicon dioxide are an example of these. 

According lo the confinemcnt energy schemes for electrons and holes, quantum wells 
are usually classified into two main groups, which are lahellcd type I and type 11. Energy 
relationships in these groups are illustrated in Figure 89, where the material A is expected to 
havc a smaller band gap than the material B. 

In type 1 or straddling alignment, the bottom of the conduction band in the well (material 
A) lies lower in cnergy than in thc barrier (material B), but for the top of the valence band 
it is quitc the opposite: in the well it is higher than in the barrier. Electrons and holes are 
both localized and confined in the same region, which is the well. This type or well can be 
called a "spatially direct gap semiconductor" having energy diagrams very similar to the band 
structure of direct gap semiconductors. 

In type TI, both the bottom of the conduction band and the top of the valence band in the 
well are located lower in energy than those in the barrier. As a result, clectrons appear to be 
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Figure 89: Arrangements of the confinement of electrons and holcs in quantum wells formed by 
the sinall gap material A and large gap material B with band gaps &A and E+, respectively. 

localized and confined in the well, while holes come to the barrier. Meanwhile, the difference 
in energy between the bottom of the conduction band in the barrier and the top of the valence 
band in the well can be positive or negative. If it is positive, the energy gap extends through the 
whole structure, as is shown in Figure 89 for type IIA (staggered alignment). Such a structure 
can bc referred to as a "spatially indirect gap semiconductor". If the energy difference is 
negative (or yero), as is shown for type IIB (misaligned) structures, these can be considered as 
"spatially gapless semiconductors". 

Quantum wells are one of the most important elements of many of nanoelectronic and 
optoelectronic devices. 

quantum-well laser - a semiconductor laser that has an active region composed of ultrathin 
layers ( ~ 2 0  nm or less) forming narrow potential wells for injected carriers. Quantization of 
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electronic states in the wells, among other benefits, brings reduction of the threshold current 
as compared to semiconductor lasers with a uniform active region. 

quantum wire - see quantum confinement. 

quantum Zeno paradox - a continuously observed quantum system cannot make transitions. 
It is a consequence of the Zeno paradox that motion is impossible because before reaching 
a goal one has to get halfway there. Before that, one had to get halfway to the midpoint, etc. 
The wave function of a quantum system evolves continuously according to the Schrodinger 
equation. When a measurement is made, there is a discontinuous reduction of the wave packet. 
Thus, if one could make a continuous set of measurements on a quantum system, this system 
would never evolve. Another name for the paradox is watched pot effect, after the proverb 
"A watched pot never boils". 

quasicrystal - a structure, which cannot be indexed to any Bravais lattice and which has a 
symmetry intermediate between a crystal and a liquid. It has a well-defined, discrete point 
group symmetry, like ii crystal, but one which is explicitly incompatible with periodic transla- 
tional order (e.g. exhibiting five-, eight-, or twelve fold symmetry axes). Instead, quasicrystals 
possess a particular kind of translational order known as quasiperiodicity. 

first drscriltm' ir t :  D. Shechtman, T. Blech, D. Gratias, J. W. Cahn, Metallic phase with 
long-range ori~ntational order and tto translation symmetly, Phys. Rev. Lett. 53(20), 195 1- 
1953 (1984). 

quasiparticle - a single-particle excitation. 

quasi-steady-state hole-burning - see spectral hole-burning. 

qubit - acronym for a quantum hit. It is a quantum system that, like an ordinary computer bit, 
has two accessible states. But, unlike a classical system, a qubit can exist in a superposition 
of those two states at the same time. Qubits are just quantum two-level systems such as the 
spin of an electron, the nuclear spin or the polari~ation of a photon and can be prepared in a 
coherent superposition state corresponding to "0" or "1". Important times characterizing the 
performance of different two-level quantum systems are presented are in Table 6. 

Table 6: Switching (t,,) and phasc coherence (tPh) times of two-lcvcl quantum systcnis 
(D. P. DiVinccnm, Quun~urrr coniputdon, Scicncc 270,255-261 (1995)) 

Mossbauer nucleus 
Electrons: GaAs 
Electrons: Au 
Trapped ions: Tn 
Optical cavity 
Electron spin 
Electron quantum dot 
Nuclear spin 

10" 
10" 
LO" 
101" 
10:' 
I 0 4  

10"' 
lo7 
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The time I,, is the minimum time required to execute one quantum gate. It is estimated 
as h / A E ,  where AE is the typical energy splitting in the two level system. The duration 
of a .ir tipping pulse cannot be shorter than this uncertainty time for each system. The phase 
coherence time f P h  is the upper bound on the time ycale over which a complete quantum 
computation can be executed accurately. The ratio of these two times gives the largest numbcr 
of steps permitted in a quantum computation using these quantum bits. 

First desrrib~d in: B. Schumacher, Quanturn coding, Phys. Rev. A 51(4), 2738-2747 
(1995). 



R: From Rabi Flopping to Rydberg Gas 

Rabi flopping - the sinusoidal population transfer in two-level systems. See also Rabi fre- 
quency. 

Rabi frequency arises in an analysis of a system with two energy levels. The two-level system 
is a basic model approximating accurately many physical systems, in particular those with 
resonance phenomena. The basic two-level system is a spin 112 particle (spin-up and spin- 
down). Consider the motion of the spin 112 particle in the presence of a uniform but time- 
dependent magnetic field. Suppose the particle has a magnetic moment p = yS, where y is 
the gyromagnetic ratio and S is the spin operator. In a static magnetic field Bu, lying along the 
z axis the motion of the magnetic moment can be described thrclugh 

Here 0 is the angle between LL and Ro and wo = -yBo is the Larmor frequency. Now we 
introduce a magnetic field R1 and this field rotate\ in the ~r - y plane at the Lamor frequency. 
The total magnetic field is B = (T3, ros wet, -I?, sin wet, Bo) (called the Rabi pulse) and we 
will find the motion of 11 in this field. The solution is simple in a rotating coordinate system 
and where one has that the moment LL precesses about the field at the rate: 

This frequency is called the Rabi frequency. If the moment initially lies along the z axis, then 
its tip traces a circle in the y - 2 plane. At time t it ha\ precessed through an angle ( j !~ = w,t 
and the component -7 of the moment i \  given by 11- ( t )  = 11 csos wRt. At time T = r/wn, the 
moment points along the negative z axis: it has turned over. This phenomenon is called Rabi 
flopping. 

If the tnagnetic field rotates at a generic frequency different from the resonance frequency 
wo, it is straightforward to demonstrate that the moment precesses about the field at a rate 
(called the effective Rabi frequency) 

The z-component of the moment oscillates but, unless w = wo, never completely inverts. 
The rate of oscillation (Habi oscillation) depends on the magnitude of the rotating field. Its 
amplitude depends on the frequency difference b = w - w ~  with respect to w ~ ,  called dctuning. 
The moment in the field oscillates between two states at the effective Rabi frcqucncy, where 
thc contrast in lhc oscillation is determined by detuning. 

Whur I.$ Whur I,! r h ~  ,MrnowrirLl: A tfondlioorl orr N~moscre~rce rrwd iVunorechnolo,~v 
Victor E. Borisenko and Stefano Os?icini 
Copyripht (0 2004 Wilcy.VCH Vcrlap GmbH & Co. KGaA. Wcinhcim 
ISHN: 3-527-40493-7 
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The Rabi resonance method can be used to measure the energy splitting between two 
states. It plays an important role in quantum optics. It is fast becoming popular in the analysis 
and design of spin qubit systems. 

First described in: I .  I. Rabi, On the process of space quuntization, Phys. Rev. 49(4), 
324-328 (1936); I. I. Rabi, Space quantization in a gyruting mugnrticjield, Phys. Rev. 51(8), 
652-654 (1937). 

Recognition: in 1944 I. I. Rabi received the Nobel Prize in Physics for his resonance 
method for recording the magnetic properties of atomic nuclei. 

See also www.nobel.se/physics/laureates/ 1944/index.html. 

Rabi oscillations - oscillations in a two-level system. See also Rabi frequency. 

Rabi pulse - if the oscillating field entering the determination of the Rabi frequency is res- 
onant, i. e. it satisfies w = wo, then it is called a Rabi pulse (see also Rabi frequency). 

Rademacher functions - the system of orthogonal functions defined as f , , ( z )  = fr , (2"z)  
with n =. 1 , 2 , 3 . .  .; J;,(z) = 1 for 0 5 :r < 112; f , , (x)  = -1 for 112 < x < 1; f0(z + 1) = 

.fo(.c) for -m < z < m. This system is not a complete one. Its completion is achieved 
within the system of Walsh functions. 

First described in: H .  A. Rademacher, Einige Satze iiher Reihe~z von Allgemeinen Orthog- 
onulenfunktionen, Math. Ann. 87, 1 12-1 38 (1 922). 

radical (chemical) - a group of atoms, which occurs in different compounds and remains 
unchanged during chemical reactions. 

Raman effect - the light scattered from solids contains components, which are shifted in 
frequency with respect to the incident monochromatic light, as illustrated in Figure 90. 

Stokes Anti-Stokes 

Figure 90: Raman scattering of  a photon with emission or absorption of  a phonon. 

The difference between the frequency of the incident photon and the frequency of the 
scattered photon is called the Raman frequency. The shirts are caused by the gain or loss 
of characteristic amounts of energy when atoms or molecules change their rotational or vi- 
brational motion. Light scattering involves two photons - one in (w), one out (w'). A photon 
is scattered inelastically by a crystal, with the creation or annihilation of a phonon (0)  or 
magnon. The photon at w' = w - R ir; called the Stokes line and the process of phonon 
emission is a Stokes process. When a phonon is absorbed during scattering, such a process 
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is called an anti-Stokes process and thc corresponding photons with w' = w $. 11 form the 
anti-Stokes line. 

The process is called Brillouin scattering when an acoustic phonon is involved and po- 
lariton scattering when an optical phonon is involved. Similar processes occur with magnons. 

The scallcrcd radiation vanishes for certain choices of the light polarization and scattering 
geometries. These so-called Raman selection rules are a result of the symmetries of the 
medium and of the vibrational modes involved in thc scattering. 

First described in: C. V. Raman, A new rudiatinn Indian J .  Phys. 2, 387-398 (1928) and 
G .  Landsberg, L. Mandelstam, Ubrr die Lichtzerstreuung in Kristullen, Z.  Phys. 50(11/12), 
769-780 (1928). 

Kccognition: in 1930 only C. V. Raman received the Nobel Prize in Physics for his work 
on the scattering of light and for the discovery of the effect named after him. 

See also www.nobel.se/physics/laureates/l930/index.html. 

Raman frequency - sec Raman effect. 

Raman selection rules - see Raman effect. 

Haman spectroscopy detects vibrational frequencies in molecules or molecule like structures. 
The idea is that when an intense beam of light enters a sample its scattering due to the Raman 
effect occurs at frequencies higher and lower than the frequency of the incident light. The 
difference between the frequencies of the incident and scattered light is equal to the vibrational 
frequency of the molecular bond responsible for the Raman scattering. Thus by analyzing the 
spectral dependence of Raman scattering, different molecular bonds and various functional 
groups in the molecule can be recognized. 

rare earth elements - 17 metallic elements from Group IIIA of the Periodic Table ranging 
in atomic number from 21 (scandium) to 71 (lutetium). The elements from atomic number 57 
(lanthanum) to 71 (lutetium) are also called lanthanides. 

First described by S. A. Arrhenius in 1887. 

Rashba effect -spin splitting of electron energy levels in solids without an external magnetic 
field as a result of enhanced spin-orbit coupling in the material. In bulk solids it is connected 
with a lack of inversion symmetry of the crystal potential. In low-dimensional structures, in 
particular in quantum wells, this effect can be superimposed by an inversion asymmetry of 
thc confinement potential. Thus, two components, i. e. m;tterial related spin-orbit coupling 
and quantum confinement, may contribute to the total spin splitting. 

An asymmetric quantum well has an interface electric field, which is described along 
the normal of the well plane and lifts the spin degeneracy of the two-dimensional electron 
energy bands by coupling the electron spin and orbital motion. This spin-orbital coupling is 
described by a Hamiltonian Hs, = a,(a x k) . z, where a is the Yauli spin matrix, z is the 
unit vector along the surface field direction, and k is the electron wave vector along the plane. 
This Hamiltonian is usually referred to as a Rashba term. The spin-rbit coupling constant is 
implicitly proportional to the strength of the built-in surface electric field. The effective mass 
Hamiltonian with the spinborbit term has the form: 
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It yields the electron energy dispersion related to the motion along the plane: 

The important characteristic of this dispersion relation is that the spins are degenerate at k = O 
and the spin splitting incrcascs linearly with k ,  where a, is the spin-orbit coupling constant, 
being a measure of the strength of this coupling. 

first desrrihed in: E. I. Rashba, Properties oj ~~micondmctors with a loop of extremn, 
Fiz. Tverd. Tcla (Lenigrad) 2(6), 1224-1238 (1960) - in Russian - introduction of the spin- 
orbit term: Y. A. Bychkov, E. I. Rashba, Osrillatory ryfects and thp magnetic susreptihility of 
rarriers in the invtmion layers, J .  Phys. C 17(33), 6039-6045 (1984) - first demon\tr:ttion of 
the role of spin coupling in two-dimensional structures. 

Rashba term - see Rashha effect. 

Rayleigh-.Jeans law expresses the energy density of blackbody radiation of wavelength X 
corresponding to ~i temperature of thc black body T as I1(X) = 8.irkn~/X4. 

First descrihed in: J. H .  Jews, Phil. Mag. 10, 91 (1905). 

Rayleigh law of scattering - see Rayleigh scattering (of light). 

Rayleigh limit - the restriction of wavefront error to within a quarter of a wavelength or a 
true spherical surface to ensure essentially perfect image quality. 

Rayleigh line -the element of a spectrum line in scattered radiation having a frequency equal 
to that of the corresponding incident radiation, due to ordinary or Rayleigh scattering. 

Rayleigh range - an axial distance from thc point or minimum beam waist W to the point 
where the beam diameter has increased to ( 2 ~ ) ' l " n  the region of a Gaussian beam focus by 
a diffraction-limited lens. 

First described in: Lord Rayleigh ( J .  W. Strutt), Imug~s  formed without rejection or re- 
fraction, Phil. Mag. 11, 214-218 (1881). 

Rayleigh scattering (of light) - the term employed to describe the scattering of light waves 
by a particle much smaller than their wavelength. The scattered wave amplitude is directly 
proportional to the volume of the particle and inversely to  thc square or the wavelength. The 
scattering intensity is thus proportional to the inverse fourth power of the wavelength, which is 
the Rayleigh law of scattering. It predicts short-wavelength light to be scattered by a medium 
containing small particles more efficiently than long-wavelength radiation. This peculiarity of 
the light scattering is responsible for the blue color of the sky on a sunny day and a red 
sunset. It results from air pollutants or, more generally, from entropy flucturttions. Blue light, 
having half the wavelength of red, is scattered sixteen times as well. The red sunset is duc 
to the fact that such selective scattering removes the blue rays from the direct beam much 
more effectively than the red. The great thickness of the atmosphere traversed is suaicient to 
produce the visible effect of giving the transmitted light its intense red color. 

First described by Lord Rayleigh in 187 1. 

Rayleigh's equation (for group velocity of waves) expresses the group velocity as a function 
of the wave velocity a and wavelength X in the form v,, = v - X(dv/dX). 
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RBS - acronym for Rutherford buckscattering spectroscopy. 

reactance - see impedance. 

reciprocal lattice - an invariant mathematical con\truction defined by the direct lattice of a 
crystal. If a1 (I = 1 ,2 ,3 )  are the primitive lattice vectors of the crystal in the direct lattice 
space, then its reciprocal lattice vectors a,* (3 = 1 , 2 , 3 )  are given by the relation ar . a: = S,, , 
where d,, = 1 if i = j ,  and d,, = O if i # 2 .  The two vectors, one in the direct lattice space 
(the al )  and the other in the reciprocal space (the a.;) are orthogonal to each other. Thus, the 
vectors of a reciprocal lattice are a; = (a2 x ai)/V,a; = (a,< x a,)/V,a]", = (a1 x aa)/V, 
where V = a1 (aL x a?) is the volume of the unit cell in direct lattice space. Each set of lattice 
planes in a crystal is represented by a point in the reciprocal lattice. All symmetry properties 
possessed by the direct lattice are inherent in the reciprocal lattice. 

recognition - molecular recognition describes the capability of a molecule to form selective 
bonds with other molecules or with substrates, based on the infc~nnation stored in the struc- 
tural features of the interacting partners. Molecular recognition processes may play a key role 
in molecular devices (in particular molecular electronics by driving the fabrication of devices 
and integrated circuits from elementary building blocks, incorporating them into supramolecu- 
lar arrays, allowing for selective operations on given species acting as dopants, and controlling 
the response to external perturbations represented by interacting partners or applied field. 

reconstruction - see surface reconstruction. 

red shift - a systematic shift of an optical spectrum toward the red end of the optical range. 

reflection high-energy electron dityraction (RHEED) - diffraction of electrons reflected 
from a solid surface when thc incident electron beam (5-100 keV) strikes the surface at a 
grazing angle. The diffraction pattern is used to distinguish monocrystalline, polycrystalline 
and amorphous structures of solid surfaces. It  is widely employed in monitoring monoatomic 
layer growth from changes in the surface atomic roughness. As the film thickness increases 
during the growth, the intensity of the specular and diffracted electron beams oscillate with 
a period equal to the atomic or molecular layer thickness. High-scattered intensities are as- 
sociitted with flat surfaces, which occur when an atomic layer is complete. Low intensities 
correspond to atomically rough surfaces with a high density of monolayer thick islands. The 
technique is indeed useful for in situ moniloring of the growth of superlattice films. 

Mow d~tu i ls  in: P. K .  Larsen rind P. J. Dobson eds Reflection High-Eriergy Elwtrnn 
Difrurtion and Kqflertinn Klertmn Imaging ofSurjuces (Plenum Press, New York 1988). 

reflectivity -the ratio of the intensity of the total reflected radiation to that of the total incident 
radiation. 

refraction - a change in the direction of the wave propagation when the wave passes an 
interface between two mediums with different refractive indexes. At the interface the wave 
changes direction, its wavelegth increases or decreases, but its frequency remains constant. 

The phenomenon is illustrated schematically in Figure 91 where a ruler is placed into the 
watcr. The light waves travel more slowly in the water than in air. As a result, the wavelength 
of the outcoming light decreases and the waves bend at the interface. This causes thc end of 
the ruler to appear shallower than it really is. 
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Figure 91: Refraction of light waves coming out from [he wafer. 

Refraction is also responsible for rainbows and for the splitting of white light into a 
rainbow-spcctrum as it passes through a transparent prism. Different frequencies of light 
travel at different speeds causing them to be refracted at different angles at the prism surface. 
The different frequencies correspond to the different colors observed. 

The amount that the light bends during refraction is calculated using Snell's law. 

refractive index in thc complex form provides a complete description of the linear optical 
response of the material. Its real part is the real indcx of refraction, i. e. the ratio of the speed 
of light in vacuum to the speed of light in the material. The imaginary part is the extinction 
cuefficient (see also dielectric function). 

relativistic particle - a particle moving at a speed comparable with the speed of light. 

remanent magnetism - thc magnctization left in a specimen after the removal of a magnetic 
field. 

Renner-Teller effect - splitting in the vibrational levels of molecular entities due to even 
terms in the vibronic perturbation expansion. This is generally a minor effect for non-linear 
molecular entities compared to the Jahn-Teller effect which is due to the odd terms. For 
linear molecular cntitics it is the only possible vibronic effect characteristic of degenerate 
eleclronic slates. 

I+-st desrrihed in: R. Renner, Zur Theork der W~chwlwirkung zwischen Elektronea- und 
Kwnhewqung hei dreiatonzigen, stahfiirmigen Molakulen, Z, Phys. 92, 172-193 (1934). 

resistance (electrical) - the property of an electric circuit element to obstruct current flow by 
causing electrical energy to be dissipated in the form of heat. 

resistivity - the ratio of the electric field in a material to the density of the electric current 
passing through it. Phenomenologically, substances are broadly classified into three cat- 
egories according to the value and temperature dependence of their resistivities: (i) con- 



resonant tunneling 25 1 

ductors ( I  0-"-1 OW4 $ 2  cm, positive temperature coefficient of rcsistivity), (ii) semicon- 
ductors ( lop4- 10% cm, negative temperature coefficient of resistivity), (iii) insulators 
(>101° 12 cm, in general negative temperature coefficient of resistivity). 

resonance - a phenomenon exhibited by a system acted upon by an external periodic driving 
force in which the resulting amplitude of oscillation of the system becomes large when the 
frequency of the driving force approaches a certain value, which is usually the natural frce 
oscillation frequency of the system. 

resonant scattering - scattering of a photon by a quantum mechanical system (usually an 
atom or nucleus) in which the system first absorbs the photon by undergoing a transition from 
one of its energy states to one of higher energy and subsequently re-emits the photon by thc 
exact inverse transition. 

resonant tunneling - a charge carrier tunneling process in which the electron transmission 
coefficient through a structure is sharply peaked about certain energies, analogous to the 
sharp transmission peaks as a function of wavelength evident through optical filters, such as a 
Fabry-Pht resonator. It usually arises when charge carriers pass through a quantum well 
in which a quantized energy level is lined up with the energy level in the injected electrode 
when the external voltage is increased. 

The simplest device demonstrating thc phcnomcnon, which is a resonant tunneling 
diode, consists of a quantum well formed in a double tunnel barrier structure with emit- 
ter and collector contacts. Its energy band diagrams and current voltage characteristics are 
shown in Figure 92. 

b 
2E,/e Voltage 

Figure 92: Conduction band diagrams and current-voltage characteristics of a rehonanl Lunnel- 
ing diode. 
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The barriers are thin enough so that under certain circumstances electrons can tunnel from 
the emitter through the barrier into the well. At the same time the well is thin enough for the 
denqity of states to break up into a number of two-dimensional sub-bands. In the example 
condered here, only one sub-band is localized in the well at an energy El = h2r2/(2m*u2) 
above the conduction band edge, where m* is the electron effective mass and o is the well 
width. The important point is that at zero external bias El is higher than the Fermi energy 
Ev in the contact regions on either side of the bamcrs. Thcrcforc, when a vanishingly small 
voltage is initially applied there are no states in the quantum well for thc electrons to tunnel 
into. As a consequence, the only current flowing at low bias is that due to thermal emission 
over the barriers, which can be made negligibly small for high barriers. The applied voltage 
is dropped moqtly across the resistive regions, i. e. the barriers. As the bias is increased the 
resulting electric field gives rise to appreciable band bending. The emitter region is warped 
upwards, and the collector region is warped downward\;. 

Eventually at a certain voltage, the Fermi energy on the emitter contact is pulled through 
the resonant level El. As the Fermi lcvcl lines up with the resonant state in the well, a 
large current flows due to the increased transmission from emitter to collector. Electrons pass 
the well with energy and momentum conqervation, which provides their highest transmission 
probability. At the same time, the back flow of electrons is suppressed as they meet a large 
potential harrier in the collector region. These conditions give an increase in the current up to 
the peak value. 

Whcn lhc applied voltage is further increased, the energy of the confined state drops be- 
low thc Fcrmi energy in the emitter. At this point there are no electrons, which can tunnel 
into thc quantum well and still conserve energy and momentum and the current through the 
device drops. The gradient of the current-voltage curve is now negative, giving rise to a rc- 
gion of negative differential resistance, which makes the device useful as a high-frequency 
amplificr. At still higher bias the current begins to grow again because those electrons, which 
are thermally activated over thc barricr experience a large electric field and can contribute a 
significant current. 

For an ideal double barrier structure with identical barrier and contact parameters the 
current-voltage curve is symmetrical about the origin. The peak of thc current corresponds 
to the voltage 2E1/f. Asymmetry is more typical for real structures arising from several 
technology-related sources, such as asymmetry in impurity and defect distribution through 
the structure or differences in the roughness of the interfaces. 

For many applications, devices with a negative differential resistance should have a large 
peak current and a small valley current, where the latter is the minimum currcnt, following the 
peak current as the magnitude of the voltage increases. Therefore an important figure of merit 
for such devices is the peak-to-valley ratio. For resonant tunneling diodes it is in the range 
4: 1 to 60: 1 at room tcmperature, depending on the geometry and welllbarrier materials. It can 
be ~nuch higher at lower temperaturc. Note, that with increasing temperature the peak to valley 
ratio decreases until the negative differentid resistance completely vanishes. This reduction 
is simply related to the increase in off-resonant current over the b,uricr duc to thermionic 
emiwion, as well as the spreading of the distribution function around the resonant energy, 
which decrease\; the peak current. The valley current also increases at higher temperatures as 
a rcsull of phonon-assisted tunneling. Peak current density in excess of 1 x 10"cm-%ay 
bc obtained at room temperature. The highest peak current density and the peak-to-valley ratio 
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are not achievable in the same structure because there is usually a trade-off between these two 
parameters in terms of device dehign. 

First described in: D. Bohm, Quantum Theory (Prentice Hall, Englewood Cliffs, NJ 
1951), p.283 - the phenomenon; L. V. logansen, On the possibility r,f resonanre passage 
of ~lectrons in crystds through a system of harriers, Zh. Eksp. Teor. Fiz. 45(2), 207-213 
(1 963) - in Russian - theoretical description; L. Esaki, R. Tsu, Superlattice and negative difer- 
pntiul ronductivity in srmicondurtors, Tl3M J .  Res. Dev. 14(1), 61-65 (1970) - experimental 
resonant tunneling diodes. 

Recognition: in 1973 L. Esaki received the Nobel Prize in Physics for his experimental 
discoveries regarding tunneling phenomena in semiconductors. 

See also www.nobel.se/physics/laureates/l973/indeI. 

rest mass -the mass of a particle in an inertial coordinate system with three space coordinates 
and one time coordinate (Lorentz frame) in which it is at rest. 

Retger law states that the properties of crystalline mixtures of isomorphous substances are 
continuous functions of the percenkage composition. 

RHEED - acronym for reflection high-energy electron diffraction. 

rhombic lattice - see orthommbic lattice. 

rhombohedra1 lattice - see trigonal lattice. 

ribosome - a cellular pnrticle consisting of n protein and nucleic acid. It is responsible for 
the transition of the genetic information encoded in nuclcic acids into the primary sequence 
of proteins. 

Richardson-Dushman equation - see Richardson equation. 

Richardson effect - see Einstein-de Haas effect. 

Richardson equation represents the saturation currcnt density of electrons emitted from a 
hot metal at a temperature T in the form 2 = cxp(-$/kBT), where A is a constant 
and 4 is the thermionic work function. It was later modified by bushman using the yuan- 
tum theory concept to give j = BT2 P X ~ ( - ~ I / / ( . ~ T ) ,  where TI is a constant. It got thc name 
Richardson-Dushman equation. Both equations have good agreement with experiment be- 
cause the relationships are dominated by the exponential term. The plot 10g(.~/T" versus 
1 /T is called a Richardson plot and helps to determine 4. 

First described in: S .  Dushman, Thermionic ~ r n i ~ ~ i o n ,  Rev. Mod. Phys. 2(4), 381476 
(1930). 

Rt.cognifion: in 1928 0. W. Richardson rcceived the Nobel Prize in Physics for his work 
on the thermoionic phenomenon and especially for the law named after him. 

See also www.nobel.se/physics/laureates/1928/inclex.htm1. 

Richardson plot - see Richardson equation. 

Righi-Leduc coefficient - see Righi-1,educ effect. 
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Righi-Leduc effect - the appearance of a transverse temperature gradient in an electronic 
conductor when it is placed into a magnetic field H and a temperature difference is maintained 
along it. It is described by the equation V,,T = SH x VI,,,,T, where S is the Righi-Leduc 
coefficient. 

Fir~t  described by A. Righi and S. Leduc in 1887. 

Ritz procedure - see variation principle. 

Kivest-Shamir-Adlernan algorithm forms the base of an encryption and decryption. It has 
the property that publicly revealing an encryption key does no1 thereby reveal the correspond- 
ing decryption key. In the algorithm two large prime numbers are first generated, then multi- 
plied and, through additional operations, a set of two numbers that forms the encryption key 
and another set that constitutes the decryption key are obtained. Once the two keys have been 
established, the original prime numbers can be discarded. For encryptionldccryption both 
keys are needed, but only the owner of the decryption key needs to know it. The security of 
the algorilhm depends on the difficulty of factoring large intcgers. 

First dcscrihed in: R. L. Rivest, A. Shamir, L. Adleman, A rnerlzod for obtuining digital 
signatur~,~ andpublic-key cryptosyskms, Commun. Assoc. Comput. Mach. 21(2), 120-126 
(1978). 

R-matrix theory - see random matrix theory. 

RNA - acronym for rihonucleic acid, which is a complex compound of high molecular weight 
that functions in cellular protein synthesis and replaceq DNA as a carrier of genetic codes in 
some viruses. It consists of ribose nucleotides in strands of varying lengths. The structure 
varies from helical to uncoiled strands. The nitrogenous bases in RNA are adenine, guanine, 
cytosine, and uracil. 

There are three main types of RNA: messenger RNA (rnRNA), transfer RNA (tRNA) and 
ribosomal RNA (rRNA). In protein formation, mRNA carries codes from the DNA in the 
nucleus to the sites of protein synthesis in the ribosomes. Ribosomes are composed of rRNA 
and protein; they can "read" the code carried by the mRNA. A sequence of three nitrogenous 
bases in mRNA specifies the incorporation of an amino acid. The compound tRNA brings 
the anlino acids to  the ribosomes where they are linked into proteins. It is sometimes called 
soluble or activator, and contains fewer than 100 nucleotide units. Other types of RNA contain 
thousands of units. 

Fir~ t  &scribed in: R.  W. Holley, J. Apgar, G. A. Everett, J. T. Madison, M. Marquisee, S. 
H. Merrill, J. R. Penswick, A. Zamir, Structur~ ef rihonucleic ucid, Science 147, 1462-1465 
(1965) - the structure of RNA. 

Recognition: in 1968 R. W. Holley, H. G. Khorana, M. W. Nirenberg received the Nobel 
Prize in Physiology or Medicine for their interpretation of the genetic code and its function in 
protein synthesis. 

See also www.nobel.se/medicine/laurea~es/l968/index.html. 

roadmap - an extended look at the future of a chosen field of research based on the collective 
knowledge of the researchers involved in that field. 
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Roushroek-Schockley relation links an emission rate R,, for transitions from the con- 
duction band to the valence band and the absorption rate P,, for inverse transitions from 
the valence to conduction band in semiconductors and dielectrics at thermal equilibrium as 
P,,p(7/) = H,,(i/), where p ( i / )  is the photon density (photon energy density divided by the 
photon cnergy). 

Erst d e x r i b ~ d  in: W. van Roosbrock, W. Schocklcy, Photon radiative r~cornhination of 
~lertrons und h o l ~ s  in ,qermrmium, Phys. Rev. 94(6), 1558-1560 (1 954). 

rRNA - ribosomal RNA, see KNA. 

Huderman-Kittel oscillations = Friedel oscillations. 

Russel-Saunders coupling - a process for building many-electron single-particle eigenfunc- 
tions or orbital angular momentum wd spin. The orbital functions are combined to make 
an eigenfunction of thc total spin angular momentum and then the results are combined into 
eigenfunctions of the total angular momentum of the system. 

Rutherford backscattering spectroscopy (RBS) - a technique of nondestructive elemental 
an:ilysis of condensed matter. Montxnergetic light ions, usually Hf,  ~ e + ,  C+, Nf, or O+ 
with energies in the range of 0 . 5 4 0  MeV, are used to probe a sample. When thew ions strike 
atoms in the targct sample, the energy of the backscattered ions appears to he characteristic 
of the scattering atoms and their depth location. The energy distribution and the intenqity of 
the scattered ion beam recorded with a suitable detector are functiom of thc atomic number, 
concentration and depth distribution of the aloms scattering the ions bombarding the sample. 
The thickncss of thin filmc and depth profiles of foreign atoms can he measured within a few 
hundred nanometers of thc surface when the foreign atoms are of greater atomic mass than the 
host material. 

Rutherford scattering - elastic scrittcring of charged atomic particles by the Coulomb field 
of :in atomic nucleus. 

Rutherford scattering cross section gives the efrective cross section for scattering of two 
nonrelativistic particles interacting via Coulomb forces within a solid angle d61 in the form: 

where q~ and q2 are the charges of the particles, rn = mLvnz/(m~ + mz),rnl and r r h ~  are 
the masses of the parlicles, v i\ the velocity of onc particle with respect to the other, 19 is the 
caltering angle. 

First describ~d in: E. Rutherford, On the ~c ~ ~ t f ~ r i n g  of rr a~ld  /3 particles by nzrrttfr and 
thr Jirurture of the atom, Phil. Mag. 21, 669-688 (191 I ) .  

Rydherg atom - a coolcd excited atom in which an outer electron has a radius larger than 
that in the ground state. An ensemblc of such atoms is called a Rydberg gas. The more 
highly excited the atoms are, the more susceptible they are to cnvironmental conditions. and 
thc stronger their interactions with cach other. Rydberg atoms do not move or collide because 
they are cooled, but the electron orbits of adjacent atoms can overlap. This gives rise to a 
distinction in properties between the Rydherg gas and a collection of the same atom in the 
ground state. 
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Rydberg constant - see Rydberg formula. 

Rydberg formula determines the full spectrum of light emission from hydrogen as 

where A,, is the wavelength oT the light emitted in vacuum, HIT is the Rydberg constant for 
hydrogen (2.ir'rnnc4/(rlz" = 1109737.31 cm-'), rrl and 7x2 are integers such that r i l  < n'. 
By sctting nl equal to 1 and letting rr2 run from 2 to infinity, the spectral lines known as 
the Lyman series converging to 9 1 nm are obtained. In the same manner the Balmer series 
(n1 = 2, rr2 runs from 3 to infinity, converging to 365 nm) and the Paschen series (n1 = 2, ria 
runs from 4 to infinity, converging to 821 nm) are obtained. The formula can be extended for 
use with any chemical element: 

Here R is the Rydberg constant for this element, X i s  the atomic number i. e. the number of 
protons in the atomic nucleus of this element. 

J ; ~ ' Y , F ~  descrfb~d in: J. R. Rydberg, Phil. Mag. 29,33 1 ( 1  890). 

Rydberg gas - see Rydberg atom. 



S: From Saha Equation to Symmetry Group 

Saha equation - see exciton. 

Sakata-Taketani equation - a relativistic wave equation for a particle with spin I whose 
form resembles that of the nonrelativistic Schriidinger equation. 

SAM - acronym for a self-assembled monolayer 

saturated hydrocarbons - see hydrocarbons 

SAXS - acronym for small angle X-ray scattering. 

SCAJ,PEL - acronym for scattering with angular limitation projection electron-beam 
lithography. 

scanning electron microscopy (SEM) - a microscopy technique in which a beam of elec- 
trons, a few tens of nanometers in diametcr or thinner, systematically sweeps over a specimen 
and the intensity of the secondaty electrons generated at the point of impact of the beam on 
the specimen is measured. 

scanning probe lithography (SPL) - a lithographic technique employing a probe of a scan- 
ning tunneling microscope (STM) or atomic force microscope (STM) to fabricate surface 
structures with a vize rrom a hundred nanometers down to atomic wale. The most practi- 
cal approaches :ire based on the use of high electric field and current density between tip 
and substrate for atomic engineering, modification of Langmuir-Blodgett films and self- 
assembled monolayers, selective anodic oxidation of substrates and surface deposition of 
materials. Electrons injected from the tip apex are employed for electron-heam lithography. 
Mechanical modification of the material by the tip can be used for direct writing of grooves. 

scanning tunneling microscopy (STM) - a technique bahed on the ability to position, with 
extremely high precision, an atomically sharp probe in close proximity to the sample surface. 
The physics behind is illustrated schematically in Figure 93. 

A sharp rnetal probe tip, typiciilly made of tungsten, is positioned over the surface of 
a conducting or semiconducting sample at a distance of about or less than one nanometer. 
When a bias voltage V is applied between the sample and the tip, electrons tunnel through 
the potential barrier separating them. The magnitude of the tunneling current depends pri- 
marily on three factors: (i) the probability that an electron with energy will tunnel through 
the potential energy barrier between the sample and tip, which varies exponentially with the 
tip-sample separation z ;  (ii) the electronic density of states at the sample surface; (iii) the 
electronic density of states at the tip. The extreme sensitivity of the tunneling current to the 
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Figure 93: Tipsample geometry in  scanning tunneling microscopy. 

separation between the tip and the sample surface is used in an electronic feedback loop that 
permanently adjusts the tipsarnplc separation maintaining a constant current when the tip is 
scanned over the surface, Piezoelectric scanners are uqed for that. Thus, it yields a profile of 
the local electronic density of states resembling the arrangement of atoms at the surface and 
their chemical nature. STM has vertical resolution of 0.01-0.05 nm and lateral resolution of 
less than 0.3 nm. It can image arras as large as qeveral hundreds of micrometers. 

First desrrih~d in: G. Binning, H.  Rohrer, Scanning tunneling rnicroscvpy, Helv. Phys. 
Acta 55(6), 726-735 (1982); G. Binning, C. Gerber, H. Rohrer, E. Weibel, Tunneling through 
controllabl~~ vacuum gup, Appl. Phys. Lett. 40(2), 178-1 80 (1982); G. Binning, H. Rohrer, 
Ch. Gerber, E. Weihel, Su$ace studir~ by sr~lnning tunneling microscopy, Phys. Rev. Lett. 
49(1), 57-61 (1982). 

More details in: Handhnnk ~fNaaoterhnology, edited by B.  Bhuqhan (Springer, Berlin 
2004). 

Recognition: in 1986 G. Binning and H. Rohrer received the Nobel Prize in Physics for 
their design of the scanning tunneling microwope. 

See also www.nobel.se/physics/laureates/l986/index.html. 

scattering - a change in the direction of a propagating particle or wave caused by inhomo- 
geneity of the transmitting medium. 

scattering matrix - see S-matrix. 

scattering with angular limitation projection electron-beam lithography (SCALPEL) 
- the approach combining the high resolution and wide process latitude of electron-beam 
lithography with the throughput of a parallel projection system. It is shown schematically in 
Figure 94. The mask condsting of a low atomic number membrane and a high number piittern 
layer is uniformly irradiated with high energy electrons. They are chosen to be essentially 
transparent to the electron beam, so very little of the beam energy is deposited on it. The 
portion of the beam, which passes through the high atomic number pattern layer, is wattered 



Schottky emission (of electrons) 259 

through angles of a few milliradims. An aperture in the back focal plane of the electron pro- 
jection imaging lenses stops the scattered electrons and produces a high contrast image in the 
plane of the semiconductor wafer. One obtains lithography results down to less than 100 nm. 

Scatterlng Mask 

Lens 

Image in resist on 
Wafer 

Figure 94: Basic principle of thc SCALPEL technique. After L. R. Harriot, Smttc~ring with 
ongulnr limitution projection elrrtmn beurn lithography for sub optical lithogruphy, J.  Vac. Sci. 
Technol. B 15(6), 21 30-2135 (1997). 

I;i'r~t n'rsrrihed in: S. D. Berger, J. M. Gibson, New approirch to projection-electron lithog- 
raphy with demonstrated 0.1 pm linewiclth, Appl. Phys. Lett. 57(2), 153-1 55 (1990). 

More details in: L. R. Harriot, Scattering with angulur limitation projection ~lectron ~ ~ C I I T E  

lithogri~phyfir sub optic01 lithography, J .  Vac. Sci. Technol. B 15(6), 2130-2135 (1997). 

Schoenflies symbols (notations) - symbols representing rotation axes, mirror rotation axes, 
order of rotations and other elements of symmetry operations used to describe the symmetry 
of molecules. They are widely used in spectroscopy. 

Schottky barrier - a barrier to a semiconductor, usually formed by metals, characterked by 
the formation of a charge carrier depleted laycr in the semiconductor. 

Fir,~t described in: W. Schottky, Halhleitrrth~nrie der Sperrschicht, Natunviss. 26, 843 
( 1938). 

Schottky defect - lattice vacancy. 

Schottky effect - image-force-induced lowering of the potential energy for charge carrier 
emission from a metallic surface when an electric field is applied. 

Schottky emission (of electrons) - electric field induced emission of electrons from solids. 
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Schriidinger equation - the fundamental wave equation of nonrelativistic quantum mecha- 
nics. For a single particle of mass srr, in a potential V(r) its time-dependent form is: 

( r t  i? 3 2  i32 8 2  i/i- - -- 
dl 

- ~ % ( r ,  t) + V(r)Q(r, t ) ,  where V" - + - + - 
27n as2 (?y12 i s 9  ' 

q(r ,  t) is the wave function (each electron is represented by a wave function). It describes 
time evolution of electron waves. The equation is often written as iti,(89(r, f) = HQ(r, t), 
where H = -(h2/2rrr)V2 + V(r) is the Hamiltmian operator. The equation has various 
extensions, which may be used to describe the whole of nonrelativistic dynamics, including 
systems that are free (V(r) = 0) as well as bound. 

The square of the absolute value of a given wave function (Y (r, t )  l 2  (17 is interpreted as 
the probability of finding a particle represented by the wave function Q(r, f )  in the volume 
element tlr at a position r at time t. 

Moreover, the equation provides calculations of the energy of the stationary states of a 
quantum system. The time-independent Schrodinger equation in the form 

or equivalently HY, (r) = E, 9,,(r), is used for that. Here Q,, (r) is the wave function of the 
quantum particle in an energy eigenstate of energy E , ,  n is the integer called the quantum 
number. No arbitrary postulates concerning quantum numbers are required, instead, integers 
enter automatically in the process of finding satisfactory solutions of the wave equation. 

In the realm of quantum phyqics the Schrodinger equation plays a rolc of similar impor- 
tance to that which Newton's equation of motion does for classical physics. 

First described En: E. Schrodinger, Quantisierung uls Eig~nwrrtproblem   erst^ Mit- 
trilung), Ann. Phys., Lpz. 79(4), 361-376 (1926). 

Recognition: in 1933 E. Schriidinger shared with P. A. M. Dirac the Nobel Prize in Physics 
for the discovery of new productive forms of atomic theory. 

See also www.nobel.se/physics/laureates/1933/index.html. 

Schriidinger's cat - the cat proposed by Schrodinger to be considered as an object in a 
thought experiment showing the absurdity of applying quantum mechanics to macroscopic 
object\. He invited one to imagine placing a cat in a box, along with a vial of decay poison 
that is connected to a radioactive atom. When the atom decays, it releases the pokon, which 
kills the cat. If the box is closed, we do not know whether the atom has decayed or not. This 
means that the atom can be in a superposition of two st&\ - decayed and nondccayed, at the 
4ame time. Therefore, the cat can be both dead and alive at the same time. Quantum mc- 
chanically his state can bc described as I @  >,,,= (alive > +l}dead >, which is now known 
as the Schrodinger cat state. This clearly shows that describing a macrowopic objcct, such 
as a c;ttt, with quantum terms is ridiculous. Schriidinger concluded that there was obviously 
a boundary between the microscopic world of atoms and quantum mechanics and the macro- 
scopic world of cats and classical mechanics. The cat is a macroscopic objcct, the states of 
which (alive or dead) could be distinguished by a macroscopic observation as distinct from 
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each other whether observed or not. He calls this "the principle of state distinction" for macro- 
scopic objects, which is in fact the postulate that the directly measurable system (consisting 
of the cat) must be classical. 

First desrr ib~d in: E .  Schriidinger, Die geg~nw8rfijie Situation in drr Quantenrnerhanik, 
Natunvissenschaften 23(48), 807-812 (1935). 

Schriidinger's cat state - see Schriidinger's cat. 

Schwinger variational principle - the technique used to calculate an approximate value or 
a linear of a quadratic functional, such as scattering amplitude or reflection coefficient, when 
the function for which the runctional is evaluated is the solution of an integral equation. 

First described in: J .  Schwinger, On gauge invariancr and vacuum polarization, Phys. 
Rev. 82(5), 664-679 (1951). 

scintillation - a localized emission of light of short duration produced in a suitable solid or 
liquid medium by the absorption of a single ionized particle or photon. Most of the energy of 
such particles is lost in their interaction with electrons in the medium that leads to excitation 
and ionization or some molecules. The subsequent de-excitation and recombination result in 
the emission of light quanta with a characteristic spectral distribution. 

screening Coulomb potential - the interatomic pair screening potential in the form 

where 7. is the interatomic distance, 8, and Z2 are the atomic numbers of the interacting 
atoms, (1, = u n k / ( ~ ? ' "  + z : ' " ) ~ / ~ ,  k = 0.8 - 3.0 is the empirical coefficient used to fit 
experimental data. 

screening wave number - inverse screening length delined as 

where 'IL is the density of electrons and 11 is the chemical potential. See also Debye-Hiickel 
screening length and Thomas-Fermi screening length. 

secondary ion mass spectrometry (STMS) - a technique of destructive elemental analysis of 
condensed matter. An analyzed sample is bombarded with energetic ions, such as He+, Ari-, 
Xe ' or metal ions. They in turn cause ejection (by sputtering) of secondary ions from the 
sample surface. These qecnndiiry ions are then detected and analy~ed by a quadrupole mass 
spectrometer. Thus, the technique provides information about the elemental composition of 
the sample surface layer. When it is combined with layer by layer etching of the surface, near- 
surface concentration profiles of impurities can be recorded. The diameter of the ion probe 
varies from a Tew pm for noble gas ions lo less than 50 nm for metal ions ( C d ,  Ga+). 

Seebeck coefficient - see Seebeck effect. 
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Seebeck effect - a development of a voltage in a loop composed of two different materials, 
say A and B, (metals, semiconductors) when their junctions are held at different temperatures, 
as is shown in Figure 95. The developed open circuit voltage VAn is proportional to the 
temperature difference AT. The coefficient of the proportionality is the Seebeck coefficient 
defined as 

Figure 95: Schematic of Sccbeck effect. 

First described in: T.  J .  Seebeck, R. Acad. Sci. 265 (1822). 

selection rule - the statement about which electron transitions in atoms and molecules are 
allowed when a photon is emitted or absorbed. It has been derived from the conservation of 
the angular momentum of the electron, characterized by quantum numbers I and ml. So, a 
transition is possible when A1 = f 1 and Am1 = 0, f 1. The principal quantum number n 
can change by any amount consistent with the A1 for the transition because it does not relate 
directly to the angular momentum. 

self-assembled monolayer (SAM) - an ordered molecular assembly formed by adsorption 
of an active surfactant on a solid surface. It is produced within a self-assembling process. 

Fir,c.t describrd in: W. C. Bigelow, D. L. Pickett, W. A. Zisman, Oleophobic rnonolcryers. 
I. Films uhorbud from snlution in nor1 polur liquids, J .  Colloid Interface Sci. 1, 513-538 
(1946). 

self-assembly - a process of adsorbing and particular arranging of molecules on a solid sur- 
face. It can be considered as a coordinated action of independent entitie\ under the local 
control of driving forces used to produce larger, ordered structures or to achieve a desired 
group effect. It is usually driven by chemisorption, being indeed pronounced for highly ener- 
getic reactions between adsorbate and substrate molecules. In contrast to the strong interaction 
with the substrate surface. the adsorbed molecules interact weakly with each other. Many ex- 
amples of self-assembly can be found in the organic and inorganic world. Self-assembled 
monolayer films have an extremely low defect density, are quite environmentally stable and 
mechanically robust. They serve as imaging layers in lithographic processcs. Imaging layers 
are used to record a pattern, either by masking, as with photon-assisted processcs, or by direct 
writing, as with conventional electron beam writers and scanning probes. Nanometer scale 
high-resolution lithography with imaging layers fabricated via self-assembly is usually per- 
formed with the use of scanning tunneling microscope (STM) or atomic force microscope 
(AFM) probes. 
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A monolayer film appropriate for high-resolution patterning via self-assembly should con- 
sist of three main functional parts: a substrate surfxe binding part, a spacer part and a surface 
functional part. Since these parts are not fully interchangeable from one molecule to the next, 
different considerations have to be made for the selection of each. Positioning or runctional 
groups and their recognition properties are better developed for organic materials than for in- 
organic ones, whereas the electronic properties of the latter are much better understood. It is, 
therefore, envisaged that the combination of the different materials will lead to new fruitful 
approaches. 

For the substrate surface binding part, a silane RSiX:< (R = CH3, C2H5, . . . ) is usually used 
to bind to hydroxy (OH) groups, which typiciilly terminate silicon and other technologically 
important surfaces. Hydrogen substituents on the silane, i. e. the "X" component, are most 
commonly methoxy groups (CH20), C1 or a mixture of the two. The composition of the 
surface binding part strongly affects lilm ordering, the tendency of the film to grow multilayers 
and, to a lesser extent the packing density. A thiol (RSH) forms highly ordered layers on 
surfaces of GaAs and gold. 

The spacer part has an effect on the interaction of the film with the writing tool. By 
moving the functional part away from the surface and closer to the high field of the tip, long 
spacer groups (multiple CH2 groups, for example) can lower the dose or voltage threshold for 
exposure. The conjugated bonds found in phenyl groups are also somewhat conductive, and 
hence more amenable for STM oper:ition. 

The surface functional part actually defines the properties of the "new" surface. For ex- 
ample, amine (NH2) group can be used as ligation sites for certain molecules. While not 
particularly active themselves, halides (Cl, I, etc.) have an extremely high cross section for 
electron capture and subsequent desorption of the halide fragment. Subsequent processing can 
be based on either replacing the halide atom with a more reactive functional group or acting 
upon the fragmeni remaining after halide desorption. Alkyl-terminated surfaces are extremely 
inert and hydrophobic, being chemically identical to paraffin. As such, they arc used for pat- 
tern transfer as masks agamst wet etching and, to a limited extent, dry etching. They are also 
used to enhance STM induced etching of gold. 

The processing steps illustrating the use of a self-asscmbling monolayer film for nanopat- 
terning on a silicon substrate are shown in Figure 96. 

Before the film deposition the silicon substrate is cleaned and hydrogen passivated in dilute 
HE Then it is immersed briefly in a solution of an organosilane monomer, removed and dried 
in order to fabricate a self-assembling monolayer film on the substrate. 

The list of appropriate organosilanes includes: octadecyltrichlorosilane, phenethyltri- 
methoxysilane, chloromcthylphenyltrimethoxysilane, chlormcthylphenethyltrimethoxisilane, 
monochlorodimethoxysilane versions of phcnethyltrimethoxysilane and phencthyltri- 
mcthoxy silane. 

The monolayer film w~th a typiciil thickness of about I nm is exposed with low energy 
electrons from an STM or conducting AFM tip according to a desired pattern. The exposure 
threshold voltage is in ihe range 2-10 V, depending on thc film composition, mainly the ter- 
minal group, and substrate surface passivation. After patterning the sample is immersed in 
colloidiil palladium, which selectively attaches to the unexposed surface of the self-assembled 
film. The sample is then rinsed and again immersed into a nickel borate electrolcss plating 
bath, where nucleation of metallic nickel is catalyzed by the surface attached palladium is- 
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biased tip 

Figure 96: Replication of a high-resoluhn paltcrn with the use of STM exposed self- 
assenhling monolaycr film: a) deposition of the self-awembling monolaycr film, b) pattern 
generation wilh an STM tip, c) ligation of Pd catalyst, d) electroless deposition of Ni. After E.S. 
Snow, P.M. Campbell, F.K. Perkins, Nanofnbricat/orr wirh proximal pmhes, Proc. IEEE. 85(4), 
601-61 l(1997). 

lands. The subsequent growth of the depositing nickel occurs anisotropically and rough edges 
reproducing boundaries of the islands arc smoothed. The patterned metallic film is used as a 
hard etch mask. The achievable resolution is in the range 15-20 nm. 

Most aspects of assembly and self-assembly, such as positioning of the functional groups 
and their recognition properties, are better clevelopcd for organic materials than for inorganic 
ones, whereas thc electronic properties of the latter are much better understood. It is, therefore, 
envisaged that, especially, the combination of different material types will lead to fruitful new 
approaches. It may be the case that assembly will take place via recognition of organic parts 
followed by derivrttimtion with inorganic materials, or that small inorganic units modified 
with organic anchoring points are assembled into circuits in a single process. . - 

Within the self-assembly approach, the ultimatc dimensions of nanoelectronic elements 
of integrakd circuits are defined by the dimensions of atoms and molecules. At ambient 
temperature il is probably easier to confine a molecule through its functional groups than a 
single atom. The development of fast methods for performing chemistry on single molecules 
is therefore important. Various probe techniques, like STM and AFM, play a key role in this 
field. 
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self-organization (in bulk solids) supposes particular arranging of strongly interacting atoms 
in solid state structures. Spontaneous self-organization processes, occurring in the bulk of 
solids and at their surfaces, provide an effective way of nanostructure fabrication, i. e. quan- 
tum wires and quantum dots. The major driving force of these processes is the tendency of 
the solid to attain a stable atomic configuration corresponding to the minimum free energy of 
the system. In solids it usually results in spontaneous crystallization. A phase transformation 
leading to nucleation and growth of a new crystalline phase occurs only in thermodynamically 
nonequilibrium conditions, typically present in supersaturated or strained systems. 

Formation of a crystalline nucleus lowers the energy of the system by Ag = g , ,  - g,,, bc- 
cause crystalline phase (characterized by the energy gc,) is always more stable than an amor- 
phous phase (characterized by the energy g,,,). This energy decrease is opposed by the in- 
crease in the surface energy of the growing nucleus. With Ag calculated per unit volume of 
the new phase, the appearance of a nucleus of radius 1. with a specific surfxe energy cr* gives 
the total change of free energy in the system AG = 47r1'%* - 4/:hr3Ang. 

The free energy change varies non-monotonical as a function of the radius of the nucleus. 
It is illustrated in Figure 97. For the formation of the nucleus surface, work must be carried 
out on the system, while in the formation of the nucleus bulk work is gained from the system. 
The free energy change has its maximum value for the atomic cluster of critical radius r,,. It 
corresponds to r,, = 20*/Ag. 

Figure 97: Variation of thc frcc cncrgy change of nuclci as a function of their radii. 

Formation of ii cluster smaller than the critical nucleus needs a positive free energy change 
and therefore the system is unstable. The population of such nuclei exists in an equilihrium 
distribution. The formation of biggcr nuclei is energetically favored. The rate of nucleation v,, 
is proportional to the concentration of critical nuclei and to the rate at which these nuclei orig- 
inate. It can be described as v,, - c~xp(-AG,, /k~T) ~ x ~ ( - E , / l i ~ T ) ,  where G,, is the free 
energy of the critical nuclei formation, T the absolute temperature. The term P X ~ ( - ~ ~ , / I C ~ T )  
represents atomic diffusion contributing to the nucleation and subsequent growth of the nu- 
clei. It is characterized by the activation energy E,. Since C,, is inversely proportional to 
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T" the rate of nucleation will vary as cxp(-1/p).  Thus, it is evident that nucleation of any 
particular phase takes place within narrow temperature limits, below which nothing occurs 
and above which the reaction is extremely fast. 

Spont,meous crystallization is widely implemented for fahrication of quantum dot struc- 
tures without sophisticated nanolithography. It is realized within nanocrystal growth initiated 
in inorganic and organic matrices. 

self-organization (during epitaxial growth) becomes apparent in an epitaxial growth on 
vicinal surfaces and when the Stranski-Krastanov growth mode of thin films is realized. 
The\e are illustrated as follows. 

A particular growth mode of an epitaxial film for a given ccwple of materials depends on 
the lattice mi\match and on the relation between surface and interface energies. It is important 
to note here that all energetic considerations are valid for an equilibrium state of the system. 
The formation of thin epitax~al films, which is often an out of equilibrium process, is hardly 
described within the pure energetic approach. Kinetic effects controlled by the deposition 
rate and substrate temperature can dramatically modify the growth mode. Nevertheless, the 
energetic consideration presented below is very useful for many practical cases, at least for 
predicting the behavior of the system in equilibrium or quasi-equilibrium conditions. 

In a lattice-matched system, the growth mode is governed by the mterface and surface 
energies only. If the sum of the surface energy of the epitaxial film and the interface energy 
is lower than the energy of the substralc surface (the deposited material wets the substrate), 
the growth occurs in the Frank-van der Merwe growth mode. Uniform coherent pseudo- 
rnorphic and strained superlattices are fabricated in this case. It is also approprirtte for the 
fahrication of self-organi~cd quantum wires. Monocrystalline substrates with a surface ori- 
ented slightly off one of the low-index planes (usually (001) or (31 I)), a vicinal surface, are 
used for that. Figure 98 presents the main \tages of the fabrication procedure. An as-prepared 
vicinal surface consi%ts of planar equal-width terraces with low Miller indice%. The neigh- 
boring terraces are \eparated by equidistant mt~noato~nic or monomolecular \tep\. Such step 
bunching is typically homogeneous throughout a vicinal surface. The deposition starts with 
the wire material. 

The substrate temperature is chosen so as to provide the deposited atoms with sufficient 
mobility for diffusion around the wrface, It is energetically favorable for them to stick on 
the steps rather than on the middle of the terrace\. Only a portion of the wire material, corre- 
sponding to a thickness of less than one monolayer, is deposited, in order to leave \pace for the 
subsequently deposited substrate material, which restores the steps to their original pwition 
in the plane, but a monolayer higher. By repeating the deposition of wire and then substrate 
materials one can fabricate in-built quantum wires. One of the main problems in the practical 
itpplication of the above approach is the nonlinearity of the terrace edges, which usually have 
a wave-like shape. This naturally results in the formation of wave-like quantum wires. In 
order to f:tbricate ordered arrays of linear-type quantum wires one should facet the surfaces 
with artificial groove\. Tn this case wires nucleate and grow in the grooves. 

Strained homogenous epitaxial films can start to grow layer-by-layer even when there is 
a certain lattice mismatch between deposited and substrate materials. Increase in the strain 
energy with increasing film thickness inevitably pushcs the \ystern to lower its energy by 
island formation, which occurs in the Stranski-Krastanov growth mode. In this case the 
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Figure 98: Fabrication of quantum wires by self-organization during epitaxial growth on 
the (001) vicinal surfacc: a) as-prepared surfacc, h) deposilicm of the wirc material, c) half- 
monolayer of the wire matcrial has been deposited, d) complementing half-mcmolayer of the 
substrate material has been deposited, c j  burrcd quanlum wire produccd by repetition of steps cj  
and d). 

self-orgwi~ed growth of nanocrystalline islands on a monocrystalline substrate occurs via a 
strain-induced transition from a two- to a three-dimensional structure (2D+3D) when the 
growing material hac a noticeably bigger lattice constant than the substrate. Reduction of the 
total energy of thc strained sub~tratelepilayer system is the driving force of the monocrys- 
talline island formation. In contrast to a pseudomorphic two-dimensional layer, which can 
relax only in the direction perpendicular to the surface, the formation of threc-dimensional is- 
lands leads to strain relief within and around the islands, resulting in more efficient relaxation. 

Consider, qualitatively, the changes in the total energy of a mismatched system versus de- 
position time at sufficiently low deposition rate to eliminate kinetic effccls. Figure 99 shows 
schematically the changes in the total energy of a mismatched system versus time. The mate- 
rial (under compression) is deposited with a constant deposition rate until the time point X is 
reached. Three main periods, indicated A, B and C, are distinguished. 

In the beginning period A the cpilaxial two-dimensional structure is growing layer-by- 
layer. The substrate is perfectly wetted. The elastic strain energy increases linearly with thc 
volume of the deposited material. At the time point I,, the critical wetting layer thickness is 
reached and further layer-by-layer growth becomes metastable. A supcrcritically thick wetting 
layer builds up, which means that the still conlinuous epitaxial layer is potentially ready to be 
broken under Stranski-Krastanov transition to a three-dimensional island structure. The ex- 
tension of tl~c metastability range depends primarily on the height of the transition barrier EA. 

The period B, representing 2D-+3D transition, starts when the stored elastic energy is suf- 
ficient to overcome the transition bmier at the time point X. It is presumed that once the tran- 
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Figure 99: Time variation oi'thc total energy ofihe epitaxial structure being grown in Stranski- 
Kraslanov mode. After W. Seirert, N. Carlsson, J. Johansson, M . 4 .  Pistol, L. Samuelson, h situ 
,ymwth oj nnno-struclurc'.! b y  mmetul-orgarrir vupaur phuse qitaxy,  J .  Cryst. Growth 170(1-4) 
3 9 4 6  ( 1  997). 

sition starts it can continue without further material supply, simply by consuming the excess 
material accumulated in the supcrcritically thick wetting liiyer. There are two stages, namely 
island nucleation and their subsequent growth, within this period. One can assume that thick- 
ness or strain fluctuations lead to the formation of the critical nuclei on a uniform surface. The 
thickness of the wctting layer at which spontaneous nucleation of three-dimensional islands 
starts depends mainly on the lattice mismatch of the substrate, deposited material and surface 
anisotropy. For examplc, in the epitaxy of germanium onto monocrystalline silicon it hap- 
pens when the thickness of thc germanium film exceeds a few monolayers. For a controlled 
nucleation "geon~etrical" or "strain" pre-patterning of the surfacc is needed. 

The nucleation stage defines the surface density of the islands. As soon as the first over- 
critical nuclei have been formed, the islands themselves act as catalysts to decompose the 
wetting layer. An expected strain cnergy density profile along the interface between the sub- 
strate and island is presented in Figure 100. The surface of the island represents the sink in 
this potential, whcreas the maximum is at the edge of the island. It is induced by the strain 
propagation along the substrate, which incrcases the inherent misfit between the substrate and 
wclting layer material around the island. The minimum is caused by the partial strain re- 
laxation in the island and this is a driving force for the material to crystallize al its surface. 
As a result, three-dimensional coherently strained dislocation-free monocrystalline islands arc 
formed. 

The subsccluent growth of islands is enhanced by high supersaturation in the beginning 
of this period. Tt is characterized by the rates tens times higher than conventional growth. 
Intrinsically rough surfaces grow very Fast and disappear, whereas facets of low indexed planes 
{ I I n }  (72 = 0,1,3) bccome rate limiting. As a result, the islands have a pyramidal shape 
typically with { 1131 or ( I ID] facets or the shape of elongated truncated pyramids. Although 
thc growing islands are usually coherent to the substrate, noncoherent islands and related 
misfit dislocations starting at the interface can also be produced in the case of too high material 
supply. 
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Figure 100: Changc in [he local strain cncrgy density at the substratclcpilayer interface rclatcd 
to the island formation and schematic ol' delhrmation of latticc planes inside and around a co- 
herent island. Aftcr W. Seifert, N. Carlsson, . I .  Johansson, M.-E. Pislol, L. Samuclson, In .situ 
growth o f  nann-structurc.~ by metal-nrguni vupour phase ~pitaxy, I. Cryst. Growth 170(14) 
3946  (1997). 

Further growth of the islands proceeds within the period C, but via a ripening mechanism. 
The system has lost most of the cxcess energy accumulated by strains. A difference in the 
Gibbs free energy between small and large islands maintain slow growlh of 1,uger ones at the 
expense of smaller ones. The process is mediated by surface diffusion. 

The epitaxial deposition in the Stranski-Krastanov mode is successfully employed for for- 
mation of 240 nm quantum dots made of A'"B" and A1'Bv' semiconductors, germanium and 
SiGe alloys with remarkably uniform size distribution and with high surface density. It permits 
one to exceed the critical thickness limitation of pseudomorphic growth without introducing 
dislocations. Several methods have been developed in order to provide nanoscale positioning 
and site selectivity of the quantum dot formation. It is achieved by selective epitaxial growth 
in the windows of a nanopatterned mask fabricated by conventional electron-beam or scanning 
probe lithography. 

SEM - acronym for a scanning electron micruscopy. 

semiconductor - a substance whose electrical resistivity (104-10" ctn, negativc temper- 
ature coefficient of resistivity) is intermediate between that of conductors and insulators. 
Semiconductors have an energy gap between valence and conduction band not higher than 
5 eV. 

Pure semiconductor materials (say 99.999%) arc called intrinsic semiconductors as their 
properties are intrinsic to the material itself. By adding some impurities to  a semiconductor its 
electrical properties are changed. Doped semiconductors are called extrinsic semiconductors. 
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Impurities that cause electron type conductivity (wtype) are called donors and those producing 
hole type conductivity @-type) are called acceptors. 

Donor impurities are elements with valence higher than that of the component they substi- 
tute, and acceptor impurities are elements with valence lower than that of the colnponent they 
substitute. In AI"B" compound semiconductors, a tetravalent element, such as Si and Ge, can 
be both a donor impurity if it substitutes a trivalent component or an acceptor impurity if it 
substitutes a pentavalent component. Such impurities are called amphoteric. 

The main properties of studied monoatomic and binary compound semiconductors are 
presented in the Appendix. 

semiconductor equation - in a semiconductor at thermal equilibrium np = TI,:, where n 
and p are the concentrations of electrc)ns and holes, respectively; ni is the intrinsic carrier 
concentration in this material. It does not depend on doping, nor the position of the Fermi 
level. 

semiconductor injection laser - a semiconductor device emitting coherent light. In general, 
it consists of a p-n junction in a direct gap semiconductor placed in an optical rewnator 
that is fonned by the polished facets perpendicular to the junction plane. The light emission 
is produced under forward bias of the p - n junction as a result of radiative recombination 
of electrons and holes injected into the depletion layer associated with the junction. The 
wavelength of the emitted radiation is basically determined by the relation X - hc/E,, where 
EE is the energy band gap of the semiconductor. Optical feedback is provided by the polished 
facets. Lasing starts at a certain current density, called the threshold current density, that in 
the case of a device made of a single semiconductor is usually above lo4 A cm-'. 

First described in: N. G. Basov, 0. N. Crokhin, Yu. M. Popov, The possibility of U J P  

of indirect transitions to obtuin negative tempemtmrr in sernironductors, Z. Ekspcr. Teor, 
Fiz. 39(5), 1486-1487 (1960) - idea (in Ruwian); R. N. Hall, G .  E, Fenner, J. D. Kingsley, 
T. J. Soltys, R. 0. Carlson, Coherent light emissionfrom G d s  junctions, Phys. Rev. Lett, 
9(9), 366-368 (1962) and M. I. Nathan, W. P. Dumke, G. Bums, F. H. Dill, Jr., G. Lasher, 
Stinz~ilaled Emission of Radiation from G a h  pn Junctions, Appl. Phys. Lett. 1(1), 62-64 
( 1 962) - experiment. 

semimetal - a metal with a small overlap between partially filled valence and conduction 
bands. 

Shannon's entropy - see Shannon's theorems. 

Shannon's theorems - two theorems making the basis o f  classical information theory, 
The noiseless coding theorem states that the optimal code compresses each symbol to 

H ( X )  bits asymptotically. Here H ( X )  is the Shannon's entropy, which is an entropy of an 
ensemble X consisting of strings of symbols defined as H (X) = - xi p(i) logp(i), where 
p ( i )  is the probability of the ith symbol. Thus, information can be measured, and these mea- 
surements are of practical importance in choosing methods for the transmission of messages. 

Sent and received symbols may differ from one another due to a noise in the transmitting 
channel. The conditional probability to receive the jth symbol from ensemble Y while sending 
the ith symbol from ensemble X is denoted p ( j  Ii). The Shannon's entropy for the ensemble Y 
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is H (Y) = - C,i,, p(il j)p(i) lo,g[C,, p ( j  I k ) p ( k ) ]  and the joint Shannon's entropy for two 
ensembles is defined as JJ(X, Y) = - xi,- p ( j ) i ) p ( i )  l o g b ( j ) i ) p ( i ) ] .  

The noisy channel coding theorem states that for optimal coding one symbol transmits 
C: bits of inforrnation at maximum and the probability of error goes to zero as the number 
of symbols in the message goes to infinity. The channel capacity C is defined as the max- 
imal value of mutual inforrnation N ( X )  + H ( Y )  - JJ(X, Y) over all possible probability 
distributions p(i) for fixed p(jI1;). Information can he transmitted faithfully, even if errors are 
generated during the communication. The most famous example of this is given for the band- 
width limited and power-constrained transmitting channel in the presence of Gaussian noise, 
usually expressed in the form C' = GV log,( 1 + R),  where C is measured in bits s-l, W is the 
bandwidth (in Hertz), R is the signal to noise ratio. 

First described in: C .  E. Shannon, A mathematical theory of communication. Bell Syst. 
Tech. J. 27(3), 379-423; 27(4), 623-656 (1 948); Communication theory of secrecy systems, 
Bell Syst. Tech. J. 28(4), 656-715 (1949). 

More details in: A. Galindo, M .  A. Martin Delgitdo, Injbrmation and computation: clas- 
sical and quantum aspects, Rev. Mod. Phys. 74(2), 347-423 (2002). 

Shenstone effect - an increase in photoelectric emission of certain metals following passage 
of an electric current. 

Shklovskii-Efros law states that the temperature dependence of hopping conductivity in a 
disordered system has the form 171 (T - T-'/" at low temperatures when A& > k d ' ,  where 
Ec is the gap in the density of states near the Fermi level of the system due to electron- 
electron Coulomb interaction. See more details in hopping conductivity. 

Fir51 described in: A. L. Efros, B. I. Shklovskii, Coulomb gap uad law temperuture ron- 
ductivity of disordered syslms, J .  Phys. C: Solid State Phys. 8(4), L49-L5 1 (1975). 

Shockley partial dislocation - a partial dislocation whose Burger's vector lies in the fault 
plane, so that it is able to glide, in contrast to Franck partial dislocation. 

shock wave - a fully developed compression wave of large amplitude across which density, 
pressure and velocity change drastically. Imagine you have a projectile that flies faster than 
the speed of sound, it will push on the sound waves in front of it. But sound waves cannot 
travel faster than the speed of sound. Thus, the waves pile up against each other as they are 
created. These piled up waves are shock waves. 

Shock waves can be produced by hurling a projectile or shooting a high-intensity laser 
at a crystal. Recently computer simulations have shown that sending shock waves through a 
photonic crystal could lead to faster and cheaper telecommunication devices, more efficient 
solar cells, and advances in quantum computing. 

More details in: Ta. B. Zeldovich, T. P. Raizer, Elements qf Gus Dynamics and the Clas- 
sicul Theory qf S'lznck Wuves (Academic Press, New York 1968); M. Rasmussen, Hypersonic 
Flow (Wiley, New York 1994). 

Shor algorithm -the factoring algorithm, where a quantum computer would be able to factor 
N numbers exponentially faster than any known classical computer algorithm, It dcterrnines 
the period of the function anmodN, where (1, is a randomly chosen small number with no 
factors in common with N, n is an integer. The value of nnmodN is the remainder that is 
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left over when u" is dividcd by N. Once the pcriod of this function is known, N can be 
rapidly factored using classical number theory. Quantum factoring works by using quantum 
parallelism to try out all possible values of n r;imultaneously and then applying a quantum 
Fourier transform to find the period. In the special case of N = 15, the period is always either 
2 or 4, making it particularly easy to implement the algorithm and determine the period. 

Fast quantum number factoring has profound implications in cryptanalysis, for as many 
popular encryption algorithms. 

Firsf described in: P. W.  Shor, Polynnmial time algorithms ,for primefactori~ation and 
discrete logarithms on qu~~rztum computer, STAM J .  Comp. 26(5), 1484-1 509 (1997). 

shot noise in electrical circuits is a consequence of the discrete nature of the electric charge 
passing through a conductor. It results from fluctuations in thc number of the charge carriers. 
The mean square fluctuation of electrical current I corresponding to individual - currcnt pulses 
due to the arrival of individual electrons in ii frequency interval Af is AT2 = 2el  A f. 

First d~scribed hy W. Schottky in 1918. 

Shubnikov-de Haas effect - periodic variation of electric resistivity of degenerate solids 
(metals, semiconductors) with l /H, where H is the strength of a static magnetic field. The 
period of variations depends on the magnetic field orientation with respect to the crystal axes 
directions in the solid. It is 2?rfie/rS, where S is thc maximum cross section area of the 
Fermi surface regarding projection of the electron momenta onto magnetic field. The effect 
is observed when fir/nz*c > kDT and rFT/rn*c > r, whcre m* is the effective mass of 
electrons and r is the electron relaxation time. 

The phenomenon is caused by the changing occupation of the Landau levels in the vicinity 
of the Fermi energy in the plane perpendicular to thc direction of the magnetic field applied. 

First described in: L. V. Shubnikov, W. J. de Haas, Resistanre r h u n g ~ ~  oj'bismuth rrystnls 
in a magnetic>Ji~ld at the temperuturr. oj'liyuid hydrogen, Proc. K. Akad. Amsterdam 33(4), 
363-378 (1 930). 

Shuhnikov groups - point groups and space groups of crystals if one adds another element 
of symmetry, for example two-color symmetry that switches black to white or vice versa. 
Thcy are al\o called black-and-white groups or magnetic groups. Thw, Shubnikov groups 
are useful when properties such as \pin are to be considered over the normal crystallographic 
symmetry. It is a powerful tool also for describing quasicrystals, crystals with imperfections 
and incomr~lensurate modulated crystal phase\. 

Firrt drrcribpd in: A. V. Shubnikov, On wnrkr of Pierr(> Curie in the field o f ~ y r n m e t v ,  
Usp. Fiz. Nauk. 59, 591-602 (1956) - in Russian, A. V. Shubnikov, Time reversal as an 
opuution of antirymmetry, Krktallografiya (USSR) 5(2), 328-333 (1960). 

silicide - a compound formed by a metal with silicon. Elements of the Per~odic Table form 
more than 100 such compounds. Most of them havc electronic properties typical of metals and 
demonstrate electrical resistivity in the range 15-100 pi2 cm (TiSi2, CoSi2, TilSi2, tetragonal 
MoSi2, tetragonal WSi2, PtSi, Pd2Si) depending on the purity and structure of the materials. 
There are about a doyen silicides with semiconductor behavior. Their room temperature en- 
ergy gaps range from 0.07 eV (hexagonal MoSi2 and WSiz) and 0.12 eV (ReSil.;.:,) to 1.8 e V  
(OsSi2) and 2.3 eV (Os2Si:<). 



single-electron tunneling 273 

More detuils in: Prop~rties of Metul Silirides, edited by K. Maex, M. van Rossum (IN- 
SPEC, TEE, London 1995); Semiconducting Silirides, edited by V. E. Borisenko (Springer, 
Berlin 2000). 

Silsbee's effect - lhe ability of an electric current to destroy a supercond~ucting state by means 
of magnetic ficld lhat it generates without raising the temperature. 

SIMS - acronym for secondary ion mass spectrometry. 

Sinai process - a random walk on a one dimensional lattice with fixed probabilities to move 
to the right and left at each lattice site. Although these probabilities are fixed, their values are 
chosen from a probability distribution such that there is a strong bias at each site for the walker 
to go in the preferred direction. The walker makec; many jumps going between two sites: a 
leftmost site that when approached from the right sends the walker back toward the right with 
high probability, and similarly a rightmost vite that sends the walker back to the left. There 
can be many such pair< of vitcs, especially in a nested configuration. In the process, the mean 
value of r.71) waq shown to be proportional to 1n4(t). 

F i r ~ t  tl~srribed in: Ya.G. Sinai, Tht. limiting heh~wior of one-dimensional rundrm walk in 
a mndom medium, Theory Prob. Appl. 27(2), 256-268 ( 1 982). 

sine-Gordon equation - the nonlinear differential equation with soliton solutions: 

where w,, and (L are parameters. If # is small that the sine term can be replaced by the ar- 
gument, the solution is a harmonic wave with the frequency wave vector relation given by 
w" + a2q2. 

In the linear approximation, a superposition of the waves can make up a wave packet 
localized in space. However, the components are dispersive so that after a time the width of 
the packet growth and the wave packet begins to unravel. The nonlinear term in the equation 
acts to counter this tendency. A suitiably localbed wave packet can maintain its shape forever 
or for as long as damping, which has not been included in the equation, does not come into 
play. Such a soliton solution is 4) = 4 art.t;m{oxp[x - - vt]/<]).  The solution changes 
from O to 2 7 ~  in the neighborhood of so + nt within a width of the order 

It i~ a rounded step propagating with speed ,LI < a, not otherwise dependent on the equ a t' son. 
Although the equation is nonlinear, a characteristic of the solitons is that two solitons can pass 
through each other with no changes in shape. 

single-electmn tunneling - electron by electron tunneling governed by the Coulomb block- 
ade effect. It is illustrated in Figure 101 for the system composed of two conducting electrodes 
separated by a tunnel junction formed by a very thin dielectric. Electronic processes in the 
structure are in parallel, represented by the mechanical model showing the formation of water 
droplets at a facet of a pipe. Initially the charge at both surfaces of the dielcclric is zero. When 
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Figure 101: Singlc clectron tunneling and i ts mechanical analogy with a water falling from a 
pipe. After K. K. Likharcv, T. Claeson, Single rl~ctronics, Sci. Am. (6), 50-55 (1992). 
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external constant bias is applied to the structure, the electric charge ctarts to accumulate at the 
surface of the dielectric. It is transferred by both continuous and discrete processes. 

Electric current in solids is known to be a result of an electron motion through the lattice 
of atomic nuclei. While each electron carries the lowest fixed amount of the negative charge, 
denoted as -c, the smallest transferred charge can be lower than thi$ value. This is because 
the transferred charge is proportional to the sum of shifts of all electrons with re\pect to the 
lattice nuclei. In so Sar as the shifts can be extremely small, their sum changes continuously. 
Thus, it can have practically any value, even a fraction of the charge nf a single electron. 

The transferred charge flowing continuously through the conductor is accumulated on the 
surface of the electrode against the dielectric layer of the junction. The adjacent electrode will 
have equal but opposite surface charge. One can imagine this surface charge &? as a slight 
continuous shift of the electrons near the surface from their equilibrium positions. The charge 
collects in the junction just like water forms a droplet at the facet. On the other hand, only 
tunneling can change this charge in a discrete way: when an electron tunnels through the 
dielectric harrier, the surface charge will be changed exactly by either -be or -e, depending 
on the direction of tunneling. 

A tunnel~ng event becomes energetically favorable only when Q just exceeds e/2. At this 
condition the tunneling electron will change the charge abruptly from +e/Z to - ~ / 2  and the 
energy of the junction remains the wme. IS Q is less than f r / 2  or greater than r/2,  tunneling 
in any direction would increase the energy of the system. Thus, if the accumulated charge is 
within the range r / 2  to +e/2, tunneling is forbidden by the Coulomb blockade. 

When the charge reaches r/2, tunneling becomes possible. One electron crosse\ the junc- 
tion ju\t a\ a water droplet falls as soon as it reaches a critical size. The accumulated charge 
drop\ to Lero and the system appears at the Coulomb blockade range again. The repetition of 
the charge/discharge processes produces single electron tunneling oscillations with frequency 
equal to the current I divided by the charge of one electrt~n, v. 

First describ~d in: E. Ben-Jacob, Y. Gefen, New quantum oscillutions iri current driven 
small junctions, Phys. Lett. 10RA(5/6), 289-292 (1985); K. K. Likharev, A. B. Zorin, The- 
ory of Rloch wave oscillations in ~rnall Josephron junctions, J. Low Temp. Phys. 59(3/4), 
347-382 (1985): D. V. Averin, K. K. Likharev, Coulomb block ad^ of tunnrling and coherent 
oscillations in  mull tunnel junctimns, J .  Low. Temp. Phys. 62(2), 345-372 (1986) - theory; 
T. A. Fulton, G. J. Dolan, Ohservutiun qfsingle-electron charging effects in ~rrtall tunneling 
 junction^, Phys. Rev. Lett. 59(1), 109-1 12 (1987) - experiment. 

singlet - a state of two electrons with paired (antiparallel) spins. It has zero net spin. 

singularity or singular point of a function of one or more variables is a point itbout which 
it cannot be expanded in a Taylor series: in particulw one at which the function or any of 
its partial derivatives become infinite. For example, x = u is a singular point of both the 
functions (x - a ) ' / 2  and  log(.^ - u) .  

skin effect - a tendency for an alternating electric current in a conductor to concentrate in 
the outer part, or "skin", rather than be distributed uniformly over the body of the conductor. 
The effect arises from the increase in internal self-inductwce of the conductor with the depth 
below the surface of the conductor. Tn consequence, the magnitude of the effect increases with 
the frequency of the current, the diameter of the conductor and the magnetic permertbility of 
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the conductor material. Defining the penetration depth (1 as the distance measured from the 
surface of the conductor at which the current has fallen to 111 of its surface value, it can be 
given by d = ( ? r l ~ l ~ u ~ u ) - 1 / 2 ,  where 11 is the relative permeability of the material, I/  is the 
frequency of the alternating current, a is thc conductivity of the material. 

Slater determinant - a quantum mechanical wave function for N electrons, or in general for 
N fermnions, which is an N x N determinant whose entries are N different one particle wave 
functions $ N  (yN) depending on the coordinates of each of the particles in the system: 

First drscrih~d in: J. C. Slatcr, The throry ~,J'cornplex spctm, Phys. Rcv. 34(10), 1293- 
1322 (1929). 

Slater-Jastrow wave function - a product of Slater determinants and the Jastrow correla- 

Here, the A,,, and A,l,, are defined as the Slater matrices of the single-particle up and down 
orbitals, respectively. That is 

where $k are molecular orbitals centered at ck.: 

The Jastrow correlation factor l J , ,  terms are defined as 

e 7 8 D  if i j  are like spins 
c2/4D if i j  are unlike spins 
e"2U if i * j  are electron-nuclear pairs 

Thc Slater-Jastrow wave has a number of desirable properties for many-body quantum Monte 
Car10 calculations of electrons in the presence of ions. 
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Slater orbital - an approximate solution to the eigenvalue equation: Nr"-1e-crvn(i3$), 
where N is the nornialization constant, n is the principal quantum number of the orbital, 
[ = (i: - s ) / n  is the orbital exponent, YLrr'(d$) is the angular part of the orbital, Z is the 
atomic number and s is a screening constant. 

Firs1 dm-rihed in: J .  C.  Slater, Atomic shielding constants, Phys. Rev. 3h(l), 57-64 
(1 MO) .  

small angle X-ray scattering (SAXS) - X-ray diffraction technique with scattering angles 
less than 1 O. The diffraction information about structures with large periods lies in this region. 
Therefore the technique is commonly used for probing large length scale structures, such as 
high molecular weight polymers, biological m~icromolecules (proteins, nucleic acids, etc.) 
and self-assembled superstructures (e. g. surfactant-templated mesoporous materials). The 
measurements are technically challenging because of the small angular separation of the direct 
beam and the scattered bcam. Large specimen-to-detector distances (0.5-10 m) and high 
quality collimating optics are used to achieve good signal-to-noise ratio. 

S-matrix = scattering matrix. This expresses what comes out from a system as a function of 
what goes into it in a matrix form: 

where A, B,  . . . represent the incoming influence on the system i~nd C, D, . . . represent the 
system reaction. 

First described in: J .  A. Wheeler, On tha rnathernaticai description of l igkf  riurlei hy the 
method of re.sonuting group structure, Phys. Rev. 52(1 l) ,  1107-1 122 (1937). 

More detuils in: D. lagolnit~er, The S Mcrtrix (North Holland, Amsterdam 1978). 

Smith-Helmholtz law states that for a single refracting surface of sufficiently small aperture 
the product of the index of refraction, the distance from the optical axis and the angle which a 
light ray makes with the optical axis at the object point is equal to the corresponding product 
at the image point. 

Snell's law gives the relationship between the angle of incidence and the angle of refraction 
for a wave impinging on an interface between two media with different refractive indexes 
(Figure 102): n 1 sin 81 = n2 sin 02. 

Figure 102: Refraction of light. 
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SNOM - acronym for scanning near-field optical microscopy. Fore more details see near- 
field scanning optical microscupy. 

Sohncke law states that the stress per unit area normal to a crystallographic plane needed to 
produce a fracture in a crystal is a constant characteristic of a crystalline substance. 

sol - see sol-gel technology. 

sol-gel technology - a mcthod of material synthesis based on the sol-gel transition. A sol is 
a solution of colloidal particles, which are solid particles of size 1-100 nm, in a liquid. A gel 
represents a network of closely connected polymer chains, derived from the colloidd particles 
of a sol. Porous glasses and glasses with embedded nilnocrystals of semiconductors can be 
made in this way in the form of thin films and bulk samples. 

An example is the sol-gel transition in water solutions of silicon-organic compounds with 
a composition Si(OR)4, where R is one of the alkyl groups (CH3, C2Hs, CnH7, . . . ). Substi- 
tution of the alkyls by OH-groups is the first step of the sol-gel transformation 

The molecules of silicon hydroxide (Si(OH)4) then form chains and a three-dimensional net- 
work by means of Si-0-Si bonds 

OH OH OH OH 
I I I 

HO-Si-OH + HO-Si-OH - HO-Si-0-Si-OH 3. H 2 0 .  
I I 

These transformations occur at relatively low temperatures - below 400 "C. Porous glasses 
developed in this way contain nanometer-size voids. They can be easily impregnated with dye 
molecules or atomic clusters. Nmocrystals can be directly derived therefrom. As compared 
to the conventional glasses, porous glasses can be saturated with semiconductor materials up 
to concentrations reaching lo%, which is high enough to study and use electron interactions 
between nanocrystals. Additionally, crystallites in these matrices are expected to have a 
smaller amount of defects because of the lower precipitation temperature. A"B~ '  and A"'BV 
semiconductor nanocrystals can be successfully produced by this technique. Their size 
distribution is rather wide. 

solid phase epitaxy - solid state structural rearrangements in a thin amorphous or polycrys- 
talline layer on a monocrystalline substrate resulted in the layer structure becoming epitaxial 
to the substrate. The epitaxial rearrangements starts at the interface and proceeds through the 
layer at a rate proportional to exp-EJknT) ,  where E, is the activation energy of the solid 
phase epitaxial growth. It is widely used to restore the crystalline structure in ion-implanted 
layers of semiconductors and to fabricate epitaxial silicides onto monocrystalline silicon dur- 
ing their solid phase synthesis. 
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solitary wave - a localized disturbance in a continuous medium that can propagate over a 
long distance without any change in its shape or amplitude. 

soliton - a hump developed by waves in a shallow channel. It propagates as a coherent entity 
continuing its course along the channel apparently without change of form. Solitons on canals 
can have various widths, but the smaller the width the larger the height and the faster the 
soliton travels. Thus, if a high, narrow soliton is formed behind a low, broad one, it will catch 
up with the low one. It turns out that when the high soliton does so it passes through the low 
one and emerges with its shape unchanged. 

From the mathematical point of view, a soliton is a locali~ed nonlinear wave that regains 
asymptotically (as t -+ no) its original (as t t -m) shape and velocity after interacting with 
any other localized disturbance. The only long-term effect on the soliton from the interaction 
is a phase shift. In other words, a soliton is a spatially locali~ed object, i. e. a solitary wave, 
which is dynamically and structurally stable. Soliton waves can be obtained as solutions of 
the sine-Gordon equation. 

First d~scrihed h.y S. Russell in 1834. 
More d e t d s  in: S. E. Trullingcr, V. E. Zakharov, V. L. Pokrovsky, Solitons (North Holland, 

Amsterdam 1986). 

Sommerfeld fine structure constant - the nondimensional coefficient n = 2m2/(1zc) = 

7.297 x 10-". With the help of this constant, the grouping of closely spaced emission lines 
in the spectrum of one-electron atoms can be related to the precession of elliptic electron 
orbitals. 

Sommerfeld wave - a surface wave guided by the plane interface between a dielectric and 
a good conductor, the energy decaying exponentially, normal to the surface of the dielectric. 
The velocity of propagation depends on the dielectric constant of the medium in which the 
wave flows. 

sonoluminescence - light emission from a substance excited by high frequency sound waves 
or phonons. 

s orbital - see atomic orbital. 

space charge polarization - see polarization of matter. 

space group - a full symmetry group of a crystalline solid containing operations of a point 
group wd laltice translation. In fact, space groups consist of rotations, reflections, screw 
rotations, glide reflections and translations, which transform the crystal as a whole into itself. 
There are 230 such groups. These are each described in the Hermann-Mauguin notation to 
show essential symmetry elements, e. g. Pti:4/n~rrjc. A space group symbol consists of two 
parts: a letter depicting the lattice type and some essential symmetry elements. 

spectral hole-burning - the optical phenomenon observed in quantum dot ensembles, in 
particular for nanocrystals (dots) of semiconductors embedded into dielectric matrices. It is a 
photoinduced modification of an emission spectrum just under irradiation, which is registered 
like a hole i n  the spectrum. 

The phenomenon can have a transient, persistent or even irreversible character. In terms 
of the relaxation time of the burnt spectral hole the following groups are classified. 
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I .  Transient spectral hole-burning due to selective population of the higher electron-hole 
states within the same crystallite with consequent relaxation to the lower levels. The 
typical relaxation times are in the suhnanosecond range. In order to observe this effect 
the following condition should be satisfied -r;,,, < r,l, where T,,,,, is the duration of 
the pump and probe pulses and rr,l is the energy relaxation time of cxcitons from the 
upper to the lower states. In the specific case of large energy level separation when 
the "phonon bottleneck" effect i s  pronounced, a condition T,.,, < T,,, where T,,, is 
recombination lifetime, makes it possible to observe hole burning of this type in a quasi- 
steady-state regime, i. e. independent of the pump pulse duration. The relevant effect in 
molecular spectroscopy is often considered in terms of the "hot luminescence". In bulk 
semiconductors a s i m i l ~  phenomenon is possible on the femtosecond time scale when 
Fermi-Dirac distribution of electron-hole gas is not achieved, This effect is readily 
observable in nanocrystals of A " E ~ '  compounds in glass and in porous silicon. 

2. Quasi-steady-state hole-burning due to absorption saturation of resonantly excited 
crystallites in an inhomogeneously broadened ensemble. The recovery process is con- 
trolled by electron-hole recombination with a characteristic time in the subnanosecond 
to microsecond range. This effect has been reported by a number of groups for A"B"' 
and A ' B ~ "  quantum dots in dielectric matrices. If the relaxation time is comparable to 
or longer than the recombination time, then a selective steady-state population of the 
higher states is possible, similar to case I .  Spectral hole-burning due to creation of the 
first electron-hole pair in a crystallite is accompanied by an induced absorption due to 
the formation of a biexciton state when the pump and the probe quanta are absorbed by 
the same crystallite. In the case of larger dots cxciton+xciton interactions result in more 
complicated deformation of the absorption spectrum. 

3. Persistent reversible hole-burning due to photoionization of a crystallite and/or sur- 
face localization of the electron occurs under certain conditions. In this case the opti- 
cal absorption experiences modifications due to the local electric field effect (quantum- 
confined Stark effect) with a differential absorption spectrum typical of exciton absorp- 
tion in the external elcctric field. In the case of small quantum dots, surface localization 
of one of the carriers leads to the prohlem of a biexciton and the differential absorption 
spectrum may be similar to case 2. The effect has a recovery time from microseconds to 
hours depending on the temperature and/or dot-matrix interface. 

4. Permanent spectral hole-burning is possible due to rtn irreversible sequence of photo- 
chemical reactions in resonantly excited crystallites stimulated by a manifold photoion- 
i~ation. The phenomenon was observed in semiconductor doped polymer and may be 
interpreted in terms of si~c-selective photolysis of nmocrystallites. In the early stage? 
photoioni~ation rewlts in the local clectric field effect with differential absorption spcc- 
trum similar to case 3. 

Unlike case I ,  the cases 2 4  are possible only undcr the condition of inhomogeneous 
broadening. Therefore they have 110 analog among the intrinsic bulk serniconductors. Analogs 
can be found, however, in a number of systems possessing inhomogeneous broadening, like 
doped semiconductors, atoms in gases, ions in dielectrics and molecules in the gas phase, in 
solutions and in solid matrices. 
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In terms of the underlying microscopic rncchanisms spectral hole-burning in nanocrystals 
can be a result or population-induced effects (selective absorption saturation), local electric 
ficld induced efl'ects (selective photoionization) and photochcmical effects (selective photol- 
ysis). Some mechanisms of spectral hole-burning may coexist. Ob5ervation of the specific 
hole-burning crfect does not eliminate a manifestation of the other possible hole-burning phe- 
nomena. 

More cletds in: S. V. Gaponenko, Optical Properties of Semiconductnr Nanocrystcds 
(Cambridge University Press, Cambridge 1998). 

spherical coordinates - a system of curvilinear coordinates in which the position of a point 
in space is designated by its distance r from the origin or pole, called thc radius vector, the 
angle 4 between the radius vector and a vertically directed polar axis, called the cone angle 
or colatitude, and the angle 0 hetwccn the plane of rfi and the fixed meridian plane through the 
polar axis, called the polar angle or longitude. 

spin - the intrinsic angular momentum of an elementary particle or nucleus. It exists even 
whcn the particle is at rest, in contrast to orbital angular momentum, 

First described in: A. H .  Compton, Magnetic electron, J. Frankl. Tnst. 192, 145-155 
(1921) - idea of a quantized spinning of thc electron; G. Uhlenbeck, S. A. Goutsmit, Er- 
~etzung der Hypothese vorn unrnechanisrhen Zwung durch eine Forderung hrziiglich des in- 
?wren Erhultens jedes e i n ~ e l n ~ n  El~kfrons,  Naturwiss. 13,953-954 (1 925) and G. Uhlenbeck, 
S. A. Goutsmit, Spinning dectrons and the structure of spectra, Nature 117, 264-265 (1926) 
- spin conccpl. 

spinel - the mineral MgA1204. 

spin glass - a magnetic alloy in which the concentration of magnetic atoms is such that below 
a certain temperature their magnetic moments are no longer able to flucturtte thermally in time 
but are still directed at random, in loose analogy to the atoms of ordinary glass. If such an 
alloy is cooled in an external magnetic field from above to below this transition temperature 
and the external field is then removed, the magnetization decays slowly to zero, typically in a 
matter of hours. 

spin-lattice relaxation - a magnetic relaxation in which the cxcess potential energy associ- 
ated with electron spin in a magnetic field is transferred to the lattice. 

spinor - a vector with two complex components, which undergoes a unitary unimodular 
transformation when the three-dimensional coordinate system is rotated. It can represent the 
spin state of a particle of spin 112. More generally, a spinor of order (or rank) n is an object 
with 2'' components, which transform as products of components of rr spinors of rank one. 

spin-orbit coupling - an interaction of the electron spin with the orbital magnetic momentum 
due to the motion or the electron in an atomic orbital. The coupling energy is magnetic and is 
responsible for the fine structure of atomic spectra. 
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spin polarization in a particular material is defined in terms of the number of carriers with 
spin-up ( I ) , )  and spin-down (nl)  as 

The most pronounced spin effects are reasonably expected for the materials with the highest 
fractions of spin-politrized electrons, These arc materials that have only one occupied spin 
band at the Fermi level. In practice, partially polarized materials are mainly used in device 
applications. Such materials, which are metals and their alloys, oxides, magnetic semicon- 
ductors, and related bulk electron spin polarizations arc listed in Table 7. 

Tahle 7: Maximum conduction eleclron spin polarization observed in dit'fcrcnt materials. 

Material Co Fe Ni NisoFezoq: CoFe NiMnSb Lao 7SrO :3Mn0:3 CrOz 

Polarization, % 42 46 46 45 47 58 78 90 

* The alloy NiRoFezn is called permalloy (Py). 

Polarization, % 90 (at 4 K, 1.5 T) 70 (at 4.2 K, &5 T) 

Note that spin polarization is sensitive to sample fabrication conditions and impurities in 
the material, therefore thc highest polari7ations experimentally obqerved are summarized in 
the Tablc 7. 

An electron current in solid state structures composed of differently spin-polarized ma- 
terials is indeed dependent on the particular spin orientations in the regions through which 
electrons pass. Electrons originating from one spin state at the Fermi level of the injection 
electrode would be accommodated only by unfilled states of the same spin at the Fermi level 
of the accepting material. An electron spin polari7ed in the injection electrode undergoes 
many collisions, which modify its momentum until eventually its spin flips. Prlrctical applica- 
tions nccd to know how long electrons remember their spin orientation; this is characterized 
by the spin relaxation length. 

spin relaxation length - a mean distance traveled by an electron in solids before its spin flips. 
It depends on the spin-independent mean free path, which reasonably should be the inelastic 
mean free path controlled by inelastic scattering, according to 1, = ( l , , v ~ r ~ ~ ) ~ / ~ ,  where u~ 
is the Fermi velocity and T T ~  is the spin relaxation time. The spin relaxation length is mainly 
defined by spin-orbit and exchange scattering. In materials with one chemical composition 
the spin relaxation length is shmter in the amorphous phase than in the crystalline phase. Also 
note that holes have much shorter spin relaxation length than electrons due to their stronger 
spin-orbit coupling. A typical spin relaxation length of electrons in solids is estimated to be 
above 100 nm. 

spin-spin coupling - a reciprocal magnetic interaction between nuclei in a molecular system, 
facilitated by Lhc binding electrons of the molecule. 
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spintronlcs -the field of science and engineering which studies and aims to cxploit the subtle 
and mind bendingly esoteric spin properties of the electron to develop electronic devices that 
makc use of the electron spin as well as the electron charge. 

spin valve - a thin film structure consisting of two ferromagnetic layers. It is constructed so 
that the magnetic moment of one of the ferromagnetic layer is hard to reverse by an externally 
applied magnetic field, whereas the moment of the other layer is very easy to reverse. This 
magnetically soft layer then acts as the valve control, being sensitive to manipulation with 
an external magnetic field. A typical change in the resistance is about 1% per Oersted. Spin 
valves fabricated within conventional microelectronic technology are used for monitoring of 
magnetic fields, magnetic recording of information and for other magnetic device applications. 
For more details see giant magnetoresistance effect. 

spin-valve transistor - a three-terminal device analogous to a metal base transistor. It is 
shown schematically in Figure 103 with related energy band diagram. The base region of 
the transistor contains a metallic spin valve sandwiched between two n-type silicon regions 
acting as a current emitter and collector. It employs hot electron transport across thc spin 
valve. 

The base is designed as an exchange de-coupled soft spin-valve system, where two ferro- 
magnetic materials, i. e. NiFe and Co, which have different coercivities, are separated by a 
nonmagnetic spacer layer (Au). The NiFe and Co layers have well separated coercivity, such 
that clear parallel and antiparallel alignment is obtained over a wide temperature range. The 
ferromagnetic layers can be individually switched hy the application of a suitable magnetic 
field. At the interfaces between the metal base and the semiconductors, Schottky barriers are 
formed. In ordcr to obtain the desired high quality barrier with good rectirying behavior, thin 
layers of Pt and Au are incorporated at the emitter and collector side, respectively. These also 
separate the magnetic layers from direct contact with silicon. Since the SiIPt contact forms a 
high Schottky barrier, it is used as an emitter. The collcctor Schottky diode is defined in such a 
way that it has a lower barrier height than the cmitter diode. The SiIAu contact that has nearly 
0. I eV less barrier height than the SiPt one suits this condition very well. A specially devel- 
oped technique that comprises metal deposition onto two silicon wafers and their subsequent 
in situ honding under ultrahigh vacuum conditions is used for fabrication of such a spin-valve 
transistor. 

The transistor operates as follows. A current is established between the emitter and the 
base (the emitter current I,), such that electrons are injected into the base, perpendicular to the 
layers of the spin valve. Since the injected electrons have to go over the SiPt Schottky barrier. 
they enter the base as nonequilibrium hot electrons. The hot-electron energy is determined by 
thc emitter Schottky barrier height, which is typically between 0.5 and 1 eV depending on the 
mctal/semiconductor combinrttion. As the hot electrons traverse the base they are subjected 
to inelastic and elastic scattering, which changes their energy as well as their mo~ncnlum dis- 
tribution. Electrons are only able to enter the collector if they have retained sufficient energy 
to overcome the energy barrier at the collector side, which is chosen to be somewhat lower 
than the emitter barrier. Equally important, the hot-electron momentum has to match with the 
available states in the collector semiconductor. The fraction of electrons that is collected, and 
thus the collector current I(., depcnds sensitively on the scattering in the base, which is spin 
dependent when the base contains magnetic materials. It is tuned by switching the base valve 
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Figure 103: Schematic cross scction and energy diagram of thc spin-valve transistor with the 
SilPl emittcr and SiIAu colleclor Sch~llky barricrs and the NiFeIAulCn spin-valvc hasc. After 
P. S. Anil Kumar, J. C. Lodder, The spin-valve tmrrsistor, J.  Phys. D: Appl. Phys. 33(22), 
291 1-2920 (2000). Thc collector current in the transistor as a function of the external magnetic 
field applied. 

from its aligned low-resistance state to its antialigned high-resistance state. The total scatter- 
ing rate is controlled with an external applied magnetic field, which for example changes the 
relative magnetic alignment of the two ferromagnetic layers of a spin valve. 

The magnetic response of the spin-valve transistor, called magnetocurrent (MC), is defined 
as the change in the collector current normalized to its minimum value, i. e. 

where the superscripts p and ap refer to the parallel and antiparallel state of the spin valve, 
respectively. 

The moqt important property of the spin-valve transistor is that its collector current de- 
pends sensitively on the magnetic state of the spin valve in the base. A typical dependence of 
the collector current on the magnetic field applied is qhown in the figure. At large magnetic 
fields, the two magnetic layers have their magnetization directions aligned parallel. This gives 
the largest colleclor current. When the magnetic field is reversed, the different switching fields 
nf Co (22 Oe) and NiFe (5 Oe) create a field region where the NiFe and Co magnetizations 
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are antiparallel. In this state the collector current is drastically reduced. The relative magnetic 
response is indeed huge, providing a magneto current of about 300% at room temperature 
and more than 500% at 77 7.  Note that different scattering mechanisms of hot electrons may 
contribute to the decrease in the magnetic response. Scattering by thermal spin waves and 
thermally induced spin mixing look to be the most prominent. 

The collector current and the magneto current are virtually independent of a reverse bias 
voltage applied across the collector Schottky barrier, when the leakage current of the collector 
is negligible. The reason for this behavior is that a voltage between base and collector does 
not change the maximum of the Schottky barrier when measured with respect to the Fermi 
energy in the metal. In other words, the energy barrier seen by hot electrons coming from the 
bale is not changed. Similarly, a change in the emitter base voltage, or equivalently in the 
cmittcr current, does not affect the energy at which hot electrons are injected into the base. 
The result is that the collector current is simply linearly proportional to thc emitter current, 
while the value of the collector current is a few orders of magnitude lower than the emitter 
one. 

An important advantage of the spin-valve transistor is the huge relative magnetic effect, 
attained at room temperature, so that only cmall magnetic fields of a Tew Oersted are required. 
In spite of low current gain, it i s  a unique spintronic device with great prospects for magnetic 
memory and magnetic field sensor applications where currcnt gain is not a critical issue. 

First described in: D. J .  Monsma, J. C. Lodder, T. J. A. Popma, B. Dieny, Perpendirular 
hot electron spin-valve effect in a new rnagnrtic firld spnsor: the spin-valve transistor, Phys. 
Rev. Lett. 74(26), 5260-5263 (1995). 

split-gate structure - is used tn "cut" electrostatically quantum wires and quantum dots 
from a two-dimensional electron gas. Its schematic design is presented in Figure 104. 

Figure 104: Split gatc itrrangcmcnt k)r elcclroslalic culling or one-dimensional and zero- 
dimensional elemcnts from a two-dimensional electrnn gas. 

Metal gate electrodes are deposited on top of the semiconductor with a buried two- 
dimensional electron gas, which can be fmned, for instance, in modulation-doped and delta- 
doped structures. When a reverse bias ic applied to the gates the regions beneath are depleted 
of electrons by the Schottky effect and current can only flow in the narrow ungated region. If 
the reverse bias is incrcascd the fringing fields at the edges of the gates effectively squeetc 
the electron gas between them and in this way the geometry can be varied within a single 
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device. The particular configuration of the spin-gate electrodes defines the possibility to "cut" 
one-dimensional (quantunl wire) or i-ero-dimensional (quantum dot) structures. Although the 
spin-gate approach can be successfully applied to modulittion-doped heterojunctions, it can be 
hardly used in the case of delta-doped structures. This is presumably because the gate isola- 
tion would begin to break down at the high electric fields required to deplete regions with an 
electron concentration close to or above 1 01" ~ m - ~ .  

sputtering - removal of surface atoms, ttttomic clusters or molecules by a surface bombard- 
ment with energetic atomic particles, usually ions. 

SQUID - acronym for a superconducting quantum interference device. Direct current (dc) 
and allcrnating current (ac) SQUIDS have been developed. A dc-SQUID consists of two 
Josephson tunnel junctions connected in parallel. An ac-SQUID consists of a single junction 
interrupting a superconducting loop. 

stacking fault - a defect in a face-centered cubic or hexagonal crystal in which there is a 
change from a regular sequence of positions of atomic planes. 

standing wave - a wave in which the ratio of an instantaneous value at one point to that at 
any othcr point does not vary with time. 

Stark effect - modifications in emission spectra, which result from the application of a uni- 
form external electric field to the source of light. In the atomic spectra from such a source 
many lines are appreciably displaced asymmetrically from their normal positions and com- 
monly split into polarized components. Evcn more striking is the appearance of many new 
lines, which also have asymmetric displacements yet join with those of the normal spectrum 
to form groups with over all patterns of marked symmetry. This effect is in many cases so 
grcat that in the green region the eye can readily detect the change in color. Modification of 
thc clcctron orbits and related chringes in their energy induced by the external electric field 
applied to atoms and molecules are responsible for the effect. 

Suppression of the confined energy level by an electric field is also typical for low- 
dimensional structures and has been named thc quantum confined Stark effect. It is com- 
monly observed in heternstructures and quantum wells. As the electric field P applicd to 
thc wcll has no impurity or defect dependence, then the change in the energy to second order 

is found to be proportional to F2. 
First described by J .  Stark, Benbnrhtungen idher den Ef(>kt dm el~ktrischen Feldes uuf 

Sp~ktrullinien, Sitzungsber. PreulJ. Akad. Wiss. (Berlin) 932-946 ( 1  91 3); D. A. Miller, D. S. 
Chenila, T, C. Damen, A. C. Gossard, W. Wiegmann, T. H. Wood, C. A. Burrus, Sand edge 
dertroabsorption in quunrum well structurrs , Phys. Rev. Lelt. 53(22), 2 173-2 176 ( 1984) - 
thc quantum confined Stark effect. 

Stark-Einstein law states that one photon is absorbed by each molecule responsible for the 
primary photochemical process. 

statics - see dynamics. 

Stefan-Boltzmann constant - see Stefan-Boltzmann law. 
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Stefan-Boltzmann law states that the total radiation emitted by a healed body increases 
rapidly with an increase in its temperature. For a perfect radiator, the radiating energy is 
proportional to the fourth power of the absolute temperature, i. e. for a body with surface area 
S it is E = S ~ T ~ ,  where s is the Stefan-Boltzmann constant. 

First described by J .  Stefan in 1879 - experiment and by L. Boltzmann in 1884 - theory. 

step function -the function B ( a  - b), which is equal lo 1 for u > b and zero for a < b. 

Stern-Gerlach effect - splitting of an atomic beam (originally the beam of hydrogen atoms) 
passing through a strong inhomogeneous magnetic field into several beams. Jt is a dcmonstra- 
tion of the quantization of the angular momentum of electrons. 

First desrrihed in: W. Gerlach, 0. Stern, Der experirnentelle Narhweis der Rirh- 
tungsquantelung inz MugnelJ'PId, Z. Phys. Y(6), 349-352 (1922). 

Kerognition: in 1943 0, Stern received [he Nobel Pri7e in Physics for his contribution to 
the dcveloprnent of the molecular ray method and his discovery of the magnetic momen1 of 
the proton. 

See also www.nobel.se/physics/laureates/l943/index.html. 

stiffness constants - see elastic moduli of crystals. 

stiffness matrix - see Hooke's law. 

STM - acronym for scanning tunneling microscopy. 

stochastic process - a process in which one or more variables take on values according to 
some, perhaps unknown, probability distribution. 

Stokes law (of photoluminescence) states that the wavelength of the light emitted by light 
excited rolids is always longer than the wavelength of the exciting radiation. This is due to 
the energy conservation in the form that the energy of an absorbed photon is greater than the 
energy of the emitted photon and the dift'erence in the energy is dissipated as herit in cxciling 
lattice vibrations. The energy difference is called the Stokes shift. 

First described in: G. G. Stokes, Proc. R. Soc. 6, 195 (1 852). 

Stokes linc - see Raman effect. 

Stokes parameters - see Poincari sphere. 

Stokes process - see Raman effect. 

Stokes shift - a shift between the peak absorption and peak emission wrivelenglhs. 

strained superlattice - see superlattice. 

Stranski-Krastanov growth mode (of thin films) - a combined initial layer-by-layer thin 
filrn growth with suhscqucnl droplet formation from the deposited material, as is illustrated in 
Figure 105. A continuous layer forms first, but then for one reason or another the syqtem gets 
tired of this rind switches to islands. For more details see self-organization (during epitaxial 
growth). 

first described in: 1. N .  Stranski, L. von Krastanow, Zur Theorie der orientierten Aum- 
cheidung von Ionenkristallrn aufeinnndw, Sitzungsher. Akad. Wiss. Wien, Math.-Naturwiss. 
K1. IIb 146,797-8 1 0 ( 1 938). 
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deposited material 

Figure 105: Stranski-Kraslanov growth mode during thin film deposition. 

Strehl ratio -the ratio of the illuminance at the peak of the diffmction pattern of an aberrated 
point image to that at the peak of an aberration-free image formed by the same optical system. 

suh-hand - see quantum confinement, 

superadditivity law states that the whole is more than the sum of its parts. 
First dosuibrd by Aristotle in his Metaphysics. 

supercell method allows the use of the Bloch theorem also in the case of surfaces, clusters, 
molecules and defects calculations. An artificial periodicity is imposed on the calculation cell. 
The supercell is repeated over all space using periodic boundary conditions. Thus, in the case 
of a crystal surface, the supercell will contain a crystal slab and a vacuum region repeated over 
all space. The vacuum region must he large enough so that the face\ of the crystal slabs do 
not interact across the vacuum region and the crystal slab must bc thick enough that the two 
surfaces 01 each slab do not interact through the crystal volume. For a cluster or molecules 
one assumes that the cluster or the molecule are enclosed in a sufficiently large box, in order 
to avoid interactions, and treated as a periodic system. For a defect, the supercell contains the 
defect surrounded by a sufficiently thick region of bulk crystal. 

More details in: M .  C .  Paync, M. P. Teter, D. C. Allan, T. A. Arias, J. D. Joannopoulos, 
Itemtivr nlinimization techniques jar ub-initin total-erzergy culculutions: molerular dynamics 
and conjug~rtr grurlirnts, Rev. Mod. Phys. 64(4) 1045-1097 (1 992). 

superconductivity - disappearance of the electrical resistance of a material when it is cooled. 
This phenomenon is characteri7ed by a set of critical parameters, which include critical tem- 
perature usually denoted T, , critical magnetic field denoted H,, and critical current denoted 
T,.. The critical temperature is the temperature at which the electrical resistance of the material 
disappears. For most pure metals it is a few degrees above absolute zero. 

The superconducting state in a material can be destroyed by application of an external 
magnetic field. It happens when the strength or the field reaches the critical value H,., which 
is called the critical magnetic field. These fields are generally of the order of a few hundred 
Oersteds. It was also found experimentally that there exists for a current carrying supercon- 
ductor a critical current I, above which the superconductivity is destroyed. The role of the 
current magnitude on the superconducting state of a material is recognized to he not a primary 
effect but rather due to the magnetic field produced by this current. 

The number or known superconducting pure elements, compounds and alloys runs into 
the thousands. Some 26 of the metallic elements are known to be superconductors in their 
normal forms, and another 10 become superconducting under pressure or when prepared in 
the form of highly disordered thin films. Semiconductors with very high densities of charge 
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carriers are superconducting, others such as Si and Ge have high-pre\sure metallic phases, 
which are superconducting. Many elements, which are not themselves superconducting, form 
compounds which are. Classical superconductors are represented by pure metals, their bi- 
nary compounds and alloys hrw critical temperatures not exceeding 40 K (the highest critical 
temperature 3'3 K is ohservcd for MgB2, 23 K for a specially prepared alloy of Nb, Al, Ge 
and 18.1 K for NbsSn). Complex copperoxides (cuprates) discovered to be superconductors 
by J. G. Bednorz, K. A. Miiller in 1986 have much higher critical temperatures, for instance 
YBa2Cu307, 92 K; T12CazBazCu3010, 125 K. These materials are usually called high-T, 
superconductor\. 

The different character of penetration of an external magnetic field into superconducting 
materialq when they are heated around the critical temperature is used to distinguish type I 
and type I 1  supcrconductors. This is illustrated in Figure 106. Type I superconductors in 

Type I superconductor 

Temperature ' c  

Type II superconductor 

u 
Temperature ' c  

Figure 106: ElTect of temperaturc and external magnctic ficld on the superconducting state in 
typc I and type I1 superconduclors. 

an external magnetic ficld below H, at temperatures below T, push out the magnetic field 
lrom their interior. In these conditions they behave like a perfect diamagnetic. If the applied 
field is increa\ed above Hc, the entire cuperconductor revertc to the normal state and the 
flux of the magnetic field penetrates completely. The curve H ,  versus temperature is thus 
a phase boundary in the magnetic field temperature plane, separating thc region where the 
si~perconducting state is thermodynamically \table from the region where the normal strite 
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is stable. This curve for type I superconductors is approximately parabolic: H, = Ho[ l  - 
( T / T . ) 2 ] ,  where Ho is the value of H ,  at absolute 7ero. 

Type 11 superconductors are characterized by two critical magnetic fields: the lower 
critical field I&l and the upper critical field HC2. In applied fields less than H ,  1 ,  the super- 
ct)nductor completely excludes the fields, just as a type T wperconductor does below TT,. At 
fields above HC1, however, magnetic flux begins to penetrate the superconductor in micro- 
scopic filaments. Each wire ctmsists of a normal core in which the magnetic field is large, 
surrounded by a superconducting region in which f ows thc vortex of persistent supercurrent 
maintaining the field in the core. The diameter of the filament is typically of the order of 
0.1 nm. In sufficiently pure and defect free type I1 superconductors such wires tend to arrange 
themselves in a rcgular lattice. This vortex stalc of the superconductor is known as the mixed 
qtate. It exists for magnetic fields between HC1 and H, 2 .  At TJrz the superconductor hecornes 
normal and thc magnetic field penetrates completely. 

Supcrconductivity was given a comprehensive explanation in the theory proposed by 
J. Barrleen, L. N. Cooper, J .  R. Schricffer, which bears their names (it is also abbreviated 
as the BCS theory). The basic idea bchind the theory is that two electrons can attract each 
other and bind together to form a bound pair, called a Cooper pair, if they are in the presencc 
of a high density fluid of other electrons, no matter how weak the interaction iq. A Cooper pair 
is formed by electrons with opposite spins giving the total spin of the pair to be zero. Such 
pairs follow Bose-Einstein statistics allowing all of them to condens to thc same ground state 
at h w  temperatures. 

The pairing interaction is so weak that the two members of a pair are separated by a dis- 
tance, which turns out to be just the coherence length. The average distance between two 
paired electrons not involved in the same pair, however, is a hundred times smaller. When an 
electric field is applied, the electrons in a couple must move together. Consequently, electrons 
between the Cooper pairs have to follow them a\ far a\ they feel each other by the exciting 
interaction. A localized perturbation, which might deflect a single electron in a normal state 
and thu\ give rise to some rcsistance, cannot clo so in the superconducting state without af- 
fecting all the electrons participating in the superconducting ground state at once. That is not 
impossible, but extremely unlikely, so that a collective drift of the coherent superconducting 
electrons, corresponding to an electric current, will be dissipationless. 

The BCS theory gives three parameters essentially determining the critical temperature 
via k13T = 1. 13fwD e x p [ - l / V N ( E F ) ] .  These are the Debye frequency w ~ ,  the strength of 
the coupling between the electrons and the phonons in the solid V, and the electron density of 
states at the Fcrmi level N(EF). 

A number of previous theories of superconductivity proposed by F. London and H. Lon- 
don, V. L. Ginzburg and L. D. 1,andau and others have found logical explanation within the 
BCS theory. Neverthelcs5, this theory meets somc difficult~es in the interpretation of high-T, 
wperconductivity in cuprates. 

First derrrihed in: H .  Kamcrling-Onnes, Di~(~ppraranre qf thc electrical resistanre of 
rrwrcury at helium tcvnperuture, Communication no 122b from the Phys. Lab. Leidcn, Elec- 
trician 67,657-658 (1 9 1 I) - experimental observation; V. L. Ginzburg, L. D. Landau, Theory 
of wprrconductivity, Zh. Exp. Teor. Fiz. 20(12), 1064-10132 (1950) - theory of superconduc- 
tivity (in Russian); A. A. Abrikosov, An influenre o f  the S ~ Z P  on thr critiralfield for type II 
superroridurtor~, Doklady Akademii Nauk SSSR 86(3), 489492 (1952) - theoretical predic- 
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tion of type I1 semiconductors (in Russian); J. Brtrdeen, L. N. Cooper, J. R. Schrieffer, Theory 
oj 'sup~rronductivi~,  Phys. Rev. lO8(5), 1 175-1204 (1957) - a comprehensive theory; J. G. 
Bednorz, K. A. Miiller, Possihle high-T, superconductivity in the Ba-Ln-Cu-0 system, Z .  
Phys. B 64(2), 189-193 (1 986) - experimental observation above liquid nitrogen temperature 
(77 K). 

More details: M. Cyrot, D. Pavuna, Introduction to Superconductivity und High-?', Mate- 
rials (World Scientific, Singapore 1402); http://www.suptech.com/knowctr.html 

R~cognition: in 1913 H .  Kamcrlingh-Onnes received the Nobel Prize in Physics for his 
investigations on the properties of matter at low temperatures which led, intcr alia, to the 
production of liquid helium; in 1972 J. Rardcen, L. N. Cooper and J. R. Schrieffer received the 
Nobcl Prize in Physics for their jointly developed theory of superconductivity, usually called 
the BCS-theory; in 1987 J. G. bed nor^, K. A. Miiller received the Nobel Prize in Physics for 
their important break through in the discovery of superconductivity in ceramic materials; in 
2003 A. A. Abrikosov. V. L. Ginzburg, A. J. Leggett received the Nobel Prize in Physics for 
pioneering contributions to the theory of superconductors and superfluids. 

See also www.nobel.se/physics/laureates/ 19 1 Yindex.htm1. 
Sec also www.nc~bel.se/physics/laureates/l972/index.html. 
Sce also www.nobel.se/physic~/laureates/l987/index.html. 
See also www.nobel.se/physics/laureates/2003/index,html. 

superelastic scattering - a scattering process in which a particle scattered in a solid absorbs 
energy from an excited atomic system and therefore possesses a greater kinetic energy after 
collision than before, while the previously excited atom returns to its ground state without 
giving out any net radiation. 

superfluidity - the frictionless flow of liquid helium at a temperature bclow the lambda point 
(2.178 K). 

First described in: P. L. Kapim, Visuo~ity qf liquid helium below A-point, Comptes Rendus 
(Doklady) de I'Acad. des Sciences USSR 18(1), 21-23 (1938) - experiment; L. Landau, 
Theory of the superjluidity qf heliurn II, Phys. Rev. 60(4), 356358 (1441) - theory. 

Rrrwgnitinn: in 1962 I-. D. Landau received Ihe Nobel Prize in Physics for his pioneer- 
ing theories for condensed matter, especially liquid helium; in 1996 D. Lee, D. Osheroff, R, 
Richardson received the Nobcl Prize in Physics for their discovery of superfluidity in helium- 
3; in 2003 A. A. Abrikosov, V. L. Gin~burg, A. J. Leggett received the Nobel Prize in Physics 
for pioncering contributions to the theory of superconductors and superfluids. 

See also www.nohel.se/physics/laureatcs/l962/index.html. 
See also www.nobel.se/physics/laureates/l996/index.html. 
See also www.nobel.se/physics/laureates/2003/index.htm1. 

superlattice - a monocrystalline film or one material rcproducing the lattice constant of the 
monocrystalline substratc made of another material. When both materials have identical or 
very close lattice constants they producc so-called pseudomorphic superlattices. There are 
only a few such Iritticc-matched systems among semiconductors. Meanwhile, identical lattice 
constants are not a necessasy condition for the pseudomorphic growth of one semiconductor 
material on anothcr. 



292 superposition principle 

Within a limited thickness of the lilm it is possible to force deposited atoms to occupy 
positions corresponding to the lattice constant of the substrate even though they may be dif- 
ferent in the bulk. A strained but otherwise perfect superlattice is formed. It is illustrated 
schematically in Figure 107. 

film material strained film relaxed film 

substrate material substrate substrate 

Figure 107: Formation of strained and rclaxed epitaxial lilms. 

As the \train energy increales with the film thickness, beyond some critical thickness the 
film can lower its total energy by relieving the \train via the crcation of misfit dislocations. 
The deposited material takcs up its natural lattice constant, yielding a relaxed film. The critical 
thickness obviously depends on the lattice mismatch and elastic parameters of the contacting 
materials at the deposition temperature. In principle, by keeping the deposited film thinner 
than the critical thicknew, it is possible to grow a shined superlattice from any two semi- 
conductors with the same type of crystalline structure without regard to their particular lattice 
constants. 

In practice, the smallest possible lattice mismatch and difference in electronic properties 
are desired for perfect superlattice\ creating hetertjunctions with an appropriate potential bar- 
rier. There is a choice of setniconductcm for that. Figure 108 presents the energy band gap\ 
of a number of semiconductors with diamond and ~inc-blende structure versus their lattice 
constants. 

The shaded verlical regions show the groups of semiconductors with similar lattice con- 
stants. Materials within thc wme shaded region but having different band gap\ can be com- 
bined to form heterojunclions with the potential harriers corresponding to their band offsets. 
The choice of band offsets can be extended by the use of binary (such as SiGe), ternary (such 
as AIGaN, AlGaAs) and quaternary (wch as GaInAsP) compounds. The solid lines in the 
figure juining some of the semiconductors indicate that these materials form qtable interme- 
diate compounds over the entire composition range. Among the semiconductors shown. the 
nitrides have lattice constants smaller than other materials bccawe of the small \i7e of the 
nitrogen atom. 

superposition principle states that if a physical system is acted upon by a number of indepcn- 
dent influences, the rcsultwt effect is the sum (vector or algebraic, whichever is appropriate) 
of the individual influences. This principle is applied only to linear systems, i. e. systems 
whose behavior can be expressed as linear differential equalions. 
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Figure 108: Low-Lemperaturc hand gaps and lattice constants of scmictmductors with diamond 
and zinc-blendc cryslalline structurc. Hexagonal nitrides are plotted for consistency i n  tcrmh of 
their zinc-blcnde lattice constants. 

surface reconstruction - lowering the symmetry of real surfaces of crystals as a result of 
the surface atomic relaxation processes. In fact, solid surfaces are usually of lower symmetry 
than they would be if the crystals were simply terminated at a plane and all remaining atoms 
remained at their original positions. 

A highly unstable or metitstable state occurs when interatomic bonds are broken at a sur- 
race by cleavage. The surface (and subsurface) atoms pay considerable elastic distortive en- 
ergy in order to reach a structurc that facilitxtes new bond formation. This initiates the recon- 
struction of the surface yielding geometrical structures that are much more complex than the 
ideal surface termination. 

Special notations are used to indicate reconstructed surfaces. When translation vectors 
of the surface unit cell are na and rnb, with a and b being the translation vectors of the 
corresponding plane of the underlying undisturbed solid and rL and m are positive integers, 
the surface structure is labeled by p ( r ~  x rn). The letter "p", meaning primitive, is often 
omitted. This simple notation is convenient when the surface unit cell is in registry with the 
substrate unit cell. The same scheme is wed lo descrlbe square or rectangular lattice\ (with 
basis vectors rla and mh) having two atoms per unit cell, the second atom occupying the 
center of lhe square or thc rectangle. Such a structure is denoted c(n x 7 n ) ,  where "c" means 
centered. More complex notation, like ( . I .  x y)RO i \  applied when the surface unit cell is 
rotated with respect to the substrate unil cell or when the ratio of the dimensions of these cells 
is not an integer. This means that the surface structure is obtained from the substrate unit cell 
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by multiplying the length of the basis vectors by z and y and rotating the cell through the 
angle 19. 

More detuils in: W. Mijnch, Semiconductor Su@ces and Int~rjflces (Springer, Berlin 
1995). 

swarm intelligence - the emergent, collective intelligence of social insect colonies. Indi- 
vidually, onc insect may not be capable of much, collectively social insects are capable of 
achieving great things. As an example, a colony of ants can collectively find out where the 
nearest ancl richest food source is located, without any individual ant knowing it. By discov- 
ering the shortest path to a food source, the ants solvc collectively an optimization problem 
using emergent computation. Learning from this has helped, for example, in developing al- 
gorithms for solving routing problems in a telecommunications network. Swarm intelligence 
looks to be a mindset rather than a technology, initially inspired by how social insects operate. 
It is a bottom-up approach to controlling ~ ind  optimizing distributed systems, using resilient, 
decentrali~ed, self-organized techniques. 

More details in: E. Bonabeau, M .  Dorigo, G. Theralauz, Swarm Inte1li~ent.r: From Natu- 
ral to ArtiJicial Systems (Oxford Univerhity Press, Oxford 1999). 

symmetry that is exploited in solid state physics is defined in terms of symmetry operations. 
An operation is said to be a symmctry operation if the body looks exactly the same after the 
operation as it did before the operation was carried out. The operation could he, for example, 
rotation through certain angles, reflection in various mirror planes. 

symmetry group - a collection of symmetry elements, which satisfy the properties listed in 
the Table 8. 

Table 8: The basic typc of symmetry clcrncnts in Schoenflics notation. 

Mirror plane 1 ; 
Center of inversion or 
inversion symmetry 

Propcr rotation axis GI 

Improper rotalion axis S,,,, 1 

no operation; like multiplication by 1 

reflechn in a mirror 
invcrsion of all coordinates through thc ccnter; 
it changes coordinates (.c, y, z) to (-.r, -g, - z ) ,  

which can bc described as a rcflection in a point 
3rr-Told rotation about an appropriate axis. 
An n.-fold axis generates n operations, e.g. thc symmetry 
elenicnt C;, implies ihc opcrations Ci, Ci, C$, C;, C;, Cg = E 

n-fold rotation about an axis followed by a reflection in a plane 
perpendicular to the axis of rotation, i. e. the prcscnce of ,C;,,, 

irnpl~cs the indenendcnt cxistence of both C, and u elements 

More details in: S. J .  Joshua, Symmetry Principles (2nd Magnetic Symmetry in Solid Stute 
Physics (Adam Hilger, Bristol 1991). 



T: From Talbot's Law to Type IT Superconductors 

Talbot's law states that the brightness of an object that is examined through a slotted disc, 
rorating over a critical frequency, is proportional to the angular aperture divided by the opaque 
sectors. 

Tamm levels , also callcd surface states, appear in solids at their surfaces as a result of the 
rupturc of chemical bonds and distortion of the lattice there. In semiconductors, they usually 
locate in the forbidden energy gap. 

First &.sc.ribed in: I. E. Ta~nm, Possihl~ t,ype of electron binding on crystul ~urfnre, Z .  
Phys. 76(11/12), 849-850 (1932). 

Taylor criterion states that in interferometers in which the separation of the maxima is equal 
to the half-value width, a slight drop in intensity bclween fringes is distinguishablc and the 
fringes can be considered resolved. 

Taylor series corresponding to a function f (J . )  at a point L,, is the infinite series whose alh 
term is ( l l r~! )  f (''1 (q,) (.,I. - .ro) , where ~ ( " 1  (.r) denotes the nth derivative of f (r) .  

F m t  d ~ ~ r r i b r d  by B.  Taylor in 17 15. 

Teller-Redlich rule state3 that for two isotopic molecules the product of the frcquency ratio 
values of all vibrations of a given symmetry type depends only on the geometrical structure of 
the molecule and the masses of the atoms and not on the potential constants. 

TEM - acronym for transmission electron microscopy. 

tera- - a decimal prefix representing 10'" abbreviated T. 

Tersaff potential - the empirical mteratomic many-body potential having the form of thc 
Morse potential, but with the bond-strength parameters depending upon local environ- 
ment including angle dcpendence upon bond-length\: V(r*,., = f ,  ( I * , , )  [A e x p - n r , , )  - 

B (~xp(-BrtJ)], where r,,  is the distance between atoms i and J ,  A ,  ( I ,  B, b are posilive con- 
stants, J, is the cut-off function of the potential, The first term reproduces the repulse interac- 
Lion, and the 4econd term dewribcs covalent bonding. 

First descrihrd in: J .  TersoCT, New enlprrrcal ~nodcl for the structl~rul properties, Phy\. 
Rev. Lett. 56(6), 632-635 (1986). 

tetragonal lattice - a Bravais lattice in which the axcs of a unit cell arc perpendicular and 
two of them are equal in length to cach other, but not to the third axis. 

thermal noise in electrical circuits is a consequence of thermal induced charge fluctuations in 
it. It is described mathematically by the Nyquist formula. 
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thermistor - a solid-state semiconducting structure that changes electrical resistance with 
temperature. Materially, some kind of ceramic composition is used. It has much higher elec- 
trical resistance than identical in function metallic bolometers and hence requires much higher 
voltages to become useful. 

thermocouple - a device composed of dissimilar metals that, when welded together, develop 
a small voltage dependent upon the relative temperature between the hotter and colder junc- 
tions. Banks of thermocouples connected togcther in parallel series make up a multiple ther- 
mocouple, or a thermopile. Either may be thought of as a weak battery that converts radiant 
energy to electrical energy. 

thermodynamic density of states - 

where rr ( E )  is the ordinary density of states, f (R, p )  is the distribution function. 

thermogravimetry - a technique to measure automatically the weight change as a material is 
heated either isothermally or in a programmed manner. It is used to study the thermal stability 
of materials and volatile contents, as well as to perform residue or purity analysis. 

thermoluminescence - production of light by heating the sample. 

thermopower describes the voltage induced by a temperature difference between two con- 
tacts ru(T) = (V2 - Vl) / (T2 - T l ) ,  where T is the average temperature. 

thiols - organic compounds that contain the -SH group. The simplest example is 
methanethiol CH:{SH. 

Thomas-Fermi equation - a differential equation of the form 

that is used in calculations of the potential and density of electrons within the Thomas-Fermi 
atom model (Thomas-Fermi theory) in which electrons are treated as independent particles 
and electron-electron interaction energy is considered to arise solely from the electrostatic 
energy. The dimensionless variables are defined as 

where X is the number of electrons in the atom, rrL is the electron mass, r is the distance, 
4 is the electrostatic potential. A physically meaningful solution has to satisfy the boundary 
conditions y ( 0 )  = 1 and y(m) = 0. 

Thomas-Fermi screening length - the penetration depth of an impurity charge screened by 
mobile electrons in metals L = [(r"lru)/ T ; ) ( E ~ . - ) ] - ~ ~ ~  .= ( : k 2 7 1 / 2 q & ) -  ' I2 ,  where D ( ~ ' F )  
is the density of states at the Fermi level EF and n is the electron concentration. The quantity 
(L)-I is denoted as the Thomas-Fermi screening wave number. 
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Thomas-Fermi screening wave number - see Thomas-Fermi screening length. 

Thomas-Fermi theory - a simple many-body theory, sometimes called "statistical theory", 
proposed shortly after Schrodinger invented his quantum-mechanical wave equation. For a 
system with a large number of interacting electrons, the Schrodinger equation, which would 
give the exact electron density and ground state energy, cannot be easily handled. The basic 
idea of the Thomas-Fermi theory is to find the energy of electrons in a spatially uniform 
potential as a function of the density. Then one uses this function of the density locally, 
even when the electrons are in the presence of an external potential. The theory contains 
two basic ideas: the first electrostatic, the second quantum statistical. From the first we have 
that the electrostatic potcntial satisfies the Poisson equation that links potential and charge 
density. With quantum statistics we can connect the momentum of the electrons to the energy, 
the potential and the electron density. Thus, one obtains the Thomas-Fermi equations that 
provide a one-to-one implicit relation between the density and the external potential. 

where n ( r )  is the electron density distribution, v(r.) is the applied external potential, p is the 
r independent chemical potential and the potential given by the integral is just the classically 
computed electrostatic potential times (-I), generated by the electron density distribution. 
The theory applies best Tor systems of slowly varying density and it was useful for describing 
qualitative trends like total energies of aloms. 

The Thomas-Fcrmi theory was the first theory of electronic energy in terms of the electron 
density distribution. The idea of handling density functionals later became very successful in 
the treatment of many-body problems (see density functional theory). 

First described in: L. H .  Thomas, The calculation o f  atornic$elds, Pro. Camb. Phil. Soc. 
23, 542-548 (1927), E. Fermi, Un metoch stutistirn per la determinazione di ulrune proprktu 
dell'atnmo, Rend. Accad. Naz. Lincei 6, 602-607 (1927). 

More d~~tails in: E. H .  Lieb, Thomas-Fermi and related theories nj'utoms and n~olecules, 
Rev. Mod, Phys. 53 (4), 603441 (198 I ). 

Thomas precession - a precession of a vector in an accelerated system relative to an observer 
for whom the system has a given velocity and accelersltion, when this vector appears to be 
constant to an observer attached to the system. Such precession is the kinematical basis of one 
type of spin-orbit coupling. 

Thomson effect - heat liberation or abcorption, when an electric current traverses a region 
where a temperature gradient AT exists along a single homogeneous conductor. The rate of 
the reversible heat generation or evolution is CJ = 71 N', where r is the Thamson coefficient 
and T is the electric current. 

First described in: W. Thomson, Phil. Trans. R. Soc. 1 (1834). 

Thomson relations - see Kelvin relations. 

Thomson scattering - scattering of electromagnetic radiation by free or very loosely bound 
charged particles. The energy is taken away from the primary radiation as the charged particles 
are accelerated by the transverse electric field of the radiation. 
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tight-binding approach assumes that valence electrons are completely delocalizcd when a 
solid is formed. On the contrary, core electrons remain very localized and. thus, discrete core 
levels of the atoms are only very slightly broadened in the solid. The corresponding wave 
f~mctions arc not very different, in the vicinity of each atom, from the atomic wave functions. 

Time-dependent Schriidinger equation - see Schrodinger equation. 

Time-independent Schrodinger equation - see Schriidinger equation. 

T-matrix = transfer matrix. This describes a transfer process from one region of a nonho- 
mogenous system to another, usually accounting for incident and reflected fluxes. For in- 
stance, if a system contains a barrier separating il into right- and left-side regions, wave prop- 
agation through this hirrier from left to right can be expressed by the matrix T satisfying 

where A and L3 are the amplitudes of the incident and rcflected waves, respectively, at the 
left-side of the barrier and C: and ll are the amplitudes of the transmitted and scattered back 
to the barrier waves, respectively, at the right-side. 

Tomonaga-Luttinger liquid = Luttinger liquid. 

Tornonaga-Luttinger model = Luttinger model. 

top-down approach - one of two ways to fabricate micrometer and nanometer size elements 
of integrated electronic circuits. It expects that the manufacturing starts at the wafcr level and 
cmploys a variety of sophisticated lithographic and etching techniques in order to pattern the 
substrate. The alternative is a bottom-up approach. 

torsion - n twisting deformation in a solid about an axis in which lines that were initially 
parallel to the axis bccclme helices. 

Touschek effect - the effcct whereby two electrons lose synchronism with the accelerating 
field and are lost during synchronous radiation. The effect is produced by the scattering of the 
electrons that are oscillating in thc equilibrium orbit, which results in the transfer of transverse 
momentum into longitudinal momentum. This effect is one of the limiting mechanisms for 
present day synchrotron radiation sources. 

trace operation denoted Tr. For a vcctor A TrA = xk < klAlk >, where {Ik >) is any 
orthonormal basis for the Hilbert space. The numerical result is independent of the basis 
choice. 

transcription - the central dogma of molecular biology stating that the information required 
to build a living cell or organiqm is stored in DNA. This information must be transferred from 
the DNA to the proteins. These processes arc called transcription and translation and are all 
executed by biomolecular components, mostly proteins and nucleic acids. 

transient spectral hole-burning - see spectral hole-burning. 



transistor - a three-terminal semiconductor device for switching and amplification of electric 
signals. 

First described in: J. Bardeen, W. H. Brattain, Three-elrctrode cirruit dement utilizing 
s~mic-onductivr materials, U S  Pat. 2524035 (1948); J .  Bardeen, W. H. Bratlain, The transistor, 
semiconductor triode, Phys. Rev. 74 ( I ) ,  230-23 1 (1948); W. Shockley, The theory of p-n 
,junctions in semironductor~ und p-n junction trcrnsistors, Bell Syst. Tech. J. 28(3), 435489 
(1 949). 

Recognition: in 1956 W. Shockley, J. Bardcen and W. H. Bratrain received the Nobel Pr i~e  
in Physics for their researches on semiconductors and their discovery of thc transistor effect. 

See also www.nobel.selphy sics/Inureates/l956/inde~.htmI. 

transition metal - an element, which has an only partially filled d orbital in its electronic 
structure. Transition metals and the number of electrons in the d orbitals are listed in Table 9. 

Table 9: Number of d electrons i n  a free atom (IT transition inelals. 

transmission electron microscopy (TEM) - see in electron microscopy. 

transverse acoustic mode - see phonon. 

transverse optical mode - see phonon. 

tribo - a prefix meaning pertaining to or resulting from friction. 

tribology - the science of intcracting material surfaces in relative motion. It is specially 
focused on the friction and wear properties oT the materials and the control of these processes 
through lubrication. 

triboluminescence - luminescence that arises from friction and thal usually occurs in crys- 
talline materials. 

triclinic lattice - a Bravais lattice with a unit cell in which the axes are not at right angles 
and are not equal. 

trigonal lattice - a Bravais lattice in which the three axes of a unit cell arc of equal length 
and the three angles between the axes are the same and are not right angles. It is also know as 
a rhombohedra1 lattice. 

triplet state - a system of atomic terms (energy levels) with maximum multiplicity 3. Triplet 
terms occur if the spin quantum number of electrons is unity. Jt can be formed by two electrons 
with parallel spins. Two spins add together giving a nonzero total spin. 

tRNA - transfcr RNA, see RNA 



300 tunneling 

tunneling -the term referring to a particle transport into and through a classically forbidden 
region defined by a potential barrier with any energy larger than the total energy of thc in- 
cident particle. This is illustrated in Figure 109, where a particle of energy E approaches a 
rectangular barrier of height 1J > E. 

step-like step-like rectangular tunnel 
potential barrier potential barrier potentla1 barrier 

of height UO of infinite height of height Uo 

Energy 

Waves 

Wave 
function 

uG'3 

Probability 
dens~ty 

I v(x)I = 

Figure 109: Interaction of quanlum particle having total cnergy E with potential harners of 
finite ((in) and infinite heights. 

Tn classical mechanics, such a particle has to be completely reflected from the barrier. It 
is not the case for quantum particles. Quantum mechanically, the motion of a particle around 
a step-like potential barrier is described by the Schriidinger equation, which for the one- 
dimension case is 

- 

Expecting the barrier lo be rectangular with a finite height tJu one has 

In the case of 0 < E 5 Uo the solution of the Schriidinger equation is 

Ac.xI)(iklr)+Bcxp(-iklx) for x < x o  
C exp(ik2.r) + D exp(-ik2z) for r > x,) 

with /,j = ( I  / h ) & r z  and k2 = ( l / h ) d m .  If the value and the slope of the 
wave function $(x )  are continuous everywhere in thc space, matching at the step r = zo 
gives the relations between amplitudes A, B,  C:, and D 

A + B = C +  D and k l (A-B)  = k 2 ( C - U ) .  
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Thus, if the amplitudes of the waves on the left, A and B, are known, the amplitudes on the 
right are 

which give transmission T and reflection R coefficients in the form 

As a result, one can see that the wave A exp(ikl :r), representing a quantum particle of mass rrl 
with energy E, coming to the step-like potential barrier of height Uo is reflected as the wave 
B exp(iklr). It also penetrates the barrier decaying in the barrier region. The penetration, 
characterbed hy the trmsrnission coefficient %', increases as E approaches Uo. The function 
l7/1(~) l 2  shown in the Figure 109 characteri~es the probability of finding the incident quantum 
particle. It is oscillating at the low energy side of the barrier and exponentially decreases 
inside the barrier. On the other hand, if the potential barrier is infinite in height, or at least 
lJn/E >> I, there is no penetration in the barrier region. The transmission coefficient becomes 
Lero and the reflection coefficient reaches unity. Thus, perfect reflection takes place with the 
interference of incident and reflected waves at the left side of the barrier. The interference 
gives rise to the oscillations of the probability density at the barrier. Both, the penetration 
of quantum particles into a classically forbidden region and the oscillating behavior of the 
probability of finding a quantum particle at a potential barrier are particular manifestations of 
quantum mechanics which have no analogy in classical mechanics. 

Some more mystery arises when a quantum particle passes over the step-like potential 
barrier, so E > lJo .  From the point of view olclassical mechanics, no particle reflection can be 
expected. But quantum mechanically, the reflection coefficient in this case ic; not absolute zero. 
As a result, the wavelength X I  = h/(2n1E)'/%e~resenting the quantum particlc approaching 
the barrier is transformed into X2 = h/[2rr~(E -  hen the particle crosses the border 
at x = xu and moves over the barrier. 

Although potential harriers in the form of steps are important to confine electrons within a 
particular region, barriers of a certain thickness allowing electrons to tunnel through them into 
another neighboring region are more often used in nanoelectronic devices. Consider electron 
transport through a rectangular tunnel potential barrier shown in Figure 109, which has a 
height lJ,, and thickness a = s2 - XI.  A classical particle with the total energy l? < lJ0 
approaching such a barrier has no chance of passing through it. It will be reflected at the so- 
called classical turning point. The turning point is a point with a coordinate x at the boundary 
of a potential barrier where the total energy of the particle E equals the potential energy at 
the barrier U(.E). For the cla\sical particle it means that its velocity becomes m o  at this point 
and the particle \tarts moving in the opposite direction. For the rectangular tunnel barrier the 
turning points have coordinates (.I 1 and s2) coinciding with the boundary of the barrier. 

For a quantum particle, there is a certain nonzero probability of finding it, or the wave 
repre\enting that particlc, at the opposite side of the barrier. The probability function remains 
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constant at the right side of the b'arrier, while at the Icft, incident, side it oscillates, reaching 
values even lower than in the region after the barricr. The transparency of the symmetric 
rectangular tunnel barrier is characterized by the transmission coefficient 

[ J t  
T =  I +  [ 4E(Uo-E)  

sin k2((ak2) I -' 
Thc reflection coefficient R = I - T. For many practical cases related to electron tunneling 
the product ukz is large enough to make the term with sinh2(akz) dominant, thus providing a 
simplified presentation of the transmission through the barrier as 

There is also a useful presentation of the rectangular barrier in the form of the d-function 
barrier. It appears when the height IJo goes to infinity while the thickness n is reduced to zero, 
such that the product 5' = nuo remains constant. The transmission coefficient of this barrier 
is 

The tunncl transparency of potential barriers of an arbitrary shape I J ( r )  can be estimated with, 

where ZL and ~ 2 :  are turning points defined by the condition U ( q )  = IJ( : I :~)  = E.  Figure 1 10 
shows qualitatively the variation of thc transmission coefficient for tunnel barriers of different 
shapes as a function of the energy E of itn incident electron weighted to the barrier height I/o. 

barrier 

Reduced energy NU, 

Figure 110: Transmission cocfficient versus elecuon energy E reduccd by thc harrier hcight IJo 
for different shape lunncl putcntial barriers. 
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Surprisingly, electron waves passing over a symmetric rectangular barrier, so that E > 
T i o ,  experience non-monotonic, in fact resonance, behavior. The maximum over-the-barrier 
transmission, corresponding to T = 1, occurs only for electrons with particular energies 

Thus, a rectangular barrier has no inf uence on over-the-barrier passing electron waves if their 
wavelength is X = u / 2 ,  u, 2n, 4n, .  . .. In  other cases, incident electron waves are partially 
reflected. The over-the-barrier resonance is also seen in other systems, such as microwaves. 

Electron tunneling is a rather general phenomenon for solid state structures. However, 
there are two specific issues that distinguish tunneling in nanostructures from that in bulk 
systems. One is the granular nature of the electron charge, which evidences itself in the 
single-electron tunneling phenomenon. The second involves discrete energy levels induced 
in nanostructures due to quantum confinement. Tunneling via energetically equivalent levels 
occurs with the conservation of energy and momentum of electrons representing resonant 
tunneling phenomenon. Moreover, additional effects arise when spin-polarized electrons par- 
ticipate in tunneling (see tunneling magnetoresistance). All these phenomena are widely 
employed in nanoelectronic devices. 

tunneling magnetoresistance effect - the external magnetic field dependence of the tunnel 
current between two differently magnetized ferromagnetic layers separated by a thin insula- 
tor, Particular magneti~ation of the ferromagnetic layers is provided by their deposition in 
a magnetic field. The tunneling process i q  strongly mediated by the spin orientations of the 
carriers in the electrodes controlled by the ferromagnetic material magnetization. As a gen- 
eral feature, the structure has high resistance when two ferromagnetic layers are magnetically 
antialigned and the resistance is significantly reduced when they become aligned in an exter- 
nal magnetic field. As in the case of the giant magnetoresistance effect, the phenomenon is 
often described in terms of the tunneling junction magnetoresistance. 

Typical junctions for spin-polarized tunneling are composed of ferromagnetic layers of 
Co, CoCr, CoFe, NiFe or other ferromagnetic alloys separated by A1203, MgO, Ta205 up to 
a few nanometers thick. Magnetoresistance of the junctions is a function of the bias, magnetic 
field and temperature. In the absence of the magnetic field, a tunnel junction, if it is perfect, 
has nearly constant conductance at low bias, that is in the mV range. At higher voltages, a 
close to parabolic dependence of the conductance on the applied voltage is observed. 

The variation of the magnetoresistance with direction and strength of the magnetic field is 
illustrated in Figure I 1 I, where representative experimental data for the CoFe/A1203/Co junc- 
tion, Co and CoFc films are depicted. The two curves shown for each structure correspond to 
two opposite starting directions of the magnetic field applied, i. e. black for starting from "+" 
and gray for startlng from "-". At a starting high field, the junction magnetoresistance is low, 
because the directions of magnetization of both ferromagnetic electrodes and consequently 
spin pcllarization there are aligned. It begins to increase as the strength of the magnetic field 
decreases toward zero. Upon reversing the field direction, the magnetoresistance rises rapidly, 
showing a peak. In the reversed magnetic field the magnetization of the electrclde with a lower 
coercive force aligns itself in the new direction, while the second electrode with a higher co- 
ercive force remains magnetized in the starting field direction. The magneti~ation of the two 
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i CoFe film 

Magnetic field (Oe) 

Figure 111: Magnetoresistance of two feritjmagnebc thin films and their tunnel junction as 
a lunction of applied magnetic field at room temperalure. Thc arrows indicate the directions 
ol' magnetization in the films. After J. S. Moodera, L. R. K~ndcr, Ferromngnetic-ins111~1tor- 
jfrmningn~tir tunneling: spin-dependent tunneling und lurgp rnn~netoresistance in trilqer 
juartinns, J .  Appl. Phys. 79(8), 47244729 (1996). 

electrodes appears to be antiparallel to each other. Note that coercive force of a ferromagnetic 
film is easily operated by the deposition conditions: the presence of a magnetic field, substrate 
temperature, a nucleating layer, thickness of the film, etc. 

With further increase in the field it becomes strong enough to align the magnetbation of 
the second ferromagnetic electrode in the new field direction, resulting in parallel orientation. 
The magnetoresistance drops to its starting value. At high fields in either direction, the magne- 
timtitionns of both electrodes are saturated and parallel to each other. When the magnetizations 
are parallel, the tunneling probability is the highest and the tunneling current reaches its maxi- 
mum, thereby yielding low junction resistance. In thc antiparallel configuration, the tunneling 
probability and the current are lowest, resulting in higher resistance. 

The model for spin-mediated tunneling between two differently magnetized ferromagnetic 
electrodes separated by a thin insulator assumes that spin is conserved in tunneling and the 
tunnel current is dependent on the density of states of the two electrodes. Due to the uneven 
spin distribution of conduction electrons at the Fermi level in ferromagnetics, one can expect 
the tunneling probability to be dependent on the relative magnetization of the ferromagnetic 
films. The change in the tunnel resistance, that can be considered to be the highest tunneling 
junction magnetoresistance, is given by 
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Here R, and R, are the resistances with magncti~ations of the electrodes parallel and antipar- 
allel, respectively, Pl and 6 are the conduction electron spin polarization in the ferromagnetic 
electrodes. The highest room tcinperature tunneling junction magnetoresistance at low bias, 
that is 20-23%, has been achicvcd cxperirnentally for A1203 insulating layers. 

Erst des~rihed in: M .  Julliere, Tunneling bptwerri ferromngnetir films, Phys. Lett. A 
54(3), 225-226 (1975). 

tunneling magnetoresistance nonvolatile memory - a thin film memory device employed 
the tunneling magnetoresistance effect. It is shown schematically in Figure 112. The ran- 
dom access memory i \  formed by two arrays 01 parallel ferromagnetic lines separated in space 
by a thin insulating layer and orthogonal in the plane. Each intersection of the line\ acts as 
a magnetic tunncl junction. When the two opposite ferromagnetic regions are magnetically 
aligned, the tunncl resistance is lower than when they are antialigned. A re<istancc change of 
at least about 30% is needed for the memory applicrttim. 

Figure 112: Schematic\ oC random access memory constructed from magnctic tunnel junclions. 

The high resistance of tunnel junctions precludes the sensc-line scheme used in a giant 
magnctnrcsictance-based random access memory. Instead, essentially a four-point probe ar- 
rangement (two that provide current and two that pennit an independent voltage measurement) 
is attached to every device. Furthermore, the leads servc a dual purpose, because pulse cur- 
rents, which are directed to run above and below rather than through the tunnel junction, 
can provide the necessary magnetic ficlds to manipulate the magnetization directions in the 
ferromagnetic regions. This configuration is similar to the addressing scheme of thc giant 
magnetoresistance memory. However, one problem is that such an array is multiply shorted 
through the elements; that is, the electrical palh from an input lead to an output lead can pro- 
ceed through many clcments, not just the one at the intersection. The solulion is to place a 
diode at every intersection so that the current can pass in only one direction, which eliminates 
altemativc paths. 11 is a technological challenge to fabricate these diodcs in an integrated man- 
ner with tunnel junction storage elements. Its solution pennits thc fabrication of an extremely 
high-density memory. 

Turing machine - a mrtthematical ideahalion of a computing automation \imilnr in some 
ways to real computing machines. It i \  uscd lo define the concept of computability. The 
machine hiis a finitc sci or stales $9, a finite alphabet of symbols A,  and a finite set of instruc- 
tions I. In addition, it has an external infinitely long memory tape. This is called an S-state, 
A-symbol Turing machine. 
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The states s, correspond to the functioning modes of the machine. The machine is exactly 
in one of these states at any given time. The symbols in the alphabet serve to encode the 
information processed by the machine: they are used to code inputloutput data and to store 
the intermediate operations. The instructions arc associated with the states in S, and they tell 
the machine what action to perform if it is currently scanning a certain symbol, and what state 
to go into after performing this action. There is a single halt state .shJlt (halt, for short) from 
which no instructions emerge, and this halt state is not counted in the total number of states. 

The elements S, A ,  T are physically arranged in three main components: 

1. The tape, which is a doubly infinite tapc divided into distinct sections or cells. Each cell 
can hold only one symbol. 

2. A readlwrite head or cursor, which can rcad or write a symbol in each tape cell. The 
readwrite head is capable of only three actions: writing on the tape or erasing from the 
tape only the cell being scanned, changing the internal state, and moving the hcad one 
cell to the left or right. 

3. A control unit, which is a dcvicc that ctlntrols the movements of the head according to 
the current state of the machine and thc content of the cell currently scanned by the head. 

The operation of a Turing machine is governed by the set of instructions I. These are rules 
that describc thc transition from an initial pair of s, and a, to a final pair of sf and at plus the 
movement of the readwrite head. 

First rlwcribd in: A. Turing, On rornputable numbers, with an application to the 
Entscheidunjisprohlenl, Proc. London Math. Soc. 42, 230-265 (1936); correction ibid. 43, 
544-546 (1937). 

turning point - see tunneling. 

twin (crystallographic) consists of two crystals of the same composition and structure, in 
intimate atomic contact with each other and possessing orientations that are related to each 
other in a special way. The orientations of the two crystals may be related by a reflection 
in a lattice plane (the twinning plane) common for both crystals, or they may be related by 
rotation, usually of 18O0, about an axis (the twinning axis) common for both crystals. Thcsc 
types are termed reflection twins and rotation twins, respectively. When the crystal is of high 
symmetry, a twin may be of both types simultaneously. A given twinning plane or axis defines 
a twin law. There may be several twin laws for one substance. 

two-dimensional electron gas (2DEC) - an ensemble of electrons in quantum films. 

two-dimensional electron gas field effect transistor (TEGFET) - see high electron mohil- 
ity transistor (HEMT). 

type I quantum wells - see quantum well. 

type 11 quantum wells - sce quantum well. 

type I superconductors - see superconductivity. 

type 11 superconductors - see superconductivity. 



U: From Ultraviolet Photoelectron Spectroscopy (UPS) to 
Urbach Rule 

ultraviolet photoelectron spectroscopy (UPS) - the technique for studying electronic states 
in valence and conduction bands in solids using energy analysis o f  the photoelectrons emitted 
under illumination o f  the sample with ultraviolet radiation. The energy o f  the photons ranges 
from 10 eV to 50 eV. 

Umklapp process - an interaction o f  three or more waves in a solid, such as lattice waves or 
electron waves, in which the sum o f  the wave vectors is not equal to zero but, rather, is equal 
to a vector in the reciprocal lattice. 

unbound state (of an electron in an atom) - a state, to which an electron is raised when it is 
e.jected from the atom by a high energy collision or phonon. The energies o f  <an electron in an 
unbound state are always positive. They are not quantized and form continuum states o f  the 
atom. An alternative is a hound state. 

uncertainty principle - see Heisenberg's uncertainty principle. 

unitary group - a group of unitary transformations on a k-dimensional complex vector 
space. 

unitary matrix - a matrix whose inverse is idcntical with its conjugate transpose. 

unitary transform - a linear transform on a vector space, which preserves inner products and 
norms. Alternatively, it is a linear operator whose adjoint is equal to its inverse. 

unit cell - the smallest three-dimensional cell which, on being translated into three directions, 
reproduces the crystalline lattice o f  the solid (see Figure 1 13). 

It is described by six lattice parameters: the length o f  lattice translation vectors a = a ,  
b = h, c = c and interaxial lattice angles b A c = n, a A c = [j, a A b = y. The unit cell 
completely defines the entire lattice. 

universal ballistic conductance - see ballistic conductance. 

universal conductance fluctuations - the root mean square fluctuations o f  the conductance 
in low-dimensional conductors are o f  the order c v h ,  independent o f  the size o f  the average 
conductance. 

The variation o f  conductance is a result o f  the phase interference o f  electron waves in 
conventional low-dimensional conductors, which are normally long and thin. Impurities or 
other defects inside such a conductor create potential hills around which electron wavcs must 
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Figure 113: Space lattice with the unit cell dclincd by thc vcctors a, b and c. 

pass. This is illustrated schematically in Figurc 1 14 for one impurity atom (or other type of 
point defect) disturbing the coherent propagation of electrons. 

Figure 114: Electron wave Lrajcctorics around impurity a t o m  in the sample. 

At low temperatures the material of a conductor is usually degenerate and only the carriers 
with Fermi energy take part in transport processes. The Ferrni energy can be varied either 
by some potential applied to the gate covering the conductor or by a magnetic field, which 
deplete the conduction band. As a result, the detailed Ferrni surface upon which the carriers 
travel appears to be slightly shifted. It is thus possible for a carrier that moves on one side of 
the defect (path A) to modify the trajectory so that it travels on the other side of the defect 
(path B) after the shift in the Fermi energy. The change in the trajectory is equivalent to 
coupling an Aharonov-Hohm loop composed of the A and B anns. As a result, fluctuations 
of conductance occur in this process. It is quite static in time and dcpcndg on the particular 
configuration of scattering centers in  the sample. 

In order to observe quantum changes of conductance related to the phase interference of 
electron waves, the sample must be comparable in sizc to the phase coherence length, which 
is controlled by the density of scattering centcrs in the sample material, As the sample grows 
larger, the quantum fluctuation of conductance is smoothed out by ensemble averaging. 

First described in: B. L. Altshuler, Flractuation~ oj r&dual conductivity in non ordered 
wrrziconductors, Pisma Zh. Exp. Teor. Fi7. 41(12), 530-533 (1985); P. A. Lec, A. D. Stone, 
Univrrsul condrd~.tunceJEuctuations in metals, Phys. Rev. Lett. 55(1 S), 1622-1625 (1985). 
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unsaturated hydrocarbons - see hydrocarbons. 

UPS - acronym for ultraviolet photoelectron spectroscopy. 

Urbach rule -the exciton absorption a ( w )  for frequencies below the exciton resonance at w" 
dccreases exponentially m(w)  = nu exp[- (w,, - w) / r r ] .  



V: From Vacancy to von Neumann Machine 

vacancy - a point defect in the form of an unoccupied lattice position in a crystal. 

valence band - an uppermost, filled electron energy band in solids. It is most commonly 
available for conduction of electric current by holes in solids. 

van der Pauw configuration (sample) - thc four contact geometry shown in Figure 115. 

Figure 115: van der Pauw sample 

It is usually used for measurements of the conductivity of semiconductors. 
First d~scribed in: L. van der Pauw, A niethod of measuring sperijic resistivity and Hall 

efect oj'disrs qf arbitrary shape, Philipr; Res. Rep. 13(1), 1-4 (1458). 

van der Waals force - an attractive force between two atoms or nonpolar molecules arising 
as a result of a fluctuating dipole momcnt in onc molecule that induces a dipole moment in thc 
othcr whereupon the two dipole moments interact. 

Van Hove singularities - singularities in the density of states of electron and phonon bands 
in solids at points where IVk(E)  I vanishes. These points are known as critical points. 

Assuming that k = 0 is a critical point in the three-dimensional space, E ( k )  can he 
expanded as a function of k about the critical point: 

The singularities are classified according to the number of negative coefficients a. In three 
dimensions there are four kinds of Van Hove singularities, labeled as Mo, M l ,  M2, and M3 
critical points. The Mu critical point has no negative as and therefore represents a minimum in 
the band separation. Ml and M2 are known as r;addle points, since the plots of their energies 
versus wavevector resemble a saddle. The M:< critical point represents a maximum in the hand 
separation. 

First described in: L. Van Hovc, The occurrence of singularities in the elastic frequency 
distribution qj'u crystul, Phys. Rev. 89(6), 11 89-1 193 (1953). 

What is Whar in rhc Nunoworld. A Handbook on Nanosciencc andNanorechnolo~v 
Victor E. Borivcnko and Stcfano Ossicini 
Copyriyhl Q 2004 Wilcy-VrH Vcrlny GmbH & Co. KGNA. Wcinhsim 
ISBN: 3-527-40493-7 
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Van Vleck equation shows the temperature dependence of the susceptibility. It was obtained 
using the fact that atoms, ions or molecules are distributed in a magnetic field among various 
allowed energy levels according to the Boltzmann distribution in the form: 

where N is the number of elementary dipoles, and the E, are the energy of a spin level devel- 
oped into a Taylor series as a function of magnetic field as E = E, $- EIH $ E:H. 

By the perturbation theory one has that 

where hz/,, is the energy interval (E ,  - E,,) spanned by the matrix element of the magnetic 
moment in the direction of the field H. Thus, the susceptibility behaves as: 

1. x is proportional to 1/T, if all Ihv,, I << kBT 

2. x is independent of T, if all I I >> k B T  

3. x = A + BT, if all Ih,u,,, I are either >> knT or << knT 

4. no simple dependence of x on T,  if Ihru,, 1 is comparable with kBT 

The temperature independent paramagnetic contribution is termed Van Vleck paramag- 
netism. Note that if the susceptibility follows the classical Curie law (see also Curie-Weiss 
law) then it will display a linear dependence on the reciprocal of the temperature. 

First described in: J .  H. Van Vleck, On didertrir constants and magnetic susceptibilities 
in the new quantum merhcmics. Part I. A general proof of the Langevin-13ehye.formula, Phys. 
Rev. 29(5), 727-744 (1927); J. H. Van Vleck, On dielectric constants and magnetic suscepti- 
bilities in the new quantum mechanics. Part III. Application to dia- and paramagnetism, Phys. 
Rev. 31(4), 587-613 (1928). 

More details in: J .  H .  Van Vleck, The Theory of Electric and Magnetic Susceptibilities, 
(Clarendon, Oxford, 1932). 

Recognition: in 1977 P. W. Anderson, N. F. Mott and J. H. Van Vleck received the Nobel 
Prize in Physics for their fundamental theoretical investigations of the electronic structure of 
magnetic and disordered systems. 

See also www.nobel.se/physics/laureates/l977/index.html. 

Van Vleck paramagnetism - see Van Vleck equation. 

varactor - a semiconductor diode that exhibits change in capacitance with a change in applied 
voltage; used as a voltage-variable capacitor. 

variance - the square of the standard deviation. 

variational method - a method of calculating an upper bound on the lowest energy level of 
a quantum mechanical system and an approximation for the corresponding wave function. In 
the integral representing the expectation value of the Hamiltonian operator, one substitutes a 
trial function for the true wave function and varies parameters in the trial function to minimize 
the integral. 
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variational principle states that the lowest energy obtained is the closest approximation to 
the true state of the system. If an arbitrary wave function is used to calculate the energy, then 
the value calculated is never less than the true energy. The procedure based on this principle 
is also known in the literature as Ritz procedure. 

Erst described in: W. Ritz, Sprctral s r r i ~ ~  law, Phys. Z .  9, 521-529 ( 1  908). 

VCSEI, - acronym for a vertical cavity surface emitting laser. 

Vegard's law states that the lattice constant of an intermediate compound is given by linear 
interpolation between lattice constants of its constituents. It is valid for substitutional solid 
solutions of atoms with a similar electronic structure and that are close in size. Thus, the 
lattice constant a  of a new compound can be calculated as a ( z )  = zal + (1 - r ) o z ,  where 
r is the atomic fraction of the substituted atoms, nl w d  nz are the lattice parameters of the 
virgin compounds between which the new one is formed. 

Verdet constant - see Faraday effect. 

vertical-cavity surface-emitting laser (VCSEI,) - a semiconductor laser that has an optical 
resonator formed by two Bragg reflectors parallel to the surface of the wafer in which it has 
been fabricated. It is shown schematically in Figure 116. 

light 

Bragg reflector I I I 

Figure 116: Schematic sketch of vcrticiil cavity surfacc-emitting lascr. 

The reflectors sandwiching the active light emitting region are composed of multilayers 
of semiconductors or dielectrics. Carrier injection is performed through a pair of electrodes 
in the upper and lower surfaces to excite the cylindrical active region between them, which is 
typically about I0 pm in diameter and 1-3 pm thick. The generated light is emitted normal to 
the surface. 

The simple difference in the cavity orientation results in many advantages of the VCSEL 
over the edge-emitting lasers in beam ch:t~tcteristics, scalability, optoelectronic design, fabri- 
cation and array configurability. In an edge-emitting laser the output beam is highly astigmatic 
whereas with the laser emission perpendicular to the wafer surface one has a symmetrical 
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beam cross section, with small beam divergence. VCSEL can be fabricated into high-density 
two-dimensional arrays using low-cost batch processing techniques. Very short cavity lengths 
dictated by the vertical orientation originate lasing in a single longitudinal mode. VCSEL mir- 
rors are fabricated during the epitaxial growth eliminating cleaving or dry etching processes. 
However the reduction in the gain length must be compensated by a high-Q cavity. Materials 
used to manufacture VCSEL include GaAs, AIGaAs, InGaAsP, InGaAsN. 

VCSELs are indeed useful for monolithic integration to form two-dimensional densely 
packed laser arrays. Other advantages over conventional edge-emitting lasers are the feasibil- 
ity of stable single longiludinal mode operation because of the large rnode spacing due to the 
short optical cavity length, and the attainability 01 a narrow circular output beam. 

First described in: H .  Soda, K. Iga, C. Kitahara, Y. Suematsu, GnInAsP/ InP surfacr 
emitting injection lasers, Jpn. J. Appl. Phys. 18(12), 2329-2330 (1979). 

More details in: W. W.  Chow, K. D. Choquette, M. H. Crawford, K. L. Lea, G. R. Hadley, 
Design, ,fabrication, and peljformanre of iqfrared and visible vertical-cavity suqh-e-~nzitting 
lasers, IEEE J .  Quantum Electron., 33(1 O), 1 X I(blR24 (1 997). 

vicinal surface - a surface with periodic succession of terraces and steps of monoatomic 
height obtained by cutting a crystal along a plane making a small angle (5  10') with a low 
index plane. This surface does not belong to an equilibriunl shape of the crystal (Wulff's 
theorem). 

Villary effect - a change in magnetic induction within a ferromagnetic substance placed in a 
magnetic field when the substance is subjected to mechanical stress. 

First described by E. Villary in 1865. 

Voigt configuration - the term used to indicate a particular orientation of a quantum film 
structure with respect to the magnetic field applied, i. e. when the field direction is parallel to 
the film plane. The alternative orientation is labeled as a Faraday configuration. 

Voigt effect -double refraction of light passing through a substance placed in a magnetic field 
perpendicular to the light propagation. 

Volmer-Weber growth mode (of thin films) - droplet (island) formation during thin film 
deposition as illustrated in Figure 117. 

deposited material 

"substrate 

Figure 117: Volmer-Weber growth mode during thin film deposition. 

It occurs when the deposited atoms are more strongly bound to cach othcr than they are to 
the substrate. 

First described in: M. Volmer, E. Weber, Nuclei jbrmation in ~ ~ p r r s u t u r u t ~ d  stutes, Z.  
Phys. Chem. 119,277-301 (1926). 
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von Neumann machine - a principle of computing automation based on the sequential exe- 
cution of the programs registered in the memory of the computer. A computer realizing this 
principle has to he composed of two main components, the processor and the memory. 

The processor is the active part of the computer in which the information contained in the 
programs is processed step by step. It is in turn divided into three main parts: 

1. Control unit, which is the unit that controls all the parts of the computer in order to carry 
out all the operations requested by other parts, such as extracting data from the memory, 
executing and interpreting instructions, etc. 

2. Register, a very fast memory unit inside the processor, which contains that part of the 
data currently being processed. 

3. Arithmetic and logic unit, which is the unit devoted to the real computations such as 
sums, multiplications, logic operations, etc., executed on the data supplied by the regis- 
ters or memory upon demand by the control unit. 

The memory is the part of the computer devoted to the storage of the data and instructions 
to be processed. It is divided into individual cells, which are accessible by means of a number 
called the address. 

The functioning of the machine is cyclic. One of these cycles contains the following 
operations: the control unit reads one program instruction from the memory, which is executed 
after being decoded. Depending on the type of instruction, a piece of data can either be read 
from or written into the memory, or an instruction can be executed. In the next cycle, the 
control unit reads another program instruction, which is precisely next in the memory to the 
one processed in the previous cycle. The simplicity of this sequentially operating model makes 
it advantageous for many purposes because it facilitates the design of machines and programs. 

First described in: J. von Neumann, The principles qf 1al;qe wale computing machines 
(1946); reprinted in: Ann. Hist. Comput. 3(3), 263-273 (1981). 



W: From Waidner-Burgess Standard to Wyckoff Notation 

Waidner-Burgess standard - a standard of luminous intensity evaluated as the luminous 
intensity of I cmbof a blackbody at the melting point of platinum. 

wall-in-plug efficiency - see quantum efficiency. 

Walsh functions - the complete system of orthogonal functions defined as: f o ( x )  = 

1, .fT,~(x) = .f,, (x) fn2(x) . . . fn,q (x) for a = 2''l + 2'" + . . . + Yq,  where the nonnega- 
tive integers n,; are uniquely defined by the condition ni+, < ai. 

First described in: J .  L. Walsh, A closed set qf normal orthogonal functions, Am. J .  Math. 
55(1), 5-24 (1923). 

Wang-Chan-Ho potential - the interatomic pair potential for a given configuration of N 
atom { r l ,  rz, . . . , r ~ ) ,  expressing the total potential energy (per atom) of the system as 
{ r ,  . . . , r N }  = Eh,{n,. . . , T N }  + f J { r l , .  . . , r r ) ,  where Eh, = N-' c:=, E, is the 
"band-structure" energy (per atom) consisting of the sum of the eigenvalues EJ for the occu- 

N pied part of the electronic band structure; l J { r l , .  . . , r N )  = (1/2N) Co,3=1(JZc  V ( r y )  is a 
short-ranged two-body potential representing the sum of ion-ion repullion and the correction 
to the double counting of the electron-eleclron interaction in the band-structurc energy Eh,. 

first described in: C, 2. Wmg, C, T. Chan, K. M. Ho, Empirical tight binding,force model 
for molecular-dynamirs sin~ulation of Si, Phys. Rev. B 39(12), 85868592 (1988). 

Wannier equation describes the relative motion of an electron and a hole interacting via the 
attractive Coulomb potential V ( r ) :  

where one uses the inverse reduced mass l l r r r , ,  = l l r r t , ,  + l l r r r , ,  with rrr,, and rrL1, being the 
masses of the electron in the conduction band and hole in the valence band, respectively. It 
has the form of a two-particle Schriidinger equation. 

Wannier excitation - an excilation or electron-hole pairs with the distance between electron 
and hole, which is the exciton Bohr radius, being larger than the length of the lattice unit cell. 
Such excited pairs are called Wannier excitons. These are typical for most A~'B"~, A I ~ B "  

and Group IV semiconductors. An alternative case is represented by Frenkel excitation and 
Frenkel, excitons. 

Wannier excitons - see Wannier excitation. 

Wl~ur i.s Wlror in rhe Nunouwrld: A Hundhoof on Nunoscience and hinnorechnolog,~. 
Victor E. Borisenko and Stefano Ossicini 
Copyright O 2004 Wilcy-VCH Verlag GmbH & Co. KGaA. Wcinhc~m 
ISBN: 3-527-40493.7 



3 16 Wannier functions 

Wannier functions - Fourier transforms of the Rloch functions ~ j i , ~ ( r )  in the form 
W,, (r, R,) = N-'/"~ exp(-ik . R)t/ink(r). For a crystal, N is the number of unit cells in 
the crystal, R, is the lattice vector, and n is the band index. The wave vector k covers the first 
Brillouin zone. While Bloch functions are indexed by the wave vectors in reciprocal lattice 
space, Wannier functions are indexed by lattice vectors in real space. Bloch functions are con- 
venient for representing extended states in solids and Wannier functions are more appropriate 
for localized states. 

More details in: G. Wannier, Elements qf Solid State Theory (Cambridge University Press, 
Cambridge 1959). 

Wannier-Mott exciton - an exciton with the excitation energy spread over a large number 
of lattice cells. It can be visualized as a correction to the transition energy between the va- 
lence and conduction bands due to the interaction potential between the extra electron in the 
conduction band and the hole in the valence band. The energy of the bound state will be 
lower than the transition energy by E,, = (e2/r)/20c, where F is the dielectric constant of 
the crystal material and n c  = ~ ( m / m , * ) r x ~  is the Bohr radius of the exciton, r n  and rrr* being 
the electron and the reduced effective mass respectively and a~ the electron Bohr radius. This 
description is expected to be particularly convenient for crystals with a high dielectric constant 
and consequently weak electron-hole interaction. 

In nanostructures a characteristic si7e effect is the confinement of the Mott-Wannier ex- 
citon, where there is an interesting interplay between the attrxtive electron-hole interaction 
and the boundary repulsion. 

First desrrihed in: G. H. Wannier, The structure qfelectmnic excitation levels in insuluting 
crystals, Phys. Rev. 52(3), 19 1-1 97 (1 937); N. F. Mott, Conduction in polar crystals: II. The 
conduction hand and ultra-violet absorption ofalkuli-halide cry~tuls, Trans. Faraday Soc. 34, 
500-506 (1938). 

Mow details in: D. L. Dexter, R. S. Knox, Excitons (Wiley, New York 1965). 

watched-pot effect - see Zeno paradox. 

Watson-Crick base pairs - see DNA. 

Watson-Crick double-helix model of DNA - see DNA. 

wave equation describes the wave 711 traveling with velocity 71: 

wave function has been introduced in order to describe the position of a quantum particle, 
which is distributed through space like a wave, in place of the trajectory. 

waveguide - a device or structured material designed to confine and direct electromagnetic 
waves in a direction determined by its physical boundaries. 

wavelet - a waveform-like function with a fast tail decay, oscillatory and localized. Such 
functions comprise the family of translations and dilatations of a single function. Wavelets are 
used to transform a signal into another representation that carries the information in a more 
useful form. 



wave plate 3 1 7 

wavelet signal processing - the transform of signals using a single function w(t) locali~ed 
both in time and frequcncy: P(rn, n) = ( l / f i )  J m* [ ( L  - n ) / m ]  f ( t)  tit, in contrast to tradi- 
tional signal processing based on the Fourier transform analysis, where the signal is decom- 
posed into complex sinusoidal basis functions localized in time. 

The function w ( t )  can be thought of as a band-pass filter. From one side, the fine temporal 
analysis is performed using high-frequency contracted versions of the wavelet. On thc other 
side, the fine frequency analysis is madc using dilated versions of the wavelet. The localization 
in both time and frequency domains is one of the main advantages of wavelet applications, to- 
gether with the existence of fast discrete wavelet transform algorithms that render the wavelet 
method particularly suitable for multiresolution signal decomposition. This approach is dif- 
ferent from the traditional signal processing based on Fourier transform analysis, where the 
signal is decomposed into complex sinusoidal basis functions localized in time. 

First described in: I. Daubechies, Orthonormal b u s ~ s  o f  compactly supported wavelets, 
Comrnun. Purc Appl. Math. 41(7), 909-996 (1988); S. Mallat, A thpory for rnultirrsolu- 
tion signal decomposition: the wavdrt representation, IEEE Trans. On Pattern analysk and 
Machine Intelligence, 11,674-693 (1 989). 

More detuils in: I. Daubechies, S. Mallat, A.  S. Willshy (editors), Sperial Issue on Wavelet 
Transforms, TEEE Trans. Inform. Theory, 38(2), part IT (1992). 

wavelet transform = wavelet signal processing. 

wave number - the number of waves per unit length. Tt is the reciprocal of the wave length: 
k = l / X  = u/c,  11 is the frequency and c i s  the velocity of the wave propagation. 

wave packet - a wave restricted to a finite space by an envelope. It is illustrated in Figure 1 18. 

Figure 118: A wave packet. 

The wavelets inside the packet move along at the phase velocity o,h = w / k  = h k / 2 m  = 
y/2rn, whilc the envelope moves at the group velocity v,, = dwlclk = h,k/m = p / r r ~ ,  where 
w  is the circular frequency of the wave representing the particle, k is the wave number, m is 
the mass of the particle described as a wave, and p is the particle momentum. 

If the packet represents a particle, for instance an electron, one is usually interested in the 
behavior of the wave function as a whole rather than its intcrnal motion. The group velocity 
is often the appropriate one and it is a relief that this agrces with the classical result. 

wave plate - an optical element having two principal axes, slow and fast, that resolve an 
incident polarized beam into two mutually perpendicular polarized beams. The emerging 
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beam recombines to form a particular single polarized beam. Wave plates produce full-, half- 
and quarter- wave retardations. Also known as retardation plate. 

wave train - a continuous group of waves that persists for a short time only. 

weak localization - a set of electronic phenomena in solids characterized by a weak (loga- 
rithmic) decrease in the conductivity to zero at low temperatures. 

Weiss zone law - see zone law of Weiss. 

Wentzel-Kramers-Brillnuin (WKB) approximation supposes slow variation of the coeffi- 
cicnts n and /3 when one solves the differential equation 

If rv and [j2 are real functions of x, the two independent approximate solutions are 

where A is a constant. These solutions are good when KY and /3 vary by only a small fraction 
of themselves in the interval IIVII. They break down therefore at values of x for which a or 
p becomes Lero. However, solutions valid at some distancc on either side of such point\ can 
be correctly matched. 

With N = Ti2/2m and ,Ll = [(I? - V ) 2 r r ~ / f i ~ ] ~ / ~  the above equation become? the 
one-dimensional Schrijdinger equation for the motion of a particle of mass m with en- 
ergy f3 at the potential barrier of height V. If (& - V) < O between the points XI  and 
s2 (turning points), the particle cannot pass through this region from the classical point 
of view. Meanwhile, wave mechanics allows it to tunnel through such potential barriers. 
The transition probability obtained within WKB approximation is (I + e x p 2 ~ ) - '  with 
h- = J ' " [ (u  - p ) 2 ~ a / f i ~ ] ~ / ~ d x ,  which is the most frequently referred to result of the ap- 

I !  
proximat~on. 

First described in: G. Wentzel, Theory oj'circulatin~ electrons, Z. Phys. 37(12), 91 1-915 
(1926); H. A. Kramers, Wavr mechanics and wmi numerical quantization, Z.  Phys. 39(10/ 1 I ) ,  
828-840 (1926); L. N. Brillouin, The u n d u l a t o ~   mechanic^ o f  Srhrddinger, Compt. Rend. 
183,24-226 and 270-271 (1 926). 

Whittaker-Shannon theorem states that, when the sampling period in a recorded sample 
hologram is matched to the object spectrum, the resulting image does not suffer any loss of 
information content. 

Wiedemann additivity law states that the mass (or specific) magnetic susceptibility of a mix- 
ture or solution components is the sum of the proportionate (by weight fraction) susceptibili- 
ties of cach component in the mixture. 

Wiedemann-Franz law - see Wiedemann-Franz-Lorenz law. 
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Wiedemann-Franz-Lurenz law states that the ratio of thermal ( x )  to electrical ( r r )  con- 
ductivity of metals is the same at room temperature, which is the Wiedemann-Franz law. 
Lorenz extended the law showing that this ratio is proportional to the absolute temperature, so 
that X/(uT)  is a constant independent of temperature. This constant is called the Lorenz 
number. Within the Drude theory of a gas of free electrons it ha? been obtained that 
x/ (oT)  = 3 ( k B / e ) 2 .  Meanwhile, assuming that only the electrons at the top of the Fermi 
distrihution (over the energy range where the distribution function falls to zero) contribute to 
the electrical and thermal properties this relation is modified to be x/(rrT) = ~ ~ / 3 ( k n / e , ) ~ .  

F i r ~ t  d~rcrihed by G. Wiedemann and R. Franz in 1853. 

Wien's displacement law states that the spectral emittance of a heated body has its maximum 
at the wavelength A,,, = AIT, where A is a constant, and T is the absolute temperature. 

First des~rihrd by W. Wien in 1893. 

Wien's formula - see Wien's law. 

Wien's law states that the energy density per unit frequency interval for the light emitted hy 
a heated body is defined as w,, = Av" exp(- T3v/T), where A and B are constants, v is thc 
light frequency, and T is the absolute temperature. It is called Wien's formula and in fact 
appears to be the limiting case of the Planck's radiation formula for high frequencies. 

First describrd &y W. Wicn in 1896. 

Wigner crystal - a periodic spatial arrangement of electrons in matter appearing when a low- 
density electron liquid in it solidifies at low temperatures. The periodic structure is formed so 
that the energy due to mutual Coulomb repulsion is reduced. A two-dimensional Wigner crys- 
tal structure is experimentally observed above the surface of liquid helium, in a microchwnel 
capillary filled with liquid helium, at the interface of semiconductor heterostructures. When 
a small electric field is applied to the Wigner crystal, all electrons play in concert, driving 
the crystal with the electric ficld. Conductivity resonance and wave emission phenomena are 
typical for the system. The melting point of Wigner solids in liquid helium is around 0.5 K. 

The Wigner crystals observed in semiconductors and on liquid helium have distinct prop- 
erties due to thc difference in electron concentration in each system. At the interface of a 
semiconductor heterostructure, there is typically a high concentration of about 1 0 ' h l e c -  
trons cm-< To create a crystal, one needs to squeeze the in plane wave function of each 
electron, for example by applying a strong magnetic field perpendicular to the interface. If an 
interface of a semiconductor heterostructure is not free of defects, at least one electron local- 
ized by a defect can bind the whole crystal. A small electric field applied to the heterostruc- 
lure will only deform this pinned Wigner solid, rather than produce an electric current. Thus, 
Wigner crystallization forces the interface to behave like an insulator. 

The peculiaritics of Wigner crystallbation and the properties of the crystals formed are 
under investigations with respcct to their prospects for quantum computations and other ap- 
plications for information processing. 

First described in: E. Wigner, On t h ~  int~mrtion oj'electmns in metals, Phys. Rev. 46(1 I), 
1002-101 1 (1934). 
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Wigner-Eckart theorem states that the matrix element of a tensor operator can be factored 
into two quantities. The first is a vector coupling coefficient. The second contains information 
about the physical properties of the particular states and operator. It is completely independent 
of the magnetic quantum numbers. 

Wigner-Dyson distribution originatcd from the study of matrices with random entries used 
in nuclear physics. Later the random matrix theory was found to haw many other successful 
applications in different physical systems like molecules and solids, in particular in the field 
of quantum chaos. 

In nuclear physics, the problem was to understand the energy level spectra of complex 
nuclei, when model calculations failed to explain the experimental data. Wigner made the as- 
sumption that the Hamiltonian of a heavy nucleus had, in the matrix representation, elements 
that could be assumed as mutually independent random numbers. In fact, an infinite Hcrmit- 
ian matrix that possessed random matrix elements related to the level widths was involved 
in the problem. Finally, it is obtained that if level spacing distribution of a classical inte- 
grable system is Poissonian (the probrtbility density of the nearest-neighbor spacing s is given 
by Pp(s)  = r:xp(-s)), the level statistics in a random system is given by the distribution 
l'r;va(~) = ( ~ ~ 1 2 )  c,xp(-ns2/4). 

The transition of the level spacing statistics from the Poisson distribution to the Wigner- 
Dyson distribution is one of the most direct indications of the emergence of quantum chaos. 

First described in: E. P. Wigner, On the statistical distribution oj'thr width and spacings 
of nuclear resonance levels, Proc. Cambridge Phil. Soc. 47(4), 790-798 (1951); F. J. Dyson, 
Statisticul theory qf elt~rgy lrvels of complex systems I, I l ,  and III, J. Math. Phys. 3(1), 140- 
175 (1962). 

More Jrtui1.s in: M .  L. Metha, Random Matrices (Academic Press, Boston, 1991); 
A. Crisanti, G. Paladin, A. Vulpiani, Products qf Random Matrices in Stutistical Physics 
(Springer-Verlag, Berlin 1993). 

Recognition: in 1963 E. P Wigner received the Nobel Prize in Physics for his contributions 
to the theory of the atomic nucleus and the elementary particles, particularly through the 
discovery and application of fundamental symmetry principles. 

See also www.nobel.se/physics~laureates/ 1963lindcx.html. 

Wigner rule states that for all possible transfers of energy between two atoms, the one most 
likely to occur is that in which the total resultant spin remains constant. 

WignerSeEtx method approximates the band structure of a solid. Wigner-Seitz primitive 
cells surrounding atoms in the solid are approximated by spheres. The band solution of the 
Schrodinger equation for one electron is estimated by using the assumption that an electronic 
wave function is the product of a plane wave function and a function whose gradient has a 
vanishing radial component at the sphere's surfacc. 

First describrd in: E. Wigner, F. Seitz, On thr constitution oj'rnetullic sodium, Phys. Rev. 
43(10), 804-8 10 (1933): E. Wigner, F. Sei t~,  On the constitr~tiorz ofrnetullir sodium. 11, Phys. 
Rev. 46(6), 509-524 (1934). 

Wigner-Seitz primitive cell displays the entire symmetry of the lattice. For a two- 
dimensional lattice it is constructed as is illustrated in Figure 1 19. 
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Figure 119: Construction ol' the Wigncr-Seitz cell for a two-dirnensiond (oblique lattlce. 

Draw lines to connect a given lattice point to all nearby lattice points and then at the 
midpoint and normal to these lines, draw new lines or planes. In three dimensions the cell is 
constructed by drawing perpendicular bisector planes in the reciprocal lattice from the chosen 
center to the nearest equivalent reciprocal lattice sites. In a crystal, all space may be filled by 
these cells. 

First rlesrrihrd in: E. Wigner, F. Seitz, On the constitution of metallic. sodium, Phys. Rev, 
43(10), 804-8 I0 (1 933); E. Wigner, E Sei t~,  On the constitution of metallic sodium. 11, Phys. 
Rev. 46(6), 509-524 (1934). 

Wilson-Sommerfeld quantization rule provides a method of quantizing action integrals of 
classical mechanics. A necessary condition is that each generalized coordinate q!; and its 
conjugate momentum p k  must be periodic functions of time. Then the action integral taken 
over one cyclc of the motion is quantized: $pkdqJ: = nkh. 

First drscrib~d in: W. Wilson, On the quantum-theory qf radiation and line spectra, Phil. 
Mag. 29, 795-802 (1915); A. Sommerfeld, Zur Quantentheorie deer Spektrdlinien, Ann. 
Phys. (Leipzig) 51, 1-94, 125-167 (1916). 

Wootters-Zurek theorem - see noncloning theorem. 

work function - an energy distance between the Fermi level in a solid and the electron energy 
level in vacuum. 

Wulff's construction - see Wulff's theorem. 

Wulff's theorem formulates the criterion determining the shape of a small crystal: the equi- 
librium shape of a crystal is thitt providing a minimum for its surface free energy for a given 
volume. The total free surface energy of a crystal with I faces is l J  = E L  y2S2, where y, is the 
surface tenuion and S, is the area of the 7th lace. Thus, the crystal gets an equilibrium shape if 
the condition tiU = O when dV = 0, where V is thc volume of the crystal, is satisfied. This 
is called the Curie-Wulff condition. 

The theorem links linear dimensions, surface area and the volume of crystals having the 
equilibrium shape. A geometrical construction based on this theorem is referred to as Wulff's 
construction. It uses the so-called Herring's y plot, which is a polar diagram representing 
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surface tension versus angular space orientation. The two-dimensional plot and construction 
procedure for an anisotropic solid are illustrated in Figure 120. 

Figure 120: Herring's y plot and 
Wulff construction of the equilib- 
riutn shapc of a crystal 

At each point of this polar plot (gray curve) construct a plane (represented by the line in 
two dimensions) perpendicular to the radius vector at that point. The volume, which can be 
rcached from the origin without crossing any of the planes, is geometrically similar to the 
ultimate equilibrium shape for the cryslal, as far as it minimizes the total free surface energy 
of the crystal for fixed volume. 

While the proof of the theorem has been given only for the case in which the equilibrium 
shape is a polyhedron, it is easily generalized to apply to cases in which part or all of the 
equilibrium shape is bounded by smoothly curved wrfaces. Also note, that an equilibrium 
shape is of practical interest only for small crystals. For large crystals a significant alteration 
in shape can be achieved just by transporting a large number of atoms through a large distance, 
and the eflort needed for that becomes very large in comparison with the minimization of the 
surface free energy. 

First dwcrihed in: G .  Wulff, Zur Fruge der Geschwindigkeit des Warhsturns und der 
Aujlfisung der Kristallj&khen, Z .  Krist. Miner. 34,449-530 (1 90 1 ) and then extended in: C. 
Herring, Some th~orems on the free energies of crystal su&ces, Phys. Rev. 82(1), 87-93 
(1951). 

Mort, details in: B .  Mutrtftschiev, The Atomic Nature of Cyystul Growth (Springer, Berlin 
200 1 ). 

Wyckoff notation - a letter representing a set of symmetry equivalent positions in a space 
group. A general point in a unit cell of a crystal belonging lo any space group has coordinates 
J:, !I, Z. However, if one or more of the coordinatcs has a special value, the number of symme- 
try equivalent positions is reduced. Most of the space groups have several sets of such points, 
and they are replaced by letters u,  b, c, etc., which are Wyckoff notation. 



X: From XPS (X-ray Photoelectron Spectroscopy) to XRD 
(X-ray Diffraction) 

XPS - acronym for X-ray photoelectron spectroscopy. 

X-ray -electromagnetic radiation with typical photon energies in the range 100 eV-100 keV. 
First desrrihed by W. C. Rontgen in 1895. 
Recognition: in 1901 W. C. Rontgen received the Nobel Prize in Physics as recognition 

of the extraordinary services he had rendered by the discovery of the remarkable rays subse- 
quently named after him. 

See also www.nobel.se/physics/laureates/l90l/index.html. 

X-ray absorption near-edge structure (XANES) - see extended X-ray absorption fine 
structure (EXAPS) spectroscopy, 

X-ray diffraction (XRD) - a technique to characterize the crystalline nature of condensed 
matter. When a beam of monochromatic X-rays is directed at a solid material, then diffraction 
of the X-rays can occur. The relationship between the wavelength of the X-rays (A), the angle 
of diffraction (O), and the distance between each set of atomic planes or the crystal lattice (d) 
is given by the Brngg equation: 17A = 2dsin8, where n = 1 ,2 ,  . . . represents the order of 
diffraction, The interplanar distance is easily derived from this relationship. Tt is also possible 
to reconstruct the total molecular structure of a solid an analysis of the intensity of the X-ray 
scattering from various crystalline planes. 

In the case of thin film analysis, XRD provides: 

estimation of 1;tttice mismatch between the film and the substrate and related strain or 
stress in the thin film structure by precise lattice constant measurements derived from 
2 0-0 scans 

study of the dislocation quality of the film by rocking curve measurements made by doing 
a 19 scan at a fixed 20 angle: the width of the rocking curve is inversely proportional to 
the dislocation density and is therefore used as a gauge of the quality of the film 

study of rnultilayered heteroepitaxial structures, which manifest as satellite peaks sur- 
rounding the main diffraction peak: the heteroepitaxial film thickness and its quality can 
be deduced from the data 

determination of the thickness, roughness, and density of the film by glancing incidence 
X-ray ref ectivity measurements (the technique does not require a crystalline film a d  
works even with amorphous materials). 

Whut A Whnr in rhr N~~nornrld: A Hondhlhooh on Nanoscienw mtdNanofrthnolqy 
Viulnr E. 'doriscakv and Sirfano Ossicini 
(:opyright 0 2004 Wiley-VCH Vcrlng GmhH B Co.  KGnA, Weinhcim 

ISBN: 3-52740493.7 
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First Jesrribd in: W. Friedrich, P. Knipping, M. Laue, Sitzungsber. Bayer. Akad. Wiss. 
(Math. Phys. Klasse), 303 (1912). 

Recognition: in 191 4 M. Lauc received the Nobel Prize in Physics for his discovery of the 
diffraction of Rontgen rays by crystals. 

See also www.nobel.selphysics/laureatesll914/index.html. 

X-ray fluorescence spectroscopy - a technique of nondestructive elemental analysis of con- 
densed matter. When a material is bombarded by high-energy photons or electrons, some of 
the electrons in the atoms of the material are ejected. As the other electrons occupy the vacated 
levels, quanta of radiation, characteristic of the atom, are emitted. Such quanta in the form 
of X-rays can be detected by either a wavelength dispersive or an energy dispersive X-ray 
fluorescence spectrometer. Thus, particular atoms can be recognized. The technique makes it 
possible to detect and analyze all atoms down to boron with a lower limit of detection down 
10 a few particles per million. 

X-ray photoelectron spectroscopy (XPS) - the technique for study composition and elec- 
trcmic states in solids using photo-ionization and energy dispersive analysis of photoelectrons 
emitted under X-ray illumination of the sample. It is based upon a single photon inlelectron 
out process, The energy of the X-ray photons ranges from 100 cV to 10 keV. 

In XPS the photon is absorbed by an atom in a molecule or solid, leading to ionization 
and the emission of a core (inner shell) electron. In contrast to ultraviolet photoelectron 
spectroscopy (UPS), the photon interacts with valence electrons leading to ioni~ation by their 
removal from atoms or molecules. The kinetic energy distribution of the emitted photoelec- 
trons can be measured using any appropriate electron-energy analy~er and a photoelectron 
spectrum can thus be recorded. 

Photoionization of an atom A can be considered as A +hm + AS f r - .  Energy con- 
servation requires E(A)  +hv = E(A+) +E(eP). Since thc energy of the photoelectron 
( c - )  is present solely as kinetic energy (Ekln) this can be rearranged to give the following 
expression for it: Eh, = hz/ - (E (A+)  -E(A)) .  The final term in brackets, representing the 
difference in energy between the ioni~ed and neutral atoms, is generally called the binding 
energy (Ehm) of the electron. This then h d s  to the following commonly quoted equation: 
Elu, = hv  - Ebln. Note that the binding energies in solids are conventionally measured with 
respect to the Fermi level, rather than the vacuum level. This involves a small correction to 
the equation given above in order to account for the work function of the solid. 

Each chemical element has a characteristic binding energy associated with each core 
atomic orbital, i. e. each element will give rise to a characteristic set of peaks in the pho- 
toelectron spectrum at kinetic energies determined by the photon energy and the respective 
binding energies. The presence of peaks at particular energies therefore indicates the presence 
of a specilic element in the sample. Furthermore, the intenqity of the peaks is related to the 
concentration of the element within the sampled region. Thus, the technique is capable of 
yielding a quantitative analysis and is sometimes known by the alternative acronym, ESCA, 
that is electron spectroscopy for chemical analysis. 

Recognition: in 1981 K. M. Siegbahn received the Nobel Prize in Physics for his contri- 
bution to the development of high-resolution electron spectroscopy. 

See also www.nobel.se/physics/laureates/l98l/indcx.html. 

XRT) - acronym for X-ray diffraction analysis. 



Y: From Young's Modulus to Yukawa Potential 

Young's modulus - the ratio of a simple tension stress applied to a material to the resulting 
strain parallel to the tension. 

Yukawa potential describes the strong short-range interaction between nucleons: V ( r )  = 

( A l r )  ~ x p ( - r l h ) ,  wherc r is the distance, and A and b are constants giving measures of the 
strength and range of the force, respectively. 

Fimt described in: H .  Yukawa, Intrnrction of elementary particles, Proc. Phys. Math. 
Soc. Jpn. 17,48-57 (1935). 

Recognition: in 1949 H. Yukawa received the Nobel Prize in Physics for his prediction of 
thc existence of mesons on the basis of theoretical work on nuclear forces. 

See also www.nohel.se/physics/li~ureates/l92l/index.html. 
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Victor t. Borisenko md Stcfano Ossicini 
Copyright D 2004 Wilcy-VCH Vcrlag GmbH & Cu. KGaA. Wcinhe~rrl 

ISBN: 3-527-40491.7 



Z: From Zeeman Effect to Zone Law of Weiss 

Zeeman effect - splitting of electron energy levels of electrons in an external magnetic field 
related to different spins of electrons. It is characterized by the so-called Zeeman term g p ~  13 
with the free-electron spin g-factor of about 2, where B is the induction of the external mag- 
netic field applied, 

The normal Zeeman effect is the observation of three lines in the emission spectrum wherc, 
in the absence of the field, there was only one. In the anomalous Zeeman effect the original 
line splits into more than three components. This relates to the anomalous magnetic moment 
of electron spin, and when spin is present the spin and orbital magnetic moments interact with 
the field in a more complicated way than in its absence. 

First described by P. Zeeman in 1896. 
Rerogrzitiorz: in 1902 P. Zeeman received the Nobel P r i ~ e  in Physics shared with H. A. 

Lorentz in recognition of the extraordinrrsy service they rendered by their researches into the 
influence of magnetism upon radiation phenomena. 

See also www.nobel.se/physicdlaureates/ l902/index.html. 

Zener effect - interband tunneling, in which electrons tunnel from one band to another 
through the forbidden energy gap of the solid. The presence of an external electric field in 
a periodic lattice potential causes transitions between the allowed energy bands in the crystal. 

First described in: C. Zener, A theory of t h ~  electrical brvakdown of solid dielertrirs, Proc. 
R. Soc. London, Ser. A 145,523-529 ( 1  934). 

Zeno paradox - motion is impossible because before reaching a goal one has to get halfway 
there. Before that, one had to get halfway to the midpoint, etc. 

zeolite - a crystalline AI-0-Si material with regularly arranged cages of about 1 nm size. It 
contains some very closely held water, which can be expelled by heat and reabsorbed from a 
moist atmosphere without affecting the crystalline structure of the mineral. 

zinc blende structure can be considered as the diamond structure in which two interpenetrat- 
ing face centered cubic lattices contain different atoms. The compound ZnS gives its name to 
this type of lattice. Other materials crystallizing with the same lattice are A"'B~ compounds. 

zone law uf Weiss states that the condition for a crystal face (Izkl) to lie in the zone [(I V W ]  
i s U h + V k + W l = 0 .  

Wtof is W?mt in the Nartoworld: A Handhnok on Nano,wiencr and Nunolrchnolrr~y, 

Viclor R. Borixmku and Stcfmo Ossicini 
(:<q'yright Co 2004 Wilcy-VCH Vcrlng GmbH & Co. KGaA, Wei~iheitii 
ISBN: 3-527-40493-7 



A Main Properties of Intrinsic (or Lightly Doped) Semicon- 
ductors 

Tahle A.l: Group 1V s e m i c o n d u c t o r s .  

Table A.2: S c r n i c o n d u c t i n g  Sic. 

I Comoound 
- ~ r ~ & l l i n e  structure 

Lattice parameters at 300 K (n or o,r), nm 

Whar is What m the Nanoworld: A Hondbook on Nanost.rm~r fwd Nr~nolr.r~h,~ology 
Victor E. Boliscnko and Stcfano Oss~cini 
Copyright (0 2004 Wilcy-VCH Vcrlog GmbH &Ccr. KOIIA, Wrinheinl 
I S B N :  3-527-40493-5 

a-Sic I &Sic 

Nature of the E,,, (d - direct, i - indirect) 
Fundamental Eg,, at 0 K, eV 
Fundamental Eg,, at 300 K, eV 
Refractive index 
Rel. permittivity (static dielectric constant) 
Mass of electrons, in rrill units 

Mass of holes, in r r ~ o  units 
Mobility of electrons at 300 K, cin"-'s-' 
Mobilitv of holes at 300 K. crn2v-'s-' 

6H (hexagonal) 
0.30806 

3C (cubic) 
0.43596 

i 

2.86 
2.65 

9.661(,, 10.0311, 
0.2SlC, 1 .Sll(: 

1 .O 
260 
50 

i 

2.2 
2.66 
9.72 

0.647 
0.24 

900 
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Table A.3: Semiconducting A1"B nitrides. 

I Compound I AIN I GaN I InN I 

Rel, permittivity (static dielectric constant) 
Mass of electrons, in r r ~ o  units 
Mass of holes, in r r ~ n  units 

Table A.4: Semiconducting A"'B" phosphides. 

Mobility of electrons at 300 K, cm2v-'s-' 
Mobilitv of holes at 300 K.  crn2~-'s-' 

8.5 
0.48 
0.471 
135 
14 

8.9 
0.2 

0.259 

15.3 
0.11 

1000 
30 

3200 
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Table A.5: Semiconducting A I I I B ~  arscnidcs. 

Table A.6: Semiconducting A I I r B V  antimonidcs. 

Table A.7: Semiconducting ArBVrl chlorides. 

I Rel. ~ermitlivitv (static dielectric constant) I 7.9 11 .1  

AgCl 
cubic - NaCl 

0.55023 

Compound 
Crystalline structure 
Lattice nnrameter at 300 K. nm 
Nature of the Eg,, (d - direct, i - indirect) 
Fundamental at 0 K, cV 
Fundamental E,,, at 300 K, eV 
Refractive index 

y-CuC1 
cubic - zinc blend 

0.54057 
d 

3.95 

2.1 

Mass of electrons, in r r ~ ~  units 
Mass of holes, in rn" units 
Mobility 01 electrons at 300 K, cm"-'s-' 

-~obilitv of holes at 300 K. crn2~-'s-l  

i 
3.25 

2.1 

0.43 
4.2 
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Table A.8: Sen~iconducting AIBVI1 bromides. 

I Comnound r-CuBr Ad3r - 
Crystalline structure cubic - zinc blend cubic - NaCl 
Lattice parameter at 300 K, nm 0.56905 0.57748 

Table A.9: Sclniconducting A I B V I I  iodides. 

I Compound 
I Crvstalline structure 

Lattice parameters at 300 K (a or a,c), nrn 

Nature of the Eg,, (d - direct, i - indirect) - - 
Fundamental &,,, at 0 K, eV 

0--r 

I Fundamental I?,,.,, at 300 K. eV 
Relractive index 
Rel. eermittivitv (static dielectric constant) 

- 
cubic-zinc blend hexagonal-wurtzite 

0.60427 0.4592 
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Table A,IU: Semiconducting A ' ' B ~ '  sulfides. 

Table A.11: Scmiconducting ~ " 6 ~ '  selenides. 

Mobility of electrons at 300 K, cm2v-'s-' 

Table A.12: Scmiconducting A"B"' ~ellurides. 

165 
5 

340 --- 
50 

Compound I ZnTe I CdTe I HgTe 
Crystalline structure 
Lattice parameter at 300 K, nm 
Nature of the E,,, (d - direct, i - indirect) 
Fundamental E,,,, at 0 K. eV 

cubic - zinc blend 

hUY - 
Fundaments , , ,  at 300 K, eV 
Refractive index 
Rel. permittivity (static dielectric constant) - 

Mass of electrons, in m,, units 

0.6 101 
d 

2.39 

Mass of holes, in rrio units 
Mobility of electrons at 300 K, cm2V-Is-' 
Mobilitv of holes at 300 K. cm"-'s-' 

2.2 
3.56 
9.7 

0.15 

0.6477 
d 

1.60 

0.2 
340 
100 

0.16453 

-0.28 
1 .SO 
2.75 
10.9 
0.11 

-.015, 0.14 
3.7 
20 

0.029 
0.35 
1050 

1 00 

-0.3 
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Table A.13: Senliconducting A I ' / B ~ I  tin compounds. 

Compound 
Crystalline structure 

Lattice parameters at 300 K (a, b, c), nm 

~ a t u r e  of the ED;,,,, (d - direct, i - indirect) 
a- r  

Fundamental E,,, at 0 K,  eV 
Fundamental EL,,,;,, at 300 K, eV 
Refraclivc index 
Rel. permittivity (static dielectric constant) - 
Mass of electrons, in mr, units 

- distorted NaCl 

Mobility of holes at 300 K, cm2v-Is-' 
I I 1 90 1 I X40 

Mass of holes, in ~ 1 , "  units 
Mobility of electrons at 300 K, cm"-ls-l 

Table A.14: Semiconducting A' " B" ' lead compounds. 

0.2 

Compound I PbS I PbSe I PbTe 

- .  I Fundamental E,,, at 300 K,  eV 
I I I 

1 0.41 1 0.28 1 0.31 

0.15 

Cryslallinc structure 
Lattice parameter at 300 K, nm 
Nature of the I?,,,, (d - direct, i - indirect) 

%damenla1 E,,.,, at 0 K. eV 

I Refractive index w 

0.07 

cubic - NaCl 
0.5936 

d 
0.29 

Rel. pcrmittivity (static dielectric constant) 
Mass of eleclrons, in m,,, units 

0.61 17 
d 

0.15 

Mass of holes, in  r n ~  units 
Mobility oC electrons at 300 K, cm2V-'s-I 

Mobilitv of holes at 300 K, cm%-'s-' 

0.6462 
d 

0.19 

170 
0.25 
0.25 
600 
700 

210 
0.04 

-- 1000 
0.17 

1 
0.20 
6000 
4000 
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Table A.15: Semiconducting Group I1 silicides. 

Lattice parameters at 300 K (a, B ,  c), nm 

Nature of the I&,, (d - direct, i - indirect) 
Fundamental E,,, at 0 K, eV 

0-r 

Fundamental E,,, at 300 K, eV 

Mass of holes (rn,,.rn,,m,,), in rrlo units 

-- 

I Mobility of holes at 300 K, crn"-ls-' 

Table A.16: Semiconducting Group VI silicidcs. 

Mg2Si 
cubic 

-CaF2 
0.63512 

CazSi 
orthorhombic 

Mass of holes (m,, ,rn,,rn,), in m,, units 

Mobility of electrons at 300 K, cm2V- 
Mobilitv of holes at 300 K. cm2V-'s-' 

1.49 
1.10 
1.20 
0.82 

10 

0.73 
0.43 

0.65 
0.39 

0.55 
0.50 

200 

0.57 
0.45 

220 
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Table A.17: Semiconducting Group VII silicidcs. 

Compound 1 MnSi2-., I ReSil,75 
Crystalline structure I tetsagonal- 1 triclinic 

Lattice parameters at 300 K (a,  b, c), nm 
0.3120 
0.7670 

Table A.18: Semiconducting Group VIIl disilicides. 

Compound I P-FeSi2 I RuSiz I OsSiz 

Refractive index 
Rel. permittivity (static dielectric constant) 1 

Crystalline structure 
Lattice parameters at 300 K (a, b, c), nm 

Nature of the I!&,, (d - direct, i - indirect) 
Fundamental Eg,,, at 0 K, eV 
Fundamentril E,,:,, at 300 K, eV 

orthorhombic - lj-FeSio 
0.98792 
0.7799 1 
0.78388 

dli 

0.78 - 0.87 

Mass of electrons (m,,rn,,rrz,), in rrrn units 
Mass of holes (7ri,,rri,,m,), in mu units 

>> 1 
0.21 

Mobility of electrons at 300 K, cm" Is-' 

Mobility of holes at 300 K, cm2v-'s-' 

1.0053 
0.8028 
0.8124 

'? 

0.35-0.52 

900 
200 

- 
1.0150 
0.81 17 
0.8223 

i 

1.4 
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Table A.19: Scmiconclucting Group Vlll silicides (except disilicides). 

Nature of the E,,, (d - dircct, i - indirect) d d 
Fundamental at 0 K, eV 
Fundamental Egap at 300 K, eV 0.7-1 .O 0.9-2.3 
Refractive index 
Rel. permittivity (static dielectric constant) 
Mass of electrons (ni , ,rng,m,), in 7710 units 3.28 

2.85 
0.6 1 

Mass of holes (m,  ,rrr,,,m,), in m u  units 0.47 
0.15 
0.45 

Mobility of electrons at 300 K, cm"-'s-l 
Mobility 61 holes at 300 K, cm"-'s-l 2 - 3  

cubic- 1 monoclinic 
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Carbon Nanotubes 
Basic Concepts and Physical 
Properties 

2004. IX, 215 pages, 126 figures. 
Hardcover. 
ISBN 3-527-40386-8 

This text is an introduction to the physical concepts needed for 
investigating carbon nanotubes and other one-dimensional solid- 
state systems. Written for a wide scientific readership, each chapter 
consists of an instructive approach to the topic and sustainable 
ideas for solutions. The former is generally comprehensible for 
physicists and chemists, while the latter enable the reader to work 
towards the state of the art in that area. The book gives for the first 
time a combined theoretical and experimental description of topics 
like luminescence of carbon nanotubes, Raman scattering, or 
transport measurements. The theoretical concepts discussed range 
from the tight-binding approximation, which can be followed by 
pencil and paper, to first-principles simulations. The authors 
emphasize a comprehensive theoretical and experimental under- 
standing of carbon nanotubes. 
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Physics Textbook 

Nanophysics and 
Nanotechnology 
An Introduction to Modern 
Concepts in Nanoscience 

2004. XI/, 175 pages, approx. 50 
figures, 69 tables. Softcover. 
ISBN 3-527-40407-4 

Providing the first self-contained introduction to the physical 
concepts, techniques and applications of nanotechnology, this is of 
interest to readers grounded in college chemistry and physics. As 
such, it is suitable for students and professionals of engineering, 
science, and materials science and to research workers of varied 
backgrounds in the interdisciplinary areas that make up 
nanotechnology. 
The author covers the spectrum from the latest examples of 
nanoscale systems, quantum concepts, self-assembled nano- 
systems, manufacturing, scanning probe methods of observation 
and fabrication, to single-electron and molecular electronics. In so 
doing, he not only comprehensively presents the scientific back- 
ground, but also concludes with a look at the long-term outcomes. 
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