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Preface

There’s Plenty of Room at the Bottom

Richard P. Feynman 1959

There’s even more Room at the Top

Jean-Marie Lehn 1995

Nanotechnology and nanoscience are concerned with material science and its application at,
or around, the nanometer scale (1 nm = 107 m, 1 billionth of a meter). The nanoscale
can be reached either from the top down, by machining to smaller and smaller dimensions,
or {rom the bottom up, by exploiting the ability of molecules and biological systems to self-
assemble into tiny structures, Individual inorganic and organic nanostructures involve clusters,
nanoparticles, nanocrystals, quantum dots, nanowircs, and nanotubes, while collections of
nanostructures involve arrays, asscmblics, and superlattices of individual nanostructures.

Rather than a new specific arca of science, nanoscience is a new way of thinking. Its
revolutionary potential lies in its intrinsic multidisciplinarity. Its development and successes
depend strongly on efforts from, and fruitful interactions among, physics, chemistry, mathe-
matics, life sciences, and engineering. This handbook intends to contribute to a broad com-
prehension of what are nanoscience and nanotcchnology.

It is an introductory, reference handbook that summarizes terms and definitions, most
important phenomena, regulations, cxperimental and theoretical tools discovered in physics,
chemistry, technology and the application of nanostructures. We present a representative col-
lection of fundamental terms and most important supporting definitions taken from general
physics and quantum mechanics, material science and technology, mathematics and informa-
tion theory, organic and inorganic chemistry, solid state physics and biology. As a result, fast
progressing nanoelectronics and optoclectronics, molecular electronics and spintronics, nano-
[abrication and -manufaciuring, bioengineering and quantum processing of information, an
area of {fundamental importance for the information society of the 21st century, arc covered.
More than 1300 entries, from a few sentences to a page in length, are given, [or beginners to
professionals.

The book is organized as follows: ‘Terms and definitions arc arranged in alphabetical order.
Those printed in bold within an article have extended details in their alphabetical place. Each
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VIII Preface

section in the book interprets the term or definition under consideration and briefly presents
the main features of the phenomena behind it. The great majority of the terms have addi-
tional information in the form of notes such as “First described in: ... ", “Recognition: ... ",
“More details in: ... ", thus giving a historical perspective of the subject with reference to fur-
ther sources of extended information, which can be articles, books, review articles or websites.
This makes it easier for the willing reader to reach a deeper insight. Bold characters in formu-
las symbolize vectors and matrices while normal characters are scalar quantities. Symbols and
constants of a general nature are handled consistently throughout the book (see Fundamental
Constants Used in Formulas). They arc usced according to the IUPAP convention.

The book will help undergraduate and Ph. D students, teachers, researchers and scicntific
managers to understand properly the language used in modern nanoscience and nanotechnol-
ogy. It will also appeal to readers from outside the nanoworld community, in particular to
scientific journalists.

Comments and proposals related to the book will be appreciated and can be sent to
borisenko@bsuir.unibel.by and/or to ossicini@unimore.it.

It is a pleasure for us to acknowlcdge our colleagues who have supported this work. Their
contribution ranges from writing and correction of some particular articles to critical com-
ments and useful advice. In particular, we wish to thank (in alphabetical order) F. Armaud
d’Avitaya, L. J. Balk, C. M. Bertoni, V. P. Bondarenko, E. Degoli, J. Derrien, R. Di Felice,
P. Facci, H. I'uchs, N. V. Gaponenko, S. V. Gaponenko, L. I. Ivanenko, G. F. Karpinchik,
S. Y. Kilin, §. K. Lazarouk, L. Luppi, F. Manghi, R. Magri, M. Michailov, D. B. Migas,
V. V. Nelaev, L. Pavesi, N. A. Poklonski, S. L. Prischepa, V. L. Shaposhnikov, G. Treglia,
G. P. Yablonskii, A. Zaslavsky.

Victor . Borisenko and Stefano Ossicini

Minsk and Modena-Reggio Emilia
April 2004



Sources of Information

Besides personal knowledge and experience and the scientific journals and books cited in the
text, the authors also used the following sources of information:

Encyclopedias and Dictionaries

(11 Encyclopedic Dictionary of Physics, edited by J. Thewlis, R. G. Glass, D. J. Hughes, A.
R. Meetham (Pergamon Press, Oxford 1961).

(21 Dictionary of Physics and Mathematics, edited by D. N. Lapedes (McGraw Hill Book
Company, New York 1978).

[31 Landolt-Bornstein. Numerical Data and Functional Relationships in Science and Tech-
nology, Vol. 17, edited by O. Madelung, M. Schultz, H. Weiss (Springer, Berlin 1982).

[4]1 Encyclopedia of Electronics and Computers, edited by C. Hammer (McGraw Hill Book
Company, New York 1984).

[51 Encyclopedia of Semiconductor Technology, edited by M. Grayson (John Wiley & Sons,
New York 1984).

[6] Encyclopedia of Physics, edited by R. G. Lerner, G. L. Trigg (VCH Publishers, New
York 1991).

[71 Physics Encyclopedia, edited by A. M. Prokhorov, Vols. 1-5 (Bolshaya Rossijskaya En-
cyklopediya, Moscow 1998) - in Russian.

[8] Lncyclopedia of Applied Physics, Vols. 1-25, edited by G. L. Trigg (Wiley VCH, Wein-
heim 1992-2000).

191 Encyclopedia of Physical Science and Technology, Vols. 1-18, edited by R. A, Meyers
(Academic Press, San Diego 2002).

[10] Handbook of Nanotechnology, edited by B. Bhushan (Springer, Berlin 2004).

Books

[1] L. Landau, E. Lifshitz, Quantum Mechanics (Addison-Wesley, 1958).
[2] C. Kittel, Elementary Solid State Physics (John Wiley & Sons, New York 1962).
3] C. Kittel, Quantum Theory of Solids (John Wiley & Sons, New York 1963).
[4] J. Pankove, Optical Processes in Semiconductors (Dover, New York 1971).
[5] F. Bassani, G. Pastori Parravicini, Efectronic and Optical Properties of Solids (Pergamon
Press, l.ondon 1975).
[6] W.A. Harrison, Ilectronic Structure and the Properties of Solids (W.H. Frceman & Com-
pany, San Francisco 1980).
What ix What in the Nanoworld.: A Handbook an Nanoscience wnd Nanotechuology.
Victor B Borisenko and Stefano Ossicini

Copyright © 2004 Wiley VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-HK93-7



X
(71
(8]
[91

[10]

[11]
[12]

(13]

[14]
[15]

116]
[17]

(18]
[19]

[20]
[21]

(22

[23]
[24]

[25]

126]
[27]

(28]
129]
(301
131

Sources of Information

J. D. Watson, M. Gilman, J. Witkowski, M. Zoller, Recombinant DNA (Scientific Amer-
ican Books, New York 1992).

N. Peyghambarian, S. W. Koch, A. Mysyrowicz, Introdiction to Semiconductor Optics
(Prentice Hall, Englewood CIiffs, New Jersey 1993).

H. Haug, S. W. Koch, Quantum Theory of the Optical and Electronic Properties of Semi-
conductors (World Scientific, Singapore 1994).

G. B. Artken, H. J. Weber, Mathematical Methods for Physicists (Academic Press, San
Dicgo 1995).

W. Borchardt-Ott, Crystallography, Second cdition (Springer, Berlin 1995).

J. H. Davies The Physics of Low-Dimensional Semiconductors (Cambridge Universily
Press, Cambridge 1995).

DNA based Computers edited by R. Lipton, E. Baum (American Mathematical Sociely,
Providence 1995).

S. Hiifner, Photoelectron Spectroscopy (Springer, Berlin 1995).

L. E. Ivchenko, G. Pikus, Superiattices and Other Heterostructures: Symmetry and other
Optical Phenomena (Springer, Berlin 1995).

M. S. Dresselhaus, G. Dressclhaus, P. Eklund, Science of Fullerenes and Carbon Nan-
otubes (Academic Press, San Dicgo 1996).

C. Kittel, Introduction to Solid State Physics, Seventh edition (John Wiley & Sons, New
York 1996).

P. Y. Yu, M. Cardona, Fundamentals of Semiconductors (Springer, Berlin 1996).

D. K. IFerry, 8. M. Goodnick, Transport in Nanostructures (Cambridge Universily Press,
Cambridge 1997).

S. V. Gaponenko, Optical Properties of Semiconductor Nanocrystals (Cambridge Uni-
versity Press, Cambridge 1998).

G. Mahler, V. A. Weberrus, Quantum Networks: Dynamics of Open Nunostructures
(Springer, New York 1998).

Molecular Electronics: Science and Technology edited by A. Aviram, M. Ratner (Acad-
cmy of Sciences, New York 1998).

S. Sugano, H. Koizumi, Microcluster Physics (Springer, Berlin 1998).

D. Bimberg, M. Grundman, N. N. Ledentsov, Quantum Dot Heterostructures (John Wi-
ley and Sons, London 1999).

R. C. O’Handley, Modern Magnetic Materials: Principles and Applications (Wiley, New
York 1999).

E. Rietman, Molecular Engineering of Nanosystems (Springer, New York 2000).

G. Alber, T. Beth, M. Horodecki, P. Horodecki, R. Horodecki, M. Rotteler, H. Wein-
furter, R. Werner, A. Zcilinger, Quantum Information (Springer, Berlin 2001).

P. W. Atkins, J. De Paula, Physical Chemistry (Oxford University Press, Oxford 2001),
K. Sakoda, Optical Properties of Photonic Crystals (Springer, Berlin 2001).

Y. Imri, Introduction to Mesoscopic Physics (Oxford University Press, Oxford 2002).

Nanostructured Materials and Nanotechnology, edited by H. S. Nalwa (Academic Press,
London 2002).



Sources of Information

[32] V. Balzani, M. Venturi, A. Credi, Molecular Devices and Machines: A Journey into the

Nanoworld (Wiley-VCH, Weinheim 2003)

[33] Nanoelectronics and Information Technology, edited by R. Waser (Wiley-VCH, Wein-

heim 2003).

4} C. P. Poole, E. J. Owens, Introduction to Nanotechnology (Wiley VCH, Weinheim 2003)

[3
[35] P. N. Prasad Nanophotonics (Wiley VCH, Weinhcim 2004)

Websites

huip://www.britannica.com
hitp://www.Google.com
http://www.wikipedia.com/
htp://scienceworld.wolfram.com/

http://www.photonics.com/dictionary/
http://www.nobel.se/physics/laureates/index.html
http://www-history.mcs.st-and.ac.uk/history/
http://www.chem.yorku.ca/NAMED/

hup://www.hyperdictionary.com/
http://www.wordreference.com/index.htm

hup://web.mit.edu/redingtn/www/netadv/

Encyclopedia Britannica
Scientific Search Engine
Lncyclopedia

Science world, World of
physics and mathematics.
Eric Weisstein’s World of
Physics

Photonics Directory

The Nobel Prize Laurcates
Mathematics Archive

Named Things in Chemistry
and Physics

Hyperdictionary
WordReference.com. French,
German, Italian and Spanish
Dictionary with Collins
Dictionaries

The Net Advance of Physics.
Review Articles and Tutorials
in an Encyclopedic Format



X1

Fundamental Constants Used in Formulas

ap = 520177x107"' m
¢ = 299792458 x 10 ms™!
e = 1602177 x 10" C
h = 6.626076 x 107* Js
R = h/2m - 1.054573 x 1073 Js
i = V-1
k= 1.380658 x 10" 23 JK~' (8.617385x 10~ eVK™")
my = 9.10939 x 10 3! kg
na = 6.0221367 x 1023 mol™!
Ry = 8314510JK mol~!
r, = 2817938 m
a = 47;:)/1; — 7.297353 x 10 °
g = 8.854187817 x 1072 Fm™!
po = Axx 107Hm !
pn = 9.27102 x 102 Am?
T = 3.14159
o = 5.6697 x 107" ergcm s {K!
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Fundamental Constants Used in Formulas

Bohr radius

light speed in vacuum
charge of an electron
Planck constant
reduced Planck constant
imaginary unit
Boltzmann constant
electron rest mass
Avogadro constant
universal gas constant
radius of an electron
fine-structure constant

permittivity of vacuum
permeability of vacuum

Bohr magneton

Stetan—Boltzmann constant



A: From Abbe’s principle to Azbel’-Kaner Cyclotron
Resonance

Abbe’s principle states that the smallest distance that can be resolved beltween two lines by
optical instruments is proportional to the wavelength and inversely proportional to the angular
distribution of the light observed (dyy, = A/ sin ). It establishes a prominent physical prob-
lem, known as the “diffraction limit”. That is why it is also called Abbe’s resolution limit.
No matter how perfect is an optical instrument, its resolving capability will always have this
diffraction limit. The limits of light microscopy are thus determined by the wavelength of
visible light, which is 400-700 nm, the maximum resolving power of the light microscope
is limited (o about half the wavelength, typically about 300 nm. This value is close to the
diameter of a small bacterium, and viruses, which cannot therefore be visualized. To attain
sublight microscopic resolution, a new type of instrument is needed; as we know today, accel-
crated electrons, which have a much smaller wavelength, are used in suitable instruments to
scrutinize structures down to the 1 nm range.

The diffraction limit of light was first surpassed by the use of scanning near-field optical
microscopes; by positioning a sharp optical probe only a few nanometers away from the
object, the regime of far-field wave physics is circumvented, and the resolution is determined
by the probe—samplc distance and by the size of the probe, which is scanned over the sample.

First described in: E. Abbe, Beitrige zur Theorie des Mikroskops und der mikroskopischen
Wahrnehmung, Schultzes Archiv fiir mikroskopische Anatomic 9, 413-668 (1873).

ADbDbe’s resolution limit — see Abbe’s principle.

aberration — any image defect revealed as distortion or blurring in optics. This deviation
from perfect image formation can be produced by optical Ienses. mirrors and electron lens
systems. Examples are astigmatism, chromatic or lateral aberration, coma, curvature of field,
distortion, spherical aberration.

In astronomy, it is an apparent angular displacement in the direction of motion of the
observer of any celestial object due (o the combination of the velocity of light and of the
velocity of the observer.

ab initio (approach, theory, calculations, ...) — Latin meaning “from the beginning”. It sup-
poses that primary postulates, also called first prineiples, form the background of the referred
theory, approach or calculations. The primary postulates are not so directly obvious from
experiment, but owe their acceptance to the fact that conclusions drawn from them, often by
long chains of reasoning, agree with experiment in all of the tests which have been made. For
What is What in the Naonoworld: A Handbook an Nanoscience and Nanotechnology.
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2 Abney law

example, calculations based on the Schridinger wave equation, or on Newton's equations
of motion or any other fundamental equations, arc considered to be ab initio calculations.

Abney law states that the shift in apparent hue of spectral color that is desaturated by addition
of white light is towards the red cnd of the spectrum if the wavelength is below 570 nm and
towards the blue if it is above.

Abrikosov vortex — a specific arrangement of lines of a magnetic field in a type 11 supercon-
ductor.
First described in: A. A. Abrikosov, An influence of the size on the critical field for 1ype Il
superconductors, Doklady Akademii Nauk SSSR 86(3), 489492 (1952) - in Russian.
Recognition: in 2003 A. A. Abrikosov, V. L.. Ginzburg, A. J, Leggett received the Nobel
Prize in Physics for pioneering contributions to the theory of superconductors and superfluids.
See also www.nobel.se/physics/laureates/2003/index.html,

absorption — a phenomenon arising when electromagnetic radiation or atomic particles enter
matter. In general, two kinds of attenuation accompany the radiation and particles coming
through matter, these are absorption and scattering. In the case of radiation, both obey a
similar law [ = I exp(—auw), where I is the intensity (flux density) of radiation entering
the matter, I is the intensity of radiation at the depth 7. In the abscnce of scatter, «v is the
absorption coefficient, and in the absence of absorption, « is the scattering coefficient. If
both forms of attenuation are present, « is termed the total absorption coelficient. See also
dielectric function.

acceptor (atom) — an impurity atom, typically in semiconductors, which accepts clectron(s).
Acceptor atoms usually form clectron energy levels slightly higher than the uppermost field
energy band, which is the valence band in semiconductors and dielectrics. An clectron from
this band is readily excited into the acceptor level. The consequent deficiency in the previously
filled band contributes to hole conduction.

acoustic phonon — a quantum of excitation related to an acoustic mode of atomic vibrations
in solids. For more details sce phonon.

actinic — pertaining to electromagnetic radiation capable of initiating photochemical reac-
tions, as in photography or the fading of pigments.

actinodielectric — a dielectric exhibiting an increase in electrical conductivity when electro-
magnetic radiation is incident upon it.

activation energy — the energy in excess over a ground state, which must be added 10 a system
to allow a particular process to take place.

adatom — an atom adsorbed on a solid surface.

adiabatic approximation is used Lo solve the Schriodinger equation {or electrons in solids.
It assumes that a change in the coordinates of a nucleus passes no energy to clectrons, 1. e. the
electrons respond adiabatically, which then allows the decoupling of the motion of the nuclei
and electrons motion. See also Born-Oppenheimer approximation.



Aharonov-Bohm effect 3

adhesion - the property of a matter to cling to another matter, controlled by intermolecular
forces at their interface.

adiabatic principle ~ perturbations produced in a system by altering slowly the external con-
ditions result, in general, in a change in the cnergy distribution in it, but leave the phase
integrals unchanged.

adiabatic process — a thcrmodynamic procedure which take place in a system without ex-
change of heat with the surroundings.

adjacent charge rule stalcs that it is possible to write formal electronic structures for some
molecules where adjacent atoms have formal charges of the same sign. The Pauling formula-
tion (1939) states that such structures will not be important owing to instability resulting from
the charge distribution.

adjoint operator — an operator B such that the inner products (A, ) and (z, By) arc equal
for a given operator A and for all elements x and ¥ of the Hilbert space. It is also known as
an associale operator and a Hermitian conjugate operator.

adjoint wave functions - functions in the Dirac electron theory, which are formed by apply-
ing the Dirac matrix to the adjoint operators of the original wave functions.

admittance — a mcasure of how readily alternating current will flow in an electric circuit. It
is the reciprocal of impedance. The term was introduced by Heaviside (1878).

adsorption — a type of absorption, in which only the surface of a matter acts as the absorbing
medium. Physisorption and chemisorption arc distinguished as adsorption mechanisms.

AES — acronym for Auger electron spectroscopy.
affinity — sec electron affinity.

Aharonov-Bohm effect — the total amplitude of clectron waves at a certain point oscillates
periodically with respect to the magnetic flux enclosed by the two paths due to the interference
effect. The design of the interferometer appropriate for experimental observation of this effect
is shown in Figure 1. Electron waves come {rom the waveguide to the left terminal, split into
two equal amplitudes going around the two halves of the ring, meet each other and interfere
in the right part of the ring, and leave it through the right terminal. A small solenoid carrying
magnetic flux ® is positioned entirely inside the ring so that its magnetic ficld passes through
the annulus of the ring. It is preferable to have the waveguide sufficiently small in order to
restrict the number of possible coming clectron modes to one or a few.

The overall current through the structure from the left port to the right one depends on the
relation between the length of the ring arms and the inelastic mean {ree path of the electrons in
the ring material. It this relation meets the requirements for quasi-ballistic transport, the cur-
rent is determined by the phase interference of the electron waves at the exit (right) terminal.
The vector potential A of the magnetic field passing through the ring annulus is azimuthal.
Hence cleetrons travelling in either arms of the ring move either parallel or antiparallel to the
vector potential. As a result, there is a difference in the phases of the electron waves coming to
the exit port from different arms. It is defined to be Ad = 27(P/dg), where &y = h/e is the



4 Airy equation

Figure 1: Schematic layout of the interfcrometer for obscrvation of the Aharonov—Bohm effect.
The small solenoid inside the ring produces the magnetic ficld of the flux @ enclosed between
the two arms and characterized by the vector potential A.

quantum of flux. The interference of the electron waves appears to be periodic in the number
of flux quanta passing through the ring. It is constructive when & is a multiple of &, and
destructive halfway betwcen. It producces a periodic modulation in the transverse conduclance
(resistance) of the ring by the magnetic field. which is known as the magnetic Aharonov—
Bohm effect. It is worthwhile to note here that real devices hardly meet the requirements
for observation of the “purc” Aharonov-Bohm effect. The point is that the magnetic ficld
penetrates the arms of the interfcrometer, not just the area enclosed by them. This leads to
additional current variations at high magnetic ficlds, while the enctosed flux dominates at low
magnetic fields.

First described in: Y. Aharonov, D. Bohm, Significance of electromagnetic potentials in
the quantum theory, Phys. Rev. 115(3), 485491 (1959).

Airy equation — the second order dilfercential equation d?y/de? - zy, also known as the
Stokes equation. Here & represents the independent variable and y is the value of the function.

Airy functions — solutions of the Airy equation. The cquation has two linearly indepen-
dent solutions, conventionally taken as the Airy integral [unctions Ai(x) and Bi(x). They
arc plotted in Figure 2. There are no simple expressions for them in terms of elementary
functions, while for large absolute values of x: Ai(x) ~ 7~ /20 Ydexp[—(2/3)2%/?],
Ai(—x) ~ (1/2)7=" 20 Y4 eos| -(2/3)a™% — 7/4]. Airy functions arise in solutions of
the Schriodinger equation for some particular cases.

First described in: G. B. Airy, An Elementary Treatise on Partial Differential Equations
(1866).

Airy spirals — spiral interference patterns formed by quartz cut perpendicularly to the axis in
convergent circularly polarized light.

aldehydes - organic compounds that have at least one hydrogen atom bonded to the carbonyl
group (>C = Q). These may be RCHO or ArCHO compounds with R representing an alkyl
group (—C, Ha,, 4, ) and Ar representing aromatic ring.



amines 5

1.0

Figure 2: Airy [unctions.

algorithm — a sct of well-defined rules for the solution of a problem in a finite number of
steps.

alkanes — see hydrocarbons.
alkenes - - see hydrocarbons.
alkyl groups — sec hydrocarbons.

allotropy - the property of a chemical element to exist in two or more different structural
modifications in the solid state. The term polymorphism is used for compounds.

alternating current Josephson effect — see Josephson effects.

Al’tshuler-Aronov-Spivak effect occurs when the resistance of the conductor in the shape
of a hollow cylinder oscillates as a function of the magnetic flux threading through the hol-
low with a period of he/2¢. This effect was predicted for the diffusive regime of the charge
transport where the mean free path of the electrons is much smaller than the sample size. The
conductance amplitude of the oscillations is of the order of ¢?/h and depends on the phasc
coherence length over which an electron maintains its phase coherence. Coherent backscat-
tering of an electron when there is interference in a pair of backscattered spatial waves with
time-reversal symmeltry causcs the oscillations.

First described in: B. L. Al'tshuler, A. G. Aronov, B, Z. Spivak, Aharonov—Bohm effect in
non-ordered conductors, Pis’'ma Zh. Eksp. Teor. Fiz, 33(2), 101-103 (1981) - in Russian.

amides - organic compounds that arc nitrogen derivates ot carboxylic acids. The carbon
atom of a carbonyl group (:C = O) is bonded directly to a nitrogen atom of a —NH;, —NHR
or NR, group, where R represents an alkyl group ( C,Hs,,41). The general formula of
amides is RCONH,.

amines — organic compounds that arc ammonia molecules with hydrogen substituted by alkyl
groups (—C,, Hy,, 1), or aromatic rings. These can be RNH,, RoNH, or RN, where R is an
alkyl or aromatic group.



6 Amontons’ law

Amontons’ law currently supposes the stalement that the friction force between two bodies
is directly proportional to the applied load (normal), with a constant of proportionality that is
the friction coefficient. This force i1s constant and independent of the contacl arca, the surface
roughness and the sliding velocity.

In fact, this statement is a combination of a few laws: the law of Euler and Amontons
stating that friction is proportional to the loading force, the law of Coulomb (see Coulomb
law (mechanics)) stating that friction is independent of the velocity, the faw of Leonardo da
Vinci stating that friction is independent of the area of contact.

amorphous solid — a solid with no long-range atomic order.

Ampere currents — molecular-ring currents postulated to explain the phenomenon of mag-
netism as well as the apparent nonexistence ol isolated magnetic poles.

Ampere’s law , as amended by Maxwell, stales that the magnetomotive force round any
closed curve equals the electric current flowing through any closed surface bounded by the
curve. The force appears clockwise to an observer looking in the direction of the current. It
means that [ Hdl = 7, where H is the magnetic field strength and / is the current enclosed.
The linear inlegral is taken round any closed path. 1f the current is flowing in a conducting
medium, [ = [ J ds, where J is the current density. Finally, it may be shown that VaH = J,
which is a statement of Ampere’s law at a point in a conducting medium.
First described by A. Ampere in 1820.

Ampere’s rule states that the direction of the magnetic field surrounding a conductor will be
clockwise when viewed from the conductor if the direction of current flow is away from the
observer.

First described by A. Ampcre in 1820.

Ampere’s theorem stales that an clectric current flowing in a circuit produces a magnetic
ficld at external points equivalent to that due to a magnetic shell whose bounding edge is the
conductor and whose strength is equal to the strength of the current.

First described by A. Ampere in 1820,

Andersen—Nose algorithm — a method used in molecular dynamics simulation for numer-
ical integration of ordinary differential cquation systems based on a quadratic presentation of
time-dependent atom displacement.

First described in: S. Nose, F. Yonezawa, Isothermal-isobaric computer simulations of
melting and crystallization of a Lennard—Jjones system, J. Chem. Phys. 84(3), [803-1812
(1986).

Anderson localization means that the electron wave function becomes spatially localized and
the conductivity vanishes at zero temperature when the mean free path of electrons is short
comparable to the Fermi wavelength (Ar = 27 /kr), multiple scattering becomes important.
Metal—insulator transition takes place duc to disordering. In the localized states, the wave
function decays exponentially away from the localization center, i.c. ¥(r) ~ exp(—r/£),
where § 1s called the localization length. Anderson localization depends strongly on dimen-
sionality.
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First described in: P. W. Anderson, Absence of diffusion in certain random lattices, Phys.
Rev. 109(5), 1492-1505 (1958).

Recognition: in 1977 P. W. Anderson, N. F. Mott and J. H. van Vleck received the Nobel
Prize in Physics for their fundamental theoretical investigations of the electronic structure of
magnetic and disordered systems.

See also www.nobel.se/physics/laurcates/1977/index html.

Anderson rule, also called the electron affinity rule, states that the vacuum levels of two
materials forming a heterojunction should be lined up. 1t is used for the construction of
energy band diagrams of heterojunctions and quantum wells.

The electron affinity x of the materials is used for the lining up procedure. This material
parameter is nearly independent of the position of the Fermi level, unlike the work function,
which is measured from the Fermi level and therefore depends strongly on doping.
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Figure 3: Alignment ol the bands at a heterojunction according Lo Anderson's rule.

Figure 3 shows the band alignment at the interface between small band gap material A
with electron affinity x4 and large band gap material B with clectron affinity xp supposing
Xa = Xg. According to the rule the offset of the conduction band AL, = ARy — AlZ.s -
xa — Xxu. Correspondingly, the offset of the valence band AL\, can be predicted from the
above diagram accounting for both electron aflinities and band gaps of the matenals. At
& temperaturc above absolute zero the misalignment of the Fermi levels, if therc is any, is
eliminated by redistribution of frec charge carriers at the inlerface between the barrier and
well regions.

The validity of the rule was discussed by H. Kroemer in his paper Problems in the theory
of heterojunction discontinuities CRC Crit. Rev. Solid State Sci. 5(4), 555-564 (1975). The
hidden assumption about the relation between the properties of the interface between two
semiconductors and those of the much more drastic vacuum-to-semiconductor interface is a
weak point of the rule.
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First described in: R. L. Anderson, Germanium-gallivin arsenide heterojunction, IBM J.
Res. Dev. 4(3), 283-287 (1960).

Andreev process —reflection of a quasiparticle from the potential barrier formed by a normal
conductor and superconductor when the barrier height is less than the particle energy. It
results in a temperature leap at the barrier if a heat flow takes place there. The conductor part
of the structure can be made of a metal, semimetal or degenerate semiconductor.

The basic concept of the process is illustrated schematically in Figure 4 for an clectron
crossing the interface between a conductor and a superconductor.
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Figure 4: Andreev reflection process.

There is a superconducting energy gap opencd up lor a single electron on the supercon-
ductor side. Thus, an clectron approaching the barrier from the metal side with energy above
the Fermi level, but still within the gap, cannot be accommodated in the superconductor as
a single particle. 1t can only form a Cooper pair there that needs an additional clectron to
come from the metal side with energy below the Fermi level. This removed electron leaves
behind a hole in the Fermi see. 1f the incident electron has momentum /ik, the generated hole
has momentum —4~k. It traces the same path as the electron, but in the opposite direction.
Describing the phenomenon onc says that the incident electron is reflected as a hole.

First described in: A. F. Andreev, Thermal conductivity of the intermediate state of super-
conductors, 7h. Exp. Teor. Fiz. 46(5), 1823—-1928 (1964).

anisodesmic structure — a structure of an ionic ¢rystal in which bound groups of ions tend to
be formed. See also mesodesmic and isodesmic structures.

Angstrom —a metric unit of length that corresponds to 10~ m. The atomic diameters are in
the range of 1-2 A. It is named in honor of the 19th-century physicist Anders Jonas Angstrom,
one of the founders of modern spectroscopy.

angular momentum — the energy of a rotating particle. It is quantized for quantum particles
as 12 = 1(1+ 1)A?% where I = 0,1,2,...,n — |, where n is the principal quantum number.
In an atom electrons with { = 0 arc termed s states, [ = 1, p states, { = 2, d states, [ == 3, f
states, I -+ 4, g states. The letters s, p, d were first used to describe characteristic features of
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spectroscopic lines and stand for “sharp”, “principal”, and “diffuse”. After d the letters run
alphabetically.

anisotropy (of matter) — different physical propertics of a medium in different directions.
The alternative is isotropy.

anodizing = anodic oxidation, is the formation of an adherent oxide film on the surface of a
metal or semiconductor when it is anodically polarized in a suitable electrolyte or plasma of
an clectric discharge in a gas.

anomalous Zeeman effect — scec Zeeman effect.

antibody — an inducible immunoglobulin protein produced by B lymphocytes of the immune
system, in humans and other higher animals, which recognizes and binds to a specific anti-
gen molccule of a foreign substance introduced into the organism. When antibodies bind to
corrcsponding antigens they set in motion a process to eliminate the antigens.

antibonding orbital — the orbital which, if occupied, raises the energy of a molecule relative
to the separated atoms. The corresponding wave function is orthogonal to that of the bonding
state. See also bonding orbital.

antiferroelectric — a dielectric of high permittivity, which undergoes a change in crystal struc-
ture at a certain transition temperature, usually called the antiferroelectric Curie temperature.
The antiferroelectric state in contrast to a ferroelectric state possesses no net spontaneous po-
larization below the Curie temperaturc. No hysteresis effects are thercforc exhibited by this
type of material. Examples: BaTiOy, PbZrO;, NaNbQy.

antiferromagnetic — sec magnetism.

antigen — any foreign substance, such as a virus, bacterium, or protein, which, after introduc-
tion into an organism (humans and higher animals), elicits an immune response by stimulating
the production of specific antibodies. It can also be any large molecule which binds specifi-
cally to an antibody.

anti-Stokes line — see Raman effect.

anti-dot — a quantum dot madc of a wider band gap semiconductor in/on a smaller band gap
semiconductor, for example Si dot infon Ge substrate. It repels charge carriers rather than

attracts them.

anti-wires — the quantum wires made of a wider band gap semiconductor in/on a smaller
band gap semiconductor. They repel charge carriers rather than attract them.

APFIM - acronym for atom probe field ion microscopy.
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approximate self-consistent molecular orbital method — the Hartree—Fock theory as it
stands is too time consuming for usc in large systems. However it can be used in a
parametrised form and this is the basis of many of the semi-empirical codes used like Com-
plete Neglect of Differential Overlap (CNDQ) and Intermediate Neglect of Differential
Overlap (INDQO).

In the CNDO-method all integrals involving different atomic orbitals arc ignored. Thus,
the overlap matrix becomes the unit matrix. Moreover, all the two-center electron inlegrals
between a pair of atoms are set equal and the resonance integrals are set proportional to the
overlap matrix. A minimum basis set of valence orbilals is chosen using Slater type orbitals.
These approximations strongly simplify the Fock equation.

In the INDO-mecthod the constraint present in CNDO thal the monocentric two-electron
integrals are set equal is removed. Since INDO and CNDO execute on a computer at about the
same speed and INDO conlains some important integrals neglected in CNDO, INDO performs
much better than CNDO, especially in the prediction of molecular spectral properties.

It is interesling Lo note that the first papers dealing with the CNDO method appear in
a supplementary issuc of the Journal of Chemical Physics that contains the proceedings of
the International Symposium on Atomic and Molecular Quantum theory dedicated to R. S.
Mulliken (see Hund—Mulliken theory), held in the USA on 18-23 January 1965.

First described in: J. A. Pople, D. P. Santry, G. A. Segal, Approximate self-consistent
maolecular orbital theory. I Invariant procedures, J. Chem. Phys. 43(10), S129-S135 (1965);
J. A. Pople, D. P. Santry, G. A. Segal, Approximate self-consistent molecular orbital theory. 11.
Calculations with complete neglect of differential overlap, J. Chem. Phys. 43(10), S136-S151
(1965); J. A. Pople, D. P. Santry, G. A. Segal, Approximate self consistent molecular orbital
theory. lIl. CNDQO results for AB, and ABj3 systems, J. Chem. Phys. 44(9), 3289-3296 (1965).

More details in; J. A Pople, Quantum chemical models, Reviews of Modern Physics, 71
(5), 1267-1274 (1999).

Recognition: in 1998 J. A. Pople shared with W. Kohn the Nobel Prize in Chemistry for
his development of computational methods in quantum chemistry.

Sec also www.nobel.se/chemistry/laureates/1998/index.html.

a priori — Latin meaning “before the day™. It usually indicates some postulates or facts known
logically prior to the referred proposition. It pertains to deductive reasoning from assumed
axioms or self-evident principles.

APW — acronym for augmented plane wave.

argon laser — a type of ion laser with ionized argon as the active medium. It generates light
in the blue and green visible light spectrum, with two energy peaks: at 488 and 514 nm.

armchair structure — sec carbon nanotube
aromatic compounds — scc hydrocarbons.

aromatic ring - see hydrocarbons.
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Arrhenius equation — the equation in the form V' = Vyexp(—£2,/ksT), which is often
used to describe temperature dependence of a process or reaction rate 'V, where Vy is the
temperature independent pre-exponential factor, [y is the activation cnergy of the process or
reaction, 'I' is the absolute temperature, The plot representing log(V/V;) as a function of
L/kuT or 1/T is called Arrhenius plot. It is used (0 extract the activation encrgy £, as the
slope of a linear part of the curve.

artificial atom(s) — see quantum confinement.

atomic engineering — a set of techniques uscd to built atomic-size structures. Atoms and
molecules may be manipulated in a varicty ol ways by using the interaction present in the
tunnel junction of a scanning tunneling microscope (STM). In a sensc, there is a possibility
1o use the proximal probe in order to extend our touch to a rcalm where our hands arc simply
too big.

Two formal classes of atomic manipulation processes are distinguished: parallel processes
and perpendicular processes. In parallel processes an adsorbed atom or molecule is forced to
move along the substrate surface. In perpendicular processes the atom or molecule is trans-
ferred from the surface to the STM tip or vice versa. In both processes the goal is the purpose-
ful rearrangement of matter on the atomic scale. One may view the act of the rearrangement
as a series of steps that results in the selective modification or breaking of chemical bonds be-
tween atoms and subsequent creation of new ones. It is equivalent to a procedure that causes
a configuration of atoms to cvolve along some time-dependent potential encrgy hyper-surface
from an initial to a final configuration. Both points of view are useful in understanding physi-
cal mechanisms by which atoms may be manipulated with a proximal probe.

In parallel processes the bond between the manipulated atom and the underlying surface is
never broken. This means that the adsorbate always lies within the absorption potential well.
The relevant energy scale for these processes is the encrgy of the barrier to diffusion across
the surtace. This energy is typically in the range of 1/10 to 1/3 of the adsorption energy and
thus varies from about 0.01 ¢V for weakly bound physisorbed atoms on « closc-packed metal
surface to | eV for strongly bound chemisorbed atoms. There are two parallel processes tested
for atomic manipulation: field-assisted diffusion and a sliding process.

The field-assisted diffusion is initiated by the interaction of a spatially inhomogencous
electric field of an STM up with the dipole moment of an adsorbed atom. The inhomogeneous
clectric field leads to a potential cnergy gradient at the surface resulting in a field-assisted
dircctional diffusion motion of the adatom. In terms of the potential energy the process can be
presented as follows. '

An atom in an electric ficld £(r) is polarized with a dipole momentp = 1 I & E(r)+. ..,
where 1 is the static dipole moment, @ 2(r) the induced dipole moment, and @ the po-
larizability tensor. The related spatially dependent energy of the atom is given by U(r) =
—ul2(r) = 1/26°(r)E(r)£(r)+. .. This potential energy is added to the periodic potential at
the substrate surface. Weak periodic corrugation of the energy occurs. The resulting potential
reliefs are shown in Figure 5. A broad or sharp potential well is formed under the STM tip,
depending on the particular interaction between the tip, adatom and substrate atoms. The in-
teraction of the electric ficld with the adsorbate dipole moment gives rise to a broad potential
well. The potential cnergy gradient causes the adatom to diffuse towards the potential mini-
mum under the tip. When there is a strong attraction of the adsorbate to the tip by chemical
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binding, this leads to a rather steep potential well locating directly below the tip apex. The
adsorbalte remains trapped in the well as the tip is moved laterally.
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Figure 5: Schematic of the potential energy of an adsorbed atom as a function of its lateral
position on a surface above which is localed the STM tip.

Realization of field-assisted diffusion needs the substrate 1o be positively biased. At a neg-
ative substrate polarity the static and induced dipole terms being opposite in sign compensate
each other. In this case no potential well and related stimulating cnergy gradient for diffusion
are produced.

The sliding process supposes pulling of an adsorbate across the surface by the tip of a
proximal probe. The tip always exerts a force on an adsorbate bound (o the surface. One
component of this force is due to the interatomic potential, that is, the chemical binding force,
belween the adsorbate and the outermost tip atoms. By adjusting the position of the tip one
may tune the magnitude and the direction of the force cxerted on the adsorbale, thus forcing
it to move across the surtace.

‘The main steps of atomic manipulation via the sliding process are depicted in Figure 6.
The adsorbate to be moved is first located with the STM in ils imaging mode and then the
Lip is placed near the adsorbate (position “a”). The tip~adsorbate interaction is subsequently
increascd by lowering the tip toward the adsorbate (position “£7). This is achieved by changing
the required tunnel current to a higher value and letting the feedback loop move the tip to a
height which yiclds the higher demanded current. The adsorbate—tip attractive force must be
sufficient to keep the adsorbate located beneath the tip. The tip is then moved laterally across
the surface under constant current conditions (path “¢”) to the desired destination (position
“d”), pulling the adsorbate along with it. 'The process is terminaled by reverting to the imaging
mode (position “¢™), which leaves the adsorbate bound to the surface at the desired location.

In order for the adsorbate to follow the lateral motion of the tip, the tip must exert enough
force on the adsorbate to overcome the lateral forces between the adsorbate and the surface.
Roughly speaking, the force necessary to move an adsorbate from site to site across the surface
is given by the ratio of the corrugation energy to the scparation between atoms of the under-
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Figure 6: Schemalic of the sliding process: a

substrate and ¢ - imaging, b - connecting, ¢ - sliding, d -
disconnecting.

lying surface. However, the presence of the tip may also cause the adsorbate to be displaced
normal to the surface relative to its unperturbed position. The displaced adsorbate would
have an altered in-plane intcraction with the underlying surface. I the tip pulls the adsorbate
away trom the surface causing a reduction of this in-plane interaction, then we would expect
our estimate to be an upper bound for the force necessary to move the adsorbate across the
surface.

The manipulation of an adsorbate with the sliding process may be characterized by a
threshold tip height. Above this height the adsorbate—tip interaction is too weak to allow ma-
nipulation. At the threshold this interaction is just strong enough to allow the tip to pull the
adatom along the surface. The absolute height of the STM tip above the surface 1s not mea-
sured directly. But resistance of the tunnel junction strongly correlated to the tip—surface sep-
aration, is accurately controlled. An increasing resistance corresponds to greater tip—surface
separation, and hence to their weaker interaction. The threshold resistance to slide an adsor-
bate depends on the particular arrangement of atoms at the apex of the tip. For that rcason it
cannot vary by more than a factor of 4, The resistance is more sensitive to the chemical nature
of the adatom and surface atoms, ranging from tens of k€ to a few MS2, The ordering of the
threshold resistances is consistent with the simple notation that the corrugation cnergy scales
with the binding energy and thus greater force must be applied to move adatoms that are more
strongly bound to the surface.

In perpendicular processes an atom, molecule or group of atoms is transferred from the tip
to the surface or initially {rom the surface to the tip and then back to a new site on the surface.
In order to illustrate the main features of these processes we discuss transferring an adsorbed
atorn from the surtace to the tip. The relevant energy for such a process is the height of the
potential barrier that the adsorbate should come through to go from the tip to the surtace. The
height of this barrier depends on the separation of the tip trom the surface. It approaches
the adsorption energy in the limit of large tip—surface separation and goes to zero when the
tip is located close enough to the adsorbate. By adjusting the height of the tip one may tune
the magnitude of this barricr. Electrical biasing of the tip with respect to the substrate, as is
usually performed in STM, controls the transferring process. Three approaches distinguished
by the physical mechanisims employed have been proposed for perpendicular manipulations
of atoms. These are transfer on- or ncar-contact, field evaporation and clectromigration.
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The transter on- or ncar-contact is conceptually the simplest among the atomic manipula-
tion processes. It supposes the tip to be moved toward the adsorbate until the adsorption wells
on the tip and surface sides of the junction coalesce. That is, the energy barrier separating
the two wells disappears and the adsorbate can be considered to be simultancously bound to
the tip and the surface. The tip is then withdrawn, carrying the adsorbate with it. For the
process to be successful the adsorbate’s bond to the surface must be broken when the tip is
moved out. One might expect that the adsorbate would “choose™ to remain bound to the side
of the junction on which it has the greatest binding energy. However, the “moment of choice”
comes when the adsorbate has strong interactions with both tip and surface, so the binding
energy argument may be too simple. It does not account for the simultancous interaction of
the adsorbate with the tip and the surface.

At a slightly increased separation between the tip and sample surface, the adsorption well
of the tip and surfacc atom are close enough to significantly reduce the intermediate barrier
but have it still remain finite, such that thermal activation is sufficient for atom transfer. This is
called transfer-near-contact. This process has a rate proportional to v exp(—I, /kpT), where
1 is the frequency factor, 72, the reduced energy barrier between the tip and the sample. The
transfer rate exhibits an anisotropy if the depth of the adsorption well is not the same on each
side of the barrier. It is important to distinguish this transfer-near-contact mechanism from
field evaporation, which requires an intermediate ionic state.

In its simplest form, the transfer on- or near-contact process occurs in the complete absence
of any electric ficld, potential difference, or flow of current between the tip and the sample.
Nevertheless, in some circumstances it should be possible to set the direction of transfer by
biasing the junction during contact.

The field evaporation uses the ability of ions to drift in the electric field produced by an
STM probe. It is a thermally activated process in which atoms at the tip or at the sample
surtace are ionized by the electric field and thermally evaporated. Drifting in this field they
come more easily through the potential Schottky-type barrier separating the tip and the surface
because this barrier appears to be decreased by the electric field applicd. Such favorable
conditions are simply realized for positively charged ions by the use of a pulse voltage applied
to the tip separated from a sample surface at about (0.4 nm or smaller. Field evaporation of
ncgative ions meets difficulties associated with the competing effect of field electron emission,
which would melt the tip or surface at the fields necessary for negative ion formation.

The electromigration in the gap scparating an STM tip and sample has much in common
with the electromigration process in solids. There are two components of the force driving
electromigration. The first is determined by the clcctrostatic interaction of the charged adsor-
bates with the clectric field driving the electron current through the gap. The second, which
is called the “wind” force, is induced by direct scattering of clectrons at the atomic particles.
These forces are most strongly felt by the atoms in the immediate vicinity of the tunnel junc-
tion formed by the tip of a proximal probe and sample surface. There are the highest electric
field and current density there. Within the electromigration mechanism the manipulated atoms
always move in the same direction as the tunneling electrons. Moreover, “heating” of adsor-
bates by tunnel current stimulates electromigration as soon as a “hot” particle may morc casily
jump to a ncighboring site. Atomic electromigration is a reversible process.

Summarizing the above-presented physical mechanisms used for manipulation of indi-
vidual atoms with proximal probes one should remember that there is no universal approach
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among them. Applicability of each particular mechanism is mainly determined by the phys-
ical and chemical nature of the atoms supposcd to be manipulated, by the substrate and to
some extent by the probe material. An appropriate choice of the adsorbate/substrate systems
still remains a state-of-art point.

More details in: Handbook of Nanotechnology, edited by B. Bhushan (Springer, Berlin
2004).

atomic force microscopy (AFM) originated {rom scanning tunneling microscopy (STM).
Atomic and molecular forces, rather than a tunneling current, are monitored and used for the
surface characterization at the atomic scale. The forces are detected by a probe tip mounted
on a flexible cantilever, as it is shown in Figure 7. Deflection of the cantilever, to a good
approximation, is directly proportional to the acting force. It is optically or electronically
monitored with a high precision. The deflection signal is used to modulate the tip-sample
separation as is donc in STM with the tunneling current. While scanning, onc can obtain a
profile of atomic and molecular forces over the sample surtace, The sensitivity of AFM to
the clectronic structure of the sample surface, inherent to STM, is largely absent. Therefore it
allows characterization of non-conducting materials.
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Figure 7: Tip-sample geometry and rcgistered effect in atomic force microscopy.

attractive force

The contact mode where the tip rides on the sample in close contact with the surface is the
common mode used in AFM. The force on the tip is repulsive with a mcan value of 1072 N.
This force is set by pushing the cantilever against the sample surface with a piezoelectric
positioning element. A non-contact mode, where the tip hovers 5-15 nin above the surface, is
used in situations where tip contact might alter the sample in subtle ways. A static or dynamic
regime can be employed while scanning the tip over the sample surface. While the static,
or contact mode is a widespread technique to obtain nanometer resolution images on a wide
variety of surfaces, true atomic resolution imaging is routinely observed only in the dynamic
mode that is often referred to as dynamic force microscopy.

The atomic force microscopy technique has been also developed to detect electrostatic
and magnetic forces as well as friction forces at the atomic scale - see electrostatic force
microscopy, magnetic force microscopy, friction force microscopy.

First described in: G. Binning, C. I Quate, Ch. Gerber, Atomic force microscope, Phys.
Rev. Lett. 56(9), 930-933 (1986).

More details in: Handbook of Nanotechnology, edited by B. Bhushan (Springer, Berlin
2004).
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Table 1: Number of orbitals as a function of the quantum numbers » and /.

L—10 1 2 3 Total
n | s p d { | number of orbitals
| 1 1
|2 1 [3 4
3 i 3 5 9
4 L3517 16

atomic number — the number of protons in the atomic nucleus, and hence the nuclear charge.

atomic orbital — a wave function of a hydrogenic (hydrogen-like) atom. This term expresses
something less definite than the “orbit” of classical mechanics. When an electron is described
by one of thc wave functions, one says that il occupies that orbital. It defines the spatial
behavior of an electron of a given energy level in a particular atom. An overlap of orbitals in
solids produces bands.

In an atom all orbitals of a given value of principal quantum number n form a single shell.
It is common to refer to successive shells by the letters: K (n = 1), L (n = 2), M (n = 3),
N (n = 4), ... The number of orbitals in a shell of principal number n is n*. In a hydrogenic
alom each shell is n2-fold degenerate.

The orbitals with the same value of n but different angular momentum, which corre-
sponds different values of [, form the subshell of a given shell. The subshells arc referred to
by the letters: s (I = 0), p (I =1),d (I = 2), { (I = 3), ... Thus, the subshell with [ .= 1 of
the shell with n = 3 is called the 3p subshell. Electrons occupying these orbitals are called 3p
electrons. The number of orbitals for different n and [ is listed in Table 1.

s orbitals are independent of anglc (the angular momentum is zero), so they are spherically
symmetrical. The first s orbitals are shown schematically in Figure 8.

Figure 8: The form of hydrogenic atomic s orbitals.

p orbitals arc formed by electrons with angular momentum 7.2 = 2A?, This orbitals have
zero amplitude at » = (). Tt can be understood in terms of the centrifugal eftect of the angular
momentum, which flings the electron away from the nucleus. The same effect appears in all
orbitals with [ = (.

The three 2p orbitals are distinguished by the three different valucs that /m; can take when
I = 1, where my represents the angular momentum around an axis. They are presented in
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Figure 9. Different values of m; denotc orbitals in which the electron has different angular
momenta around an arbitrary axis, for instance the z-axis, but the same magnitude of mo-
mentum because / is the samce for all three. In this case the orbital with m; = 0 has zero
angular momentum around the z-axis. It has the form f(7) cos 0. The clectron density, which
is proportional (o cos? 6, has its maximum on either side of the nucleus along the z-axis (for
f = 0° and 4 = 180"). For this reason, the orbital is also called a p. orbital. The orbital
amplitude is zero when 6 = 90°, so the ry-planc is a nodal plane of the orbital. On this plane
the probability of finding an electron occupying this orbital is zero.
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Figure 9: Three hydrogenic atomic p orbitals, cach dirccted along a dilferent axis.

The orbitals with 7y, = %1, which are the p,, and p,, orbitals, do have angular momentum
about the z-axis. These two orbitals arc different in the direction of the electron motion, which
are opposite to each other. Nevertheless, they both have zero amplitude at ¢ - 0% and = 90°
(along the z-axis) and maximum amplitudc where 8 = 90°, which is in the xy-plane. The p,.
and p, orbitals have the same shape as the p. orbital, but are directed along z- and y-axis,
respectively. Their combinations arc standing waves with no net angular momentuim around
the z-axis, since they are composed of equal but opposite values of m;.

d orbitals appear when n = 3. Therc arc five orbitals in that case with my; = 0,11, £2,
which correspond to five different angular momenta around the z-axis but with the same mag-
nitude of the momentum. The orbitals with opposite values of 1, (and hence opposite senses
of motion around the z-axis) may combine in pairs to produce standing waves. An important
feature of d orbitals is that they are concentrated much more closcly at the nucleus than s and
p orbitals are. An example of the d orbital is depicted in Figure 10.

d orbitals are more strongly concentrated near the nucleus and isolated from neighboring
atoms than other orbitals. They are important in studying the properties of rare-earth metals.

For the definitions of ¢ and 7 orbitals see molecular orbital.

atom probe field ion microscopy (APFIM) — the technique originated (rom field ion mi-
croscopy. The analyzed sample is prepared in the form of a sharp tip. A voltage pulse is
applied to the tip causing atoms on the surface of the tip to be ejected. The atoms travel down
a drift tube where their time of arrival can be measured. The time (aken for the atom to arrive
at the detector is a measure of the mass of that atom. Thus, compositional analysis of the
sample can be carried out on a layer by layer basis.
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Figure 10: The d orbital of the :zy/r* form.

The technique enables onc o determine the chemical identity along with the position of
surface atoms with atomic structural resolution. It has no clemental mass limitations, making
it unique among analytical instruments.

First described in: E. W, Miiller, J. A. Panitz, S. B. McLane, The atom probe microscope,
Rev. Sci. Instrum. 39(1), 83-86 (1968).

More details in: T. T. Tsong, Atom-Probe I'ield lon Microscopy: Field Ion Emission, and
Surfaces and Interfuces at Atomic Resolution (Cambridge University Press, Cambridge 1990).

atto- — a decimal prefix representing 107'%, abbreviated a.

aufbau principle — states that in any atom the lowest energy orbitals fill first. 1n conjunction
with the Pauli exclusion principle and the Hund rules, it gives the correct electron configu-
ration for an atom or ground state ion.

First described in: N. Bohr, Structure of the atom and the physical and chemical proper-
ties, 7. Phys. 9, 1-67 (1922); E. C. Stoner, The distribution of electrons among atomic levels,
Phil. Mag. 48, 719-736 (1924).

Auger effect — formation of non-radiative re-arrangement of atomic electrons after the atom
has been ionized in one of its inner shells.

Classically, if an atom is ionized in its S shell, the radiative mode of de-cxcitation is that
in which a transition occurs involving an clectron falling from a less tightly bound shell T to
S with emission of a quantum of radiation with the energy Fs - Er, which is the difference
between the binding energies of the S and T shells, respectively. In the Auger transition, an
electron, called the Auger clectron, is emitted with kinetic energy £ = £y — Ep — Eyj, with
U being the same shell as T or another one less tightly bound than S. For the transition to
be energetically possible, of course by — £ — Ey - 0. The process can be interpreted as
the T electron falling into the S shell, the energy rcleased being used to eject the U electron.
The binding energy of the U electron is dashed because when it is ejected the atom is already
ionized.

Most obscrvable Auger transitions originate either by primary ionization in the K or L.
shells of an atom because transitions due to ionization in the higher shells cause the emission
of electrons with too low cnergies to be detected. The emitted electrons are called Auger
electrons. Their energy spectrum is a fingerprint of the chemical nature of the atom. Tt is
widely used for analysis of chemical compositions of matter by Auger clectron spectroscopy.



autocorrelation function 19

First described in: P. Auger, Secondary (3-rays produced in a gas by X-rays, Compt. Rend.
177, 169-171 (1923).

Auger electron — an electron that is expelled from an atom in the Auger effect.

Auger electron spectroscopy (AES) — a technique of nondestructive elemental analysis of
matter by examining energy distributions of sccondary electrons emitted due (o the Auger
effect. If a material is bombarded by clecirons with an energy sufficient to ionize inner orbits
of the atoms, the energy released when the ionized atom rearranges itself (o fill the ionized
level is characteristic of the atom. This energy may appear as an X-ray photon or may instead
£o to an outer orbit electron, ejecting it by the radiationless Auger process. Thus, the energy
distribution of secondary Auger electrons contains peaks localized at energies which serve to
identify the atoms producing them.

Auger recombination — a transition of an electron from the conduction band (o the valence
band by transfer of the energy Lo another free electron or hole. No clectromagnetic radiation
is emitted during such a process.

Auger scattering — one of the interacting charge carriers gives up its potential energy to an-
other and hence relaxes down its energy level.

augmented plance wave (APW) — piccewise defined function consisting of the solution to the
Schradinger equation for an isolated atom within a sphere of given radius and a plane wave
oulside this region.

augmented-plane-wave method supposes solving the Schrodinger equation for the elec-
trons in an atom in terms of a set of fabricated functions that combine the oscillations inside
the core with plane waves elsewhere. The potential is assumed to be spherically symmetrical
within spheres centered al cach atomic nucleus and constant in the interstitial region. Wave
funclions in the form of augmented planc waves are constructed by matching solutions of the
Schridinger equation within each sphere with plane-wave solutions in the interstitial region.
Linear combinations of these wave functions are then determined by the variational method.

First described in: ). C. Slater, Wave functions in a periodic potential, Phys. Rev. 51(10),
846-851 (1937).

autocorrelation function — the measure of the dependence of time series values at one time
on the values at another time. The term autocorrelation means self-correlation. However,
instead of correlation between two different variables, the correlation between two values of
the same variable al times x,, and @, | x is analyzed. For a lime series z(n),n = 1,2,..., N,
the autocorrelation function is defined as: £2(k) = N g Z;?_l x(n)x(n+k), where k is the
correlation distance, IV is the length of the series. The argument of the autocorrelation function
is the correlation distance £ and the function value at k expresses the average correlation
between numbers separaled by the distance % in the series.

The autocorrelation function is used to detect non-randomness in data and to identify an
appropriate time series model if the data are not random. It is a powertul tool to find weak
periodic signals in noisy data.

First described in: G. E. P. Box and G. Jenkins, Time Series Analysis: lorecasting and
Control (Holden-Day, 1976).
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autoelectronic emission — emission of electrons {rom the surface of a conductor by ap-
plication of an external electric field in the temperaturc range where conventional thermo-
stimulated electron emission is rather small.

Azbel’-Kaner cyclotron resonance — the method used to mcasure cyclotron frequencies
in metals and thus useful in studies of Fermi surfaces. In a large static magnetic field, a
semiconductor perimeated by a radiofrequency electromagnetic field produces sharp peaks in
the radiofrequency energy absorption when the frequency coincides with the cyclotron res-
onance frequency w.. In metals this is impeded by the skin-depth effect that prevents the
radiofrequency field penetration. In the Azbcl’—Kaner method one accepts the limitation that
the radiofrequency field can accelerate the electrons only within a very thin surface layer and
arranges the gecometry of the experiment such that the electrons return to this layer frequently.
In order 1o obtain this the static magnetic field is oriented parallel to the surface of the sample.
Thus, any electron at its general helical orbit around the magnetic field lines approaches the
surface within the same distance on each cycle. If the radiofrequency coincides with the cy-
clotron frequency, the electron can resonantly absorb energy from the field. Here the condition
for the resonance is w = nw.(n = 1,2,3,...).

First described in: M. Ya. Azbel’, E. A. Kaner, Cyclotron resonance in metals, J. Phys.
Chem. Solids 6 (2-3), 113-135 (1958); M. Ya. Azbel’, E. A. Kancr, Zh. Cksp. Teor. Fiz. 30,
811 (1956) and 32, 896 (1957).

More details in: L. M. Falicov, Fermi surfuce studies, in: “Electrons in Crystalline Solids”
(IAEA, Vienna, 1973), pp. 207-280.



B: From B92 Protocol to Burstein—-Moss Shift

B92 protocol — the protocol for quantum cryptographic key distribution developed by Charles
Bennett in 1992 (the acronym uses the bold characters). It works like the BB84 protocol, but
instead of using a system with four pairwise orthogonal states, only two nonorthogonal slales
are involved. This makes the protocol simpler.

First described in: C. H. Bennet, Quantum cryptography using any two nonorthogonal
states, Phys. Rev. Lett. 68(21), 3121-3124 (1992) - theory; A. Muller, J. Breguet, N. Gisin,
Experimental demonstration of quantum cryptography using polarized photons in optical fiber
over more than 1 km, Europhys. Lett. 23(6), 383-388 (1993) - experiment.

Back-Goudsmit effect — breakdown of the coupling between the nuclear spin angular mo-
mentum and the total angular momentum of the electrons in an atom at relatively small mag-
netic field.

Badger rule — the empirical relationship between the stretching force conslant for a molecular
bond and the bond length.

ballistic conductance — a characteristic of ideal ballistic transport of charge carriers in
nanostructures. It is deduced [rom the fundamental constants, so it is material independent.

The simplest device appropriate for illustration of this fact is a two terminal conductor. 1t
is shown schematically in Figure 11, where a constriction between two reservoirs of electrons
acts as a conducting quantum wire. The size of the constriction must be close to the Fermi
wavelength of electrons in order o obscrve the role of the wave-like nature of electrons in
their transport behavior. No irrcgularitics and related carrier scattering are expected along the
conducting channel. Moreover, this perfect conducting tube is assumed Lo be tied 1o the reser-
voirs via tapered nonreflecting connectors. This means that carriers approaching a reservoir
inevitably pass into it.

Take the zero temperature case and let the reservoirs be filled with electrons up to the level
characterized by clectrochemical potentials ji; and gy, and g > pe. It electronic states in the
range between y¢) and i» are {ully occupied, there is a current between the reservoirs

I'= (g — pa)ev(dn/du),

where ¢ is the electronic charge, v is the velocity component along the conducting channel at
the l'ermi surface, dn/dgu is the density ol states in the channel (allowing for spin degeneracy).
In a quantum wire dn/dy = 1/whe. Substituting (1, — p2) = ¢(Vy — Va), where V4 and
V5 are the clectrical potentials inducing the difference in the electrochemical potentials of the
What is What by the Nanoworld: 4 Handbook on Nanascience and Kanotechnology.

Victor E. Borisenko and Steluano Ossicing

Copyright € 2004 Wiley-VCH Verly GmbH & Co. KGoA, Weinheim
ISON: 3-527-10493-7
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Figure 11: Two reservoirs with electrons connected by a perfeet conducting channel.

reservoirs, one can calculate the conductance of the quantum wire as
G=1I/(V,—Vy)=2e?/(rnh) = 2¢%/h.

This is the conductance of an ideal one-dimensional conductor operating in the ballistic trans-
port regime. It is evident that it is determined only by fundamental constants. The quotient
e?/h = 38.740 uS is referred (o as the quantum unit of conductance. The corresponding
resistance is h/c? = 25812.807 €.

ballistic transport (of charge carriers) — charge carriers pass through a structure withoul
scattering.

Balmer series — scc Rydberg formula.

Banach space — the extended version of the Hilbert space, which is a vector space with a
norm, but not necessarily given by an inner product. The space should be complete. Every
Cauchy sequence converges to a point of the space.

First described in: S. Banach, Sur le Probleme de la Mesure, Fund. Math. 4 (1), 7-33
(1923),

More details in: S. Banach, Théorie des opérations linéaires (Warszawa, 1932).

band structure — see electronic band structure.

Bardeen—Cooper—Schriffer (BCS) theory explains theoretically the superconductivity phe-
nomenon in metals, metallic compounds and alloys. For more details see superconductivity.

Barkhausen effect — when a terromagnetic material is subjected to a changing external mag-
netic ficld, part of the resultant change in its magnetization occurs via a scries of discontinous
steps, even though the rate of the magnetic field change may be extremely slow. The discon-
tinuities are produced by irreversible changes in the domain structure of the material.
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First described in: H. G. Barkhausen, Earth noises due to change of magnetization of iron,
Phys. Z. 20, 401-403 (1919).

Barlow rule states that the volume occupied by the atoms in a given molecule is proportional
to the valence of the atoms, using the lowest valency valucs.

Barnett effect — the magnetization of an initially unmagnetized specimen acquired when it is
rotated in the absence of any external magnetic ficld.

First described in: S. J. Bamett, An investigation of the electric intensities and electric
displacement produced in insulators by their motion in a magnetic field, Phys. Rev. 27(5),
425-472 (1908).

Barnett—-Loudon rule states that allowed modifications of the spontaneous cmission rate for
an electric dipole transition, caused by the atomic environment, are constrained by a sum rule

‘/Ou (1[.0;1 Fln(rv wn) - r()(wil.)
0 T'o(wa)

:0_/

where T'y(w,) is the spontaneous emission rate in free space and T (r, w, ) is the emission
rate of an atom or molecule at position r, as modified by the environment, whose effect is
assumed 1o vary by a negligible amount across the extent of the emitting object. It follows
that any reduction in spontancous emission rate over some range of frequencies w, must nec-
cssarily be compensated by increases over some other range of transition frequencies. This
rule is derived on the basis of causality requirements as cxpressed in the Kramers—Kronig
dispersion relation.

It should be emphasized that the rule applics to the spontaneous emission by an atom or
molccule in a completely arbitrary environment, which may include, for example, metallic
mirrors, Bragg reflectors, photonic band gap materials and absorptive dielectrics or semicon-
ductors. In all cases, the sum rule is used for model calculations of the modified spontaneous
emission ratcs only if they use dielectric functions that conform to general causality and as-
ymptotic requirements.

First described in: S. M. Barnett, R. L.oudon, Sum rule for modified spontaneous emission
rates, Phys. Rev. Lett. 77(12), 2444-2446 (1996).

baryon — a particle belonging 1o the class of elementary particles that have a mass greater
than or equal to that of the proton, participate in strong interactions, and have a spin of //2.

base pair — two complementary nitrogenous bases in a DNA molecule, such as the nucleotide
coupling of adenine with thymine (A:T) and guanine with cytosine (G:C). It is also used as a
unit of measurement for DNA sequences.

basis states — the states comprising the set in which the wave function is expanded.

BB84 protocol — the first protocol for quantum cryptographic key distribution developed by
Charles Bennett and Gilles Brassard in 1984 (the acronym uses the bold characters). This
scheme, which is a {our state scheme, uses the transmission of nonorthogonal states of single-
photon qubits, with sccurity derived from the impossibility of an eavesdropper distinguishing
the two states without being detected (on average). It works as follows.
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Alice (conventional name of a sender) and Bob (conventional name of a receiver) are
connected by two channcls, one quantum and another public and classic. If photons are the
vehicle carrying the key, the quantum channel is usually an optical fiber. The public channel
can also be so, but with one difference: in the quantum channel there is, in principle, only one
photon per bit to be transported, while in the public channel, in which eavesdropping by any
nonauthorized person does not matter, the intensity is hundreds of times bigger.

Step 1. Alice prepares photons with linear polarizations randomly chosen among the an-
gles 09, 45°, 90°, 135°, which she sends “in a row™ through the quantum channel, while
keeping a record of the sequence of the prepared states and of the associated sequence of logic
0s and 1s obtained, representing by 0 the choices of 0 and 15 degrees, and by 1 otherwise.
This sequence of bits is clearly random.

Step 2. Bob has two analysers, one “rectangular” (+type), the other “diagonal” (xtype).
Upon receiving each of Alice’s photons, he decides at random what analyser to use, and writes
down the aleatory sequence of analysers used as well as the result of each measurement. He
also produces a bit sequence associating () to the cases in which the measurement produces a
0° or 45° photon, and | in cases of 90° or 135°.

Step 3. Next they communicale with each other through the public channel the sequences
of polarization basis and analysers employed, as well as Bob’s failures in detection, but never
the specific slates prepared by Alice in each basis nor the resulting states obtained by Bob
upon measuring.

Step 4. They discard those cases in which Bob detects no photons, and also those cases
in which the preparation basis used by Alice and the analyser type used by Bob differ. After
this distillation, both arc left with the same random subsequence of bits 0, 1, which they will
adopt as the shared secret key.

First described in: C. Bennett, G. Brassard, Quantum cryptography: public key distribu-
tion and coin tossing, Proc. IEEE Int. Conf. Comp. Syst. Signal Proc. 11, 175-179 (1984)
- theory; C. H. Bennett, G. Brassard, The dawn of a new era for quantum cryptography: the
experimental prototype is working! SIGACT News 20 (4), 78-82 (1989) - experiment.

Becker—Kornetzki effect — a reduction in the internal friction of a ferromagnetic substance
when it is subjected to a magnetic field that is large enough to produce magnelic saturation.

Bell’s inequality — the inequality for the outcomes of measurement of a bipartite system
which must be satisfied if the system state was completely described by local hidden vari-
ables. For a pair of spins A and B, the inequality P(1.2)+ P(1,3)+ P(2,3) = 1 must hold,
where P(i,7) is the probability to get the same result when measuring the spin A along the
direction 7 and the spin B - along the direction j, the directions being defined in Cartesian
coordinates as n; = (0,0, 1), ny = (v/3,0, —1)/2, 13 = (—v/3,0,—1)/2. This shows that
statistical predictions of quantum mechanics are incompatible with any local hidden vari-
ables theory apparently satisfying only the natural assumptions of locality. The inequality is
violated if the joint statc of two spins is a Bell’s state.

First described in: J. S. Bell, On the Einstein—Podolsky—Rosen paradox, Physics 1(3),
195-200 (1964); J. S. Bell, On the problem of hidden variables in quantum mechanics Rev.
Mod. Phys. 38(3), 447452 (1966).

More details in: ). S. Bell, Speakable and Unspeakable in Quantum Mechanics (Cam-
bridge University Press, Cambridge 1987).
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Bell’s state ~ the joint entangled state |¢) == %(M— 1o |B—- > —|A= |» |B— 1=)of
a pair of spins A and B. It is known as a spin singlet. This state violates the Bell’s inequality.

Bell’s theorem establishes that hidden variables theories can only reproduce the statistical
predictions of quantum mcchanics if the hidden variables in onc region can be affected by
mceasurements carried oul in a space-like separated region. In other words it states that in the
quantum theory there are states which violatc Bell’s inequality, showing the incompatibility
of the quantum theory with the existence of local variables. Thus, some correlations predicted
by quantum mechanics cannot be reproduced by any local theory.

First described in: J. 8. Bell, On the Einstein—Podolsky—Rosen paradox, Physics 1(3),
195200 (1964); 1. S. Bell, On the problem of hidden variables in quantum mechanics Rev.
Mod. Phys. 38(3), 447-452 (1966).

More details in: ). S. Bell, Speakable and Unspeakable in Quantian Mechanics (Cam-
bridge University Press, Cambridge 1987).

Berry phase arises in a system carried through a series of adiabatic changes, by varying a
set of parametcrs, and then returned to its initial state when the parameters get their initial
values. But the final state is multiplied by a phase factor that depends on the entire history
of the parameters, and is thus nonlocal. This phase difference is called the Berry phase. Its
occurrence typically indicates that the system’s parameter dependence is undefined for some
combination of parameters.

The Berry phase torms a crucial concept in many quantum mechanical effects, including
tor example the motion of vortices in superconductors, the electron transport in nanoelcctronic
devices, quantum computing.

First described in: M. V. Berry, Quantal phase fuctors accompanying adiabatic changes,
Proc. R. Soc. London Ser. A 392, 45-57 (1984).

More detuils in: M. V. Berry, Anticipations of the geometric phase, Phys. Today 43(12),
34-40 (1990).

Berthelot rule defines the relationship between cnergy attraction constants for a mixture of
like (;;,2;;) and unlike (c;;) species in the form &;; - (s,; +£;;)"/2.

Berthelot-Thomsen principle states that of all chemical reactions possible, the one devel-
oping the greatest amount of heat will take place, with certain obvious exceptions such as
changes of state.

Bessel’s equation — sec Bessel function.

Bessel function — the general part of the solution of the second order linear ordinary differen-
tial equation, known us Bessel’s equation,

2
2 Ay dy 2 2
rt— ta-—+(x=—v)y=0
da? dx ( )y ’
in which both x and the parameter » can be complex. A complete solution of the equation
depends upon the nature of the parameter «. It can be found as a combination of the functions
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B, () with appropriate coeflicients. The function

O
B/ x) = N
AT = e T T 1)

is a Bessel function of order v and argument « of the first kind.
More details in: 1. N. Sneddon, Special Functions of Mathematical Physics and Chemistry
(Oliver and Boyd, Edinburgh, 1956).

Bethe-Salpeter equation — an integral cquation for the relativistic bound state wave function
of two interacting Fermi—Dirac particles. It is a direct application of the S-matrix formal-
ism of Feynman. Starting from the Feynman two-body kernel one can prove that its usual
power expansion can be re-cxpressed as an integral equation; this equation in the extreme
noarelativistic approximation and to lowest order in the power expansion reduces to the ap-
propriate Schrodinger equation. Consider two Fermi-Dirac particles of masses ., and muy,,
respectively, capable of interacting with each other through the virtual emission and absorp-
tion of quanta, let us denote the bound-state 4-momentum by P. while the Jacobi relative
4-momentum is denoted by

L Pa MaPb

™m, + 1y, MMy + Mp ’

while the irreducible 2-body kernel is given by (+(q, ¢; 1?). The Bethe-Salpeter equation takes
the form:

1P myP o
(L e m“) <L —a- m’“) (q) - ’/ d'¢'Glg, ¢ P)v(d).

My +Mp ey + 1,

The Bethe—Salpeter equation was proven within the quantum field theory by Gell-Mann and
Low. Recently the Bethc—Salpeter equation has been widcly used to go beyond the simple
one-particle picture in the description of the electronic excitation processes in nanostructures
(electron—hole interaction), these electronic excitations lie at the origin of most of the com-
monly measured spectra. Typical Feynman graphs representing the Bethe—Salpeter cquation
for the polarizability x are shown in Figure 12.

First described in: H. A. Bethe and E. E. Salpeter, A Relativistic Equation for Bound State
Problems, Phys. Rev. 82, 309-310 (1951), where the abstract of a paper presented at the
303rd Mceting of the American Physical Society is reported. In the same ycar the equation
was published in the paper with the same title: E. E. Salpeter and H. E. Bethe, A Relativistic
Equation for Bound State Problems, Phys. Rev. 84, [232-1242 (1951), for the proof within
quantum field theory see: M. Gell-Mann and F. Low, Bound States in Quantum Field Theory,
Phys. Rev. B 84, 350-354 (1951))

More details in: G. Onida, L. Reining and A. Rubio, Electronics excitations: density
Junctional vs. many-body Green's-function approaches, Rev. Mod. Phys. 74 (2), 601-659
(2002).

biexciton = excitonic molecule, which is a bound state of two electron—hole pairs (excitons)
similar to the hydrogen molecule.

bifurcation — a qualitative change in the properties of a system.
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Figure 12: Feynman diagrams representing the Bethe—Salpeter equation for x. After G. Onida,
L. Reining and A. Rubio, Electronics excitations: density functional vs. many-body Green’s-
Sunction approaches, Rev. Mod. Phys. 74 (2), 601-659 (2002).

bioengineered materials — materials employed in biomedical technology designed to have
specific, desirable biological interactions with the surroundings. Materials scientists are in-
creasingly deriving new ideas from naturally occurring materials about uscful composition—
structure property relationships that might be mimicked with synthetic materials, sce also
biomimetics.

More details in: M. Tyrrell, E. Kokkoli, M. Biesalski, The role of surface science in
bioengineered materials, Surf. Sci. 500 61-83 (2002).

biological surface science — the broad interdisciplinary area where properties and processes
at interfaces between synthetic materials and biological environments are investigated and bio-
functional surfaces, that are capable of dirccting and controling a desired biological response,
are [abricated.

More details in: B. Kasemo Biological surface science, Surf. Sci. 500, 656677 (2002)

biomimetics — the concept of taking ideas from nature (imitating, copying and learning) and
implementing them into another technology.

biophysics — the physics ol living organisms and vital processes. It studies biological phe-
nomena in terms of physical principles.

bioremedation — the use of biological agents to reclaim soils and waters polluted by sub-
stances hazardous (o human health and/or environment. It is an extension of biological treat-
ment processes that have been used traditionally to treat wastes in which micro-organisms
typically are used to biodegrade environmental pollutants. In the case of nanomaterials the
aim would be to design systeins capable ol {ixing heavy metals, cyanides and other environ-
mentally damaging materials.

Biot law states that an optically active substance rotates plane polarized light through an angle
inversely proportional to its wavelength.
First described by J. B. Biot in 1815.
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Bir-Aronov-Pikus mechanism — the elcctron spin relaxation mechanism in semiconductors
caused by the exchange and annihilation interaction between electrons and holes. This mech-
anisin is especially efficient in p-doped semiconductors at low temperatures.

First described in: G. L. Bir, A. G. Aronov, G. E. Pikus, Spin relaxation of electrons
scattered by holes, Zh. Eksp. Teor. Fiz. 69(4), 1382-1397 (1975) - in Russian.

birefringence — splitting of light passing through a plate made of an optically anisotropic ma-
terial into two refracted waves with two different directions and polarizations. It is illustrated
in Figure 13.

extraordinary)(v/ocﬁary

wave

optically
anisotropic material

incident light
Figure 13: Birclringence ol light passing through optically anisotropic uniaxial plate.

Due to different refractive indices in different directions, the material of the plate supports
two different modes of distinctly different phase velocities. Therefore, each incident wave
splits into two orthogonal components.

Anisotropic crystal plates, like e.g. quartz or rutile, are used as polarizing light splitters
creating two laterally separated rays with orthogonal polarizations.

Birge—Mieck rule states that the product of the cquilibrium vibrational frequency and the
square of the internuclear distance is a constant for various electronic states ol a diatomic
molecule.

bit —acronym tfor a binary digit. It is a unit of information content equal to one binary decision
or the designation of onc of two possible and equally likely values or states of anything used
to store or convey information.

Bitter pattern — a pattern produced when a drop of colloidal suspension of ferromagnetic
particles is placed on the surface of a ferromagnetic crystal. The particles collect along domain
boundaries at the surface.

black-and-white groups = Shubnikov groups.

bleaching — a loss of fluorescence. It often occurs as a result of photochemical reactions.
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Bloch equation provides a simplc method for detecting change in the orientation of nuclear
moments through the normal methods of radio reception. The signals to be detected would be
due to the electromagnetic induction caused by nuclear rcorientation and should appear as a
voltage difference between the terminals of an external electric circuit.

Consider a great number of nuclci contained in a macroscopic sample of matter and
acted upon by two external magnetic fields: a strong constant field in the z direction with
strength F/y and a comparatively weak radio-frequency field in the x direction of ampli-
tude 217, and frequency w, so that the total external field vector H has components H, =
21T, cos(wt); H, = 0; and TT, = H,. If the thermal agitation does not essentially affect the
nuclei (i.c. the time of establishment of thermal equilibrium or relaxation time is long com-
pared to the considered time intervals), the angular momentum vector A satisfies the classical
equation dA /di = T, where T is the total torque, acting upon the nuclei and T = [M x H],
where M represents the nuclear polarization, i. e. the magnetic moment per unit volume. The
parallelity between the magnetic moment ;2 and the angular momentum « for each nucleus
implies that j2 = ~a, where ~ is the gyromagnetic ratio. Thus, we have M = ~A. Combin-
ing the previous cquations gives the Bloch equation for the temporal variation of the nuclear
polarization vector M : dM/dt - v[M x H].

Consequently a radio-frequency field at right angles to a constant field causes a forced
precession if the total polarization around the constant field, with a latitude that decreases as
the frequency of the oscillating field, approaches the Larmor frequency. For frequencies near
this magnetic resonance frequency one can expect an oscillating induced voltage in a pick-up
coil with axis parallel to the y direction.

The relax of the condition about the influcnce of thermal agitation provides a way of in-
troducing time constants or relaxation times {1 and ¢,. The system performs now a dampened
(relaxation acts like friction) precession in which the z and y components of A decay to zero
with the time constant ¢, (called the transverse rclaxation time) whercas M, approaches its
cquilibrium value M, with the time constant ¢4 (called the thermal or longitudinal relaxation
time).

First described in: F. Bloch, Nuclear induction, Phys. Rev. 70(7/8), 460-474 (1946), k.
Bloch, W. W. Hansen, M. Packard, The nuclear induction experiment, Phys. Rev. 70(7/8),
474-483 (1946).

Recognition: in 1952 F. Bloch and E. M. Purcell reccived the Nobel Prize in Physics for
their development of new methods for nuclecar magnetic precision measurements and discov-
eries in connection therewith,

See also www.nobel.se/physics/laurcates/1952/index.html.

Bloch function — a solution of the Schrédinger equation for a periodic potential in the form
Py, = uy, exp(ik - r), where wy, has the period of the crystal lattice T, so that uy. = ug(r+T).
A one-electron wave function of the above form is called a Bloch function or a Bloch wave.
In fact, it is a plane wave with amplitude modulation.

Bloch oscillation — a phenomenon of the external electric ficld induced periodic motion of an
electron within a band rather than uniform acceleration.

Bloch sphere represents the three-dimensional simulation and visualization through a vec-
tor (Bloch vector) of the dynamics of a two level system under near-resonant excitation. It
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is well known in nuclear magnetic resonance and quantum optics. A famous application is
due Lo Feynman, Vernon and Hellwarth, who demonstrated thal the behavior of any quantum
mechanical (wo-level system can be modeled by classical torque equations, i.e. there is a
one-to-one correspondence between the dynamics of a two level system and the dynamics of
a spinning top. The Bloch sphere is also widely used in quantum compulting. In the compu-
tational basis, the general one qubit slate is represented as a linear combination of the basis
stales [a = and |b > and is denoted by |t >= a|0 = +b|1 >, where |a|? + |b]? = 1. Thus, the
qubit state can be written in the form |¢» == exp(iy)[cos(6/2)|0 = + exp(ip) sin(6/2)|1 =]
and by ignoring the global phase faclor, because it has no observable effects, one has
[t == cos(0/2)]|0 = + exp(ig) siu(6/2)|1 =.

The angles ¢ and # define a point (Bloch vector) on the unit three-dimensional sphere,
which is the Bloch sphere, as is illustrated in Figure 14.

Z

Figure 14: Bloch sphere representation of a qubit state. The light arrow represents a pure [i) =
qubit state. The Eulero angles, # and ¢ arc indicated. The dark arrow along the z axis represents
the vector for |0 >.

First described in: F. Bloch, A. Siegert, Magnetic resonance for nonrotating field, Phys.
Rev. 57(6), 522-527 (1940).

More details in: R. P. Feynman, F. 1.. Vernon Jr., R. W. Hellwarth, Geometrical represen-
tation of the Schrodinger equation for solving maser problems, J. Appl. Phys. 28(1), 49-52
(1957).

Bloch wall — a transition layer or sheet, which separates adjacent domains magnetized in
different directions in ferromagnetic or ferrimagnetic materials, It is also known as domain
wall.

Firstdescribed in: F. Bloch, Theory of the exchange problem and residual ferromagnetism,
Z. Phys. 74(5/6), 295-335 (1932).
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Bloch wave = Bloch function.
blue shift — a systematic shift of an optical spectrum towards the blue end of the optical range.

Bohr correspondence principle states that quantum mechanics has a classical limit in which
it is equivalent to classical mechanics. It should occur in the limit of vanishing de Broglie
wavelength, or cquivalently, at large quantum numbers.

First described in: N. Bohr, Atomic structure, Nature 108, 208-209 (1921).

Recognition: in 1922 N. Bohr received the Nobel Prize in Physics for his services in the
investigation of the structure of atoms and of the radiation emanating from them.

See also www.nobel.se/physics/laureates/1922/index.html.

Bohr frequency relation states that the frequency of radiation emitted or absorbed by a sys-
tem when /7, and £ are the energics of the states among which the transition takes place is
v={(Fy+ F\)/h.

Bohr magneton — the atomic unit of magnetic momentum, usually denoted by u/3 - eh/2m,
where m is the clectron mass. It is the magnetic momentum of a single free electron spin.

Bohr magneton number — a magnetic momentum of an atom expressed in Bohr magnetons.

Bohr potential — the potential describing strong screened Coulomb collisions of two atoms
in the form:

’ 2 1 ) n—1
Vir) = ZyZyeta ! <n — 1) .

Iz 2,718

Forn - 2,1t is

lezﬁz(l, 1
Vin=—% "\z7i)

where 7 is the interatomic distance, 7, and Z; are the atomic numbers of the interacting
atoms,

uk V
a= — B% k=08 -30

e
(Zf/“ + Zf“)

is the empirical coefficient used to fit experimental data.
First described in: N. Bohr, The penetration of atomic particles through mauer, Kgl.
Danske Videnskab. Selskab, Mat.-fys. Mcdd. 18(8), 1-144 (1948).

Bohr radius — the radius of the lowest cnergy orbit in a hydrogen atom, denoted by ap =
h*/me?, where n is the electron mass.

Boltzmann distribution (statistics) gives the number of noninteracting (or weakly interact-
ing), distinguishable, classical particles with the energy F/ in equilibrium at a temperature T'
in the form 1n(E) = A exp[—£/(kpT)|, where A is the normalization constant.

First described by L. Boltzmann in 1868-1871.
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Boltzmann transport equation is used in the classical theory of transport processes: df /dt+
vgrad, [ + agrad, f = (0f/0)con, where f(r,v) is the classical distribution function of
particles in six-dimensional space of the Cartesian coordinates r and velocity v. It is defined as
S (r,v)drdy = number of particles in drdv. A = dv/d¢ is the acceleration. In many problems
the collision term is treated by the introduction of a relaxation time 7 : (8 /0t)con = —@
where f; is the distribution function in thermal equilibrium. In the steady state 9f/dt = () by
definition.

bonding orbital — an atomic or molecular orbital which, if occupied by an electron, con-
tributes to lowering of the energy of the molecule. See also antibonding orbital. Bonding is
characterized by a bond order b = 0.5(n —n*), where n is the number of electrons in bonding
orbitals and n* the number in antibonding orbitals.

bond order — see bonding orbital.

Boolean algebra (logic) — an algebraic system with two binary operations and one unitary
opcration, important in representing a two-valued logic.
First described in: G. Boole in 1850,

Born approximation is based on an application of the perturbation theory to scattering prob-
lems in quantum mechanics. It consists of the assumption that the scattering potential V (r)
can be regarded as small, so that the deviation of the wave function ¢(r) from the incident
plane wave is also small. So, one can writc V(r)y(r) ~ V(r)exp(ik - r). This simplifies
finding the solution of an appropriate Schridinger equation. The approximation is most
useful when the energy of colliding particles is large compared o the scattering potential,

First described in: M. Born, Quantim mechanics of collision. Preliminary communica-
tion, Z. Phys. 37(12), 863-867 (1926).

Born equation — an equation for determining the free energy of solvation ot an ion. The
cquation identifies the variation in the Gibbs free energy for the process of solvation with the
electrical work of transferring an ion from vacuum into the solvent as

; 1 /7% 1
AG = —= _7__( '_IA 1— — ,
2 47TE()R &,

wherc Z is the ion’s electric charge number, 12 is the ionic radius, and ¢, is the relative
dielectric constant of the solvent.

First described in: M. Born, Volumen und Hydratationswdrme der lonen, Z.. Phys. 1(1),
45-48 (1920).

Recognition: in 1954 M. Born received the Nobel Prize in Physics for his fundamental
research in quantum mechanics, especially for this statistical interpretation of the wave func-
tion.

See also www.nobel.se/physics/laurcates/1954/index.htmi.

Born-Haber eycle — a scquence of chemical and physical processes by means of which the
cohesive encrgy of an ionic erystal can be deduced from experimental qualities. Tt leads from
an initial state in which a crystal is at zero pressure and ) K to a final state which is an infinitely
dilute gas of its constituent ions in the same pressure and temperature conditions.
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Bose-Einstein condensate

Born—-Mayer-Bohr potential — the interatomic pair potential in the form of the Born—-Mayer
potential which takes into account the Coulomb repulsion:

g AVAT T
Vir)=Aexp (-7 ) TR A exp (—’—),
a T

where 7 is the interatomic distance, A and « are the empirical parameters depending on the
charge of the nucleuvs, 7, and Z» are the atomic numbers of (he interacting atoms.

Born-Mayer-Huggins potential — the interatomic pair potential in the form:

Vr): Aexp (—f) TR CAp (’5) ,

a 47z

where the first term corresponds to repulsion and the second to a Coulomb interaction. Here
1+ is the interatomic distance, A, «, and b are the empirical parameters, ¢, and ¢, are formal
charges of the atoms.

Born-Mayer potential — the interatomic pair potential in the form:

V(r) = Aexp (—’—),
a
where 7 is the interatomic distance, A and ¢ are the empirical parameters depending on the
charge of the nucleus. It is used for the simulation of closed clectron—ion shells repulsion.
First described in: M. Born, J. E. Mayer, Zur Gittertheorie der lonenkristalle, Z. Phys.
75(1/2), 1-18 (1932).

Born—Oppenheimer approximation scparates electronic and nuclear motions. Tt supposes
that the nuclei, being so much heavicr than the clectron, move relatively slowly and may be
trcated as stationary as the electrons move around them. See also adiabatic approximation.

First described in: M. Born, R. Oppenhcimer, Quantum theory of molecules, Ann. Phys,
84(4), 457-484 (1927).

Born-von Karman boundary conditions — periodic boundary conditions used in quantum
mcchanical calculations. They suppose that the system under consideration can be constructed
by repeating translations of a subsystem with the same wave function in each subsystem. This
means that for a period of translation 7" the wave function ¢ () at @ = T must match smoothly
that at = = 0, which requires 4(0) = (T) and Opdxl|, o = Mpdx|,._r.

Bose—Einstein condensate — an enscmble of particles which are in the same quantum ground
state, i.e. with zero momentum. To create such a state from atoms they must be cooled until
their de Broglie wavelength bccomes comparable with the interatomic spacing. This can be
achieved at microkelvin tcmperatures. The process is similar to that when drops of liquid
form from a gas, hence the term condensation is used to outline the process peculiarities.
Bosc—Einstein condensales are considered to be a new state of matter.

First described in: A. Einstein, The quantum theory of the monoatomic peifect gas, Preuss.
Akad. Wiss, Berlin 1, 3-14 (1925) - theory; M. H. Anderson, J. R. Ensher, M. R. Matthews,
C. E. Wieman, E. A. Cornell, Observation of Bose- Einstein condensation in a dilute atomic
vapor, Science 269, 198-201 (1995); C. C. Bradley, C. A. Sackett, J. J. Tollett, R. ;. Hulet,
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Lvidence of Bose—Einstein condensation in an atomic gas with attractive interactions, Phys.
Rev. Lett. 75(9), 1687-1690 (1995); K. B. Davis, M. O. Mcwes, M. R. Andrews, N. J.
van Druten, D. S. Durfee, D. M. Kurn, W. Ketterle, Bose—Einstein Condensation in a gas of
sodium atoms, Phys. Rev. Lett. 75(22), 3969-3973 (1995) - experiment.

Recognition: in 2001 E. A. Comell, W. Ketterle and C. E. Wieman received the Nobel
Prize in Physics for the achievement of Bose—Einstein condensation in dilute gases of alkali
atoms, and for early fundamental studies of the properties of the condensates.

Sce also www.nobel.se/physics/laurcates/2001/index.html.

More details in: W. Ketterle, Dilute Bose—Einstein condensates - early predictions and
recent experimental studies,
www.physics.sunysb.edu/itp/symmetries-99/scans/talk06/talk06 himl.

Bose—Einstein distribution (statistics) gives the number of photons, with an energy £ at a
temperaturc T
1
n(lf) = ———+———.
( exp(Fo/kgd) — 1

In general, it is relevant to particles, which are indistinguishable and occupy definite quantum
statcs, 1. €. bosons.

Lirst described in: S. N, Bose, Plancks Geserz und Lichtquantenhypothese, Z. Phys. 26(3),
178-181 (1924) and A. Einstein, Quantentheorie des einatomigen idealen Gases, Sitzungsber.
PrcuB. Akad. Wiss. (Berlin), 262-267 (1924),

bosons — quantum particles whose energy distribution obcys Bose-Einstein statistics. They
have an integer or zero spin.

bottom-up approach — one of two ways to fabricate nanometer size elements of integrated
electronic circuits, that is building of nanostructures [rom atoms and molecules by their precise
positioning on a substrate. Hence a single device level is being constructed upward.

Sclf-regulating processes, like self-assembling and self-organization, and atomic engi-
neering are used for that. The alternative is a top-down approach. The bottom-up approach
has the potential to go far beyond the limits of top-down technology by producing nanoscale
features through synthesis and subsequent assembly.

Bouguer—Lambert law — a radiation power F of a parallel beain of monochromatic radiation
entering an absorbing medium is described at a constant rate by each infinitesimally thin layer
of thickness dz. 1t is expressed mathematically as d /1> = —adz, where « is the parameter
depending on the nature of the absorber, the energy of the radiation, and for some materials
(indeed for semiconductors) on the temperature. An integration gives P = Fy exp(—az) for
a uniform medium, where Fj is the power of the incident beam. Here « is the absorption
coefficient of the medium.
First described by P. Bouger in 1729 - experiment; J. H. Lambert in 1760 - theory.

bound state (of an electron in an atom) — a state in which the energy of the electron is lower
than when it is infinitely far away and at rest (which corresponds to the zero of cnergy). Bound
states always have negative cnergies. See also unbound state.

bra — see Dirac notation.
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Bragg equation defines conditions for an interference maximum, when X-rays of a single
wavelength A arc diffracted by crystals, as in Figure 15.
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Figure 15: Scheme of Bragg diflraction,
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It has the form nA = 2dsin @, where n is an integer representing the order of the interfer-
ence, d is the spacing between the lattice planes reflecting the X-rays, ¢ is the angle between
the falling X-rays and lattice plancs. The reflection in conditions meeting the above require-
ment is called the Bragg reflection, and ¢ is the Bragg reflection angle. In fact, the Bragg
reflection providing the interference of the reflected rays is not restricted by X-rays only, but
is a general phenomenon for interaction of waves with periodic structures.

First described in: W. L. Bragg, Diffraction of short electromagnetic waves by a crystal,
Proc. Cambridge Phil. Soc. 17(1), 43-57 (1913).

Recognition: in 1915 W. H. Bragg and W. L. Bragg received the Nobel Prize in Physics
for their scrvices in the analysis of crystal structures by means of X-rays.

Sce also www.nobel.se/physics/laureates/1915/index.himl.

Bragg reflection — see Bragg equation.
Bragg reflection angle — sce Bragg equation.
braking radiation — see bremsstrahlung.

Bravais lattice — a distinct type of lattice, which on being translated completely fills the space.
There are 5 Bravais lattices in two dimensions shown in Figure 16 and 14 lattices in three
dimensions shown in Figure 17. Only these fundamentally differcnt lattices are possible.

Breit—Wigner formula — see Breit~Wigner resonance

Breit—Wigner resonance — a nuclear reaction induced by an incident particle with energy
E corresponding o that required to form a discrete resonance level £, of the component
nucleus. The cross section is

12/4

0—((:') = Orus( ':E_\ _ b-?) — ]—‘2/4~

which is called the Breit—Wigner formula. Here 1 denotes the energy width over which the
reaction occurs and o is the resonant cross section.

First described in: G. Breit, E. Wigner, Capture of slow neutrons, Phys. Rev. 49(7),
519-531 (1936).
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Figure 16: Bravais lattices in two dimensions.

bremsstrahlung — German equivalent of the radiation also called collision radiation or de-
celeration radiation or braking radiation. This radiation arises when an clectron is deflected
by the Coulomb field of an atomic nucleus. In bremsstrahlung, a continuous spectrum with
a characteristic profile and energy cutoff, i.e. wavelength minimum, is produced. In addi-
tion, lines can appear superimposed, corresponding to the ejection of K and L shell electrons
knocked out of atoms in collisions with the high-energy electrons. This radiation is used for
the analysis of a solid that is known as the bremsstrahlung isochromat spectroscopy technique,

First described theoretically in: H. Bethe, W. Heitler, On the stopping of fust particles and
on the creation of positive electrons, Proc. R, Soc. London, Ser. A 146, 83—112 (1934).

Bridgman effect — when an electric current passes through an anisotropic crystal, there is an
absorption or liberation of heat that results from the nonuniform current distribution.

Bridgman relation - in a metal or semiconductor placed in a transverse magnetic field at
a temperature T P = (QTo, where I” is the Ettingshausen coefficient, () is the Nernst
coefficient, o is the thermal conductivity of the material.

Brillouin function - a function of the form f(x) == [(2n + 1)/2n]coth[(2n - 1)2z/2u] —
(1/2n) coth(xr/2n), where n is the parameter. 1t appears in the quantum mechanical theories
of paramagnctism and ferromagnetisin.

Brillouin scattering — scattering of light in solids by acoustic waves,

First described in: L. Brillouin, Diffusion of light and X-rays by a transparent homoge-
neous body. The influence of the thermal agitation, Ann. Phys. 17, 88—122 (1922) - in French,
and independently L. I. Mandelstam, On light scattering by an inhomogeneous medium, Zh.
Russkogo Fiz.-Khim. Obshch. 58(2), 381-386 (1926) - in Russian.
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Figure 17: Bravais laltice in three dimensions (angles arc indicated where they are different
from 90%).
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Brillouin zone — a symmetrical unit cell constructed in the reciprocal lattice space. The
construction procedure is the same as tor a Wigner—Seitz primitive cell except that the points
are now reciprocal lattice points. The Brillouin zones and their points of high symmetry for

some often met crystal lattices are shown in Figure 18.
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Figure 18: Brillouin zones and high symmetry points of different crysial lattices.
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First Brillouin zone is the smallest polyhedron centered at the origin and cnclosed by
perpendicular bisectors of reciprocal lattice vectors. In one dimension it is a region of the k-
space defined by [/ 1?2, 7w/ R], where 12 is the translation period used to construct the lattice.

First described in: L. Brillouin, Die Quantenstatistik und ihre Anwendung auf die Elek-
tronentheorie der Metalle (Springer, Berlin 1931).

Brownian motion — a random walk whose probability distribution is governed by the diffu-
sion equation. The trajectory is fractal with the derivative (velocity) not well defined.
Firstdescribed by R. Brown in 1827 (although he was not the first to see this phenomenon).

Buckingham potential — an interatomic pair potential of the form
V(r) = aexp(—br) — er™% — dr™",
where 7 is the interatomic distance and a, b, ¢, d are fitted parameters.

Buckingham’s theorem states that if there are n physical quantities xq,x», ..., x,, which
can be expressed in terms of m fundamental quantitics and if there exists one and only one
mathematical expression connecting them which remains formally true no matter how the
units of the fundamental quantitics arc changed, namely [(x),x2,...,2,) = 0, then the
relation f can be expressed by a relation of the form F(7), 72, ..., 7, —m) = 0, where the
ms are 7 — 1 independent dimensionless products of &z, o, . .., z,. 1t is also known as the
pi thecorem.

Bunsen—Roscoe law states that the amount of chemical change produced in a light irradiated
reacting system is proportional to the amount of light absorbed. Actually, the change is also
dependent on the intensity of the light, which is named the reciprocity failure.

Burger’s vector shows the direction in which a region of a crystal is displaced relative to the
neighboring region, thus forming a dislocation.

Burstein—Moss shift — a bluc shift (the shift to the shorter wavelength range) of the absorption
age in semiconductors due to band filling. It is observed in heavily doped materials with filled
up near band gap states.

First described in: E. Burstein, Anomalous optical absorption limit in InSh, Phys. Rev.
93(3), 632633 (1954); 'I. S. Moss, The interpretation of the properties of indium antimonide,
Proc. Phys. Soc. (London) B 67(10), 775782 (1954).



C: From Caldeira-Leggett Model to Cyclotron Resonance

Caldeira—Leggett model deals with the problem of dissipation in a quantum system. The
model consists of an independent oscillator bath linearly coupled to the system of interest
through a coordinate—coordinate coupling. Originally it was used for the study of the quantum
Brownian motion showing that in the classical limits the formalism reduces to the classical
Fokker-Planck equation. The model has been widely used for study of the influence of
damping on quantum interference with special attention to quantum tunneling and quantum
coherence. Effective decoherence as a result of the interaction of a quantum system with an
environment can provide a natural mechanism for the transition {rom quantum Lo classical
behavior.

First described in: A. O. Caldeira, A. J. Leggett, Path integral approach to quantum
Brownian motion, Physica A: Statistical and Theoretical Physics, 121(3), 587-616 (1983).

Callier effect — selective scattering of light as it passes through a diffusing medium.

canonical — relating to the simplest or most significant form of a general function, equation,
slatement, rule or expression.

canonical equations of motion — scc Hamiltonian’s equations of motion.

capacitance — the ratio of the charge ¢ on one of the plates of a capacitor (there being an
equal and opposite charge on the other plate) to the potential difference V' between the plates:
T=Q/V.

carbon dioxide laser — a type of ion laser with carbon dioxidc gas as the active medium that
produces infrared radiation at 10.6 pm.

carbon nanotube — naturally self-organized nanostructure in the form of a tube composed
of carbon aloms with completed bonds. They exist in two general forms, single-wall and
multiwall nanotubes. A single-wall carbon nanotube can be considered as a single sheet of
graphite, called graphene, thal has been rolled up into a tube. The resulting nanotube can
have metallic or semiconducling propertics depending on the direction in which the sheet was
rolled up.,

Graphene is a two-dimensional honcycomb net, made up of sp? bonded carbon atoms as
sketched in Figure 19.

In a lube, some small contribution of sp? states is mixed in as a result of the tube curvature.
For a seamless tube, the circumference or chiral vector C), must be a linear combination of
the unit vectors a; and az: C;, = na, + masz, where n and /n are integers. These integers
placed in brackets, like (n.m), are used to identify a particular structure of a tube. The angle
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Figure 19: Arrangement of carbon atoms in graphene.

between Cj, and a) is called chiral angle. The chiral vector also defines the propagation
vector, which represents the periodicity of the tube structure in the direction parallel to its
axis.

Typical structures of carbon nanotubes are shown in Figure 20. If n = m, the chiral angle
is 307 and the structure is called armchair. If either n or m is zero, the chiral angle is 0° and
the structure is called zig-zag. All other nanotubes with nonzero n # m have chiral angles
between 0° and 30°. They are said to have a chiral structure. There is a mirror image of
their structure upon an exchange of n and m. The average diameter of single-wall nanotubes
is 1.2-1.4 nm.

Electronic properties of single-wall nanotubes are understood when those ol graphene are
analyzed. Graphene docs not conduct clectric current, exceplt along certain directions where
cones of clectronic states at carbon atoms exist. This gives rise to the anisotropy of electronic
properties of graphene into two principal directions, namely the dircction parallel 1o a C-C
bond and the direction perpendicular to a C—C bond. The clectronic band structure of graphene
is determined by electron scatlering from the carbon atoms. Electrons moving along a C-C
bond arc backscatlered by carbon atoms periodically appearing on their way. As a result, only
electrons with a certain energy can propagate in this direction. Thus, the material shows an
energy gap like that in a semiconductor. Electrons traveling in the direction perpendicular to
a C-C bond are scattered by different atoms. They interfere destructively, which suppresses
backscattering and leads to metallic-like behavior. Thus, single-wall carbon nanotubes rolled
up around an axis parallel to a C—C bond have semiconducling properties, while those rolled
up around an axis perpendicular to the bonds are metallic in their electronic properties.

A particular electronic behavior of the nanotube is defined by its chiral vector Cy, or
equivalently by the relation of n and m. Armchair tubes always show melallic properties.
This is also the case for zig-zag and chiral tubes, but when 1 — i = 3i, where i is an integer.
In contrast, zig-zag and chiral tubes with . - yn # 37 demonstrate semiconducting behavior.

The Tundamental band gap in semiconducting nanotubes ranges from 0.4 eV to 0.7 eV
being dependent on small variations of the diameter and bonding angle. In general, the band
gap decreases with an increase in the tube diameter. There is quantum confinement in the
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Figure 20: Carbon nanotubes with dilferent chiral vectors defined by n and m (by courtesy of
Professor L. Kavan).

radial direction of the tube provided by the monolayer thickness of its wall. In fact, single-
wall nanotubes behave as one-dimensional structures. Electrons can travel along the tube for
long distances without being backscattered. Moveover, metallic carbon nanotubes have been
found to behave like quantum dots.

Multiwall nanotubes consist of several concentrically arranged single-wall nanotubes.
They arc typically 1040 nm in diameter. Intertube coupling within a multiwall nanotube
has a relatively small effect on its electronic band structure. As a consequence, semiconduct-
ing and metallic tubes retain their character it they are a part of a multiwall nanotube. By
statistical probability, most of the multiwall carbon nanotubes demonstrates an overall metal-
lic behavior because at least one metallic tube is sufficient to short circuit all semiconducting
tubes. The phase coherence length in multiwall nanotubes (at 4.2 K) is about 250 nm, the
clastic scattering length about 60 nm.

Nanotubes have an impressive list of attributes. They can behave like metals or semicon-
ductors, can conduct electric current better than copper, can transmit heat better than diamond,
and they rank among the strongest materials known, not bad for structures that are just a few
nanometers across.

Carbon nanotubes are fabricated by vaporizing carbon electrodes in arc-discharge, laser
ablation, chemical vapor deposition. The nanotubes grown by the arc-discharge and laser
ablation techniques produce tangled bunches. They are randomly arranged on electrodes or on
a substrate, which makes them difficult to sort and to manipulate for the subsequent building
of nanoscale clectronic devices. For studies and applications the tubes are extracted into a
suspension in dicloroethane by a short sonication and then dispersed and dricd onto silicon or
SiO;-covered substrates. An atomic force microscope (AFM) operaling in tapping mode is
used to select appropriate nanotubes and locate them at a desired place on the substrate. In
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contrast, controlled growth of the tubes can be achieved with the use of the chemical vapor
deposition (CVD) technique.

For the chemical vapor deposition of carbon materials, a hydrocarbon gas is passed over a
heated catalyst. The action of the catalyst causes the hydrocarbon to decompose into hydrogen
and carbon atoms, which provide the feedstock for the carbon tube growth. The key param-
cters controlling the growth are the type of hydrocarbons and catalysts used as well as the
temperature at which the reaction is initiated. For fabrication of multiwall nanotubes one can
use ethylene or acetylene gas as the carbon precursor, and iron, nickel or cobalt as the catalyst.
The growth temperature is typically in the range 500-700 °C. At these temperatures carbon
atoms dissolve in the metal, which eventually becomes saturated. The carbon then precipitates
to form solid tubes, the diameters of which are determined by the size of the metal particles
in the catalyst. The relatively low temperature of the process makes difficult the fabrication
of tubes with a perfect crystailine structure. In this way the use of methane and processing
temperatures as high as 900-1000 °C is appropriate to produce virtually defect-free tubes, in
particular single-wall oncs. Methane is the most stable of all the hydrocarbon compounds with
respect to decomposition at high temperatures. It is a crucial property that prevents formation
of amorphous carbon, which poisons the catalyst and coats the tubes.

Well-positioned and oriented tower-like bundles of nanotubes can be fabricated by CVD
onto silicon substrates patterned with catalyst materials. Useful approaches are shown
schematically in Figure 21.

» carbon nanotube

carbon nanotube

catalyst

Si substrate Si substrate

a) b)

Catalys

Figure 21: Principles of controlled growth of carbon nanotubes: a) the use of silicon pillars
covered with a catalyst material, b) the use of catalyst islands on a SiO, film.

One includes fabrication of silicon pillars, the tops of which are covered by the catalyst
material (Figure 21a). Individual nanotubes or bundles of them grow on the tops of the pillars
during methane decomposition. They are suspended by the pillars and form networks that are
oriented according to the pattern of the pillars. As the nanotubes grow, the flow of the gas
keeps them floating and waving in the “wind”. This prevents the nanotubes from touching the
substrate and being caught by the bottom surface. The nearby pillars provide fixation points
for the growing tubes. When the waving tubes touch the nearby pillars, the van der Waals
interaction between the pillar and the tube is strong cnough to catch the nanotubes and hold
them aloft.

Controlled growth of nanotubes can also be performed at specific sites on a SiO, covered
substrate patterned with catalyst islands (Figure 21b). The mechanism of directional growth
in this case has much in common with that previously discussed. A nanotube bridge forms
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when a tube growing from one catalyst island falls on and interacts with another island. When
bundles of nanotubes are grown, an AF'M tip is used to cut them mechanically or electrically
until a single tube remains between the islands. The interactions tube/island and tube/substrate
arc strong cnough (o allow the nanotube o withstand mechanical forces in subsequent litho-
graphic processing. Most methods produce nanotubes as long as 1-10 pum, however lengths
up to 200 pm can be reached.

Doping of the nanotube material, determining the type of charge carriers in semiconduct-
ing nanotubes, is achicved by substituting carbon atoms with boron (acceplor impurity) or
nitrogen (donor impurity). Attaching alkali metal or halogen atoms (o the oultside of the tube
can also be used for these purposes, but it is difficult to control.

Metal contacts connecting nanotubes with other electron devices on the substrate can be
fabricated in a number of different ways. Onc way is to make the clectrodes and then drop
the tubes onto them. Another is o deposit the tubes on a substrate, locate them with scanning
tunneling microscope (STM) or AFM, and then atlach leads using a lithography technique.
Future approaches include the possibility of growing the tubes between clectrodes made of
a catalyst metal or of atlaching the tubes to the surlace in a controllable fashion using either
clectrostatic or chenical forces. Titanium has been tound to give the lowest contact resistance
when compared with other metals, like gold and aluminum. The reason is that there is a strong
chemical interaction between titanium and carbon atoms giving rise to carbide formation at
their interface. This process leads to an intimate electrical coupling between the two materials.
Gold and aluminum do not form stable carbides, thus their contact resistance appears to be
higher.

By combining different nanotubes, and supplementing them with gate electrodes, there is
the potential to make a wide variety of nanoelectronic devices. The prototypes that have been
fabricated include rectifying diodes using junctions of metallic and semiconducting tubes,
single-electron transistors based on metallic nanotubes, and field-eftect transistors employing
semiconducting nanotubes,

Because carbon atoms have very strong bonds in nanotubes, it is very difficult to displace
them. Thus, carbon nanotubes appear to be much more resistant to electromigration than
conventional copper and aluminum interconnects in integrated circuits. The electrical current
that could be passed through a nanotube reaches 10'* A cm™2. The small diameter of carbon
nanotubes and their high current densities make them attractive in field electron emission ap-
plications. Mechanical deformations dramatically change the electronic properties of carbon
nanotubes allowing their use as building blocks of nanoscale electromechanical devices.

First described in: S. lijima, Helical microtubules of graphitic carbon, Nature 354, 5658
(1991).

More details in: R, Saito, G. Dresselhaus, M. S. Dresselhaus, Physical Properties of Car-
bon Nanotubes (Imperial College Press, Singapore 1998); P. 1. E. Harris, Carbon Nanotubes
and Related Structures (Cambridge University Press, 1999);

See also www.pa.msu.edu/emp/cse/nanotube.html;

//shachi.cochem? tutkie.tut.ac.jp/Fuller/Fuller.html.

carbonyl — a chemical compound containing the carbonyl group (>C - 0).

carbonyl group - a carbon-oxygen double bonded group =>C = O,
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carboxyl group - the functional group of the carboxylic acids represented as —COOH.

carboxylic acids — organic acids containing the functional group - COOH. They can be either
aliphatic (RCOOH) or aromatic (ArCOOH), where R represcnts an alkyl group (—C,,Hy,, 4 1)
and Ar stands for aromatic ring. The carboxylic acids with even numbers of carbon atoms, 1,
ranging from 4 to about 20 are called fatty acids (c.g. n = 10, 12, 14, 16 and 18 are called
capric acid, lauric acid, myristic acid, palmitic acid, and stearic acid, respectively).

Car-Parrinello algorithm — an efficient method to perform molecular dynamics simulation
for covalent crystals by first-principles quantum mechanical calculations where the forces on
the ions are calculated directly from the total energy of the ionic and clectronic systems with-
out needing a parameterized interatomic few-body potential. For the clectronic contribution
to the total energy, one actually solves the Schrodinger equation within the local density
approximation with a plane-wave basis set.

The electron density in terms of occupied single-particle orbitals W, (r) is n(r) =
¥ [W; ()2 The point of the potential energy surface is given by the minimum of the en-
crgy functional

ERw AR Hav}] - % /Sl &t ()= (B/2m) V2 W) + Uln(r), {Ri e ).

Here {27 }indicate the nuclear coordinates and a,, are all possible external constraints imposed
on the system like the volume €2, the strain £,,,,, etc. The functional U contains the internuclear
Coulomb repulsion and the effective electronic potential energy, including external nuclear,
Hartree, exchange and correlation contributions.

Minimization of the energy functional E[{W;}, { R;}{a.}| with respect to the orbitals
W;(r), subjected to the orthogonal constraint, leads o the self-consistent cquations of the
form:

h? 9 ol
—— V| -
2m on(r)

Wi(r) = W(r).

Solution of the equations involves repeated matrix diagonalization with a computational effort
growing rapidly with the size of the system.

First described in: R. Car, M. Parrinello, Unified approach for molecular-dynamics and
density-functional theory, Phys. Rev. Lett. 55(22), 2471-2474 (1985).

Cartesian axis — a sct of mutually perpendicular lines, which all pass through a single point.
They arc used to define a Cartesian coordinate system.

Casimir-du Pré theory describes spin lattice relaxation treating the lattice and spin system
as distinct thermodynamic systems in thermal contact with one another.

Casimir effect — attraction of two mirror plates facing each other in a vacuum due to fluc-
tuations of the surrounding electromagnetic fields exerting radiation pressure on the mirrors.
The vacuum fluctuations were theoretically shown to result in the exlernal pressure being, on
average, greater than the internal pressure. Therefore both mirror plates are mutually attracted
to cach other by what is termed the Casimir force. This force is proportional to S/d*, where
S is the cross sectional arca and d is the distance between the mirrors.
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At a separation of the order of 10 nm, the Casimir etfect produces the equivalent of about
1 atmosphere of pressure. It can influence the operation of microelectromechanical and
nanoelectromechanical systems.

First described: H. B. G. Casimir, On the attraction between two perfectly conducting
plates, Proc. K. Ned. Akad. Wet. 51(7), 793-796 (1948) - theorctical prediction; M. J. Spar-
naay, Measurements of attraction forces between flat plates, Physica 24(9), 751-764 (1958) -
experimental confirmation.

More details in: K. A. Milton, The Casimir Effect (World Scientific, Singapore 2001).

Casimir force — see Casimir effect.

Casimir operator plays a crucial role in the classification of group representations. The dis-
cussion of the commutators of infinitesimal operators that generated infinitesimal transforma-
tions led to the Lie algebra, while the generation of finite transformations tormed the global
groups, the Lie groups. Casimir and van der Waerden proposed the subgroups and subalge-
bras of the Lie algebras and Lie groups, with Casimir returning to Lic’s idea of invariance thus
developing the Casimir operator, that is an operator I' = Y | e/"4/"R on 4 representation R of
a Lie algebra. This operator commutes with the action of any representation, in other words it
commutes with all generators of a group.

First described in: H. Casimir, Uber die Konstruktion einer zu den irreduziblen Darstel-
lungen halbeinfacher Gruppen gehirigen Differentialgleichung, Proc. R. Acad. Sci. (Am-
sterdam) 34 844-846 (1931); H. Casimir, B. L. van der Waerden, Algebraischer Beweis der
vollstindigen Reduzibilitdit der Darstellungen halbeinfacher Liescher Gruppen, Math, Annal.

111(1), 1-12 (1934).

cathodoluminescence — light emission excited by electron irradiation of matter,
Lirst described by W. Crookes in the middle of the XIX century.

Cauchy principal value of the integral f () dx is im |« [ f(z) dir provided the
limit exists. If the function f(2) is bounded onan mtel val {a, b) except in lhc ncighborhood of
a point ¢, the Cauchy principle value of f J(@) da:is lims o | [ 0 ) da + /rm ) dz]
provided the limit ¢xists. Tt is also known as prmupal value.

Cauchy relations — a set of six relationships between the compliance constants of a solid,
which should be satisfied provided the forces between atoms in the solid depend only on the
distance between them and act along the lines joining them, and provided that each atom is a
center of symmeltry in the lattice.

Cauchy sequence — a sequence with the property that the difference between any two terms
is arbitrarily small provided they arc both sufficiently far out in the scquence. More precisely
it is stated: a sequence {a,} such that for every ¢ = 0 there is an integer N with the property
that if n and 2 are both greater than V, then |a,, — a,,| < €.

causality principle asserts that a response of a system follows its cause in time, or that the
response at some time depends only on the driving forcc in the past.

cavitation — 4 tendency of liquids to form bubbles spontaneously when subjected locally to
negative pressure, as they cannot withstand the tension involved.
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CCD - acronym for a charged-coupled device.

central limit thcorem states that the distribution of sample means taken from a large popula-
tion approaches a Gaussian distribution.

Cerenkov angle — see Cerenkov radiation.
Cerenkov condition — see Cerenkov radiation.

Cerenkov radiation Cerenkov radiation@Cerenkov radiation — light ¢mitted when relativis-
tic particles pass through nonscintillating matter: a charged particle travelling with a velocity
+ through a nonconducting medium having an index of refraction n( f') emits electromagnetic
radiation at all frequencies f for which the phase velocity ¢/n is less than v. In principle, a
neutral particle having a magnetic moment (e.g. neutron) will also emit such radiation, while
it will be negligibly small because of the smallness of the magnetic moment. The radiation
is emitted at one angle, the Cerenkov angle ¢ = arccos(c/nv), with respect to the momen-
tum vector of the particle. The light is 100% linearly polarized with the electric vector being
coplanar with the particle momentum vector. The emitted power is defined as

17 4n2e? c N 2
‘__F B 772( / [1 _ (_(_) Jf df,
dz c nv

where the intcgration is limited to those trequencies for which the Cerenkov condition
(e/nv) < 1is fulfilled.

The effect is used in high energy particle physics, namely the fact that only charged par-
ticles that fulfill the Cerenkov condition cmit radiation, which then is detected. 1t is applicd
either to sclect particles above a certain energy or to discriminate against the heavier particles
in a beam of given momentum containing a mixture of particles.

First described in: P. A. Cerenkov, Visible luminescence from pure liquids subjected to
radiation, Dokl. Akad. Nauk SSSR 2(8), 451-457 (1934); S. 1. Vavilov, On possible origins of
blue luminescence from liguids, Dokl. Akad. Nauk SSSR 2(8), 457-461 (1934) - experiment,
both in Russian; I. E. Tamm, 1. M. Frank, Colierent radiation from a fast electron in a mediumn,
Dokl. Akad. Nauk SSSR 14(3), 107—112 (1937) - theory, in Russian.

Recognition: in 1958 P. A. Cerenkov, 1. M. Frank, 1. E. Tamm received the Nobel Prize in
Physics for the discovery and the interpretation of the Cerenkov effect.

Sce also www.nobel.se/physics/laureates/1958/index.html.

characteristic function — the Fourier transform of a probability function.
Chargaff’s rules — see DNA.

charge coupled device (CCD) — an array of integraied metal-oxide-semiconductor capacitors
which can accumulate and store charge due to their capacitance. Under the control of an
external circuit, each capacitor can transfer its clectric charge to one or other of its neighbours.
CCDs are used in digital image processing, photometry and optical spectrometry.

charge density wave — a static modulation of the charge density at atomic sites accommo-
dated by a periodic lattice distortion.
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chemical beam epitaxy — see molecular beam epitaxy.

chemical potential — a thermodynamic variable bearing a relation to the {low of matter (or
particles) similar o the relation which temperature bears to the flow of heat. Maller (particles)
only flows between regions of different chemical potential and then in the direction of decreas-
ing potential. The chemical potential of the ith species is j (g%)y;p',,z/z. = g%\r_,,.,,;.,
where (' is the Gibbs free encrgy, n; is the number of modes of the 2th species, T is the
absolute temperature, p is the pressure.

chemical vapor deposition — a thin solid film growth of a material transported from the gas
phase onto a suitable solid substrate. The gascous medium actually contains vapors of the
depositing malterial or 4 mixture of gaseous rcactants capable of undergoing chemical conver-
sion at the substrate surface to yield the film growth. The deposition is performed in open flow
chambers, where a carricr gas containing the reactive species of the precursors is lorced to flow
past heated substrates. Chemical composition of the precursors, gas pressure in the reaction
chamber and substrate temperature are the most important factors controlling the process (o
yield monocrystalline (epitaxial), polycrystalline or amorphous {ilms.

chemiluminescence — light generation by clectronically excited products of chemical reac-
tions. Such reactions are relatively uncommon as most exothermic chemical processes release
energy as heat. The initial step is termed chemiexcitation. Chemical energy is converted into
electronic excitation energy. If the excited stale species is fluorescent, the process is a direct
chemiluminescence. If the initial excited state species transter energy (o a molecule, which
then emits light, the process is indirect chemiluminescence.

First described by E. Wiedemann in | 888,

chemisorption — an adsorption process characterized by strong chemical bond formation
between adsorbed aloms and substrate atoms al the adsorbing surface.

Child-Langmuir law relates the current densily, which can be drawn under space charge
limited conditions between infinite parallel electrodes to the potential applicd between the
electrodes. The flow of charged particles is said o be space charge limiled if the current
density given off by an emitter is not limited by any property of the emitler but rather by the
fact that the charge in the space ncar the emitter reduces the clectric field at the emitter Lo zero.
Finally, the current density is proportional to V*/2, where V is the potential of the collector
respect to the emitter.

chromatography - a technique used to analyze material compositions including scparation
of the components in the mixture and quantitative measurcments of the amount of cach com-
ponent. The most commonly employed types of chromatography arc:

e gas chromatography (1o analyze gases or those liquids and solids, which can be heated to
a volatile state withoul decomposition occurring)

* liquid chromalography (to analyze liquids and solutions of solids when such materials
cannot be analyzed by gas chromatography because of their thermal instability)

* {on chromatography (to analyze qualitatively and quantitatively ionic species in complex
liquid and solid mixtures)
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* oel permeation chromatography (to determine molecular weights and molecular weight
distributions of polymer materials by separation of the molecules by size).

chromosome — a single DNA molecule that is the sclf-replicating genetic structure within the
cell which carries the linear nucleotide sequence of genes. In humans (or eukaryotes), the
DNA is supercoiled, compacted, and complexed with accessory proteins, and organized into
a number of such structures. Normal human cells contain 46 chromosomes (cxcept the germ
cells, egg and sperm): 22 homologous pairs of autosomes and the sex-determining X and Y
chromosomes (XX for females and XY for males). Prokaryotes carry their entire genome on
one circular chromosome of DNA.

CIP geometry — see giant magnetoresistance effect.
circularly polarized light — scc polarization of light
cladding layers — scc double heterostructure laser.

Clark rule — a modification of the Morse rule relating the equilibrium internuclear distance
in a diatomic molecule » and the equilibrium vibrational frequency w in the form wr™(n)'/? =
k- k', where n is the group number assigned according to the number of shared electrons, k
is a constant characteristic of the period, & is a correction for singly ionized molecules of that
period (zero for neutral molecules).

First described in: C. H. D. Clark, The relation between vibration frequency and nuclear
separation for some simple non hydride diatomic molecules, Phil. Mag. 18(119), 459470
(1934); C. H. D. Clark, The application of a modified Morse formula to simple hydride di-
atomic molecules, Phil. Mag. 19(126), 476485 (1935).

Clausius—Mosotti equation connects total polarization of dielectric particles I” with dielec-
tric constant e and molecular volume © (= mol.wt./density) as I’ = (e — 1)/(¢ + 2)v. It
supposes that particles of a dielectric under the inductive action of an electric field behave as
a series of small insulated conductors and can be polarized as a whole.

First described by R. Clausius and independently by O. F. Mossotti in the middle of the
XIX century.

Clebsch—-Gordan coefficients — the clements of the unitary matrix < myms|jm >, which
are in fact the cocflicients of the expansion of the cigenstates | = in terms of the cigenstates
|mymsy =, in accordance with the formula |jm == |myma »< myma|jm =. These
coetticients are called Clebsch—Gordan coefficients. Sometimes also terined Clebsch-Gordon,
Wigner, vector addition or vectlor coupling coefficient. There arc many symbols employed
in the literature to denote the Clebsch—Gordan coefficients, for which it is possible to obtain
explicit formula. The Clebsch-Gordan coefficients play a principal role in the gencral problem
of the combination of angular momenta in quantum mechanics.

First described in: R. F. A. Clebsch, P. A. Gordan, Theorie der Abelschen Funktionen
(Teubner, Leipzig, 1866).

More details in: A. Messiah, Clebsch-Gordon Coefficients and 3j Symbals, Appendix C 1.,
in: Quantum Mechanics (North Hollund, Amsterdam 1962); 1.. Cohen, Tubles of the Clebsch—
Gordan Coefficients (North American Rockwell Science Center, Thousand Qaks, California,
1974).
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close packed crystal — a crystal with atoms arranged so that the volume of the interstitials
between the spheres corresponding to the atoms is minimal.

clusters (atomic) — large “molecules” containing typically from 10 to 2000 atoms. They
have specilic properties (mainly due to their large surface-to-volume ratio), which are size
dependent and diffcrent from both those of the atoms and the bulk material.

CMOS — acronym for a complementary metal oxide semiconductor device. Such a device,
typically being an integrated circuit, is a combination of p-channcl metal oxide semicon-
ductor transistors and n-channel metal oxide semiconductor transistors. It was initiated by
technical investigations in the 1940s and started as an industry in the late 1960s. CMOS cir-
cuitry dominates the current semiconductor market due to the astonishing power of silicon
electronic integration technology. CMOS technology has distinguished itself by the rapid im-
provements in its products, in a four-decade history, most of the figures of merit of the silicon
industry have been marked by exponential growth (see Moore’s law), principally as a result
of the ability to exponentially decrease the minimum feature sizes of integrated circuits.
More detail in: http://www.sematech.org/public/roadmap/

CNDO - acronym for complete neglect of differential overlap; sce approximate self-
consistent molecular orbital methods.

coenzyme — a nonprotein portion of an enzyme that supports the catalytic process. Coen-
zymes are often vitamins or mctal ions.

coherence — a quality that expresses the correlation between two stochastic processcs or
states.

coherent potential approximation is vsed for calculation of fundamental electronic prop-
erties of disordered alloys. It introduces the concept of coherent atom corresponding to an
average of disorderly arranged atoms of various species constituting a given alloy. We solve
the impurity problem, in which an atom of a given specics substitutes a coherent atom in the
lattice of the pure crystal of coherent atoms. Electron states related to the impurity atom can
be determined self-consistently in the local density approximation if the potential of the co-
herent atom is known. The latter potential is called the coherent potential. It is determined
selt consistently by making use of the potentials of the component atoms, which in turn have
been determined in terms of the coherent potential by solving the above mentioned impurity
problem,

First described in: P. Soven, Coherent-potential model of substitutional disordered alloys,
Phys. Rev. 156(3), 809-813 (1967).

cohesion - a property exhibiting by condensed matter: work must be done in order to scparate
matter into its constituents (free atoms or molecules), which are normally held together by
attractive forces. These forces are particularly strong in solids. The work required to dissociatc
one mole of the substance into its free constituents is called the cohesive energy.

collision radiation — see bremsstrahlung.

colloid — a substance consisting of a continuous medium and small (colloidal) particles dis-
persed therein.
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colloidal crystal — a self organized periodic, like in a crystal, arrangement of colloidal parti-
cles.
More details in: P. Pieranski, Colloidal crystals, Contemp. Phys. 24(1), 25-73 (1983).

colloidal particles — particles smaller than coarse, filterable particles but larger than atoms
and small molecules. They may eventually be large molecules composed of thousands of
atoms. There is no generally accepted size limit tor colloidal particles, but the upper limit is
200-500 nm, while the smallest ones are measured to be 0.5-2 nm.

colored noise — a noise characterized by a second order correlation function, which is broader
than a delta function.

commutator — a notation for operators A and B, [A,B] = AB - BA. The order of operators
is important. They cannot be reordered like numbers. Two operators arc said to commute if
their commutator is zero. It is possible to measure two physical quantities simultaneously to
arbitrary accuracy only if their operators commute.

complementarity — the term used by N. Bohr to describe the fact that in a given experimental
arrangement one can measure either the particle aspects or the wave aspects of an electron, or
other quantum particle, but not both simultaneously.

complete neglect of differential overlap (CNDO) — see approximate self-consistent molec-
ular orbital methods.

compliance constant s - see elastic moduli of crystals.
compliance matrix — scec Hooke’s law.

Compton effect — an electromagnetic radiation, scattered by an clectron in matter increases
its wavelength so it becomes

— sin?(6/2)],

Aop =N |1+ ;
meg

where ) is the wavelength of the incident radiation, m is the mass of the electron, 0 is
the scattering angle. It is indeed pronounced in the case of X-rays and gamma radiation.
The radiation is scattered in some definite direction. The increase in the wavelength (AN =
Ag - Ag) depends only on the angle of scattering 6. The term h/mc is called the Compton
wavelength.

First described in: H. Complon, A quantum theory of the scattering of X-rays by light
experiments, Phys. Rev. 21(5), 483-502 (1923).

Compton scattering — an clastic scattering of photons by electrons.
Compton wavelength — see Compton effect.

conductance — the real part of the admittance of an electric circuit. When the circuit
impedance contains no reactance, like in a direct current circuit, it i1s the reciprocal of re-
sistance. Conductance is a measure of the ability of the circuit to conduct electricity.

conductivity — the ratio of the electric current density to the clectric field in a material.
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conduction band — a sct of one clectron states most commonly available for conduction of
electric current by electrons in solids.

conductor — a substance, through which electric currents tlow easily. It has a resistivity in
the range of 107%-10=* Qcm. A solid is a conductor if there is no energy gap between its
conduction band and valence band and the conduction band is filled with electrons.

constitutive relations — sce Hooke’s law.

continuity equation — an equation, which relates the rate of inflow of a quantity to the rate

of increase of the amount of that quantity within a given system. It can be written in the most

general form for a particle density N as % = injection(and/or + production) — absorption

f
— leakage. Conscrvation of the particles in three dimensions gives div.y + % = (), where J
aJ IN _ 0
or

is the particle density vector. In the one-dimensional case it transforms to 57 +

controlled rotation gate (CROT gate) — a logical gate in which the state of one bit (the
control bit) controls the state of another bit (the target bit). The target bit is rotated through
7 (i.¢. [rom state 0 to | or vice versa) if and only if the control bit is 1. The transformation
matrix of the simplest gate is:

I 0 0 0
O 1 0 0
0 0 0 -l
00 1 0

The CROT gatce is cquivalent to the standard controlled NOT gate, despite the difference in
the minus sign placement in their matrix representations.

Cooley-Tukey algorithm — the efficient algorithm for calculation of a discrete Fourier trans-
form (see fast Fourier transform). It provides these calculations using only nlogn arith-
metic operations instead of % operations.

Formally, the discrete Fourier transform is a lincar transformation mapping any
complex vector f of length n to its Fourier transform /7. The kth component of
Fis F(k) = Z;—ol J(7)exp(2mijh/n) and the inverse Fourier transform is f(i) =
LS8 P(k) exp(—2mijk/n). Cooley and Tukey showed how the Fourier transform on the
cyclic group Z/nZ, where n. = pq is composite, can be written in terms of Fourier transforims
on the subgroup ¢Z/nZ or Z/pZ. The trick is to change variables so that the one-dimensional
formula giving the discrete Fourier transform is turned into a two-dimensional formula which
can be computed in two stages. Define vanables jy . ja, ky, ko through the equations:

J =70 d2) = Jrq + 2 O<ji<p, 0<jy<y

k= k(ki ko) = kop+ Ry O0<hy<<p, O0=hy <q.

Then the Fourier transforin can be rewritten as:

q—1 p—1

Flkika) = 3 exp(2miga(hap + k))/m) S oxpl2mid (k1 /p))f i1 d)-

J2=0 J1--0
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Now one can compute F' at two stages:
1. For each k| and j, compute the inner form

Pk, jo) = > expl2migy (ki /)] (i1, ja).
J1=0

This requires at most pq scalar operations.
2. For cach &y and £, compute the outer sum

g—1

Fky, ko) = Z exp([2mifa(kop + k1)]/n) Frik, j2).

Jz—0

This requires an additional ¢%p operations. Thus, instead of (pg)? operations, the above al-
gorithm uses (pq)(p + ¢) operations. If n could be factored further, the same trick could be
further applied obtaining the transforimn through only 7 log n operations.

The algorithm had a revolutionary effect on many digital and image processing methods
and it is still the most widely used method for computing Fourier transforms. It is interesting
to note that the idea started from the necessity to develop a method for detecting Soviet Union
nuclear tests without visiting the nuclear lacilities. Onc idea was to analyzc a large number of
seismological time series obtained {rom off-shore seismometers, this requires fast algorithms
for computing discrete Fourier transforms. The algorithm was not patented, the impressive
rapid growth of its applications is testimony to the advantages of open developments.

First described in: J. W. Cooley and J. W. Tukey, An algorithm for machine calculation of
complex Fourier series, Math. of Comput., 19(2), 297-301 1965).

Cooper pair - a pair formed by two c¢lectrons with differently oriented spins (up and down).
As a result the pair has zero spin and the energy distribution of such particles follows the
Bose-Einstein statistics. Cooper pairs are used in the explanation of superconductivity.

First described in: L. N. Cooper, Bound electron pairs in a degenerate Fermi gas, Phys.
Rev. 104(4), 11891190 (1956).

Recognition: in 1972 J. Bardeen, L. N. Cooper and 1. R. Schrieffer received the Nobel
Prize in Physics for their jointly developed theory of superconductivity, usually called the
BCS-theory.

See also www.nobel.se/physics/laureates/1972/index.html.

coordination number — the number of nearest neighbors of a certain atom. The polyhedron
formed when the nearest neighbors are connected by lines is called its coordination polyhe-
dron.

Corbino disc — a {lat doughnut shaped sample, Figure 22, that has concentric contacts (o the
inner and outer cylindrical surfaces.

First described in: Q. M. Corbino, Elektromagnetische Effekte die von der Verzerrung
herriihren, Phys. 2. 12, 842-845 (1911).
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Figure 22: Corbino disc.

Corbino effect — production of a circumferential electric current in a circular disk by the
action of an external axial magnetic ficld upon a radial current in the disk.

First described in: O. M. Corbino, Elektromagnetische Effekte die von der Verzerrung
herriihren, Phys. Z. 12, 842-845 (1911).

Coriolis force — an inertial force arising when an object is moving in a rotating coordinate
system. As a result, the path of the object appears to deviate. In a moving coordinate system,
this deviation makes it look like a force is acting upon the object, but actually there is no real
force acting on the object. The effect is due to rotation (associated with an acceleration) of
the coordinate system itself. In a rotating frame of reference (such as the carth), the apparent
force is F = 2m(v x £2), where m is the mass and v is the linear velocity of the object, £ is
the angular velocitly of the coordinate system.
First described in: G. G. Coriolis, J. Ecole Poytechn. 13, 228, 265 (1832).

correlation — the interdependence or association between two variables that are quantitative
or qualitative in nature.

correspondence principle — scc Bohr correspondence principle.
Cottrell atmosphere — a cluster of impurity atoms surrounding a dislocation in a crystal.

co-tunneling — a tunneling process through an intermediate virtual state. It becomes relevant
when sequential single-electron tunneling through quantum dots is suppressed by Coulomb
blockade. The virtual states originate from quantum fluctuations of the number of electrons
there. Co-tunneling is a process of high order tunneling in which only the encrgy from initial to
final (after the tunneling events) state needs to be conserved. Elastic and inclastic co-tunneling
are distinguished.

In elastic co-tunneling an electron tunnels into the dot and out of the dot through the same
intermediate energy state of the dot. For a dot placed between two leads the corresponding

current is ] A
LT 1T I |
J=—"+ | —+ =1}V
87!’2(:"2 <El Eg)

Here o) and o5 are the barrier conductance in the absence of the tunneling processes, A is
the energy gap between the states in the dot, 77, is the charging energy related to one electron
coming into the dot, /7, is the charging energy related to one electron leaving the dot. The
current varies linearly with the applied voltage V. Al low temperatures it is temperature
independent.



N
N

Coulomb law (electrieity)

1n inelastic co-tunneling, an electron that tunnels from one lead into a state in the dot is
followed by an electron that tunnels from a different state of the dot into another lead. In this

case the current is
hoyoa (1 1\? . eV?
I = —+ — k)2 — V.
66‘2 <E1 + Eg) ( B ) + 27

It is obvious that the current is temperature dependent and proportional to V3. In a multidot
system with N junctions / ~ V2V=1,

The co-tunneling processes yield the current below the threshold voltage controlled by the
Coulomb blockade. This limits the accuracy of the single electron Coulomb turnstile, even in
the most favorable conditions.

First described in: D. V. Averin, Y. V. Nazarov, Macroscopic quantum tunneling of charge
and co-tunneling, in: Single Charge Tunneling, cdited by H. Grabert, M. H. Devoret (Plenum,
New York 1992), pp. 217-248.

Coulomb blockade — an interdiction of an electron transfer into a region where it results in
a change of the electrostatic encrgy greater than the thermal energy EpT. Note that if the
region is characterized by the capacitance (7, its clectrostatic energy is increased by ¢?/2C
with the arrival of one electron. In macroscopic structures, this change in the energy is hardly
noticeable, while in nanostructures, particularly in quantum dots, the condition ¢2/2C >
kuT, is easily realized. The change in the electrostatic energy due to transfer of a single
electron results in the gap of e?/2C in the energy spectrum at the Fermi level referred to as a
Coulomb gap. Injection of an clectron in a Coulomb blockade regime is inhibited until this
energy gap is overcome through an applied bias. The phenomenon clearly manifests itself in
single-electron tunneling.

First observed in: 1. Giaever, H. R. Zeller, Superconductivity of small tin particles mea-
sured by tunneling, Phys. Rev. Lett. 20(26), 1504-1507 (1968) - experiment; I. O. Kulik, R.
1. Shekhter, Kinetic phenomena and charge discreteness effects in granulated media, Zh. Exp.
Teor. Fiz. 68(2), 623-640 (1975) - theory.

Recognition: in 1973 1. Giaever received the Nobel Prize in Physics for his experimental
discoveries regarding tunneling phenomena in superconductors.

See also www.nobel.se/physics/laurcates/1973/index.html.

Coulomb gap see Coulomb blockade.

Coulomb gauge — the gauge defined by the cquation V - A = (), where A is the vector
potential of the magnetic field.

Coulomb law (mechanics) states that friction force between two bodies is independent of the
velocity of their movement with respect to each other. See also Amontons’ law.

Coulomb law (electricity) states that the electrostatic force of attraction or repulsion exerted
by one particle with a charge q; on another with a charge ¢, also called the Coulomb force,
is defined as I = ¢y g2/, where 7 is the distance between the particles.

First observed by H. Cavendish in 1773 but not published;

First described by C. A. Coulomb in 1785.
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Coulomb potential — the potential describing interaction of two charged particles in the form:
Vi(r) %‘L;’, where ¢ and ¢- are the charges of the interacting particles, = is the relative
permitlivity, 7 is the distance between the particles.

Coulomb scattering — scattering of charged particles by an atomic nucleus under the influ-
ence of the Coulomb forces exerted by the nucleus as a whole, i. e. the internal nuclear force
field is neglected. This means that the charged particles which undergo scattering do not ap-
proach the nucleus sufficiently closely for the nuclear forces acting between the protons and
neutrons to have any cxternal cffect.

Coulomb staircase — a stair-like current—voltage characteristic typical for a double barricr
single-electron tunneling structure.

covalent bond — an interatomic bond in which each atom of a bound pair contributes one
clectron o form a pair of electrons,

CPP geometry - see giant magnetoresistance effect.
CROT gate — see controlled rotation gate.

cryogenics — production and maintenance of very low temperatures, within a few degrees of
absolute zero, and the study of phenomena at these temperatures.

crystal — a three-dimensional-shaped body consisting of periodic arrays of ions, atoms or
molecules.

crystal point group — scc point group.

cubic lattice — a Bravais lattice whose unit cell is formed by perpendicular axes of equal
length.

Curie law governs the variation of magnetic susceptibility with the temperature of a para-
magnetic material with negligible interaction between the magnetic carriers. It has the form
M = C'/T, where M is the molar susceptibility and ' is the Curic constant.

First described by P. Curie in 1895.

Curie point (temperature) -- the temperature above which particular magnetic propertics ol
the substance disappear, There are three such points relating to different magnetic materials:
(1) the ferromagnetic, (ii) the paramagnetic, (iii) the antiferromagnctic Curic points. The latter
is also called the Néel point (temperature).

Curie—Weiss law — the Curie law modificd to the casc when internal interactions play a role.
The temperature dependence of the molar susceptibility takes the form M = C/(T  ©),
where © is the Curie point.

First described in: P. Weiss, Hypothesis of the molecular field and ferromagnetism, J.
Phys. 6, 661-690 (1907).

Curie-Wulff’s condition — sce Wulff’s theorem

“current law”’ — see Kirchhoff laws (for electrical circuits).
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cyclotron effect — any free electron of mass yn moving in a plane normal to a magnetic field
with induction B exccutes a circular trajectory in this plane with the characteristic frequency
we = eB/m, known as the cyclotron frequency. The radius of the orbit, called the cyclotron
radius, is 7. = (2m17)'/?/(e]3), where 7 is the electron kinetic energy. Note that the period
of the cyclotron motion is independent of the clectron energy, while the radius of the orbit is
dependent on the electron energy..

cyclotron frequency - see cyclotron effect.
cyclotron radius — sce cyclotron effect.

cyclotron resonance — a resonance absorption of energy from an alternating current clectric
field by electrons in a uniform magnetic field when the frequency of the electric ficld cquals
the cyclotron {requency, or the cyclotron frequency corresponding to the electron’s effective
mass if the electrons are in a solid.



D: From D’Alambert Equation to Dynamics

d’Alambert equation — a system of simultaneous linear homogeneous differential equations
with constant coefficients of the form dy, /dx = >~ aqy, = 0(i = 1,2, ..., n), where y;(x)
are the 7 functions to be determined and ;. are constants.

First described by J. d’ Alambert in 1747.

d’Alambertian operator is 9 /022 + 0%/0y* + 0%/02% — 1/1*(8%/0t?). Tt is used in elec-
tromagnetic wave theory where the parameter v is the wave velocity in the medium under
consideration.

damped wave — a wave whose amplitude drops exponentially with distance because of the
energy losses, which are proportional to the square of the amplitude.

Darwin curve — the form of the angular distribution of intensity in the X-ray diffraction pat-
tern from a perfect crystal, as originally calculated by C. G. Darwin.

Davisson—Calbick formula gives the focal length for the simplest clectrostatic lens composed
of a single circular aperture in a conducting plate kept at the potential V' and separating two
regions of different potentials V| and V5, in the form f = 4V(V, — V).

Davisson—-Germer experiment — the first demonstration of electron diffraction in which a
beam of clectrons was directed at the surface of a nickel crystal. The distribution of scattered
back clectrons was measured with a Faraday cylinder.

First described in: C. ). Davisson, L. H. Germer, Diffraction of electrons by a crystal of
Nickel Phys. Rev. 30, 705-740 (1927)

Recognition: in 1937 C. ). Davisson shared with G. P. Thomson the Nobel Prize in Physics
for their experimental discovery of diffraction of electrons by crystals.

Sce also www.nobel.se/physics/laureates/1937/index.html.

Davydov splitting — splitting in the absorption spectra of molecular crystals due to the inter-
action between identical molecules having different orientations in the unit cell of the crystal.

First described in: A. S. Davydov, Theory of absorption spectra of molecular systems, Zh.
Exp. Teor. Fiz. 18(2), 210-218 (1948) - in Russian.

de Broglie wavelength appears from de Broglie’s statement that any particle, not only pho-
tons, with a momentum p should have (in some sense) a wavelength given by the relation
A= h/p.

First described in: L. de Broglie, Ondes et quanta, C. R. Acad. Sci. (Paris) 177, 507-510
(1923).
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Recognition: in 1929 L. de Broglie received the Nobel Prize in Physics for his discovery
of the wave nature of electrons.
See also www.nobel.se/physics/laureates/1929/index.html.

Debye effect — selective absorption of clectromagnetic waves by a dielectric due to molecular
dipoles.

Recognition: in 1936 P. Debye received the Nobel Prize in Chemistry for his contributions
to our knowledge of molecular structure through his investigations on the dipole moments and
on diffraction of X-rays and electrons in gases.

See also www.nobel.se/chemistry/laureates/1936/index.html.

Debye frequency — the characteristic frequency of the lattice vibrations that couple the elec-
trons in the supcrconducling state.

Debye-Hiickel screening — phenomenon in a plasma, where the electric field of a charged
particle is shielded by particles having charges of the opposite sign.

First described in: P. Debye, G. Hiickel, Theory of electrolytes. Part 1. Law of the limit of
electrolytic conduction, Phys. Z.. 24(10), 305-325 (1923) - in German,

Debye-Hiickel screening length — a penctration depth of an impurily charge screened by
mobile carriers in semiconductors L = (e¢2n/cokpT)™'/%, where n is the carrier concentra-
tion and T is the temperature. It is valid for lightly doped semiconductors at around room
temperatures. The quantity (7)™ ! is denoted as the Debye—Hiickel screening wave number.

Debye-Hiickel screening wave number — see Debye—Hiickel screening length,

Debye-Hiickel theory — the theory of the behavior of strong electrolytes according to which
cach ion is surrounded by an ionic atmosphere of charges of the opposite sign whose behavior
retards the movement of ions when an electric current is passed through the medium.

The energy of the interaction between the ions and their surrounding ionic atmospheres
determines an electrostatic potential energy of the solution, which is assumed to account for
the nonideal behavior. The following assumptions are made to calculate this potential energy:
(1) strong clectrolytes are completely dissociated in the concentration range in which the theory
is valid, (ii) the only forces operative in interionic attraction are the Coulomb forces, (iii) the
dielectric constant of the solution is not essentially different from that of the solvent, (iv) the
ions can be regarded as point charges, (v) the electrostatic potential energy is small compared
with the thermal energy.

First described in: P. Debye, Li. Hiickel, Zur Theorie der Elektrolyten, Phys. Z. 24(9),
185-206 (1923).

Debye-Jauncey scattering - incoherent background scattering of X-rays from a crystal in
directions between those of Bragg reflections.

Debye relaxation — relaxation of a charge polarization characterized by a single relaxation
time 7. It 1s typical for the relaxation of orientation polarization in a material containing only
one Lype of permanent dipoles. The relaxation current decreases exponentially with time:
I ~exp(—L/7).

Debye screening length = Debye—Hiickel screening length.
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Debye temperature — the characteristic used (o describe the slope of the temperature de-
pendence of the heat capacity of matler generally presented as ¢, = f(T/Te). In fact, the
Debye temperature 1 is dependent on temperature. so the above relation holds linearily in
an appropriate power of '/l in a limited temperature range.

First described in: P. Debye, Zur Theorie der spezifischen Wiirme, Ann. Phys. 30(4),
789-839 (1912).

Debye-Waller factor — a rcduction for the intensity of X-rays diffracted at a crystal lattice
due to the thermal motion of the atoms in the lattice. It is £ = exp [—872u? sin*(8/27%)],
where 2 is the average value of the square of the displacement of the atom perpendicular to
the reflecting plane ( a function of T'), # is the Bragg reflection angle, ) is the wavelength of
the X-rays.

First described in: 1. Waller, The influence of thermal motion on the interference of Ront-
gen rays, 7. Phys. 17(6), 398-408 (1923).

deca- — a decimal prefix representing 10, abbreviated da.
deceleration radiation - see bremsstrahlung.
deci- — a decimal prefix representing 10 1, abbreviated d.

deformation potential is introduced in order to describe how phonons compress and dilate
alternating regions of a solid. A uniform compression or dilatation of the crystal causes the
edge of each electronic energy band to move up or down proportional to the strain. The
constant of proportionality is called the deformation potential, =.

The potential energy is V(z) = Ze(z), where the longitudinal strain is e(z) = 0u/0z,
and u(z) is the displacement of an atom at z.

degeneracy means the equality of quantities, which are independent and thus in general dis-
tinct. In quantum mechanics, it is a number of orbitals (energy levels) with the same energy
or identically - the conditions when different wave functions correspond to the same energy.

degenerate states — states of the same energy. In other words, different states with a common
eigenvalue are said to be degenerate.

de Haas—van Alphen effect — oscillatory variation of magnetic susceptibility of metals as a
function of 1/H, where H is the strength of a static magnetic field. The effect is observed
at sufficiently low temperatures, typically below 20 K. It is a consequence of the quantization
of the motion of conduction electrons in a magnetic field. Recording field and temperature
dependences of the effect, in particular as a function of the field orientation with respect to
the crystal axes, enables one to find the electron effective mass, electron relaxation time and
Fermi level in the material.

First described by W. J. de Haas, P. M. van Alphen, Relation of the susceptibility of dia-
magnetic metals to the field, Proc. K. Akad. Amsterdam 33(7), 680-682 (1930).

More details in: D. Schoenberg, Magnetic Oscillations in Metals, (Cambridge Universily
Press, Cambridge 1984).

Delbriick scattering — a scattering of light produced by a Coulomb field, i.e. by virtual
clectron—positron pairs.
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delta-doped structure — a semiconductor structure with extremely inhomogencous doping
prolile characterized by location of all impurities in a very thin inner layer, ideally within one
monolayer. The dopant profile resembles the Dirac delta function. Electronic bands in such
a structure are shown in Figure 23.
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Figure 23: Encrgy bands in a delta-doped semiconductor structure.

Carriers in the highly doped region are restricted to move far from the ionized impurity
because of strong Coulomb interaction with them. The electric ficld of the ionized impurity
atoms is screened by the free carriers they produce. A V-shaped potential well is formed. It
can be approximated by
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where ¢ is the dielectric susceptibility of the material, /V; the sheet concentration of the impu-
rity, ans - ch? / me? the etfective Bohr radius.

Lnergy states in the well are quantized according 1o the quantum confinement regularities.
They can accommodate a high density ol electrons with a large number of occupied two-
dimensional sub-bands.

One of the simplest delta-doped structures consists of a monolayer of silicon deposited
onto the surface of monocrystalline GaAs and then buried with more epitaxial GaAs. Donor
silicon atoms diffuse away slightly, but remain within some monolayers near the original
doping plane. An clectron-confining region extends to about 10 nm. An electron density in
the 2DEG of up to 10’* cm™? can be reached, but at the cost of cutting their mobility.

A periodic alignment of 7-type and p-type delta-doped layers separating an intrinsic ma-
terial is known as a nipi structure. When donor and acceptor concentrations in n-type and
p-lype layers, respectively, are equal then the structure in equilibrium has no {ree carriers to
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move. Non-equilibrium carriers, generated for example by the light illumination of the struc-
ture, appear to be separated by the built-in electric field. Their charge modifics the energy band
diagram in the same way as do equilibrium carriers. An identical effect can be also achicved
by cxternal electrical biasing of the ».- and p-layers. Both approaches give an opportunity for
elfective tuning of the energy band diagram.

delta function — a distribution 4 such that {L o F(@)é(x —t)da = f(1), also known as Dirac
delta function. It is a functional generfilual]on of the Kronecker delta function.

demagnetization curve — a {unctional relationship between the magnetic induction and the
strength of the magnetic licld, when strength of the field is decreased {rom the saturation state
of the material to the point of zero flux.

Dember effect — an appcarance of an electric field in a uniform semiconductor when it is
nonuniformly irradiated with light. It is a result of the difterent diffusion lengths of electrons
and holes generated by the light.

First described in: H. Dember, Photoelectric emf in cuprous oxide crystals, Phys. Z. 32,
554-556 (1931) - experiment; 1. 1. Frenkel, Possible explanation of superconductivity, Phys.
Rev. 43(11), 907-912 (1933) - theory.

dendrite — a tree-like crystal.

density functional theory states that the ground state energy corresponds to the minimum of
a functional of the density of clectrons, which is a function of position. Then the electron dis-
tribution in the ground state is shown to be determined by solving the Schrédinger equation
with an appropriate one electron potential which takes into account the exchange-correlation
energy as well as the classical electron—electron and electron—nucleus Coulomb interactions.
The exchange-correlation potential, which is a function of the clectron density, in principle,
can be determined only approximately. The approximation which is widely used is the local
density approximation. By calculating the one-electron potential self-consistently, one can
determine not only the electron structure for a given lattice configuration of nuclei but also
the crystal structure itself and lattice spacing on the basis of the energy minimum principle by
comparing the total energy of various configurations.
The density functional theory is based on two general theorcms:
= any physical property of an interacting electron gas, in its fundamental state, can be
written as a unique functional of the electron density p{r) and, in particular, its total
energy I7[p] (the total energy of an clectron gas in the presence of a background potential
may be written as a functional of the charge density)

= E[p| reaches its minimum for the true density p(r), i.e., derived from the Schridinger
cquation. The true charge density of the system is that which minimizes this functional,
subject to it having the correct normalization.

For electrons moving in a potential due to ions (in the CGS system)

Elp] = —¢ //) (r)p™ (') d*rd’r '+—/ p_x)p (r)d;}rdxr'
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where p ! (r) is the number of elementary positive charges per unit volume. The first three
terms are duc to the classical Coulomb clectron—ion, electron—electron and ion—ion interac-
tions, respectively. The fourth term is the kinetic energy of a noninteracting electron system
of density p(r). The last term is the exchange and correlation energy.

The theory is applicable for simulation of fundamental electronic and related properties of
muatter.

First described in: P. Tlohenberg, W. Kohn, Inhomogeneous electron gas, Phys. Rev. B
136(3), 864-871 (1964) and W. Kohn, L. J. Sham, Quantum density oscillations in an inho-
mogeneous electron gas, Phys. Rev. A 137(6). A1697-A1705 (1965); W. Kohn, L. J. Sham,
Self consistent equations including exchange and correlation effects, Phys. Rev. A 140(4),
1133-1138 (1965).

Recognition: in 1998 W. Kohn received the Nobel Prize in Chemistry for his development
of the density-functional theory.

See also www.nobel.se/physics/laurcates/1998/index. html.

density of states — 4 number of states per energy interval dI per spin orientation per unit
volume of real space. Total density of states and projected density of states are distinguished.
The total density of states is calculated as

) .
(L) = T > §(E — F,(k)) dk,

Vg

where Vi, is the Brillouin zone volume. The integral is taken over the surface of constant
energy 12 and n is the band index. The projected density of states of the atom type ¢ is
) = 53 [ Qis - B k) ax.
Viz <
where Q}is the partial charge.

The total densities of states in three-dimensional (3D) and reduced dimensionality systems
are:
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where m* is the effective electron mass, ©([7 — I7;) is the step function.
deoxyribonucleic acid — see DNA.

desorption — removal of a substance from a surface on which it has been adsorbed. The
alternative process is adsorption.
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Destriau effect — electroluminescence of zinc sulfide phosphors when excited by an elec-
tric field. This effect is the basis for the alternaling-current phosphor panel technology. G.
Destriau first coined the word “clectroluminescence” to refer to the phenomenon he observed.

lirst described in: G. Destriau, Recherches sur les scintillations des sulfures de zinc aux
rayons, J. Chem. Phys. 33, 587-625 (1936).

Dcutsch—Jozsa algorithm — a quantum algorithm for solving the Deutsch—Jozsa problem:
the task is to determine whether the Boolean function f @ {0,1}” — {0,1} is constant,
always returning 0 or always | irrespective of the inpul, or balanced returning 0 for half of
the inputs and 1 for the other half. For example determining whether a coin is [air (head
on one side, tail on the other) or fake (heads or tails on both sides). Functions of this type
are often referred to as oracle or black box. The algorithm gives the right answer using just
an cxamination step. A classical algorithm requires in the best case two evaluations, in the
worst case (27 ! 4 1) evaluations. It is sufficient to require that f is linear and to note that
a reversible implementation of [ is possible by using at least one cxtra bit to represent the
computation as a permutation of the states of the input bits.

First described in: D. Deutsch, R. Jozsa, Rapid solutions of problems by guantum compu-
tation, Proc. R. Soc. London, Scr. A 439, 553-558 (1992).

More details in: A. Galindo, M. A. Martin Delgado, Information and computation: classi-
cal and quantum aspects, Rev. Mod. Phys. 74(2), 347-423 (2002); S. Guide, M. Ricbe, G. P.
T. Lancaster, C. Becher, J. Eschner, H. Hiiffner, F. Schmidt-Kaler, 1. L. Chuang, R. Blatt, fm-
plementation of the Deutsch-1osza algorithm on a ion-trap quantum computer, Naturc 421(1)
48-50 (2003).

Recognition: in 2002 D. Dcutsch received the International Award on Quantum Commu-
nication for his theoretical work on Quantum Computer Science.

diagonal sum rule — a sum of the diagonal elements (the trace) of the matrix of an observable
is independent of representation and is just equal to the sum of the characteristic valucs of the
observable weighted by their degeneracics.

diamagnetic — a substance, which in an external magnetic field demonstrates magnetization
opposite to the direction of the field, so diamagnetics arc repelled by magnets. The magne-
tization is proportional to the applicd ficld. A substance in a superconducting state exhibits
perfect diamagnetism. See also magnetism.

First described in: M. Faraday, Phil. Trans. 136, 21, 41 (1846).

diamagnetic Faraday effect — the Faraday effect at frequencies near an absorption line,
which is split due to the splitting of the upper level only.

diamond structure — specific crystalline structure which can be described as two interpen-
etrating face centercd cubic (fee) lattices that arc displaced relative to one another along the
main diagonal (atomic arrangement in a fcc lattice can be seen in Bravais lattice). The posi-
tion of the origin of the second fce lattice expressed in terms of the basis vector is (1/4,1/4,1/4).
The structure takes its name from diaumond where carbon atoms are arranged in such a fash-
ion. It supposes three-dimensional covalent bonding in which every atom is surrounded by
four nearest neighbors in a tetrahedral configuration. Other elements that crystallize with the
same lattice are Si, Ge, ovSn.
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Dicke effect — splitting of a spontaneous emission of photons by an cnscmble of initially
excited atoms. If the excited atoms are located in a rcgion smaller than the wavelength of
the emitted radiation, they no longer decay independently. Instead, the radiation has a higher
intensity and takes place in a shorter time interval than for an ensemble of independent atoms
duc to the coupling of all atoms to the common radiation field.

In the case of the emission from two excited atoms with dipole moments d; and o, at
positions 1 and 7o the spontaneous emission rate of photons with wave vector Q follow-
ing Fermi’s golden rule is T3 (Q) ~ Y-, |9o[*[1 £ exp [iQ(ry — r1)][*0(wo — wy), where
() = wo/¢,wy is the transition frequency between the upper and lower level, g¢ is the matrix
element for the mode Q. The two signs “+4” and “—" correspond to the two different rclative
orientations of the dipole moments of the two atoms. The interfercnce of contributions of
these atoms leads to splitting of the spontancous emission of photons into a fast superradiant
decay channel described by 1| (@) and a slow subradiant decay channel described by I'_ (Q).

From the four possible states in the Hilbert space of two two-level systems one can ex-
pect to obscrve their singlet and triplet states. The superradiant decay channel occurs via the
triplet and the subradiant decay via the singlet states. In the extreme Dicke limit where the
second phase factor is ¢close to unity, | exp [iQ(rs —ry )] = 1, it follows that I' (@) = 0 and
T (Q) =21(Q), where T'(()) is the decay rate of one single atom. This limit is theorctically
achicved if |Q(r2 — )| < 1 for all wave vectors Q. i.e., if the distance between the two
atoms is much smaller than the wave length of the light. In reality, the conditions for which the
subradiant rate is zero and the superradiant rate is just twice the ratc for an individual atom, is
ncver reached.

First described in: R. 11. Dicke, Coherence in spontaneous radiation processes, Phys.
Rev. 93(1), 99-110 (1954).

Dicke superradiance — a collcctive decay of an cnsemble of excited two level systems due to
spontaneous emission.

First described in: R. H. Dicke, Coherence in spontaneous radiation processes, Phys.
Rev. 93(1), 99-110 (1954).

More details in: M. G. Benedict, A. M. Ermolaev, V. A. Malyshev, 1. V. Sokolov, E. D.
Trifonov, Super Radiance, Optics and Optoelectronics Scries (Institute of Physics, Bristol,
1996).

dielectric — a substance in which an cxternal moderate clectric field once cstablished may
be maintained without loss of cnergy. It is an insulator containing no [ree charges. Actual
diclectrics may be slightly conducting and the line of demarcation between insulators or di-
clectrics and semiconductors or conductors is not sharp.

dielectric function — a function ¢(w) relating the clectromagnetic field E applied to matter
and the displaccment of charges D produced in it via D = e(w)E. It is a complex quantity,
$0 o{w) = ¢;(w) + ieg(w) with the corresponding real e (w) and imaginary ex(w) parts.

The imaginary part of the dielectric function is defined by the quantum-mechanical tran-
sition rate W;; in the random phasc approximation for transitions from the state ¢ to j via
€2+ (n?/w)3 Wi;(w). The summation runs over all occupied and unoccupied states.
For transitions between one-electron Bloch states from the filled valence into empty con-
duction band states the transition rate within the first-order perturbation theory is W, (w) =



66 differential scanning calorimetry (DSC)

(21 /Rh)|V;; (k)|?6(E;; (k) —hw), where the interband matrix element |V | contains the Bloch
factors of the valence and conduction band wave functions and the dipole opcrator of the in-
cident light wave, which is considered as perturbation. The interband matrix element depends
on the symmetry of the states participating in the optical transitions and the light polarization.
The dipole operator has odd parity, therefore V;; vanishes unless the Bloch factors have odd
parity. Transitions are termed allowed if V,; is non-zero, otherwise they arc called forbidden.
Generally V;; is dependent on the electron wave vector k, however, near critical points they
are generally independent of k.

The real and imaginary parts of the dielectric function are connected by the Kramers—
Kronig dispersion relation. They arc used to calculate the macroscopic optical properties
of solids represented by the refractive index n*, extinction coefficient A%, and absorption
coefficient v

" = {(1/D)a +(F + )
B ={1/2)] -6+ (6 + ) Y

_ Ank*
==

where A is the wavelength of the light in vacuum.

(a3

differential scanning calorimetry (DSC) — a technique of thermal analysis of matter, which
involves heating of a sample along with a thermally inert reference material and measuring the
relative heat changes that occur in the sample during the heating process. The most common
heat change normally observed is the melting transition of a crystalline material, which results
in an absorption of heat or energy relative to the inert standard. It is observed as an endother-
mic peak in the thermogram. The reverse phenomenon, that is crystallization, occurring upon
cooling a crystallizable material from the melt, manifests itself as a release of heat. It is ob-
served as an exothermic peak. Many other heat sensitive phenomena can also be characterized
by this technique such as glass and multiple crystal phase transitions, loss of volatiles, melting
of blends and alloys and degradation processes.

diffraction — generation of a weaker wavefront at an opaque edge or around a hole when
waves pass through it. These secondary wavefronts will interfere with the primary wavefront
as well as with each other to form various diffraction patterns.

diffusion — a dirccted motion of matter driven by a gradient of the electrochemical potential
in a system. It provides homogenization or approach to equilibrium through random atomic
motion. Gradients of the electrochemical potential are often related to gradients of particle
concentrations and temperature gradients in real systems.

When a gradient of particle concentration /N is a driving force for dilfusion, the flux
of the diffusion particles per unit area is J = —Dgrad N (in the one-dimensional case
J = —D(ON/dzx) ), where D is the cocflficient of diffusion or particle’s diffusivity. Time-
dependent variation or the particle concentration is described by the equation (ON/0t) =
grad(D grad N) (in the onc-dimensional case (AN/0t) = (8/0x)(DAN/0x) ). The above
cquations are also referred to as Fick’s laws of diffusion, the first law and the second law,
respectively.
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In solids, the diffusion motion of atoms needs point lattice defects to be involved in the
process. So far the mechanisms of atomic diffusion distinguished in solids are: (i) vacancy
mechanism (an atom in a substitutional position jumps into a nearest vacancy by exchanging
with it), (i) interstitial mechanism (jumps between neighbor interstitial sites in the lattice),
(iii) place exchange or ring mechanism (the simultaneous movement of two (in place ex-
change) or more (in ring) neighboring atoms as a result of which they squeeze past each other
and cxchange sites in the lattice). In the last case, lattice defccts are not so important. In
practice, superposition of the above mechanisms can take place.

First described mathematically in: A. Fick, Ann, Phys. 94, 59 (1855).

More details in: J. Crank, Mathematics of Diffusion (Clarendon Press, Oxford 1956);
B. L. Boltaks, Diffusion in Semiconductors (Academic Press, New York 1963).

diffusion length — an average distance diffused by a particle, i.e. a charge carricr or an atom,
trom the point at which it is formed or liberated to the point where it is absorbed.

diluted magnetic semiconductors are typically A'BY' and A"BY semiconductors in which
element A is partially substituted by magnetic ions, very often by manganese (Mn). In contrast
to magnetic semiconductors, such as Eu chalcogenids or ZnCr;Se,, diluted magnetic semi-
conductors allow tuning of their magnetic properties by variation of the magnetic ion con-
centration. 7Zn,_,Mn,Se, 7n,_,_,Be,Mn,Sc, Ga; ,Mn,As are widely used examples of
diluted magnetic scmiconductors. The magnetic properties of these materials are determined
by the manganese atoms. They are controlled by the strong cxchange interaction between the
hybridized sp®>—d orbitals of thc magnetic ions and charge carriers. As a result, giant Zeeman
splitting is observed in both conduction and valence bands when the material is placed in an
external magnetic field. This is illustrated in Figure 24.

B=0 B>0

m;

conduction band +1/
-1/2

Eg

-3/2

/ -112

valence band +1/2
\ +3/2

Figure 24: Splitting of conduction and valence bands ol a diluted semiconductor in an external
magnetic field (B).

The conduction band of the diluted semiconductors is two fold spin degenerate, whereas
the valence band has four spin degencrate states related to heavy and light holes. In the
magnetic ficld the spin degeneracy is lifled providing vacant places for spin-up (1, = +1/2)
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and spin-down (rn; = —1/2) clectrons and both spin oriented heavy (rn; = +3/2 and
m; - —3/2) and light holes (m; = +1/2 and 1, — —1/2). Manganese incorporates into
A"BY' scmiconductors isoelectrically, so manganese-containing materials may also be doped
by either n- or p type impurities. In A"'BY semiconductors manganesc acts as a shallow
acceptor precluding the fabrication of n-type material.

More details in: A. Twardowski, Diluted Magneric Semiconductors (World Scientific,
Singapore 1996).

diode — un electronic device permiltting electric current to flow in one direction only.
diploid — a eukaryotic cell with two sets of chromosomes.

dipole — a pair of electric charges, equal in magnitude but opposite in sign. The product of
the magnitude of the charges and their distance of separation is the dipole momentum.

Dirac delta funetion — scc delta function.

Dirac equation — a relativistic wave cquation for a quantum particle in which the wave func-
tion has four components corresponding o four internal states specified by a two-valued spin
coordinate and an energy, which can have a positive or negative valuc. It was obtained by
employing the following linearized expression for the encrgy of a quantum particle of mass
m with momentum p : £ = coep + me? (instead of E = (¢?p? + m2c1)!/? originating
from the special theory of relativity). The four symbols « = (v, cva, (xz) and 3 are mutually
anti-commuting opcrators satisfied by the matrices, i.e.:

(0 o (1 0
“"(m o)’ ﬁ(o ;1)"

where ; are Pauli spin matrices. Thus, o + ooy = ‘26,-_,,,6’"’ = |, ;34 PBev; = 0, where
d,;; is the Kronecker delta function.
Substituting the cxpression for encrgy into the Schriodinger equation gives the Dirac
equation:
L OU(r ¢t
ih— ( 4
ol
The wave function (7, t) is now a four-component entity called a spinor. The time indepen-
dent Dirac equation for a single particle in the extcrnal potential U (r) has the form

= (ca-p + Bmc?)¥(r,t).

(carp 1 U() + B3me?)T(r) = (£ 4 me®)¥(r),

wherc the binding encrgy ¥ has the same meaning as that in nonrclativistic theory.

In fact, the Dirac equation is a Lorentz invariant relativistic generalization of the
Schrédinger (nonrelativistic) equation.

First described by P. A. M. Dirac in 1928.

Recognition: in 1933 P. A. M. Dirac and E. Schrodinger received the Nobel Prize in
Physics for the discovery of new productive forms of atomic theory.

See also www.nobcl.se/physics/laureates/1933/index.html
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Dirac matrix — any onc of four 4 x 1 matrices designated ;. (k = 0,1,2,3). They satisfy
VY + Y = 20 yiyo + Yoyr = 0,k = fy% = E for k,l = 1,2,3. Here d;; is
the Kronecker delta function, E is the single matrix. The matrices are used to operate on the
four component wave [unction in the Dirac equation.

First described by P. A. M. Dirac in 1928.

Dirac monopole - a quantum of magnetic charge equal to ki /e. 1t is also known as the mag-
netic monopole.
First described by P. A. M. Dirac in 1931.

Dirac notation (for quantum states) — any quantum state represented by a vector ¥ in a
complex Hilbert space may be written as “ket”

or “bra”
< U, = {ajalas).

The state vector should be normalized, so Y, |a;|* = 1.

Bras and kets arc related by Hermitian conjugation: |¥,, »= (< W,|)i, < ¥,| -~ (|¥, >)'.
The inner product of a bra and a ket < ¥, || ¥, = denotes < W, |W¥;, =. It is a complex
number: < W, |\, == ajby + ajb; + asb,. For normalized states < | .- 1. The outer
product of a bra and a ket is a linear operator (matrix):

aphy  apht  abs
[T, =< Wy = | arbl a1d)  a1b}
asby  axbl b

It is often convenient to work with basis kets and bras representing a state:

Wy == apl0 > +ai[1 > +ap[2 >

with
1 0 0
O0==1 0 |, 1=>=1] 1 2>=10
0 0 ]

< Wyl —ah <0l | a} <1]+a; <2

Firstdescribed in: P.AM. Divac, The Principles of Quantum Mechanics (Clarendon Press,
Oxtord 1958).

Dirac wave function — a two component function of the formn

b — M
‘ bz )

It is appropriate for describing spin 1/2 particles and antiparticles.
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direct current Josephson effect — see Josephson effects.

dislocation — a region of distorted atom configuration formed between the displaced and nor-
mal arcas in a crystal when part of the crystal is displaced tangentially.

dispersion curve — an electron energy versus momentum curve usually presented as I(k),
where k is the wave vector.

disruptive technologies arc thosc that displace older technologies and enable radically new
gencerations of existing products and processes (o lake over. Nanotechnology is a disruptive
technology.

dissociation — a process causing the ingredients of a substance to split into simple groups,
which in the casc of compounds can be single atoms, groups of atoms or ions.

DNA - acronymn for deoxyribonucleic acid. A molecule of DNA contains six commonly
occurring molecular components. They are: two purines - adenine (A) and guanine (G), two
pyrimidines - cytosine (C) and thymine (T), sugar - deoxyribose and phosphoric acid. Their
formulac are presented in Figure 25. The above purines and pyrimidines are called bascs.
Figure 26 shows the chemical composition of a fragment of a DNA chain. Its backbone is built
from repeating deoxyribose and phosphate groups. Each deoxyribose group is attached to one
of four bases (adenine, guanine, cytosine or thymine). The sequence of bases constitutes the
genetic code. In space, such chains form a double helix structure, similar (o a twisted ladder,
shown schematically in Figurc 27. It consists of two strands of DNA twisting around each
other. Each strand is composed of a long chain of monomer nucleotides. The nucleotide of
DNA consists of a deoxyribose sugar molecule to which a phosphate group and one of the
four bascs are attached. The nucleotides are joined together by covalent bonds between the
phosphate of one nucleotide and the sugar of the nex(, forming a phosphate sugar backbone
from which the nitrogenous bases protrude. Hydrogen bonds between the bases couple the
two strands together. The chemical bonding is such that adenine base in one chain forms
hydrogen bonds with a thymine base in the other chain of the double helix, while guanine
and cytosine bases arc similarly hydrogen bonded across the axis of the double helix. The
base pairs look like the rungs of a helical ladder. That is Watson—Crick double-helix model
of DNA. This A-T and G-C bonding, to give what are called Watson—Crick base pairs,
satisfies Chargaff’s rules (E. Chargafl, Experimentia 6, 201 (1950)) that the molar ratios of
A 1o T and of G to C are very close to unily in all DNA samples, whatever the scquence of
bases.

The naturally occurring double helix structure has two preferential forms, A and B. The B
form is the main one. It is shown in Figure 27. Both A and B arc right-handed double helixes.
The double helix is about 2 nm wide, and its repeat consists of about 10.5 nucleotide pairs,
cach separated by about 0.34 nm. In the A structure, the bases are tilted and the hydrogen
bonds are less nearly perpendicular to the axis of the helix. Which form occurs depends not
on chemical composition but on the degree of hydration.  An artificial left-handed form,
called the Z form, can also exist. It got its name from the zigzag form of the phosphate sugar
backbone. It has a repetition period of 4.46 nm containing 12 pairs of bases per one helix turn.
‘T'wo pairs of bases are repeated in the Z-DNA in contrast to the one-pair repetition in A- and
B-DNA.
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Figure 25: Molccular components of DNA.
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In a living ccll, DNA is combined with protcin to form chromosomes, which are replicated
when a cell divides. DNA controls the functioning of the cell by determining which protein
molccules are synthesized there, and the amino acid sequence in the proteins is in turn deter-
mined by the sequence of adenine, guanine, cytosine and thymine in the DNA chain. Thus,
the sequence of bases in DNA constitutes a code for the amino acid sequence in a profein.

DNA is very important, not only as a genetic biomolecule. but also as a molecular tem-

plate for nanotechnology. Moreover, it is 4 good medium for one-dimensional charge carrier
transport, predominantly via coherent tunnelling and diffusive thermal hopping. That makes
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Figure 26: Chemical composition of part of a DNA chain.

DNA molecules attractive for applications in nanoelectronics and molecular electronics and
nanomcchanics.

First described in: W.T. Astbury, F. O. Bell, Some recent developments in the X-ray study
of proteins and related structures, Cold Spring Harbor Symp. Quant. Biol. 6, 109-121 (1938)
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e

A -adenine T -thymine C - cytosine G - guanine

Figore 27: Double helix siructure of DNA (After C. Dekker, M. A. Ratner, Electronic properties
of DNA, Phys, World 14(8), 29-33 (2001)).

- DNA composition; J. D. Watson, F. H. C. Crick, Molecular structure of nucleic acids, Nature
171, 737-738 (1953) - DNA double helix structure.

Recognition: in 1962 F, H. C. Crick, J. D. Watson and M. H. I'. Wilkins (team leader) re-
ceived the Nobel Prize in Physiology or Medicine for their discoveries concerning the molec-
ular structure of nucleic acids and its significance for information transfer in living material.

DNA-based molecular electronics — DNA molecules seem particularly appealing for molec-
ular electronics by virtue of their double-strand recognition and their special structuring that
suggests their use in self-assembly. The idea that double-stranded DNA may function as a
conduit tor fast electron transport, along the axis of its base-pair stack, was first advanced in
1962. More and more evidences accumulating from the dircct electrical transport measure-
ments shows that it is possible to transport a charge carrier along short single DNA molecules,
in bundles, and in a network, although the conductivity is rather poor.

First described in: D. D. Eley, D. L. Spivey, Semiconductivity of organic substances: nu-
cleic acid in the dry state Trans. Faraday Soc. 12, 245 (1962).

More details in; D. Porath, G. Cuniberti, R. Di Felice, Charge transport in DNA-based
devices in Long Range Charge Transport in DNA ed. Gary Schuster, Topics in Current Chem-
istry 183-227 (Springer Verlag, Berlin 2004).

DNA probe - a single-stranded picce of DNA that binds specifically to a complementary
DNA sequence. The probe is labeled, ¢.g. with a fluorescent or radioactive tag, in order to

detect its incorporation through hybridization with DNA in a sample.

dome — an open crystal form consisting of two faces astride a symmetry plane.
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donor (atom) — an impurity atom, typically in semiconductors, which donates electron(s).
Donor atoms usually form electron energy levels slightly below the bottom of the conduction
band. An electron is rcadily excited into this band and may then contribute to the electrical
conduction of the material.

Doppler effect — the difference between the {requency with which waves are produced by a
source and the frequency with which they may be registered by an observer, This difference
occurs, in general, when the source, the observer, or both are moving relative to the medium
in which the waves are propagated.

First described in: C. Doppler, Abhand. Kéngl. Bohm. Gesellsch. 2(5), 465 (1842).

Doppler-Fizeau principle states that the displacecment of spectrum lines is determined by
the distance between, and relative velocity of, the observer and the light source. When the
distance decreases, the lines of the spectrum move toward the ultraviolet. When it increases,
the lines move toward the red part of the spectrum.

d orbital — scc atomic orbital.

dot blot — a method for detecting proteins by specific binding of an antibody or binding
molecule to a sample spot on nitrocellulose paper. The bound sample is visualized using an
enzymatic or fluorimetric reporter conjugated to the probe.

double heterostructure laser — a semiconductor laser in which an active layer of one semi-
conductor material is sandwiched between two n- and p-doped layers of another semicon-
ductor that has a wider band gap. The energy band diagram of such a structure is shown in
Figure 28. The n- and p-doped layers, called cladding layers, are used (o inject carriers

n-cladding layer active layer p-cladding layer

Figure 28: Energy bands in a double heterojunction laser at forward bias.

into the active region. Electrons and holes injected through the heterojunctions at forward
bias appcar to be confined in the active region by the potential barriers of the heterojunctions.
Their radiative recombination there yields photons with energy determined by the encrgy gap
of the active layer semiconductor. The double heterostructure forms an efficient waveguide
as well because of the refractive index of the active layer is higher than that of the cladding
layers. Thus, the interaction between optical field and injected carriers that is needed for laser
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action is facilitated. Polished mirror facets perpendicular to the heterojunction planes are used
to form an optical resonator.

First described in: Zh. 1. Alferov, R. . Kazarinov, Semiconductor laser with electric
pumping, Inventor’s Certificate n?. 181737 (1963) - in Russian; H. Kroemer, A proposed class
of heterojunction injection lasers, Proc. IEEE 51(12), 1782—1783 (1963).

Recognition: in 2000 Zh. 1. Alferov and H. Kroemer received the Nobel Prize in Physics
for developing semiconductor heterostructures used in high-speed- and optoelectronics.

See also www.nobel.se/physics/laureates/2000/index.html.

Drude equation explains the optical activity of matter containing chiral molecules through
rotating the plane of polarization of polarized light. A molecule is chiral if it cannot be super-
imposed on its mirror image. Electrons in chiral molecules are considered to oscillate along
a helix giving the relationship between molecular polarizability <, wavelength of the probing
light A and the relative wavelengths )\, in the form o = >, (K;/( % — \2)), where K; are
constlants proportional to the rotational strength of the transitions resulting in optical activ-
ity. Thus the rotation of the plane of polarization of planc-polarized light passing through the
optically active media is inversely proportional to the difference between the square of the
wavelength of the probing light and the square of the wavelengths relative (o the transitions.

First described in: P. Drude, Lehirbuch der Optik (Hirzel, Leipzig, 1900).

More details in: S. F. Mason, Moelecular Optical Activity and the Chiral Discriminations
(Cambridge University Press, Cambridge 1982).

Drude formula gives the frequency dependence of the conductivity of a solid in the form
o(w) = ap(1 +iwt) /(1 4+ w?7?), where constant current conductivity oy = e2n7/rn, n is the
density of free clectrons, 7 is the mean frec time between electron scattering events and . is
the electron mass. It was obtained within a quasiclassical approach (see Drude theory) under
the assumption that frec clectrons moving in the solid with {riction define the conductivity. It
is valid only when the Fermi electron wavelength Ar = 27 /k). is much smaller than the mean
free path Ir = vp7, thatis kil = 1, IPp7 3 1. Accounting for A ~ 0.5 nm, it means that
the quasiclassical theory becomes problematic for p = 107 Qcm.

First described in: P. Drude, Zur Elektronentheorie. I, Ann. Phys. 1, 566-613 (1900):
Zur Elektronentheorie. I, Ann. Phys, 3, 369-402 (1900).

Drude theory was the {irst attempt to explain the clectronic properties of metals (later it was
generalized for all solids) considering a gas of free electrons moving within a network of posi-
tively charged ionic cores. The assumptions applied are: (i) clectrons collide and subscquently
are scattered only by the ionic core; (ii) electrons do not interact with each other or with ions
between the collisions; (i) collisions are instantaneous and result in a change in the clectron
velocity; (iv) an electron sutters a collision with the probability per unit time proportional to
7 1 where 7 is the relaxation time, i.e. 7 1 is the scattering rate; (v) electrons reach thermal
equilibrium with their surroundings only througl collisions.

Within the framework of the theory, one may trivially express the mobility of charge car-
riers 71 and the conductivity o of a homogencous conductor through which the carriers are
moving in terms of the electric charge ¢ and the effective mass m of the mobile charge carri-
ers as well as the carrier concentration n: o = e7/m, o = enjr = e*nt/m.
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First described in: P. Drude, Zur Elektronentheorie. I, Ann, Phys. 1, 566-613 (1900); Zur
Elektronentheorie. 11, Ann. Phys. 3, 369—402 (1900).

DSC - acronym for differential scanning calorimetry.

dual beam FIB-SEM system — a dual beam instrument composed of a focused ion beam
(FIB) system and a scanning electron microscope (SEM) as illustrated schematically in
Figure 29. It is a shared experimental facility for sample preparation and fabrication at the

5 mm

Figure 29: A dual beam geometry lor a combined FIB-SEM sample treatment (by courtesy of
P. Facci).

nanoscile by ion-mill sculpting or beam-induced deposition and offers high-resolution cross
section imaging. Thus the dual beam system combines, in a single apparatus, an ion column
and an electron column working at coincidence. It enables high-resolution sample machining
with the FIB and simultaneous high-resolution imaging with the non-destructive SEM probe.

Duane-Hunt law states that the frequency of X-rays resulting from electrons striking a target
cannot exceed ¢V/h, where V is the voltage accelerating the electrons.

D’yakonov—Perel mechanism — the electron spin relaxation mechanism in semiconductors in
which spin splitting of the conduction band via spin—orbit coupling due to the lack of inversion
symmetry (like in ITI-V compounds) is the driving force. It is, for example, responsible for the
fast spin dephasing in bulk GaAs at elevated temperatures. In bulk materials, the mechanism
is usually less pronounced in semiconductors with a larger direct band gap due to the smaller
influence of the valence band on the conduction band.

The related spin relaxation time 7 can be expressed in the semiphenomenological form as
1/7 = A(a?/h? Ey)7, T? for bulk semiconductors, and 1/7 = (a? < p? 2 /2h?m?e,)7,T
for quantum well structures. Here o describes conduction band spin splitting due to lack of
inversion symmetry ( for cxample «v = 0.07 for GaAs), £, is the band gap, and 7 is the absolute
temperature, A is a numerical cocfficient depending on the orbital scattering mechanism, «
p2 = is the average squarc of momentum in the quantum well growth direction, 7, is the
average momentun relaxation time, being a phenomenological parameter.

Such spin relaxation increases both in (100) oriented quantum wells and in quantum wires
due to the further decrease in the symunetry and increase in the momentum related to quantum
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confinement there. One requirement for room temperature spin transport in 111-V semicon-
ductors is thercfore the suppression of the D’yakonov—Percl mechanism. This is possible
since the electron interaction resulting in the spin relaxation depends on the semiconductor
material and the direction of electron momentum and spin in the host crystal. This mechanism
has been demonstrated to be suppressed by choosing a quantum well with special crystal axes.
For instance, in undoped (110) oriented GaAs quantum wells a decrease of nearly one order
of magnitude in the spin relaxation time with increasing temperature, reaching spin relaxation
times as long as 2 ns at room temperature, is obscrved. This is much longer than in (100)
oriented quantum wells. An even stronger increase of nearly two orders of magnitude ol the
spin relaxation time with temperature is observed in ZnSc and ZnCdSe quantum wells. The
slower spin dephasing at higher temperaturcs results from the reduced electron hole exchange
interaction, which is a very efficient source ol spin relaxation due to thermal ionization of
excitons.

First described in: M. 1. D’yakonov, V. I. Perel, On spin orientation of electrons in inter-
band absorption of light in semiconductors, Zh. Eksp. Teor. Fiz. 60(5), 1954-1965 (1971) -
in Russian.

dynamic force microscopy — atomic force microscopy in a dynamic mode, i.e. when the
tip is oscillating perpendicular to the sample surface. Two modes of operation are usually
employed: the amplitude modulation mode (also called tapping mode) and the self-excitation
mode. The first separates the purely altractive torce interaction regime {rom the attractive-
repulsive regime, It is primarily used for imaging in air and liquid. The second dominates for
imaging in ultrahigh vacuum Lo gel real atomic precision.

More details in: A. Schirmeisen, B. Anczykowski, H. Fuchs, Dynamic force microscopy,
in: Handbook ol Nanotechnology, edited by B. Bhushan (Springer, Berlin 2004), pp. 449-473.

dynamics - a study of the behavior of objects in motion. It can be distinguished in this way
Irom statics, which deals with objects at rest or in a state of uniform moltion, and also from
kinematics, which studics the geometry of motion only, without any reference to the forces
causing it.



E: From (e,2e) Reaction to Eyring Equation

(e,2e) reaction — see (¢,2¢) spectroscopy.

(e,2¢) spectroscopy — very detailed analysis of electronic structures of atoms, molecules and
solids, including ionization energy, electron momentum distribution and wave function map-
ping, can be obtained by means of the (e,2e) reaction. This is a scattering process in which
a high-energy electron collides inelastically with an atomic, molecular or solid target. As a
consequence, a bound target clectron is ejected, and the outgoing clectrons (one scattered and
one knocked out) are detected. This process is very rich in information, since one can observe
kinetic energies and momenta of three electrons (one primary and two secondary particles),
and thus deduce some fundamental properties of the electronic structure of the target. The
energies and momenta of the three clectrons and of the target are interrelated by conservations
laws.

More details in: M. De Crescenzi, M. N. Piancastelli Llectron Scattering and Related
Spectroscopies, (World Scientific Publishing, Singaporc 1996).

E91 protocol — the protocol for quantum cryptographic key distribution developed by A. K.
Ekert in 1991 (the acronym uses the bold characters). Within this scheme the gencralized
Bell’s inequality safeguards confidentiality in the transmission of pairs of spin-1/2 particles
entangled like Einstein-Podolsky—Rosen pairs.

The idea consists of replacing the quantum channel carrying two qubits from Alice (con-
ventional name of a sender) to Bob (conventional name of a receiver) by a channel carrying
two qubits from a common source, one qubit to Alice and one to Bob. The source generates a
random sequence of correlated particle pairs with one member of each pair (one qubit) being
sent to cach party. Spin-1/2 particles or pairs of so-called Einstein—Podolsky—Rosen photons
whose polarizations are able to be detected by the parties can be used for that.

Alice and Bob both measure their particle in two bases (two different orientations of the
analyser detecting spin oricntation or photon polarization), again chosen independently and
randomly. The source then announces the bases via an open channcl. Alice and Bob divide
the results of their measurements into two separate groups: a first group for which they used
different bases and a second group lor which they used the same bases. Subsequently, they
reveal publicly the results they obtained within the first group only. Comparing the results
allows them to know whether there is an eavesdropper on their communication channel. The
eavesdropper would have to detect a particle to read the signal, and retransmit it in order for his
presence to remain unknown. However, the act of detection of onc particle of a pair destroys
its quantum correlation with the other, and the two parties can easily verify whether this has
been done, without revealing the results of their own measurements, by communication over
What is What in the Nanoworld: A Handbook on Nanoscience and Nanotechinology.
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an open channel. After Alice and Bob become sure that the particles (qubits) they received are
not disturbed by an eavesdropper, they can be converted into a secret string of bits representing
the key. This secret key may be then used in a conventional cryptographic communication
between them.

First described in: A. K. Ekert, Quantum cryptography based on Bell’s theorem. Phys.
Rev. Lett. 67(6), 661-663 (1991).

ebit — acronym for entangled bit. It is defined as an amount of quantum entanglement in a
two-qubit state maximally entangled, or any other pure bipartite state for which the entropy
of entanglement is 1. One ebit represents a computing resource made up of a shared Einstein—
Podolsky-Rosen pair.

First described in: C. H. Bennett, D. P. Di Vincenzo, J. Smolin, W, K. Wootters, Phys.
Rev. A 54(5), 3824-3851 (1996).

edge states appear at a hard edge of a wire when an external magnetic field is applied per-
pendicular to the current flow in it. The classical behavior of electrons near the wire edge is
shown in Figure 30.

Figure 30: Orbits of electrons in a wire placed in a magnetic ficld perpendicular to the electron
flow in the wire.

Electrons deep inside the wire execute circular cyclotron orbits with no net drift. Near the
edge, the orbits are interrupted when the electrons hits the boundary. The result is a skipping
orbit that bounces along the boundary. The electron thus acquires a net drift velocity, which is
higher (or orbits closer to the edge. The states on opposite edges travel in opposite directions.
The states squeeze against the side of the wire with higher encrgy than those in the middle.

eddy currents = Foucault currents — currents induced in a conducting medium subjected
to a varying magnetic field. Such currents result in energy dissipation, termed eddy current
loss, and a reduction of the apparent magnetic permeability of the conducting medium. In
accordance with Lenz’s law, the eddy currents circulate in such a direction as to tend to
prevent variation of the magnetic field.

First described by J. B. L.. Foucault in 1855.
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EDXS — acronym for energy dispersive X-ray spectroscopy.
EELS - acronym for electron energy loss spectroscopy.

effective mass (of charge carriers) is a characteristic of an extremum point at an electron
energy band represented by (he dispersion curve 77(k). A Taylor expansion of £ (k) around
the extremum at & = kg and ignoring the high order terms gives:

R (k — kg)?

2m*

E(k) = Fy +

with
d?E

m*=h | 5=
IR e

kokq

referred to as the clfective mass of charge carriers occupying the band.

The etfective mass is cvidently inversely proportional to the curvature of F (k) at kb =
kq. Unlike the gravitational mass, the effective mass can be positive, negative, zero, or even
infinite. An infinite effective mass corresponds Lo an electron localized at a lattice site. In this
casc, the clectron bound to the nucleus assuines the total mass of the crystal. A negative mn*
corresponds 1o a concave downward band and means that the electron moves in the opposite
direction to the applied force. If the band structure of a solid is anisotropic, the effective mass
becomes a tensor, characterized by its my, g, m? components. The average effective mass
in this case can be caleulated as 1n* = (mymjm?)t/®,

Four types of critical points, namely M, M, M,, and M3, are distinguished as a tunction
of the sign of the effective mass components at a particular point of the Brillouin zone with
a zero encrgy-gradient on k. In the M critical point all three components are positive. In
the M, and A/, one and two components, respectively, are negative. In the A4 point all three
components are negative.

effective mass approximation supposcs that the structure of energy bands F(k) near ex-
tremum points, which are minima in conduction bands and maxima in valence bands, has a
parabolic character well described within an assumption that they are formed by clectrons or
holes with an effective mass m*, i.e. E(k) = h?k?/2m*.

effective Rabi frequency — see Rabi frequency.

effusion — a molecular flow of gases through an aperture when the molccules do not collide
with cach other as they escape through the aperture.

effusion (Knudsen) cell - the unit used in molecular beam epitaxy machines to created an
atomic or molecular beam. It is shown schematically in Figure 31.

An appropriate solid source material is loaded inside a cylindrical cell with a very small
orifice and heated until it vaporizes. As the vapor escapes from the cell through the small
nozzle, its atoms or molecules forin a well collimated beam, since the ultrahigh vacuum envi-
ronment outside the cell allows them to travel without scattering.
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vacuum chamber

——molecular beam=

Figure 31: Effusion (Knudsen) cell.

Ehrenfest adiabatic law states that if the Iamiltonian of a system undergoces an infinitely
slow change, and if the system is initially in an eigenstate of the Hamiltonian, then at the end
of the change it will be in the eigenstate of the new Hamiltonian that derives from the original
state by continuity, provided certain conditions arc met.

First described in: P. Ehrenfest, Adiabatische Invarianten und Quantentheorie, Ann.
Phys. 51, 327-352 (1910).

Ichrenfest theorem states that the motion of a quantum mechanical wave packet will be
identical (o that of the classical particle it represents, provided that any potentials acting upon
it do not change appreciably over the dimensions of the packet. In this interpretation, the
position and momentum of the particle are replaced by their quantum mechanical cxpectation
values.

First described in: P. Ehrenfest, Note on approximate validity of classical mechanics, Z.

Phys. 45(7/8), 455457 (1927).

eigenfunction — was initially introduced in relation (o the mathematics of {unction spaces or
Hilbert spaces. The concept is a natural gencralization of the notion of an eigenvector of a
linear operator in a finite dimensional linear vector space.

The eigenfunction, or characteristic function, is related to a linear operator defined on a
given vector space of functions on some specified domain. If a function f, being not the
null function of the functional space, is mapped by the operator Q into a multiple of itself,
l.e. Of = af, where a is a scalar, f is said to be an eigenfunction of O belonging to the
eigenvalue «.

Eigenfunctions find wide physical applications in classical field theories but they appear
to be best known for their extensive use in Schrodinger’s formulation of quantum mechanics.

eigenstate — a state of a quantum system for which the observables in some commuting, and
hence simultaneously measurable, se( have definite values, in the orthodox interpretation of
the theory. It is a wave function in quantum mechanics.

eigenvalue = energy (in quantum mechanics).

Einstein-Bohr equation delines the frequency of the radiation emitted or absorbed by a sys-
tem when it undergoes a transition from one encrgy state to another as v = AL /h, where AT7
is the encrgy difference between the statcs.
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Einstein—de Haas effect — axial rotation of a rod of a magnetic material, which occurs when
the rod expericnces a magnetic field applied parallel to its axis. Sometimes it also called the
Richardson effect after Richardson who first predicted such behavior of magnetic materials.

First described in: A. Einstein, W. J. de Haas, Experimental proof of Ampere’s molecular
currents, Deutsch. Phys. Gesell., Verh. 17(8), 152-170 (1915).

Einstein frequency — a single frequency with which cach atom vibrates independently of the
other atoms in the model of lattice vibrations. It is equal to the frequency observed in infrarcd
absorption studies.

Einstein photochemical equivalence law — see Stark—Einstein law.

Einstein photoelectric law states that the energy of an electron emitted from a system in the
photoelectric effect is (hv — W), where v is the frequency of the incident radiation and W
is the energy needed to remove the electron from the system. If hv < W, no electrons are
emitted.

Lirst described in: A. Einstcin, Uber einen die Erzeugung und Verwandlung des Lichtes
betreffenden heuristischen Gesichtspunkt, Ann. Phys. 17, 132-148 (1905).

Recognition: in 1921 A. Einstein received the Nobel Prize in Physics for his services to
Theoretical Physics, and especially for his discovery of the law of the photoelectric effect.

See also www.nobel.se/physics/laureates/1921/index.html.

Einstein—Podolsky—Rosen pair — nonlocal pairwise entangled quantum particles (see also
quantum entanglement). There is a strong correlation between the characteristics of
presently noninteracting members of a pair that have interacted in the past. Such nonlocal
correlations occur only when the quantum state of the entire system is entangled.

First described in: A. Einstein, B. Podolsky, N. Rosen, Can quantum mechanical descrip-
tion of physical realiry be considered complete? Phys. Rev. 47(5), 777-780 (1935).

Einstein—Podolsky—Rosen paradox assumes, as a necessary property for a physical theory to
be complete, that every element of the physical reality must have a counterpart in the physical
theory. Originally it was formulated as “If, without in any way disturbing a system, we can
predict with certainty (i.e. with probability cqual to unity) the value of a physical quantity,
then there exists an clement of physical reality corresponding to this physical quantity™. It
is a sufficient condition for an element of physical reality. It means that if two quantum
particles arc in an entangled state, then a mcasurement of one can affect the state of the other
instantancously, even if they are separated.

First described in: A. Einstein, B. Podolsky, N. Rosen, Can quantum mechanical descrip-
tion of pliysical reality be considered complete? Phys. Rev. 47(5), 777-780 (1935).

Einstein relationship = Einstein—-Smoluchowski equation.

Einstein’s coefficients A and B denote rates for absorption and stimulated emission per unit
electromagnetic energy density (within the frequency interval between v and v + Av) due
to the transition of an electron between the level ¢ and another level j - the coefficient B;j,
and the rate for spontaneous emission of radiation due to transition from level 7 to level j
- the cocfficient A;;. For two nondegencrate levels in a medium with a refractive index n
the coefticients are related as: B;; = Bj;, A;; = 8whv*n®c="B;;. The total emission rate
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of radiation from the level i 1o the level j for a system in thermal equilibrium at a given
temperature is Ri; = A;; + Bijpe(r) = Aij(1 + Np,), where pe(r) is the photon energy
density and NV, is the pholon occupation number.

First described in: A. Einstein, Emission and absorption of radiation in the quantum
theory, Verh. Deutsch. Phys. Ges. 18, 318-323 (1916); A. Einstein, The quanta theory of
radiation, Phys. 7.. 18, 121-128 (1917) - both in German.

Einstein shift - a shift toward longer wavclengths of spectral lines emitted by atoms in strong
gravilational fields.

Einstein—-Smoluchowski equation states that the relation between diffusivity 1) of a particle
and its mobility s al the absolute temperature T is L/ = kpT /e.

First described in: A. Einstein, Uber die von der molekularkinetischen Theorie der Wéirme
geforderte Bewegung von in ruhenden Fliissigkeiten suspendierten Teilchen, Ann. Phys. 17,
549-560 (1905); M. Smoluchowski, Molecular kinetic theory of opalescence of gases, Ann.
Phys. 25, 205-226 (1908).

elastic moduli of crystals connect stresses and strains in a crystal. The coefficients of pro-
portionality between the stresses and the strains, i. ¢. when the stresses are expressed in terms
of the strains, arc known as the crystal elastic stiffness constants. Another set of coefficients,
crystalline compliance constants, is obtained when the strains arc written in terms of the
stresses.

elastic scattering — a scattering process in which the total energy and momentum of interact-
ing (colliding) particles are conserved. An alternative is inelastic scattering.

electret — a dielectric body, which retains an electric momentuin after the externally applied
electric field has been reduced to zero.

electrochromism — a color change of matter caused by an clectric current.

electroluminescence — light emission from a solid excited by injection of electrons and holes
via an c¢xternal electric current. G. Destriav first coined the word “clectroluminescence”™ to
refer to the light emission he obscrved from zinc sulfide phosphors when excited by an electric
ficld (see Destriau effect).

First described in: H. ). Round, A note on carborundum, Electr. World 19 (February 9),
309 (1907).

electrolyte — a substance in which electric charges are transported by ions. Those ions bearing
a negative charge are called anions, while those carrying a positive charge are called cations.

electromigration — a net motion of atoms caused by the passage of an clectric current through
matter.
First described in: M. Gerardin, C. R. Acad. Sci. 53, 727 (1861).



84 electron

electron — a stable negatively charged elementary particle having a mass of 9.10939 x
10~ kg, a charge of 1.602177 x 107 C and a spin of 1/2.

First described in: J. J. Thomson, Cathode rays, Phil. Mag. 44(269), 293-316 (1897);
J. J. Thomson, On the mass of ions in gases at low pressures, Phil. Mag. 48(295), 547-567
(1899).

Recognition: in 1906 1. J. Thomson received the Nobel Prize in Physics in recognition
of the great merits of his theorelical and cxperimental investigations on the conduction of
clectricity by gases.

See also www.nobel.se/physics/laurcates/1906/index.html.

electron affinity — an energy distance between the bottom of the conduction band of a semi-
conductor or isolator and the energy level in vacuum.

electron affinity rule — scc Anderson rule.

electron-beam lithography - a techniquc for patterning integrated circuits and semiconduc-
tor devices with the use of an electron beam. A typical electron beam lithography machine
includes a vacuum column with an electron source, accelerating electrodes, magnelic lenses,
and a steering system. The clectron beam formation system produces a flux of electrons ac-
celerated to energies in the range of 20-100 keV and focused into a spot of 0.5-1.5 nmm in
diameter. A conventional scanning cleclron microscope or scanning transmission electron mi-
croscope providing these facilities is often used for electron beam nanolithography. Moreover,
conducting probes of a scanning tunneling microscope or atomic force microscope can also
be employed for low energy electron exposure. The fundamental resolution limit is given by
Heisenberg’s uncertainty principle. Patterning below 10 nm is achievable.

The clectron beam is scanned over the resist covered surface exposing certain regions and
avoiding others under the control of a computer pattern generator. The most frequently used
organic positive resist is PMMA (poly(methylmethacrylate)), a long chain polymer. Where
the electron beam hits the resist the chain length is shortened and can then be easily dissolved
away in an appropriate devcloper. The threshold of sensitivity Lo the electron exposure is
around 5 x 1074 Cem™2,

Among organic negative resists, calixarcne (MC6AOAc - hexaacelate  p-
methylcalixarene) and «-mcthylstyrene best meet the requirements of nanolithography,
showing high durability against plasma etching. Calixarcne has a cyclic structure in the
form of a ring-shaped molecule about | nm in diameter. Its main component is a phenol
derivalive, which seems to have high durability and stability, originating from the strong
chemical coupling of the benzene ring. Calixarence is abmost 20 times less sensitive to electron
exposure than PMMA. Meanwhile, Cl methylated calixarene, which is a calixarene derivative
where Cl atoms are substituted by methyl groups of the calixarene, has practically the same
sensitivity, The small size of the calixarene molecule and high molccular uniformity result in
surface smoothness of the resist film and in ultrahigh resolution.

PMMA, calixarenc and cv-methylstyrene resist films with a typical thickness of 30-50 nm
enable the formation of nanopatterns with a resolution of 6—10 nm. Other polymer electron
beam resists, such as the positive resist ZEP, developed by Nippon Zeopn Company and neg-
ative resist SAL60!1 from the Shipley Company have similar characteristics. The resolution
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limit of organic resists is set by low energy secondary electrons (up to 50 eV), which arc gen-
crated by a primary beam on impact with these materials. The secondary electrons expose the
resist material around the beam to a distance of about 3—5 nm thus giving a wriling resolution
limit close to 10 nm.

Besides organic materials, inorganic compounds, such as SiO2, AlF;-doped Lil* and NaCl,
have shown good prospects as resist materials for electron beam nanopattern fabrication. They
arc promising to achieve a sub-5-nm resolution level but their sensitivity, characterized by the
threshold of sensitivity to the electron exposure above 0.1 Cem 2, remains oo small.

Direct nanopatterning of $iO, by an electron beam is indeed attractive for device fabrica-
tion. It can be realized with the use of oxide films less than 1 nm thick. Irradiation of such
ultrathin films is performed by a focused clectron beam at room temperature. The irradiated
local regions are then decomposed and evaporated by annealing at 720-750 “C in high vac-
uum. ‘This method is attractive lor in situ tabrication of nanostructures, because all processes
of the §10, mask formation and subsequent deposition of other materials can be performed in
an ultra-high-vacuum chamber, without exposing the sample to air.

In conventional electron beam lithography, with electrons having energy in the range of
20-50 keV, the major resolution restrictions come [rom secondary electrons and electrons
backscattered from the substrate. l‘urthcrmore, such energetic electrons penetrate into the
substrate and generate radiation damage there. These effects can be significantly suppressed
by using low-energy electron beams in the range 2—10 keV. This is achieved at the expense of
the decrease in the resist sensitivity and related increase in the exposed dose.

Once the resist mask is fabricated, two principle approaches can be used in order to transler
the resist pattern into features of metal, dielectric or semiconductor layers on the substrate:
etching to remove material in the windows of the resist mask or the material deposition onto
the developed resist mask.

The (irst approach is typical for conventional semiconductor technology. So far the etching
rate of PMMA and calixarene is comparable to that of silicon and other clectronic materials,
their durability is sulficient to fabricate dielectric and semiconductor nanostructures by plasma
dry elching.

The second approach is known, also, as a lift off process. It is mainly involved in the
[abrication of metal nanosize elements. The main steps of the process are shown in Figure 32.

The resist film usually spin-on deposited onto the substrate is first exposed by a single pass
of the electron beam. Then it is developed Lo form the windows in the film. Metal is evaporated
onto the patterned surface in a direction normal to it in order to coat the resist and the substrate
surface in the windows. After that the substrate is immersed in a powerful solvent, which
dissolves the unexposed resist (e. g., acetone for PMMA) with the metal deposited on top of
it. The undesired metal is removed, leaving behind a copy of the clements that were initially
patterned in the resist. The metal islands left can be used as an clement of nanoelectronic
devices or as a mask for etching semiconductor or dielectric films beneath it.

Electron beam lithography is being constantly studied. Nevertheless, its readiness for
insertion into pilot production lines is less than satisfactory. A major concern remains the low
speed of electron-beam wafer processing. Several advanced lithography schemes, based on the
usc of low-cnergy electrons are being developed. One of them supposcs application of arrays
ol microcolumn electron-beam guns. Many guns working in parallel increase significantly



86 electronegativity

scanning

electron
PMMA beam exposed resist removed
resist

during development

substrate

b)

broad beam evaporation material left after lift-off

********* .

=

c) d)

Figure 32: Nanostructure fabrication by the lift-off process with the use ol a positive elec-
tron resist (PMMAY): a) clectron beam exposure of the resist film, b) development of the resist,
¢) metal deposition, d) lift-off of the resist with the metal on its surface,

the throughput of the lithographic system. Further developments in the applications of low-
energy electrons for the fabrication of nanostructures arc also expected within fast progressing
proximal probe techniques.

electronegativity — a qualitative measure of “power of an atom in a molecule to attract elec-
trons Lo itself”. A difference in electronegativity between atoms A and B is regarded as a
measure of the degree ot the electron transfer from atom A to atom B on forming the chemical
bond between them. More electronegative atoms attract electrons more efficiently.

electron energy eigenstate = energy level.

clectron energy loss spectroscopy (EELS) — cnergy resolved registration of electrons passed
through matter. When an electron beam is incident into a specimen, some electrons are inelas-
tically scattered and lose a part of their energy. The energy loss is a fingerprint of a particular
chemical element and particular atomic bonding. Thus, clemental composition and atomic
bonding states in solids can be determined. It is usually realized with a spectroscope attached
under the sample holder in an electron microscope.

More details in: M. De Crescenzi, M. N. Piancastelli, Electron Scattering and Related
Spectroscopies (World Scientific Publishing, Singapore 1996).
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electronic band structure — a diagram presenting the variation of the electron energy /7 in
a solid as a function of the wave vector k. Since 2(k) is periodic in crystalline solids, the
presentation is usually done within the first Brillouin zone.

electronic polarization — see polarization of matter.
electron magnetic resonance (EMR) = electron paramagnetic resonance.

electron microscopy — an analytical imaging technique, whereby a beam of accelerated (up
10 10-200 keV) electrons is directed onto the sample for analysis and reflceted or transmitted
electrons are collected over a narrow solid angle and focused by an electronic or magnetic
lenses onto the image plane, thus providing an enlarged version of the sample structure. Scan-
ning of the probing electron beam is employed in order to enlarge the analyzing area.

Among a variety of techniques, scanning electron microscopy (SEM) and transmission
electron microscopy (TEM) are distinguished in principle. SEM produces images by de-
tecting scattered or secondary electrons which are emitted from the surface of a sample due
to excitation by the primary electron beam. TEM forms images by detecting clectrons that
are transmitted through the sample. Generally, the space resolution of TEM (reaching atomic
level) is about an order of magnitude better than that of SEM. TEM analysis usually needs
sample thinning in order to make the sample transparent for probing clectrons. SEM requires
no special sample preparation, except deposition of a thin conductive film when the sample
itself does not have appropriate conductivity for leaking the charge brought with the probing
electrons.

First described by E. Ruska and M. Knoll in 1931.

Recognition: in 1986 E. Ruska received the Nobel Prize in physics for his fundamental
work in electron optics, and for the design of the first electron microscope.

See also www.nobel.se/physics/laureates/1986/index.html.

electron paramagnetic resonance (EPR) — a process of resonant absorption of microwave
radiation by paramagnetic ions or molecules with at least one unpaired clectron spin in the
presence of a static magnetic field. It arises from the magnetic moment of unpaired electrons
in a paramagnetic substance or in a paramagnetic center in a diamagnetic substance. Such
resonance is used in a radiofrequency spectroscopy in which transitions among the energy
levels of a system of weakly coupled clectronic magnetic dipole moments in a magnetic ficld
are detected.

It is also known as electron spin resonance (ESR) or electron magnetic resonance
(EMR).

First described in: E, K. Zavoisky, The paramagnetic absorption of a solution in parallel
fields, Zh. Exp. Teor. Fiz. 15(6), 253-257 (1945) - in Russian.

More details in: J. E. Wertz, J. R. Bolton, Electron Spin Resonance: Elementary Theory
and Practical Applications, (Chapman and Hall, New York 1986).

electron spectroscopy for chemical analysis (ESCA) = X-ray photoelectron spectroscopy
(XPS).

electron spin resonance (ESR) = electron paramagnetic resonance.

electrooptical Kerr effect — see Kerr effects.
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electrophoresis — the electrokinetic phenomenon consisting in the motion of charged particles
or agglomerates through a static liquid under the influence of an applied electric field.
More details in: A. T. Andrews, Electrophoresis (Clarendon Press, Oxford 1986).

electrostatic force microscopy — detection of electrostatic forces with an atomic force mi-
croscope. In this technique tip and samplc arc regarded as two electrodes of a capacitor. If they
are electrically connected via their back sides and have different work functions, electrons
will flow between tip and sample until their Fermi levels are cqualized. As a result, an electric
field and, consequently, an attractive electrostatic force exists between them at zero bias. This
contact potential difference can be balanced by applying an appropriate bias voltage. 1t has
been demonstrated that individual doping atoms in semiconducting materials can be detected
by electrostatic interactions duc 10 the local variation of the surface potential around them.

clectrostriction — elastic deformation of a diclectric caused by volume force, when the di-
electric is placed in an inhomogencous clectric field.

Elliott—Yafet mechanism — the electron spin relaxation mechanism in semiconductors, which
results from spin—orbit scattering during collisions with phonons or impurities. This mecha-
nism is important at low and moderate temperatures but less cfficicnt at high temperatures.

First described in: R. J. Elliott, Theory of the effect of spin—orbit coupling on magnetic
resonance in some semiconductors, Phys, Rev. 96(2), 266-279 (1954); Y. Yafet, g-factors
and spin lattice relaxation of conduction electrons, in; Solid State Physics, vol. 14, edited by
F. Seitz, D. Turnbull (Academic Press, New York 1963), pp. 1-98.

ellipsometry — a procedure for determining the nature of a specular surface from the change
in the polarization state of the polarized light bcam when it reflects from this surface.

First described in: P. Drude, Zur Elektronentheorie der Metalle, Ann. Phys. Chem. 36,
566613 (1889),

elliptical polarization of light — see polarization of light.

embedded-atom method — the semiempirical technique for description of an atomic inter-
action in solids based on the local density approximation. The energy of cach atom in a
monoatomic solid is given by E(rg) = ["(n1p(r0)) | 0.51,V(ry) where vy is the first-
neighbor distance, n; is the number of first ncighbors, p™ is the spherically averaged atomic
electron density at a distance 1 from the nucleus, V' is the energy of atom-atom pair interaction
and 7 is the embedding function. The method is used for molecular dynamics simulation of
deformed crystals.

First described in: M. S. Daw, M. J. Baskes, Applications of the embedded-atom method
to covalent materials, Phys. Rev. B 29(11), 6443—6449 (1984).

embossing — one of the approaches used for pattern fabrication by imprinting. The idea of
the embossing process is that a reusable mold is stamped at high pressure into a polymer film
on a heated substrate, and then removed. It is illustrated schematically in Figure 33.

The mold is made so that it has the desired topographic features raised from the surface,
It is coated with a very thin film of mold release compound, in order to protect its surface and
prevent sticking during embossing. The substrate to be patterned is coated with a thin film of
thermoplastic polymer. The substrate is heated above the glass transition temperature of the
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master (mold)

substrate

Figure 33: Imprint process by embossing: a) substrate with deposited resist film and master
prior to imprinting, b) imprinting, ¢) patterned resist mask after imprinting with a residual poly-
mer in the windows, d) cleching of the residual polymer.

polymer to make it viscoelastic. The mold is then pressed into the polymer. The heating time
and the pressure hold time last typically a few minutes cach. The system is then cooled back
down below the glass (ransition temperature and the patiern freezes into the polymer film.
Aflter removal of the imprinter, the trenches formed are cleaned with either an oxygen plasma
or solvents to remove any residual polymer {rom their bottom. The patterned polymer film is
used as a mask for the subsequent etching or lift-off process.

The most {requently used polymer is poly(methylmethacrylate) (PMMA), a well-known
resist for electron beamn lithography. Its good imprint properties are determined by the ap-
propriale viscoelasticity of this material. PMMA has a glass transition temperature of about
105 °C, thus providing good imprints in the lemperature range 190-200 °C. Demounting and
separation of the mold and substrate takes place when both are at about 50 °C. The ultimate
resolution is of the order of 10 nm. It is limited by the radius of gyration of the polymer.

First described in: S. Y. Chou, P. R. Krauss, P. I. Renstrom, Imprint of sub-25 nm vias and
trenches in polymers, Appl. Phys. Lett. 67(21), 3114-3116 (1995).

EMR - acronym for electron magnetic resonance = clectron paramagnetic resonance.

emulsion — a system containing two substantially immiscible liquids, one of which (the “in-
lernal” or “disperse” phase) is subdivided as fine droplets within the other (the “exlernal” or
“continuous” phase).

energy dispersive X-ray spectroscopy (EDXS) — registration of characteristic X-ray radia-
tion excited by energetic electron bombardment of matter. The characleristic radiation arises
when the incident clectron transtfers the energy in excess of its binding energy to an inner or-
bital electron, the orbital electron is ejected from the atom and the X-ray photon is generated
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when the vacancy is filled by an clectron from the deeper inner orbital. As each chemical ele-
ment has a unique clectronic structure, the series of X-ray photons generated is characteristic
of the particular element. The intensity of the X-rays is proportional to the number of atoms
generating the rays. Thus, the energy dispersive analysis of the characteristic X-ray radiation
is used for qualitative and quantitative study of mattcr.

engineering — an application of scientific principles to the exploitation of natural resources,
to the design and production of commodities and to the provision and maintenance of utilities.

entanglement — see quantum entanglement.

entanglement monotone — a minimum number of nonincreasing parameters characterizing
quantum nonlocal resources of a qubit system.

First described in: G. Vidal, Entanglement of pure states for a single copy, Phys. Rev.
Lett. 83(5), 1046-1049 (1999).

entangled state — a state of a composite system whose parts can be spatially delocalized.
Such states can have intrinsically nonlocal correlations. For more details see quantum en-
tanglement.

enthalpy — a quantity expressing convenicntly the results of thermodynamic processes occur-
ring under certain special conditions. It has a dimension of energy and is also called heat
content. A value of enthalpy for any system in a definite state depends only upon the state and
not upon its prehistory, i. e. the way by which the system has evolved into this state.

entropy — a measure of the capacity of a system to undergo a spontaneous change. The term
derives from the Greek expression for “transformation”. Two consistent definitions of entropy
are possible: thermodynamic and statistical. According to the thermodynamic definition, the
entropy 5 is such that its change dS —= 0Q,../T. That is, the entropy change in an infinitesi-
mal process is equal to the heat absorbed divided by the absolute temperature at which the heat
is absorbed. The heat absorbed must be that characteristic of a reversible process, il entropy
is to be a state function, i.e. AS = 55 — 8. From the statistical point of view S = kp log 2
+ constant, where 2 is the probability, defined as the number of configuration states available
to the system.
First described by R. Clausius in 1865.

envelope function method is based on a plane wave expansion

G(r) =Y d(k+G)exp(i(k +G) - r) =" d(k)expli(k 4 G)-r),
kG

KRG

where the G are reciprocal lattice vectors of an underlying Bravais lattice and the k are
wavevectors confined to a primitive cell of the reciprocal lattice usually taken as the first
Brillouin zone. ¢»(k + G) is the Fourier transform of 4 and 1)( k) is an alternative notion that
emphasizes the decomposition of the wavevector k + G into a reciprocal lattice vector and a
wavevector in the primitive cell. A complete set of functions, U, (r), periodic in the Bravais
lattice, is introduced

U,(r) = Z U,c; exp(iG - r)
&
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usually chosen to be orthonormal so that expressing the plane waves in terms of them one has:

exp(iG - r) = ZT neUn(r

Substitution for exp(iG - r) finally gives
G(r) = Z F,(r) U, (r

with the envelope tunctions, £, (r), given by

F.(r) = Z Ul eb(k+ G)exp(ik - r) L(I,,(,l/)( ) exp(ik - r),

(I [4¢

which describes the slowly varying mesoscopic part of the locally highly oscillating micro-
scopic wave functions. This expansion was introduced by Luttinger and Kohn to derive the
effective mass equation for periodic structures in the presence of a slow perturbing potential.
Thus it has sometimes been called the effective mass representation. Later Bastard introduced
a prescriptive envelope function method in the case of superlattices, in which the real space
cquations satistied by the envelope functions were equivalent to the k - p method, but the band
cdges were allowed to be functions of position, implicitly assuming that the equations would
be valid at any atomically abrupt interfaces. Only the envelope of the nanostructure wave
function is described, regardless of the atomic details. Despite the numerous assumptions
involved, the envelope function approximation has had great success, mainly due to a fair
compromise between the simplicity of the method and the reliability of the results. A method
for deriving an cxact cnvelope functions equation starting from the Schrodinger equation,
appropriate for the calculation of electronic states and photonic modes in nanostructures, has
been introduced recently by M. G. Burt.

First Described in: ). M. Luttinger, W. Kohn, Motion of Electrons and Holes in Perturbed
Periodic Field, Phys. Rev. 97(4), 869-833 (1995) - introduction of the method of develop-
ing an “effective mass” equation for electrons moving in a perturbed periodic structure. G.
Bastard, Superlattice band structure in the envelope function approximation Phys. Rev. B
24(10) 5693-5697 (1981) - application to superlattices., M. G. Burt An exact formulation
of the envelope function method for the determination of electronic states in semiconductor
microstructures Semicond. Sci. Technol. 3(8), 739753 (1998) - application to nanostructures

More details in: M. G. Burt, Fundamentals of envelope function theory for electronic
states and photonic modes in nanostructures, ). Phys: Condens. Matter 11(9), R53-R&3
(1999), A. Di Carlo, Microscopic theory of nanostructured semiconductor devices: beyond
the envelope-function approximation Semicond. Sci. Technol. 18(1), R1-R31 (2003)

enzyme — a protein molecule partly associated with a nonprotein portion, the coenzyme or
prosthetic group. 1t is a biocatalyst controlling all reactions within living organisms.

cpitaxy — a crystal growth onto a monocrystalline substrate. The term is derived from the
Greek words epi, meaning “on”, and faxis, meaning “orderly arrangement”. For epitaxy tech-
niques see solid phase epitaxy, liquid phase epitaxy, chemical vapor deposition and metal-
organic chemical vapor deposition, molecular beam epitaxy, chemical heam epitaxy.
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EPR - acronym for electron paramagnetic resonance.

equation of state — a mathematical cxpression, which defines the physical statc of a homo-
geneous substance, i.e. gas, liquid or solid, by relating its volume to pressure and absolute
temperature for a given mass of the material.

cquivalent circuit — a representation of a real ¢ircuit or transimission system by a network of
lumped elements,

ergodic hypothesis — the assumption that in the course of time a system will take up the
totality of microstates compatible with the macroscopic conditions. It has been shown that this
assumption cannot be justified mathematically and the original hypothesis has been replaced
by a less strict formulation, the so-called quasi-ergodic hypothesis. This only requires that
the phase curve of the system, i, e. the time succession of the system state represented in the
phase spacc, should approximate as closely as may be desired to the energy surtace in the
phase space.

ergodicity — property of a system that ensures equality of statistical ensemble averages and
lime avcrages, along the trajectory of the system through phase space.

Ericson fluctuations — reproducible fluctuations of nuclear-reaction cross sections as a func-
tion of the nuclear reaction cnergy. They occur in the *“continuum”™ regime when a large
number of compound nuclear states overlap, owing to the short lifetime of the compound
nucleus.

First described in: T. Ericson, Fluctuations of nuclear cross sections in the “continuum”
region, Phys. Rev. Lett. 5(9), 430431 (1960).

error function crf(z) = 2//7 [ exp(—y®/2)dy, the complementary error function is
erfe(z) =1 — erf(z).

ESCA - acronym for electron spectroscopy for chemical analysis.
SR — acronym for electron spin resonance = electron paramagnetic resonance.

esters — organic compounds that are alcohol derivates of carboxylic acids. Their general for-
mula is RCOOR’, wherc R may be a hydrogen, alkyl group (—C,,Ha,,11), or aromatic ring,
and R" may be an alkyl group or aromatic ring but not a hydrogen.

Ettingshausen coefficient - see Ettingshausen effect.

Ettingshausen effect —if a conductor carries a current density J in a transverse magnetic field
H, a temperaturc gradient appears in a direction normal to both. Assuming the heat current to
be zero V' T'= PJuH, where [” is the Ettingshausen coefficient.

Iirst described by A. Ettinghauscn in 18806.

Ettingshausen—Nernst effect — sec Nernst effect.

eukaryote — an organism possessing a nucleus with a double layer of membrane and other
membrane-bound organclles. It includes such unicellular or multicellular members as all
members of the protist, fungi, plant, and animal kingdoms. The namc came from the Greek
root “karyon”, meaning “nut”, combined with the prefix “eu-" meaning “good” or “truc”.
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Euler equations of motion describe the motion of a mechanical system consisting of con-
nected particles. Basically they are forms of the two vector equations dp/di = R and
dh/dt = G, which are referred (0 as an inertial frame of reference with a stationary ori-
gin. The vectors p and h are the linear and angular momenta of the systemn referred to thir
frame, R is the vector sum of the forces applied (o the system, the vector G is the sum of the
veclor moments of these applied forces aboul the origin. If the origin always coincides with
the center of mass of the system, the second equation is unchanged, although dh/d¢ is now
referred to a frame with moving origin. This means that one may use velocities relative to the
center of mass inslcad of actual velocities. This is the principle of independence of translation
and rotation.

When the mechanical system is a rigid body, the expression for h involves the moments
and products of inertia and, in general, dh/d¢ will involve the rates of change of these coeffi-
cients of inertia due (o the motion of the body relative to the frame of reference. This difficulty
is avoided by using axes, which arc lixed in the body.

Euler law states that the friction force between two bodies is proportional to the loading force.
See also Amontons’ law.

Euler-Maclaurin formula gives the connection between the integral and the sum for a
smooth function f(x) defined for all real numbers = between 0 and 7, where n is the nat-
ural number, in the form [* f(z) da = f(0)/2+ f(1)+ ...+ f(n— 1) + f(n)/2.

Euler’s formula (topology) gives the relation between the numbers of vertices V, edges T7,
and faces F' of a convex polyhedron, that is a polyhedron any two points of which can be
joined by a straight line entircly contained in the polyhedron. It states that V — £ + ' = 2.

even function — a function f(x) with the property that f(x) = f(—x).

Ewald sphere —a sphere superimposed on the reciprocal lattice of a crystal used to determine
the directions in which an X-ray or other beam will be reflected by a crystal lattice.

More details in: ). B. Pendry, Low Energy Electron Diffraction (Academic Press, London
1974)

EXAFS — acronym f{or extended X-ray absorption fine structure.

excimer — a combination of two atoms or molecules that survives only in an excited state
and which dissociales as soon as the excitation energy has been discarded. The tevm is a
contraction of “excited dimer”. Excimers are used for light generation in lasers (scc excimer
laser).

excimer laser — a rare-gas halide or rare-gas metal vapor laser emitting in the ultraviolet (from
126 to 558 nm) that operates on electronic transitions of molecules, up to now diatoinic, whose
ground state is essentially repulsive. Excitation may be by done e-beam or electric discharge.
Lasing gases include ArCl, ArF, KrCl, KrF, XeCl and XcF.
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exciton — an clectron-hole pair in a bound state in a hydrogen-atom-like fashion. Exciton
formation processes in photon irradiated semiconductors are illustrated in Figure 34, 1If the
energy of the photon is larger than the band gap of the irradiated semiconductor (high energy
cxcitation regime), then a free electron is created in the conduction band and an empty state,
i.e. hole, is left in the valence band. After relaxation they occupy the lowest energy states in
the conduction and valence bands, respectively. The attractive force acting between the elec-
tron and hole leads to a reduction in their total energy, by an amount Exq, and makes them,
thus forming the exciton. A photon with energy just below the band gap can be resonantly
absorbed, thus creating the exciton directly.

Since the hole mass is gencrally much greater than the electron mass, the exciton can
be considered as a two-body system resembling a hydrogen atom with the negatively charged
electron orbiting the positive hole. Similarly to the hydrogen atom, the exciton is characterized
by the exciton Bolhr radius ap = ¢h?/jie? = emq/p1(0.053) nm where ju is the reduced mass
of the electron hole 1/ = 1/m2 4+ 1/mj, ¢ = c.cyis the permittivity of the material. The
exciton binding energy is Fyog = —pet/(3272h%c?). The reduced electron-hole mass is
smaller than the electron rest mass 1, and the dielectric constant ¢ is several times bigger
than that of vacuum. This is why the exciton Bohr radius is significantly larger and the exciton
cnergy is significantly smaller than the relevant values for the hydrogen atom. Absolute values
of ayg for most semiconductors are in the range 1-10 nm, and the energy takes values from
1-100 meV. The lifetime of excitons is of the order of hundreds of ps to ns.

The concentrations of excitons ... and of the free electrons and holes . = n, = ny, are
related via the ionization equilibrium equation known as the Saha equation:

‘ 2 i *
2 2nheml 4+ my, exp Ix0
s kplmim; )~ kpT )

For knT 3 Exo most of the excitons are ionized and the properties of the electron subsystem
of the crystal are determined by free electrons and holes. At kpT' < Ex a significant part of
the clectron-hole pairs exists in the bound state.

Weakly bound excitons, typical of semiconductors, are also called Mott—Wannier ex-
citons, while tightly bound excitons, usually found in solid inert gascs, arc called Frenkel
excitons.
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First described in: 1. 1. Frenkel, Transformation of light into heat in solids, Phys. Rev.
37(1), 1744 (1931).

exclusion principle — see Pauli exclusion principle.

exon — a segment of a gene present in mature mRNA transcripts that specifics the amino acid
sequence of a polypeptide during translation. Exons of a gene are linked together by mRNA
splicing.

expectation value = mean value.

ex situ — Latin meaning “away from its place”. The phrase “ex situ analysis of experimental
samples™ is used to show that the samples are analyzed at a place different from that where
they have been fabricated. An alternative is in situ (Latin “in its place”) analysis indicating
that the samples are analyzed in the same place where they have been fabricated.

extended Hiickel method (theory) is a molecular orbital treatment in which the interactions
between electrons in difterent orbitals are ignored when the electronic bands in solids are
simulated.

First described in: R. Hoffman, An extended Hiickel theory, J. Chem Phys. 39(6), 1397-
1412 (1963).

extended state — a quantum mechanical state of a single electron in a random potential that
extends throughout the whole sample.

extended X-ray absorption fine structure (EXAFS) spectroscopy — when an X-ray passes
through a material, it attenuates progressively and undergoes some discontinuities for energies
corresponding to electronic transitions of core electrons towards unoccupied states above the
Fermi level. In the case of a crystalline solid, the atom excited by the X-ray emits a photo-
clectron described by a spherical outgoing wave centered on the atomic target. The emitted
photoelectron is retrodiffused by the electrons of the nearest neighbor atoms. This retrodifu-
sion is represented by spherical waves centered on the sites of neighboring atoms. A portion
of these waves interferes with the first outgoing wave and gives rise to a modulation of the
absorption coefficient. EXAFS spectroscopy reflects this local order, and the amplitude of
the oscillations depends on the coordination number of neighbors N, of type j located at a
distance r; from the absorbing central atoms. The absorption spectrum is composed of three
regions:
1. An edge onset corresponding to the transition of a core electron to the Fermi level.
2. A region close to the edge (XANES - X-ray absorption near-edge structure) where
the emitted photoelectron carries little energy and, because of the long mean free path,

the multiple scattering effects become important and reflect the geometry and the bond
direction.

3. A region showing oscillations of weak intensity, which is the EXAFS region, character-
ized basically by a single-scattering regime.
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The absolute intensity of these fine structures is referred to the absorption coefficient of
the isolated atom and in general is of the order of 10-20% of the total absorption.

More details in: B. K. Teo, D. C. Joy, EXAIS Spectroscopy and Related Techniques
(Plenum Press, New York 1981); M. De Crescenzi, M. N. Piancastelli, Electron Scattering
and Related Spectroscopies (World Scientific Publishing, Singapore 1996).

external quantum cfficiency — see quantum efficiency.

extinction — complete absorption of plane-polarized light by a polarizer whose axis is perpen-
dicular to the plane of polarization.

extinction coefficient — a property of a material characterizing its ability to attenuate light
(see also dielectric function and refractive index).

Eyring equation gives the specific reaction rate for a chemical reaction in the form V' =
C*(kpT/h)p, where C™* is the concentration of the activated complex formed by the colli-
sion of reaclant molecules possessing Lthe required energy, kpT/h is the classical vibration
frequency of a bond which is broken when the complex dissociate, p is the probability that
this dissociation will lead to products.



F: From Fabry-Pérot Resonator to FWHM (Full Width at
Half Maximum)

Fabry—Pérot resonator consists of lwo parallel plates with their reflecting surfaces facing
each other and spaced al a distance equal to An/2(n = 1,2,...), where A is the wavelength
of the light desired (o be in resonance.

First described in: C. Fabry, A. Pérot, Compl. Rend. 123, 802 (1896).

Fang-Howard wave function — 1»(2) - xoexp[(1/2)bx]. It vanishes at 2 = 0 and decays
roughly like an exponent as & — ().

Fano factor — the dimensionless characteristic of a shorl noise in an electron device. It is
defined as v = .S, /(2¢T), with .S; being the spectral density of current fluctuations at low
frequency, / the current flowing in the deviee, and e the elementary quantum of charge de-
termining the current. In the absence of correlation between current pulses j = 1. This case
corresponds to full shot noise. Deviations from this ideal situation are a signature of exist-
ing correlations between different pulses. A negative correlation corresponds oy < 1 and a
suppressed shol noise. In the case of v = 1 the correlation is positive and the shot noise is
cnhanced.

IFano interference — see Fano resonance.

Fano resonance arises from coupling (Fano interference) of a discrete energy state degen-
crate with a continuum. The mixing of a configuration belonging to a discrete spectrum with
continuous spectrum configurations gives risc 1o the phenomenon of autoionization. Au-
toionized levels manifest themsclves in continuous absorption spectra as asymmeltric peaks
because, on mixing conligurations to form a stationary state of energy £, the coefficients vary
sharply when £ passes through an autoionized level. It has been shown that the shape of the
absorption lines in the ionization continuum of atomic and molecular spectra are represented
by the formula ¢(¢) = a,|(q | )*/(1 + *)] + o4, where ¢ = [(I7 — F,)/(T'/2)] indicates
the deviation of the incident photon cnergy £ from the idealized resonance encrgy £, which
pertains to a discrete autoionizing level of the atom. This deviation is expressed in a scale
whose units ave the hall-width I'/2 of the line; o (¢€) is the absorption cross section for photons
of energy E, and ¢, and oy, are two portions of the cross scction corresponding to transitions
to states ol the continuum that do and do not interact with the discrete auto-ionizing level, q is
a parameter (Fano parameter), which characterizes the line profile as shown in Ifigure 35.
The Fano resonance is a universal phenomenon observed in rare gas spectra, impurily
ions in semiconductors, clectron—phonon coupling, photodissociation, bulk GaAs in a mag-
netic field, superlattices in an electric field, etc. It can be semiclassically understood in a
Whar ix What in the Nanoworld.: A Handbook on Nanoscience and Nanotcehnology.
Victor E. Borisenko and Stefano Ossicini

Copyright © 2004 Wiley VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-4(493-7
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Figure 35: Natural line shapes for ditferent values of ¢. (Reverse the scale of the abscissae for
negative values of ¢).

coupled oscillator model. The discrele state drives the continuum oscillators, with eigenstates
consisting of a mix(ure of the discrele state and the adjacent continuum. The continuum os-
cillators on either side of the discrete state move with opposite phase, according to whether
the driving frequency is above or below their resonant {rcquency. Thus, on one side they
interfere constructively with the discrete state and on the other, destructively leading to the
characteristic asymmeltric Fano resonance line shape.

First described in: U. Fano, Sullo spettro di assorbimento dei gas nobile presso il limite
dello spettro d’arco, Nuovo Cimento 12(2), 156 (1935); U. Fano, Effects of configuration
interaction on intensities and phase shifts, Phys. Rev. 124(6), 18661878 (1961).

More details in: U. Fano, J. W. Cooper, Spectral distribution of atomic oscillator strengths,
Rev. Mod. Phys. 40(3), 441-507 (1968).

Fano parameter — sce Fano resonance.

Faraday cell — a magneto-optical device consisting of a fuscd silica or optical glass core
inserted into a solenoid. When a linearly polarized light beam passes through the device, the
direction of ils polarization is rotated by an angle proportional to the magnetic flux density
along the propagation direction.

Faraday configuration - the term usced to indicate a particular orientation of a quantum film
structure with respect to the magnetic ficld applied, i. e. when the field direction is perpendic-
ular to the film plane. The alternative orientation is called a Voigt configuration.
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Faraday effect — a rotation of the polarization plane of a polarized light when it passes
through a homogeneous medium along a magnetic field. The magnitude and direction of this
magnetic rotation depend on the strength and direction of the field, but do not depend on the
dircction of the light propagation through the field. Mathematically it can be described by the
relationship 8 = V' II'T, where ¢/ is the amount of rotation, f is the strength of the magnetic
ficld, L is the path length of the light through the sample. The proportionality constant V' is
known as the Verdet constant. It is approximately proportional to the reciprocal of the square
of the wavelength of the light. This constant can be cither positive or negative. A positive
value refers to a substance in which the direction of rotation is the same as the direction of the
current producing the magnetic field. A negative one represents the opposite situation.

First described by M. Faraday in 1845; M. E. Verdet, Ann. Chim. 41, 370 (1854).

Faraday law (of electrolysis) governs electrolysis within the following statements: (i) the
amount of chemical action produced by a current is proportional to the quantity of electricity
passed, (ii) the masses of different substances deposited or dissolved by the same quantity of
electricity arc in the same ratios as their chemical equivalents.

First described in: M. Faraday, Phil. Trans. 124, 77 (1834).

Faraday law (of electromagnetic induction) states that any change of a magnetic flux ® in
an electric circuit induces the electromotive force [2 proportional to the rate of the flux change,
so B o (dd/de).

First described by M. Faraday in 1831.

fast Fourier transform (FFT) — a powerful 100l used in many engineering and physical disci-
plines. It was developed to compute the discrete Fourier transform and its inverse (formally
a discrete Fourier transform is a linear transformation mapping any complex vector of length
N 1o its Fourier transform) of a scquence of N numbers in a faster and efficient manner. Tt
is of great importance in several applications, from digital signal processing to solving par-
tial differential cquations, to developing algorithms for quickly multiplying large integers. In
particular, the Cooley-Tukey algorithm, being one of the fast Fourier transform algorithms,
reduces the number of computations from O(N?) to O(N log N). It is interesting to note that
an algorithm similar to the FFT has been recently attributed to Carl Friedrich Gauss.

More details in: M. T. Heidemann, D. H. Johnson, C. Sidney Burrus, Gauss and the
History of Fast Tourier Transform, IEEL Acoustic, Speech, Signal Proccss. Mag., 1(10),
14-21 (1984).

Fechner ratio — the differential luminance threshold divided by the luminance.

Felgett advantage — the signal-to-noise ratio obtained with a Fourier transform spectrome-
ter when detector noise prevails, which exceeds the signal-to-noise ratio of a scanning spec-
trometer in the same time by a factor proportional to the square root ot the number of spectral
elements studied. The increase is due to the ability of a Fourier transform spectrometer to
observe all spectral clements simultaneously.

femto- — a decimal prefix representing 10717, abbreviated f.
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Fermat’s principle (in optics) states that the actual path between two points taken by a beam
of light is the onc which is traversed in the least time. In this original form however, Fermat’s
principle is somewhat incomplete. An improved form is: a light ray, in going between two
points, must traverse an optical path length which is stationary with respect to variations of
the path. In such a formulation, the paths may be maxima, minima, or saddle points.

First described by P. Fermat in 1635.

Fermi-Dirac distribution (statistics) gives the probability that in an ideal electron gas in
thermal equilibrium at a temperature 7 an electron state with an energy < will be occupied

1
oxp [(FF — ) k] +1°

J(E) =

where p is the chemical potential. In contrast to Bose-Einstein statistics the Fermi-Dirac
distribution also takes into account the Pauli exclusion principle - there can be no more than
onc particle in each quantum state. At absolute zero the chemical potential is equal to the
Fermi energy /7\.. The Fermi cncrgy is often used instead of the chemical potential in the
Fermi-Dirac distribution, but one must know that /7 is a temperature dependent quantity.

First described in: E. Fermi, Zur Quantelung des idealen einatomigen Gases, Z.. Phys.
36(11/12), 902-912 (1926); P. A. M. Dirac, Theory of quantum mechanics, Proc. R. Soc.
London, Scr. A 112, 661-677 (1926).

Recognition: in 1933 P. A. M. Dirac and E. Schrodinger received the Nobel Prize in
Physics for the discovery of new productive forms of atomic theory.

See also www.nobel.se/physics/laureates/1933/index.html.

Fermi energy — the energy of the topmost filled level in the ground state of an electron system
al absolute zero (for more details sce Fermi-Dirac distribution).

Fermi gas — a system of noninteracting fermions.
Fermi level = Fermi energy.

Fermi liquid — a system of interacting fermions. The low-energy cxcitations (or quasiparti-
cles) of this system act almost like completely free electrons, moving entirely independently
of one another.

fermions — quantum particles whose energy distribution obeys the Pauli exclusion principle
and Fermi-Dirac statistics.

Fermi’s golden rule — if an electron (or hole) in a state |i = of energy F; cxperiences a time-
dependent perturbation H which could scatter (transfer) it into any one of the final state | f =
of energy Iy, then the lifetime of the carrier in the state |i = is given by

1 2w N
—~vZ|<.j|H|1 =

Tl'ih

W(E; - T).

Thus, the rule describes the lifetime of a particle in a particular state with respect to scattering
by a time varying potential.
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Fermi sphere - the Fermi surface of an assembly of fermions in the approximation that they
arc [ree particles.

Fermi surface — a constant energy surface in the space containing the wave vectors of states,
i.e. k space, defined by the Fermi energy.

Fermi-Thomas approximation supposes that if the total potential V' of clectrons in a solid
does not vary greatly over the distance r corresponding to the electron wavelength, the local
Fermi kinetic energy F~p muslt also vary in order 1o compensate the variation of the potential,
so that V + [/ = constant,

Fermi wave vector — the momentum corresponding to the Fermi energy.
Fermi wavelength — \ - = 27 /ky, where ki is the Fermi wave vector.

ferrimagnetic — a substance in which atomic magnetic momenta are arranged in such a way
that a resulting momentum occurs as a consequence of the tendency for antiparallel orientation
of the magnctic momenta of certain ncighboring atoms. Sce also magnetism.

ferrite — a nonmetallic magnetic compound containing FeoO3 as a major component. Exam-
ples: MeFe, 0, (Mc =Mn, Fe, Co, Ni, Zn, Cd, Mg,) - spinel ferrites; RyFe; 0. (R- rare earth
metal or yttrium) - garnets.

ferroelectric —a dielectric for which a nonlincar hysteretic relationship exists between polar-
jzation and applied clectric field over certain temperature ranges. It can be considered as the
electric analog of a ferromagnetic.

First described in: ). Valasek, Piezo-electric and allied phenomena in rochelle sall, Phys.
Rev. 17(4), 475481 (1921).

ferromagnetic — a substance exhibiting: (i) a high value of magnetization in weak magnetic
fields meanwhile coming to saturation with an increase in the field strength, (ii) an abnormally
high permcability that depends on the field strength and prior magnetic history (hysteresis),
(iii) residual magnetism and spontaneous magnetization. All these propertics disappear above
a certain temperature called the Curie point and the materials then behave like a paramag-
netic. See also magnetisin.

ferromagnetic resonance — a resonant absorption of energy in ferromagnetics {rom an ex-
ternal high frequency circularly polarized magnetic ficld when its frequency is equal to the
internal frequency of precession. Note that if the total magnetic momentum of a specimen is
displaced {rom its equilibrium position, it precesses about the direction of the uni-directional
magnclic field applied.

First described by V. K. Arkadiev in 1912 - prediction; J. H. E. Griftiths, Anomalous high
frequency resistance of ferromagnetic metals, Nature 158, 670-671 (1946) - cxpcrimental
observation.

Feynman diagram — an intuitive picturc of a term in the perturbation expansion of a scatter-
ing matrix element or other physical quantity associated with interactions of particles: in the
diagrams each line represents a particlc, each vertex an intcraction.

First described in: R. P. Feynman, Space-time approach to quantum electricity, Phys. Rev.
76(6), 769-787 (1949).
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Feynman-Hellman theorem states that the derivative of the energy £, of a state n with
respect to some parameter ¢ is equal to the expectation value of the derivative of the Hamil-

tonian H in that state: )
or, OH
= o = 7 o).
dg dq /,

Feynman integral — a term in the perturbation expansion of a scattering matrix element.
It is an integral over the Minkowski space of various particles or over the corresponding
momentum space of the product of propagators of these particles and quantities representing
interactions between the particles.

OH
g

Feynman propagator — a factor of the form (p-+1m)/(p? — m? +i¢) in a transition amplitude
corresponding to a line that connects two vertices in a Feynman diagram, and that represents
a virtual particle.

First described by R. P. Feyninan in 1948,

Fibonacci sequence — the sequence of integers produced by adding the two previous terms:
1,2,3,5,8, 13, 21, ... One of the fascinating illustrations of the sequence in nature is that it
predicts the number of rabbits there will be after a certain number of months, starting {rom
a single breeding couple. The ratio of successive terms tends to the golden ratio, which is
about 1.618 — a number that appears throughout nature in different geometrical guises such as
seashells, pine cones, cauliflowers.

First described by 1.. P. Fibonacci in 1225,

fibrous protein — see protein.

Fick’s laws — sec diffusion.
First described by A. Fick in 1855.

ficld emission — emission of electrons from a solid surface caused by an applied clectric field.

field ion microscopy (FIM) — a projection type microscopy in which individual atoms pro-
truding on the surtace of a necdle-shaped specimen are imaged by preferential ionization of
the imaging gas, usually He or Ne, at the protruding site.

The analyzed sample is prepared in the form of a sharp tip. A positive potential is applied
to the tip such that a very large electric field is present at the tip. The ambient gas surrounding
the tip, that is the imaging gas, is usually He or Ne at reduced pressure. ‘The gas atoms
are ionized in collisions with an atom protruding on the surface. Then they are accelerated
away from the tip where they strike a fluorescent screen. The net effect of many gas atoms
is to create a pattern on the fluorescent screen showing spots of light which correspond to
individual atoms on the tip surface.

First described in: E. W. Miiller, Das Feldionenmikroskop, Z. Phys. 131(1), 136-142
(1951).

figure of merit — a performance rating that governs the choice of a device for a particular
situation. For instance, the dimensionless thermoclectric characteristic (Z7T) of a material is
used as a {igure of merit to evaluate the material’s ability for thermoelectric power generation.
1t is defined as ZT = (S*1')/(rp), where S is the Seebeck coefficient, r: is the total thermal
conductivity and p is the electrical resistivity.
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FIM — acronymn for field ion microscopy.

fine-structure constant — the dimensionless constant & = ;= = uscd in scattering theory.

Firsov potential — the semiclassical interatomic pair potential in the form:

Z] Z-2€2
: .

Vi(r) J(z),

: . , . : Ll /2073 :
where f () is the Thomas—Fermi screening function with (Z,7% + 7, )>/3Z. Here 7 is the

interatomic distance, Z; and Z, are the atomic numbers of the interacting atoms and a is a
{itting parameter.

First described in: O. B. Firsov, Calculation of the interaction potential of atoms, Zh.
Exp. Teor. Fiz. 33(3), 696699 (1957) - in Russian.

FISH — acronym for fluorescence in situ hybridization.
FLAPW method = full potential augmented plane wave (FI.LAPW) method.

Fleming tube — the first vacuum tube diode consisting of a heated filament and cold metallic
electrode placed into an cvacuated glass tube.
First described by J. A. Fleming in 1897.

flicker noise — the noise observed on the direct current () flowing through vacuum tubes and
semiconductor devices. Its spectrum is S(f) = [£/"/[*, where K is a constant dependent
on the material, n = 2, and a varies between 0.5 and 2. This noisc is also called 1/f noise
or pink noise. Its major cause in semiconductor devices is traced o surface propertics of the
material. The generation and recombination of charge carriers in surface energy states are the
[actors with most influence.

First described by J. B. Johnson in 1925.

fluctuation—dissipation theorem states a general rclationship between the response of a
given system to an external disturbance and the intcrnal fluctuation of the system in the ab-
sence of the disturbance. Such a response is characicrized by a response function or equiva-
leatly by an admittance or an impedance. The internal fluctuation is described by a correlation
function of relevant physical quantities of the system fluctuating in thermal equilibrium, or
equivalently by their fluctuation spectra. The most striking feature of this theorem is that
it relates, in a fundamental manncr, the fluctuations of a physical quantity pertaining to the
equilibrium state of the given systems to a dissipative process which, in practice, is realized
only when the systems is subjected to an external force that drives it away from equilibrium.
This means that the response of a given systemn to an external perturbation (nonequilibrium
property) can be cxpressed in terms of the {luctuation propertics of the system in thermal
equilibrium (equilibrium property).

Probably one of the first forms of the Huctuation—dissipation theorem was given by the
Einstein relationship that relates the viscous friction of a Brownian particle to the diffusion
constant of the particle in the form D) = kgT/m~, where D is the diffusion constant and m-y
is the friction constant. The Einstcin relation can be also written as; jp = 1/m~y = D/kpT =
(1/kp1) f';x < uftou(ty + t) = dt, which mecans that the mobility i, the inverse of the
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friction constant, is related to the fuctuation of the velocity u(!) of the Brownian motion that
is in fact the fluctuation—dissipation theorem.

The theorem can be used in two ways. I'rom the known characteristics of the admittance or
the impedance one can predict the characteristics of the fluctuation or the noise intrinsic to the
systems. Alternatively, from the analysis of thermal fluctuations of the system one can derive
the admittance or the impedance. A general proof of the fluctuation—dissipation theorem has
been given, in modern times, by the linear responsc theory.

First described in: It is difficult Lo say definitely when the thcorem was formulated for the
first time; it appeared several times in different fields of applications. For two applicalions
of the method of use outlined above see H. Nyquist, Thermal ugitation of electrical charge
in conductors, Phys. Rev. 32(1), 110-113 (1928), L. Onsager, Reciprocal relations in irre-
versible processes. I, Phys. Rev. 37(4), 405-426 (1931), for a proof within the linear response
theory see H. B. Callen, T. A. Welton, Irreversibility and generalized noise. Phys. Rev. 83(1),
3440 (1951).

More details in: R. Kubo, The fluctuation—dissipation theorem, Rep. Prog. Phys. 29,
255-284 (1966).

Recognition: in 1968 L. Onsager received the Nobel Prize in Chemistry for the discovery
of the reciprocal relations bearing his name, which are fundamental for the thermodynamics
of irreversible processes.

Sec also www.nobel.se/chemistry/laureates/1968/index.html.

fluorescence — emission of radiation of a characteristic wavelength by a substance that has
been cxcited, which occurs within no longer than 107" s after removal of the excitation.
lL.onger light emission is called phosphorescence.

First described in: G, Stokes, Proc. R. Soc., London 6, 195 (1852).

fluorescence in situ hybridization (FISH) - an analytical technique employing fluorescent
molecular tags to detect probes hybridized to chromosomes or chromatin. It is used for ge-
netic mapping and detecting chromosomal abnormalities.

Foch space — the space in the quantum field theory where the number of particles is generally
not fixed. [t is sometimes convenient to represent the state of a system by an inlinite set of
wave functions, cach of which refers to a fixed number of particles.

Fock exchange potential — see Hartree-Fock approximation.

focused ion beam (FIB) system — a system for sample preparation and fabrication at the
nanoscale by ion-mill sculpting or beam-induced deposition. Exposing sensitive surfaces Lo a
focused ion beam makes it possible to fabricate and write dimensions into a resist well below
20 nm. This fabrication method is not useful for mass production due to the slowness of the
serial writing process.

Foiles potential describes the pair interaction between two different atoms approximated by
the geometric mean of the pair interaction of the individual atoms. For atoms A and B sepa-
rated by the distance » it has the form V(r) = Za(r)Zp(r)/r, where Z(») = Z, exp (—ar).
The value of Z; is given by the number of outer clectrons of the atom and e is the fitting
parameler.
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First described in: S. M. Foiles, Calculation of the surfuce segregation of Ni-Cu alloys
with the use of embedded-atom method, Phys. Rev. B 32(12), 7685-7689 (1985).

Fokker—Planck equation — an cquation for the distribution function f(r, p,t) of particles in
a gas or a liquid, analogous 1o the Boltzmann distribution but applying where forces are
long-range and collisions are not binary:

of [ p0of OVOf 0 (p PRRIAY
M dp

o MOor  Orop  dp
where 7 is the coordinate, p is the momentum, A/ is the mass of the gas particles; [ is time
and 1" is temperature; V' is the potential from an cxternal force acting on the particles and £ is
the friction cocflicient. It describes the evolution of the distribution function in the presence
of diffusion and driving force.

First described by A. Einstein in 1906, then by M. Smoluchowski in 1913 and by
A, Fokker in 1914, and in the final form in: M. Planck, On a proposition of statistical dy-
namics and its extension in the quanta theory, Preuss. Akad. Wiss. Berlin 24, 324-341
(1917) - in German,

folded spectrum method supposes, instead of secking solutions of the time-independent
Schridinger equation, that solutions are sought to the alternative expression: (H —
FetY e = (Fpx - Erer)?1n . where the reference energy Fir can be chosen to lie
within the fundamental gap and hence the valence- and conduction band edge states are
transformed from being arbitrary high energy states to being the lowest states. The technique
serves to minimize the expectation value << ¢ | (H — o) | ¢ >, where the standard
empirical pseudopotential operator can be employed.

Lirst described in: L. W. Wang, A. Zunger, Solving Schradinger’s equation around a
desired energy: application to quantum dots, J. Chem. Phys. 100(3), 2394-2397 (1994).

f orbital — sec atomic orbital.

Ford-Kac-Mazur formalism was originally proposed to study Brownian motion in coupled
oscillators, It was fater extended to a general analysis of a quantum particle coupled to a
quantum mechanical heat bath. Within this formalism the bath is considered as a collection
of oscillators which are initially in equilibrium. Its degrees of frcedom are then eliminated,
leading to quantum Langevin cquations for the remaining degrees of frecdom of the whole
system. Thus, such a bath can be viewed as a source of noise and dissipation in the system.
The formalism is used for the simulation of classical heat transport in disordered harmonic
chains as well as for the detailed study of quantum transport in disordered clectronic and
phononic systems.

First described in: W, Ford, M. Kac, P. Mazur, Statistical mechanics of assemblies of
coupled oscillators J. Math. Phys. 6(4), 504-515 (1965).

Forster energy transfer — a long-range Coulomb-induced transfer of optically cxcited exci-
tons.

First described in: Th. VForster, Delocalized excitation and excitation transfer, in: Modern
Quantum Chemistry, B, cdited by O. Sinanoglu (Academic Press, New York 1965), pp.
93-137.
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Foucault currents — sec eddy currents.

fountain effect occurs when two containers of superfluid helium are connected by a capillary
tube and one of them is heated, so that helium flows through the tube in the direction of higher
temperature.

Fourier analysis ~ a mathematical tool by which discontinuous and periodic functions may be
represented in terms of continuous functions. If f(:«) is single valued in the range @ <0 @ <7 b,
and is scctionally continuous, i.e. it contains only a finitc number of discontinuities in the
range which are finite in magnitude, then it is possible to expand f(«) in an infinite set of
functions orthogonal in this range. By suitable scaling the range can be made —7 < @ < 7,
and it is then convenient to choose the circular functions for the expansion in the form f(x) =
Ao + Z:il(/l;, coskx + By sinkr), which 1s termed the Fourier expansion or Fourier
series. The coefticients are Ay = 1/27 [T f(2)dw, Ax = V/= [T [(@)|coskz] da, By =
1/m [T f(x)|sinka]de. If f(2) is an even function, the B are zero. If f(z) is an odd
function, the A, are zero.

Instead of using sinc and cosine functions for the expansion, one can employ the cx-
ponential function with the imaginary argument: f(x) = Y7 Cyexp (ika) with € =
L/27 [T f(x)exp (ike) da. A Fourier serics may be integrated term by term, but it cannot
generally be differentiated.

First described in: J. Fourier, La Theorie Analytique de la Chaleur (Didot, Paris 1822).

Fourier equation — the differential equation giving the temperature 7" at any place and at
any lime when heal transport occurs by a conduction mechanism only. In the absence of
heat internal sources and for a nonhomogencous material it has the form pC(IT/0t) = V .
(K'VT). where p is the material density, C' is the specific heat of the material, # is the time,
and K is the thermal conductivity of the material.

Fourier law states that the rate of heat flow by conduction across an infinitesimally small arca
S is proportional to the lemperature gradicnt normal to the area: dQd7 = — K Sd7Tdr, where
@ is the quantity of heat, ¢ is the time, K is the thermal conductivity of thc material at the
place of question, r is the distance measured normally to .S in the direction of the decreasing
lempcrature.
Fourier series — scc Fourier analysis.
Fourier transform for a function f(z) is given by
PR
F(&) - l/\/’ZTr/ Flz)exp (ix) da.

o

If the Fourier transform F'(£) of a function is known, the function itself can be found by means
of the Fourier inversion thcorem
J(@) = l/\@rr/ (&) exp (—i&x) dx.

DX

First described in: J. Fourier, La Theorie Analytique de la Chaleur (Didot, Paris 1822).
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Fowler-Nordheim tunnelling describes charge carrier transport through insulators. The cur-
rent density is J = CE?exp (—T%/F), where (' and Eq are constants in terms of effective
mass and barrier height, £ is the elcctric field in the insulator (Vm ™).

First described in: R. H. Fowler, L.. Nordheim, Electron emission in intense electric fields,
Proc. R. Soc. London, Ser. A 119, 173-181 (1928),

fractional quantum Hall effect — sce Hall effect.

Franck-Condon excited state — an excitation of an electron in the potential adapted to the
ground state.

Franck—Condon principle states that as far as nuclei, being heavy particles, are so much
more massive than electrons, an electronic transition occurs faster than the nuclei can respond.
It also states that for the transition probability not to be ncgligibly small it is necessary: (i) that
there should be an overlap between the classically allowed regions of coordinates for the states
participating in the transition, and (ii) that the classical velocities of the heavy particles within
the region of the overlap should not be very different for these states. This principle explains
the fact that in solids a luminescent center emits light at a longer wavelength than it absorbs,
and that for throwing an electron optically from an impurity level into the conduction band the
necessary minimum encrgy is greater than the energy difference between the bottom of the
conduction band and the impurity level.

First described in: ). Franck, Elementary processes of photochemical reactions, Trans.
Faraday Soc. 21(3), 536-542 (1925); E. Condon, A theory of intensity distribution in band
systems, Phys. Rev. 28(6), 1182-1201 (1926).

Franck-Hertz experiment first demonstrated that the intrinsic energy of atoms could not be
changed instantancously. It was done by recording the kinctic energy lost by electrons in
inelastic collisions with atoms.

First described in: 1. Pvanck, G. Hertz, Connection between ionization by collision and
electronic affinity, Deutsch. Phys. Gescll. Vehr. 15(20), 929-934 (1913) - in German.

Recognition: in 1925 J. Franck and G. Hertz received the Nobel Prize in Physics for their
discovery of the laws governing the impact of an electron upon an atom.

See also www.nobel.se/physics/laureates/1925/index.html.

Franck partial dislocation — a partial dislocation whose Burger’s vector is not parallel to
the fault plane, so that it can only diffuse and not glide, in contrast to a Shockley partial
dislocation.

Frank-Read source - a self-rcgenerating configuration of dislocations from which, under
the action of applied stress, successive concentric loops of dislocations can be thrown off in
a glide plane. Tt provides a mechanism for continuing slip in a crystal and an increasc in its
dislocation content, without essential limit, through plastic deformation.

First described in: F. C. Frank, W. T. Read, Multiplication processes for slow moving
dislocations, Phys. Rev. 79(4), 722723 (1950).
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deposited material
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Figure 36: Frank—Van der Merwe growth mode during thin film deposition.

Frank-Van der Merwe growth mode (of thin films) — layer-by-layer growth of thin films
during their deposition as is illustrated in Figure 36.

It arises when deposited atoms arc more strongly attracted to the substrate than they are to
themselves,

First described in: F. C. Frank, J. H. van der Mcrwe, one-dimensional dislocation. 11,
Misfitting monolayers and oriented overgrowth, Proc. R. Soc. London, Ser. A 198, 216-225,
(1949).

Franz-Keldysh effect ~ an cffect of an electric field on the optical absorplion edge in semi-
conductors. It is illustrated in Figure 37, where the band structurc of a semiconductor under
external biasing is sketched. An optically induced transition of an electron from the valence
into the conduction band in an undisturbed semiconductor can occur only if two states have an
encrgy separation AT << hy, where v is the light frequency. Morcover, the states have to over-
lap in space. Interband light absorption in a semiconductor is impossible if 2wy is smaller than
the band gap /7, becausc there are no available states [or corresponding electron transitions.

conduction
band

Figure 37: Interband clectron transitions determining light absorption in an clectrically biased
semiconductor.

Elcctric biasing of a semiconductor changes the states in both valence and conduction
bands providing thal the states are present at all energies. Their overlap in space depends on
the difference in energics. It is strong if AJy = E,, when the oscillating parts of the wave
functions overlap. Meanwhile, only the tails of the wave functions overlap it AL < T,
and this decays rapidly with an increasc in Iv, — AL, Thus the absorplion edge gains a tail
tunneling into the previously forbidden gap, as well as due to changes in the wave function.
Electron transitions in such conditions are considered as pholo-assisted field induced tunneling
across the band gap. They result in the shift of the absorption cdge to a lower energy range.
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The related oscillations in imaginary part of the dielectric function above the band gap are
known as Franz—Keldysh oscillations.

First described in: W. Franz, Influence of an electric field on an optical absorption edge,
Z. Naturforsch. A13(6), 484-489 (1958) - in German; and independently in: L. V. Keldysh,
Effect of a strong electric field on the optical properties of non conducting crystals, Zh. Eksp.
Teor. Fiz. 34(5), 1138-1141 (1958) - in Russian.

Franz—Keldysh oscillations — see Franz—Keldysh effect.

Fraunhofer diffraction — diffraction of radiation passed through an aperture and registered
al a distance from it so large that waves from the virtual sources at the aperture arrive in phase
at a point on the normal to the screen used for registration.

free electron laser — a laser producing stimulated emission by passing a beam of free elec-
trons (not bound to an atom or molecule) through an undulator or “wiggler.” The undulator
creates a magnetic field of alternating polarity (in another version it guides the electrons along
a helical path), causing the electrons to “wiggle™ and thus release radiation. It covers a wide
range of wavelengths - from the soft X-ray region to millimeters.

free energy — a state function of the system under consideration. There are two commonly
usced notations for it. The Helmholtz free energy is F' = [J — T'S, where U is the internal
energy, S is the entropy and T is the temperaturc. The Gibbs free energy is ¢ — H TS —
U4V -T5=1"1 IV, where H is the enthalpy of the system, P is the pressure and V' is
the system voluime. These functions serve immediately to give thc maximum work available
from the system in an isothermal process.

Frenkel defect — a crystal defect consisting of a laltice vacancy and host interstitial atom. Tt
is also known as a Frenkel pair.

Frenkel excitation — an excitation of electron—hole pairs with a distance between electron
and hole, called the exciton Bohr radius, that is smaller than the length of the lattice unit cell.
Such excited pairs are called Frenkel excitons. An alternative case is represented by Wannier
excitation and Wannier excitons.

First described in: 1. Frenkel, On the transformation of light into heat in solids. I-11, Phys.
Rev. 37(1), 1744, 37(10) 12761294 (1931).

Frenkel excitons — see Frenkel excitation.
Frenkel pair see Frenkel defect.

Frenkel-Poole emission — an electric field-assisted thermal cxcitation of trapped electrons
into the conduclion band in solids. It is also known as the Frenkel-Poole law or ficld induced
emission. Insulators and semiconductors display, in high electric fields, an increase in electri-
cal conductivity, which finally leads to a breakdown. The dependence of the conductivity on
the electric ficld was represented by Poole in an exponential way (Poole law). The Frenkel—
Poole law differs from the Poole law by the substitution for the electric ficld of the square
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root of the electric field itself. Finally, the current related to the Frenkel-Poole emission is
defined as

¢ cE
J=CFexp|— A oy —

nT \ e
where (' is a constant in terms of the trapping density in the insulator (semiconductor), I is
the strength of the electric ficld, ¢, the barrier height, and ¢, the dynamic permittivity.

First described in: H. H. Poole, On the dielectric constant and electrical conductivity
of mica in intense field, Philosophy Magistrac 32, 112-129 (1916); J. Frenkel, On the the-
ory of electrical breakdown of dielectrics and semiconductors, Tech. Phys, USSR 5, 685—
687 (1938): J. Frenkel, On pre-breakdown phenomena in insulators and electronic semi-
conductors, Phys, Rev. 54(8), 647—648 (1938).

Frenkel-Poole law — see Frenkel-Poole emission.

Fresnel diffraction — the diffracted field is studied at a distance from the aperture, which is
large compared with the wavelength of the diffracting radiation and the aperture dimensions,
but yet not so large that the phasc difference between the waves from the aperture sources
can be neglected, even along the normal to the screen used for registration. It contrasts with
Fraunhofer diffraction.

Fresnel law states the conditions of interference of polarized light: (i) two rays of light ema-
nating trom a common polarized beam and polarized in the same plane interfere in the same
manner as ordinary light, (ii) two rays of light emanating [rom a common polarized beam and
polarized at right angles to cach other will only interfere if they are brought into the same plane
of polarization, (iii) two rays of light polarized at right angles and emanating from ordinary
light will not interfere if brought into the same plane of polarization.

First described by A.J. Fresnel in 1823,

friction force microscopy — an atomic force microscopy measuring forces along the scan-
ning direction. It is used for atomic scale and micro scale studies of friction and lubrication.

Movre details in: B. Bhushan, Micro/manotribology and materials characterization studies
using scanning probe microscopy, in: Handbook of Nanotcchnology, edited by B. Bhushan
(Springer, Berlin 2004), pp. 497-541.

Friedel law states that X-ray or electron diffraction measurements cannot determine whether
or not a crystal has a center of symmetry.

Friedel oscillations — the oscillatory behavior of the screened potential of a point charge at
large distances r as cos (2kpr) /(kyr)®, where ky is the Fermi wave vector. The phenomenon
originates from the singularity of the dielectric function at ¢ = 2kp. These oscillations,
present in a variety of phenomena, depending on the context in which they are present, are
also called Ruderman-Kittel oscillations.

First described in: J. Friedel, The distribution of electrons around impurities in univalent
metals, Phil. Mag. 43(2), 153 (1952); M. A. Ruderman, C. Kittel, Indirect exchange coupling
of nuclear magnetic moments by conduction, Phys. Rev. 99(1), 96-102 (1954).

Frohlich interaction — see phonon.



full potential augmented-plane-wave (FLAPW) method 111

Jf-sum rule — scc Kuhn-Thomas—Reiche sum rule.

Fulcher bands of hydrogen — a system of bands of molecular hydrogen, which are preferen-
tially excited by a low voltage discharge. They consist of a number of regularly spaced lines
in the red and green spectral range.

fullerene — a carbon composcd solid in which 60 or 70 carbon atoms are bound together in
a closed hollow cage having the form of a ball. The designation fullerenes is taken from the
name of an American architeet, R. Buckminster-Fuller, who designed a dome having the form
of a football for the 1967 Montreal World Exhibition.

Figure 38: Structure of Cgo [ullerene.

The prototype fullerene is Cgp, a molecule formed out of 60 carbon atoms distributed
on a sphere with a diameter of 0.7 nm. These carbon atoms arc asscmbled in the form of
a truncated dodecahedron with a carbon atom sitting at cach corner of the polyhedron. It is
shown in Figure 38.

The carbon atoms outline 20 hexagons and 12 pentagons, the latter giving rise to the
curvature and thus leading to the closed quasi-spherical structure of the molecule. Valence
electrons of the carbon atoms are predominantly sp? hybridized. There is also some, typical
for a diamond admixture, of sp? hybridization due to the finite curvature of the molecule.

First described in: H. W. Kroto, R. F. Curl, R, E. Smalley, J. R. Heath, Cg buckminster-
Sullerene, Nature 318(6042), 162-163 (1985).

Recognition: in 1996 H. W. Kroto, R. F. Curl and R. E. Smalley received the Nobel Prize
in Chemistry for their discovery of fullercnes.

See also www.nobel.se/physics/laureates/1996/index.html.

full potential augmented-plane-wave (FLAPW) method — onc of the most powerful
schemes for electronic structure calculations of solids within the density funetional theory.
It is bascd on the augmented plane wave method extended with the assumption of no shape
approximations for the charge density and the potential. Both the charge density and the effec-
tive one electron potential are represented by the same anafytical expansion, i. ¢. by a Fourier
representation in the interstitial region, in spherical harmonics inside the spheres; and for sur-
face and thin film calculations a two-dimensional Fourier serics in the vacuum region. Thus,
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the charge density p(r) is given (with a similar representation for the effective potential) by

2, Pjexp(iGj - 1) for r interstitial
p(r) =& 2o Pin(Ta) Y (1) for rinside the sphere o
2qla (’,X])(iK‘(J -r) for r in vacuum

where G ; denote reciprocal lattice vectors in the bulk, K, reciprocal lattice vectors in vac-
uum and Y7, are the spherical harmonics. The coefficients in the equations are used in each
iteration to create the Coulomb potential via the solution of the Poisson equation and to con-
struct the exchange-correlation potential. These coefficients for the input and output densities
are also used to perform the self-consistency procedure mixing at each iteration for input and
output density.

First described in: E. Wimmer, H. Krakauer. M. Weinert, A. 1. Freeman, Full-potential
self-consisted linearized-augmented-plane-wave method for calculating the electronic struc-
ture of molecules and surfaces: Oy molecule, Phys. Rev. B 24(2), 864-875 (1981).

More details in: E. Wimmer, A. J. Freeman, Fundamentals of the electronic structure of
surfaces, in: Handbook of Surface Science, Vol. 2, edited by K. Horn, M. Scheffler, (Elsevier,
Amsterdam 2000), pp. 1-92.

functionalization (of surfaces) — design, tailoring and preparation of surfaces that are able
to define, induce and control distinct architecture and outgrowth. In particular in the case of
biofunctional surfaces one must be able to match the sophisticated (bio)recognition ability of
biological systems on the nanoscale as well as on larger Iength scales.

FWHM - acronym for full width at hall maximum, which is a parameter used to characterize
optical spectral lines.



G: From Galvanoluminescence to Gyromagnetic Frequency

galvanoluminescence — emission of light produced by the passage of an electrical current
through an appropriate clectrolyte in which an electrode, made of certain metals such as alu-
minum or tantalum, has been immersed.

. . OC . .
gamma function I'(:rr) - '[0 YL exp (—y) dy, where x is a real number greater than zero.

It can also be expressed as a contour integral:

1 -
ray=————- "l exp (—y)dy,
() (exp (i27x) — 1) Jer (y)dy
where the contour (' denotes a path which starts at +00 on the real axis, passes round the
origin in the positive direction and ends at 400 on the real axis. The initial and final values of
the argument are taken to be 0 and 27 respectively.

Gaussian distribution — the function describing how a certain property is distributed among
members of a group, also called the {requency distribution, for the case when deviations of the
members of the set from some assigned values are the algebraic sum of a very large number
of small deviations. It is of the form f(z) = 1/(V2r0)exp {—1/2[(x — T)/o]}, where
T = 1/nd7)_, ) is the mean value of z and 0% = 1/n Y} _ (x4 — T)? is the mean square
deviation of :. This distribution is also called the normal distribution.

First described by K. F. Gauss in 1809.

Gauss theorem states that the total electric flux from a charge ¢ is ],’ DdS = .fv VDdu =
a7 [‘ pde — 4mq, where D is the flux of electric induction, p is the bulk density of the
charge, and S is any surfacc surrounding the volume V, which contains this charge. In the
magnetic case, since VI3 = () one has fg nBds =0,

First described by K. F. Gauss in 1830.

gel — sce sol-gel technology.

gel point indicates the stage at which a liquid begins to exhibit increased viscosity and clastic
properties.

gene — a constituent part or zone of a chromosome. It represents a nucleotide sequence of
DNA that codes for a protein. It determines a trait in an organism.

gene mapping — a lincar map determining the relative position of genes along a chromosome
or plasmid. Distances are established by linkage analysis and are measured in linkage units.
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generalized gradient approximation (GGA) assumes that the exchange-correlation en-
ergy in solids is a function of the clectron concentration n and its gradients Vn, that is
Fve = [ n(r)exe(n(r, Va(r))dr where e, is the exchange-correlation energy per clectron
for the electron gas at a given point in space r. The combined exchange-correlation func-
tion is typically split into two additive terms ¢, and c. for cxchange and correlation ones,
respectively.

First described in: D. C. Langreth, 1. P. Perdew, Theory of nonuniform electronic systems.
I Analysis of the gradient approximation and a generalization that works, Phys. Rev. B 21
(12), 54695493 (1980).

More details in: 1. P. Perdew, Density functional approximation for the correlation energy
of the inhomogeneous electron gas, Phys. Rev. B 33 (12), 8822-8824 (1986); J. P. Perdew, Y.
Wang, Accurate and simple density functional for the electronic exchange energy: generalized
gradient approximation, Phys. Rev. B 33 (12), 8800-8802 (1986).

genetics — a field of science studying the properties of singlc genes or groups of genes.

genome — a complete DNA sequence of one set of chromosomes in an organism. The chro-
mosoine set is species specific for the number of genes and linkage groups carried in genomic
DNA.

genomics — a field of science studying the global properties of a genome (DNA sequence) of
organisms.

g-factor — the ratio of the magnetic momentuin of a particle to its mechanical momentum.
It is defined by guup = —vh, where v is the gyromagnetic ratio (the ratio of the magnetic
moment to the angular momentum). For an clectron spin g = 2.0023.

GGA - acronym for a generalized gradient approximation, which is an approach used for
the calculation of the electronic band structure of solids.

GHZ theorem — see Greenberger—Horne-Zeilinger theorem.

giant magnetoresistance effect — a dramatic change in the resistance of layered magnetic
thin film structures composed of alternating layers of a nonmagnetic material between dif-
ferently magnetized ferromagnetic materials when placed in a magnetic field. The effect is
observed when the resistance of the structure is measured by the current passing either paral-
lel to the layers (current in plane - CIP geometry) or perpendicular to the layer plane (current
perpendicular plane - CPP geometry).

A thin film structure with a parallel geometry of the observation of the giant magnetore-
sistance eftect is shown schematically in Figure 39,

The as-deposited ferromagnetic layers have opposite magnetizations that can be achieved
by their deposition in magnetic fields of opposite orientation. In the ubsence of the magnetic
field the resistance measured by the current flowing in the plane of the layers is greatest when
the magnetic moments in the alternating layers are oppositely aligned. The spin exclusion
results in high interface scattering and forces the current to {low within narrowed pathways.

The resistance is smallest when the magnetic moments become oriented all in one direction
in the external magnetic ficld. The magnetic field required to achieve all parallel magnetization
states (lowest resistance) is commonly termed the saturation field. The resistance decrease
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Figure 39: Giant magnctoresistance cffect measured with a current flowing in the planc of a
laycered magnetic material sandwich: antialigned magnetic moments - high resistance, aligned
magnetic moments - low resistance.

can reach a few hundreds % at low temperatures. The most pronounced eftect is observed in
Fe/Cr and Co/Cu multilayer structures. It increases with the number of layers and reaches its
maximum for approximately 100 periods at layer thicknesses of a few nanometers.

Measurements of magnetoresistance in a perpendicular geometry yield a larger cffect due
to elimination of the shunting current passing through intermediate nonmagnetic layers sep-
arating the ferromagnetic layers. In this case all the carriers must undergo spin scattering at
every interface when traversing the layered structure. However, the low resistance of all-metal
structures requires application of nanolithography techniques to fabricate vertical elements
with very small cross section in order to get detectable resistance variation. Figure 40 presents
schematically the main features of the vertical transport. When the magnetizations of the two
ferromagnetic layers are antialigned, the spin polarized carriers coming into the nonmagnetic
laycr from one ferromagnctic layer cannot be accommodated in the other ferromagnetic layer.
They are scattered at the interface giving rise to the high resistance. In contrast, aligned mag-
netizations of both ferromagnetics ensure identity in the spin polarization of injected electrons
and electron states in the next ferromagnetic layer. Thus, the interface scattering 1s minimized,
which corresponds to the lowest vertical resistance of the structure.

The spin relaxation length has proved to be much longer than the typical thickness of
the layers that is around 10 nm. An electron can pass through many layers before its spin
oricntation is changed. Within this length, cach magnetic interface can act as a spin filter.
The more scattering interfaces an electron interacts with, the stronger the filtering cffect. This
cxplains the increase in the giant magnetoresistance cffect with the number of layers.

The interfacial spin scattering itself ultimately derives from lattice matching of the con-
tacting materials and from the degree to which their conduction bands at the Fermi level are
matched at the interface. For example, the interfaces in the popular Fe/Cr structure are formed
by two bee lattice matched metals and the d conduction band of chromium (paramagnetic)
closely matches the minority (spin-down) d conduction band of iron. There is no close match
to the conjugate majority (spin-up) d conduction band of iron. This suggesis severe discrim-
ination between spin-up and spin-down electrons at the interface. As a result, the protound
giant magnetoresistance effect is observed.
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Figure 40: Spin-polarized transport across a layered ferromagnetic /nonmagnetic /ferromag-
nctic structure: antialigned magnetic moments - high resistance, aligned magnetic moments -
low resistance.

A thin film structure consisting of two ferromagnetic layers with different magnetic prop-
erties is called a spin valve. The most commonly used method of attaining anti-parallel orien-
tation of two magnetic films in a spin-valve structure is Lo deposit two ferromagneltic materials
that respond differently to magnetic ficlds, for instance cobalt and permalloy (NiggFeag). The
cocercivity of permalloy is smaller than that of cobalt. Thus, if both a permalloy film and a
cobalt {ilm arc initially saturated in the same direction (low resistance state) and then a re-
versed magnetic field is applied having a value larger than the coercivity of the permatloy film
but less than that of the cobalt film, the anti-parallel magnetic orientations (high resistance
state) can be attained.

Animprovement in making the two magnetic layers with different magnetic behavior is the
usc of an antiferromagnetic layer in contact with one of the ferromagnetic filins (o etfectively
“pin” the magnetization in the ferromagnetic layer. Under proper deposition and annealing
conditions, the antiferromagnetic and the ferromagnetic layers couple at their interface. This
coupling pins the ferromagnetic layer to ficlds of typically about 10" Am™"', and even if much
higher ficlds are applied, the original state of the pinned layer is restored upon relaxation of
the field.

A further refinement of antiferromagnetic pinning involves the strong anti-parallel cou-
pling between two magnetic films with a thin interlayer of certain metals, such as ruthenium.
The pair of ferromagnetic films can be coupled antiparallel with an equivalent ficld of about
10° Am !, well above the normal applicd ficlds used in most devices. This structure is
commonly called a synthetic antiferromagnetic. When one of the ferromagnetic layers in the
synthetic antiferromagnetic is then pinned on an outside surface with an antiferromagnetic
layer, the resulting structure is very stable to quite large fields and to temperatures approach-
ing the Néel temperature of the antiferromagnetic. This allows for wide regions of magnetic
fields where the structure can be in the high resistance state.
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There is another variant of the spin-valve structure that is the so-called pseudo-spin valve.
It has two magnetic layers that have mismatched propertics so that one tends to switch at lower
fields than the other. No pinning layer is used and the (wo magnetic layers may be of the same
composition, but differcnt thickness, if the composite film layers are etched into small arcas. In
this case, the small lateral sizc of the structure contributes demagnetizing fields, which causcs
the thinner of the two film layers Lo switch at lower magnetic fields than the thicker filin layer.
Without switching the hard layer, the magnctization of the sott layer can be manipulated (o
be parallel or antiparallel to the hard layer. The resistance is lowest at the fields where the
magnetizations of both layers are aligned with each other.

Spin valve and pseudo-spin valve structures usually have magnetoresistance values at
room temperaturc of between 5% and 109% and saturation liclds of between 800 and
8000 Am™".

First described in: M. N. Baibich, J. M. Broto, A. Fert, F. N. Van Dau, F. Petrott, Giant
magnetoresistance of (001 )Fe/(001)Cr magnetic superlattices, Phys. Rev. Lett. 61(21), 2472—
2475 (1988).

giant magnetoresistance nonvolatile memory — a thin film memory device that employs
the giant magneloresistance effect. Giant magnetoresistance elements arc [abricated in arrays
in order to get a net of clements functioning as a memory. The principle is illustrated in
Figure 41.

bit line

sense line

word line

Figure 41: Fragment of random access memory constructed ol gianl magnetoresistance ele-
ments connected in series.

The clements are essentially spin-valve structures that are arranged in scries connected
by conducling spacers Lo form a sense line. The sense line stores the information and has a
resistance that is the sum ol the resistance of its elements, Current is run through the sense
line and amplifiers at the cnds ol the lines detect the changes in the total resistance. The mag-
netic fields needed to manipulate the magnetization of the elements are provided by additional
lithographically defined wires passing above and below the elements. These wires cross the
sense line in an zy grid pattern with intersection at cach of the giant magnetoresistance infor-
mation storage elements, The wire passing parallel to the sense line acts as a word writing line
and the wire crossing the sense line perpendicularly acts as a bit writing line. All the lines are
electrically isolated. When current pulses are run through word and bit lines, they generate
magnetic fields controlling the resistance of giant magnetoresistance elements.
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A typical addressing scheme uses pulses in the word and bit lines that are half-select.
It means that the field associated with a word-line pulsc is half that needed to reverse the
magnetization of the giant magnetoresistance element. Where any two lines in the zy grid
overlap, the two half-pulses can gencrate a combined field that is sufficient to selectively
reverse a soft layer or, at higher current levels, sufficient to reverse a hard layer also. Typically
one pulse rotates the layer through 90°. Through this 2y grid, any element of an array can be
addressed, either to store information or to interrogate the element.

The exact information storage and addressing schemes may be highly varied. One scheme
may store information in the soft layer and use “destroy” and restore procedure for interro-
gation. Alternatively, another scheme could construct the individual giant magnetoresistance
elements so that high-current pulses are used to store information in the hard layer. Low-
current pulses can then be used to “wiggle” the soft layer to interrogate the element by scnsing
the change in resistance, without destroying and restoring the information. There are many
additional variations on these schemes, and the exact scheme used is often proprictary and
dependent on the specific requirements of the memory application.

giant magnetoresistance read head — a thin film rcad head that employs the giant magne-
toresistance effect. It is also called a spin-valve rcad head. The head reads the magnetic bits
that are stored on the surface of discs or tapes in the form of differently oriented magnetic
domains as small as 10-100 nm. Where the heads of two of the oppositely magnetized do-
mains meet, uncompensatcd positive poles generate a magnetic field directed out of the media
perpendicular to the domain surface that is a positive domain wall. In the place where the tails
of two domains meet, the walls contain uncompensated negative poles that generate a sink for
magnetic lines of flux returning back into the media that is a negative domain wall. The head
scnses the changes in the direction of the magnetic field at the domain walls.

read

out

magnetic
domain

Figure 42: Schematic representation of a giant maguetoresistance rcad head that passes over
recording media conlaining magnetized regions.

The principles of the read head and its operation are illustrated in Figure 42. The sensing
element of the head is a typical spin valve consisting of two layers: one with easily reversed
magnetization indicated as “]™ and another with a fixed (or hardly reversed) magnetization
indicated as **|”.

Magnetic momentum in the magnetically soft layer is parallel to the plane of the media
carrying magnetic domains in the absence of any applied fields. The magnetic momentum
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in the magnetically hard layer is perpendicular to the media plane. When the head passes
over a positive domain wall, the magnetic field existing there pushes the magnetization of the
easily reversed layer up. When the head passes over a negative domain wall, the magnetic
momentum is pulled down. As soon as the magnetization direction in the soft layer responds
to the fields that cmanate from the media by rotating either up or down, the measured change
in the resistance is scnsed by the current passing through the spin valve structure. Spin valve
read heads have enabled the production of very high aerial packing densities for hard drivers,
up to 25 Gbits per square inch.

Gibbs distribution (statistics) asserts that the thermal cquilibrium probability of finding an
N particle system in an /V particle stationary state of energy £ at temperature T is propor-
tional to exp (= 77/kg1"). Tt is gencrally valid for classical or quantum systems, whether or
not they are weakly interacting. The Maxwell-Boltzmann, Fermi-Dirac, Bose—Einstein
distributions, characterizing the occupation of single-particle levels {or weakly interacting
particles or excitations, all follow from the Gibbs distribution in the appropriate special cases.

Gibbs-Duhem equation connccts the variations of the chemical potentials jz; in a mixture
containing n; moles of species 4, at given temperature and pressure in the form 3", n; dp; =
Yoz dpg = 0, where the mole fraction z; = n; />, n,.

First described by J. W. Gibbs in 1875.

Gibbs free energy - scc in free energy.

Gibbs theorem states that the entropy change is zero for the process in which a perfect gas
A occupying a volume r and a perfect gas B also occupying separately volume v are mixed
isothermally so as to form a perfect gas mixture occupying a total volume ».

First described by J. W. Gibbs in 1875.

giga- — a decimal prefix representing 10, abbreviated G.

Ginzburg-Landau equations — a pair of coupled differential equations relating a wave func-
tion ¥ representing superconducting electrons, a vector potential A at a point r representing
a microscopic field in this point and the supercurrent J:
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wherc the free energy of the superconductor I can be represented by the series F' = Fyy +
a|W|? + 3/2|¥|* with phenomenological parameters o and 3.

Although the equations have some limitations, they are very useful for calculations of
important characteristic length scales, for instance the penctration depth of a magnetic field,
for different superconductors. In general, they provide the basis for most understanding of
spatially varying superconducting states in solids.

First described in: V. L. Ginzburg, L. D. Landau, To the theory of superconductivity, Zh.
Exp. Teor. Fiz. 20(12), 1064-1082 (1950) - in Russian.



120 glass

Recognition: in 2003 V. L. Ginzburg reecived the Nobel Prize in Physics for pioneering
contributions to the thcory of superconductors and supertluids.
See also www.nobel.se/physics/laureates/1921/index.html.

glass — a noncrystalline, inorganic mixture of various metallic oxides fused by hcating with
glassifiers such as silica, or boric or phosphoric oxides. Most glasses arc transparent in the
visible spectrum and up to about 2.5 um in the infrared, but some are opaque, such as natural
obsidian. These are, nevertheless, useful as mirror blanks. Traces of some elements such
as cobalt, copper and gold are capablc of producing a strong coloration in glass. Laser glass
contains a small amount of didymium oxide. Opal glass is opaque and white, with the property
of diffusing light. Some opal glass has a thin layer of opal matcrial flashed onto the surface of
ordinary glass. Tempered glass has a high degree of internal strain, caused by rapid cooling,
which gives it increased mechanical strength.

globular protein — see protein.

Goldschmidt law states that crystal structure is determined by the ratios of the numbers of
the constituents, the ratios of their size and their polarization properties.

g permanence rule states that the sum of g-factors is the same for strong and weak magnetic
ficlds for the same value of the magnetic quantum numbers.

First described in: W. Pauli, Regularities in the anomalous Zeeman effect, Z.. Phys. 16(3),
155-164 (1923) - in German.

Greenberg—Horne—Zeilinger states — multiparticle quantum states, which have perfect
correlations that are incompatible with a classical conception of locality: [P ==
1/V2(00...0 > £]11...1 ).

First described in: D. M. Greenberger, M. A. Horne, A. Shimony, A. Zeilinger, Bell’s
theorem without inequalities, Am. ). Phys. 58(12), 1131-1143 (1990).

Greenberger—-Horne—Zeilinger theorem, an cxtension of Bell’s theorem to three or more
particles. Tt shows that the assumptions of the Einstein—Podolsky—Rosen paradox lead to
predictions, which are exactly opposite to those of quantum theory.

First described in: D. M. Greenberger, M. A. Horne, A. Zeilinger, Going beyond Bell’s
theorem, in: Bell's Theorem, Quantum Theory, and Conceptions of the Universe, edited by M.
Kafatos (Kluwer, Dordrecht 1989), pp. 73-76.

Green’s function arises in the solution w of the differential equation Lo = f(x) satisfying
certain boundary conditions. The operator L is a lincar dilferential operator and f(x) is a
prescribed function of the n variables (2, 2o, ..., x, ) = x defined uniquely through a region
€2 on whose boundary the prescribed boundary conditions are formulated. If one can find a
function (&, x) such that this solution can be written in the form w(x) = [, G(£.x) [(€)dE,
the function G(&€,x) is called the Green’s function corresponding (o the operator L and the
prescribed boundary conditions.

Introducing the n-dimensional Dirac delta function as 5(x ~ &) = 6(xy — &) ... 6(x, —
£,.) makes obvious that (7 (£, x) is the appropriate solution of the differential equation Luw =

d(x —&).
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The name “Green’s function” seems to have been first given to such a function by
H. Burkhardt in 1894, because it is in some ways analogous to the function introduced in
1828 by George Green in his memoir on electricity and magnetism.

Green theorem states that if A = (P,Q, R) is a vector each of whose components is a
continuous function of x, y, z with continuous derivatives at each point of a simple volume V'
enclosed by a surface S then

/ / / (D0/dx + OQ/dy + ORJDz) dudydz = / /(U’ +m€) + nit)ds,
where (1,m,n) = n are the direction cosine of the outward drawn normal to \S.

First described by G. Green in 1828.

Grimm-Sommerfeld rule states that the absolute valency of an atom is numerically equal to
the number of electrons engaged in attaching the other atoms.

ground state — the state of some entire system which is of minimum energy, in which, there-

fore, each electron is represented by an energy eigenstate corresponding to the lowest avail-
&, t=3

able energy level.

group velocity — see wave packet.

Grover algorithm — a quantum mechanical algorithm that would search an unsorted database
of N elements in a time that scales roughly N1/2 faster than any possible classical search
algorithm. It supposes the following steps.

Step 1. Initialize the system to the superposition:
(/N2 1 /NYZ 1NV,

i.c., there is to be the same amplitude in cach of the IV states. This super-position
can be obtained in M (log V) steps.

Step 2. Repeat the following unitary operations M(Nl/'z) times (the precise number of
repetitions is important).

2 a. Let the system be in any state S: if C'(S) = 1, rotate the phase by 7 radians; if
C'(8) == 0, leave the system unaltered.

2 b. Apply the diffusion transform 7, which is defined by the matrix D as follows:
D;; = 2/N if i # j and otherwise D;; = —1 4 2/N (D can be implemented as
a product of three elementary matrices).

Step 3. Measure the resulting state. This will be the state .S, (i. e., the desired state that
satisfies the condition ('(S,,) = 1) with a probability of at least 0.5.

Note that the steps 1 and 2 are a sequence of unitary operations. The siep 2 a is a phase
rotation. In an implementation it would involve a portion of the quantum systemn sensing the
state and then deciding whether or not to rotate the phase. It would do it in such a way that no
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trace of the state of the system be left after this operation, so as to ensure that paths leading to
the same final state were indistinguishable and could interfere.

By having the input and output in quantum superpositions of states, one ¢an find an object
in M(N'/?) quantum mechanical steps instead of M(N) classical steps. This discovery
ushered a flurry of theoretical activity searching for quantum computer applications.

First described in: 1. K. Grover, Quantum mmechanics helps in searching for a needle in a
haystack, Phys. Rev. Lett. 78(2), 325-328 (1997).

Griineisen equation of state — see Griineisen rules.

Griineisen rules arc based on the Griineisen equation of state for solids PV +G(V) = ~ I,
where I’ is the pressure, V' is the molar volume, (V') depends on the interatomic potential
energy, IV is the energy of the atomic vibrations and v is a dimensionless quantity. The first
rule governs the change in the volume of a solid as AV = vK,F, where K is the isother-
mal compressibility of the solid at absolute zero temperature. The second rule connects the
volume coefficient of thermal expansion 3 and the molar specific heat of the solid €, in the
form 3 = ~vKqC,/V.
First described in: E. Griineisen, Handbuch der Physik, 10 (Springer, Berlin 1926).

Gudden-Pohl effect — a light flash that occurs when an electrical field is applied to a phosphor
alrecady cxcited by ultraviolet radiation.

Gunn effect — generation of coherent microwaves when a constant electric field is applied
across a randomly oriented, short, n-type sample of GaAs or InP that exceeds a critical thresh-
old value of scveral thousand volts per centimeter. The frequency of oscillations is approxi-
mately equal to the reciprocal of the carrier transit time across the length of the sample. The
mechanism of observed oscillations is field-induced transfer of conduction band electrons
trom a low-energy, high-mobility valley to higher-energy, low-mobility satellite valleys.

First described in: J. B. Gunn, Microwave oscillations of current in HI-V semiconductors,
Solid State Commun. 1(4), 8-91 (1963).

Gurevich effect — in electric conductors with a pronounced phonon—electron interaction,
phonons carrying a thermal current in the presence of a temperature gradient tend to drag
the electrons with them from hot to cold.

First described in: L. Gurevich, Thermoelectric properties of conductors, J. Phys. 9, 477-
488; 10, 67-80 (1945).

GW approximation (GWA) is the approximation in which the self-energy of an electronic
system of solids is calculated using Green’s function G and the screened Coulomb interac-
tion W. The GWA may be regarded as a generalization of the Hartree-Fock approximation
(HFA) but with a dynamically screened Coulomb interaction. The nonlocal exchange poten-
tial in the HFA is given by X% (r, 1) = >0 ¢/x,, ()¢5, (r')o(r —r’). In the Green’s tunction
theory, the exchange potential is written as X% (r, 1/, {—1') = iG(r, v/, L =" )v(r —v)s(L —1'),
which, when Fourier transformed, yields the previous equation. The GWA corresponds
to replacing the bare Coulomb interaction by a screened interaction W : ¥(1,2) =
IG(1,2)W (1, 2). This is physically well motivated, especially in metals where the HFA leads
to unphysical results such as zero density of states at the Fermi level, due to the lack of screen-
ing.
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The GWA has been successful in predicting the quasiparticle systems such as free-clectron
like metals and semiconductors as well as Mott insulators and d- and f-band metals. It was
also found that GWA gives a rather good description of the band gap of strongly correlated
systems like NiO.

First described in: L. Hedin, New method for calculating the one-particle Green’s function
with application 1o the electron-gas problem, Phys. Rev. A 139(3), 796-823 (1965).

More derails in: F. Aryasetiawany, O. Gunnarsson, The GW method, Rep. Prog. Phys.
61(3), 237-312 (1998).
gyromagnetic effeet — the rotation induced in a body by a change of its magnetization or
magnetization resulting from a rotation.
gyromagnetic frequency — the term denoting the frequency of precession of a charged re-
volving particle of mass mn placed in a magnetic ficld of strength H. This frequency is
qHp/(2meh), where g is the charge and p is the angular momentum of the particle.



H: From Habit Plane to Hyperelastic Scattering

habit plane - the crystallographic plane or system of planes along which certain phenomena
such as twinning occur.

Hadamard gate — see Hadamard transformation.

Hadamard operator produces self inverse operation forming superposition of states with
cqual coetficients (see Hadamard transformation).

Hadamard product defines the product of two power series as the power series P x ) =
> by, where P =357 cq,a"and Q = S0 by

=

Hadamard transformation — a unitary, orthogonal, real transformation. The basis functions
can have only the value 1 and -1. In the matrix form we have

w-5(14)

Thus, one has, for example

1 1
— 0= +—=]1=
750>+l

1 1
NV i

The Hadamard transformation matrix (called also Hadamard gate) is a special case of a
generalized qubit rotation.

H|0 »>=

Hjl 2= |0 > —

Hagen—-Rubens relation — an equation that links the reflectivity of a solid to the frequency of
radiation and the conductivity of the solid: Ry = | — (f/0)/2, where f is the frequency of
light, and o is the electrical conductivity.

It applics at wavelengths long enough that the product of the frequency and the relaxation
time is much fess that unity.

First described in: E. Hagen, H. Rubens, Uber Bezichungen des Reflexions- und Emis-
sionsvermogens der Metalle zu ihrem elektrischen Leitvermdgen Ann. Phys. 11(8b), 873-901
(1903).

halide - a chemical compound of an element with a halogen.
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Figurc 43: Samplc gcometry for measure-
/ \ ments of the Hall cffect.

Hall effect — in a conducting strip placed into a magnetic field perpendicular to the direction
of the current flow in the strip (see Figure 43) the resistance across the current path depends
lincarly on the strength of the magnetic (icld.

The electrons experience a Lorentz force that is perpendicular to both the magnetic field
and their initial direction. They are pushed toward one side of the specimen (depending on the
direction ol the magnetic field), giving rise to charge accumulation on that side as compared
with the other. The voltage drop V measured along the current characterizes the material
resistance 12 = V/1. The voltage Vi1 induced by the magnetic field across the current path is
called Hall voltage. The related Hall resistance is defined as 12y = Vi1/1.

In the classical Hall effect Ry = B/(en), where I3 is the magnetic induction, ¢ is the
clectron charge and n is the electron density per unit area in the strip. Most remarkably, the
Hall resistance does not depend on the shape of the specimen. It increases lincarly with the
magnetic ficld, while longitudinal resistance 7 is predicted to be roughly independent of the
magnelic field, as is illustrated in Figure 44 left. Becausce of its independence from the sumple
geometry, the classical Hall effect has become a standard technique for determination of the
type, density and mobility of free carriers in metals and semiconductors.

When the Hall effect is measured at low temperatures in a sample containing a two-
dimensional electron gas (2DEG) in which electrons are confined to move only within the
planc, the Hall resistance is found to deviate from classical behavior. At sufficiently high
ficlds, a series of flat steps appear in the graph of the Hall voltage versus magnetic ficld (see
Figure 44 right), which is relerred to as quantum Hall effect (QHE). At the platcaus of the
Hall voltage the longitudinal voltage becomes zero. The Hall resistance at the position of the
plateaus of the step is quantized to a few parts per billion to Ry = h/(i¢?), where h is the
Planck constant and 7 is an integer. Consequently this cflect is called integer quantum Hall
effect (IQHE). The effcct is definitely material independent. The quantum of the resistance,
h/e?, as measured reproducibly with a high precision via the integer quantum Hall effect, has
become the resistance standard. The effect can be explained in terms of occupation of Landau
levels.

Electrons moving in a perpendicular magnetic field arc forced onto circular orbits, fol-
lowing the Lorentz force. They perform a cyclotron motion with the angular frequency
we = eB/m, called the cyclotron frequency, where m is the electron mass. So far, available



126 Hall effect

CLASSICAL HALL EFFECT QUANTUM HALL EFFECT

A

Hall voltage
Hall voltage

Magnetic field Magnetic field

>
=

Longitudinal voltage
Longitudinal voltage

Magnetic field Magnetic field

Figure 44: Variation of the longitudinal voltage drop and the Hall voltage as a function of the
magnetic ficld in the classic and quantum all effeet.

energy levels for electrons become quantized. These quantized energies are known as Landau
levels. They are given by E; = (4 + 1/2)fw, with ¢ = 1,2,.... In an ideal perfect system
containing a 2DEG these levels have a form of d-function, as illustrated in Figure 45. The gap
between ncarest levels is determined by the cyclotron energy hw,.. The levels are broadened
with increasing temperature. Clearly one needs kT < Juw,. to observe well-resolved Landau
levels.

Electrons can only reside at the energics of Landau levels, but not in the gap between
them. The existence of the gaps is crucial for the occurrence of the quantum Hall effect. Here
2DEG differs decisively from clectrons in three dimensions. Motion in the third dimension,
along the magnetic field, can add any amount of energy to the energy of the Landau levels,
thus filling the gaps. Therefore, there are no energy gaps in three dimensions and the quantum
Hall cffect causes the background to disappear.

Two years after the discovery of the integer quantum Hall effect it was found that quanti-
zation 7 could take fractional values, like 1/3, 2/3, 2/5, 3/5 etc. In general, ¢ = p/q, where p
and ¢ are integers with g odd. The phenomenon was given the name fractional quantum Hall
effect (FQHE). As an explanation of the fractional quantum Hall effect it was supposed that
electrons in a 2DEG placed in a strong magnetic field condense into an exotic new collective
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Figure 45: Occupation of Landau levels by clectrons in 2DEG placed in a magnetic ficld al
absolute zcro temperature. b = Fw..

state, a quantum liquid, similar to the way in which collective states form in superfluid helium.
A quantum of magnetic flux and an electron exist as a quasiparticle that carries a fractional
charge. Such particles do not follow either Fermi-Dirac or Bose—Einstein statistics. Instead
they obey special so-called fractional statistics.

First described in: E. H. Hall, On a new action of the magnet on electric currents, Am.
J. Math. 2, 287-292 (1879) - the classical effect; K. von Klitzing, G. Dorda, M. Pepper, New
method for high-accuracy determination of the fine-structure constant based on quantized
Hall resistance, Phys. Rev. Letl. 45(6), 494-497 (1980) - the integer quantum Hall cffect;
D. C. Tsui, H. L. Stérmer, A. C. Gossard, Two-dimensional magnetotransport in the extreme
quantum limit, Phys. Rev. Lett. 48(22), 1559-1562 (1982) and R. B. Laughlin, Anomalous
quantum Hall effect: an incompressible quantum fluid with fractionally charged excitations,
Phys. Rev. Lett, 50(18), 1395-1398 (1983) - the fractional quantum Hall effect.

Recognition: in 1985 K. von Kilitzing received the Nobel Prize in Physics for the discovery
of the quantized Hall cflect; in 1998 R. B. Laughlin, H. I.. Stérmer and D. C. Tsui received
the Nobel Prize in Physics for their discovery of a new form of quantum fluid with fractionally
charged excitations.

See also www.nobel.se/physics/laureates/1985/index.html.

Sec also www.nobcl.se/physics/laureates/1998/index.html.

Hall resistance — see Hall effect.
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Hall voltage — see Hall effect.

Hallwach effect — the ability of ultraviolet radiation to discharge a negatively charged body
in vacuum,

halogens — F, Cl, Br, I, At.

Hamilton equations of motion {form a set of first order symmetrical equations describing the
motion of a classical dynamical system:
OH
q= =
! p;
. dH
pP=——7.
"=
with i = 1,2,..., where ¢; are generalized coordinates of the system, p; is the momentum
conjugate to ¢;, H is the Hamiltonian. They are also termed canonical equations of motion.
The Hamiltonian determines the time evolution of the system.
First described by W. R. Hamilton in 1834.

Hamiltonian operator (or, shortly, Hamiltonian) — a differcntial operator typically used to
represent energy relations governing the behavior of quantum particles. It is denoted

He vy

= - —V r
2m
and includes the kinetic energy term supposing that the particle has a mass ' and the potential
energy term V' (r). The operator takes the second derivative of a function (after multiplication
by —h?%/2m)and adds it to the result of multiplying this function by V(r).
First described in: W. R. Hamilton, Trans. R. Irish Acad. 15, 69 (1928).

Hamilton—Jacobi equation —

dé do ) 0o 0

H ,....,‘,‘7’—",-...”‘ i — —
<q1 x A I ot

where ¢, ..., ¢, are generalized coordinatcs, ¢ is the time coordinate, H is the Hamiltonian,
¢ is a function that generates a transformation by means of which the generalized coordinates
and momenta may be expressed in terms of new generalized coordinates and momenta, which

arc constants of motion.

haploid — a cell or individual with a genetic complement containing one copy of each nuclear
chromosome.

hard-sphere potential — the classical interatomic pair potential in the form:

V(r) = { 0_ itr =g

oo ifr <y

where rq 1s radius of the atom.
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Hardy-Schulze rule states that the ion, which is effective in causing precipitation in a sol is
that whose charge is opposite to that on the colloidal particle and its effect is greatly increased
with increasing valence of the ion.

harmonic function — a function, which both itself and its first derivative in a given domain are
continuous functions. It must also satisfies the Laplace equation. Special cascs are spherical
harmonic {unctions, which are homogeneous in variables x, y, z, ¢. g. Legendre polynomials.

harmonic oscillation — the simplest form of oscillations of a particle about a point arising
when the force, which tends to pull the particle back to this point is proportional to the dis-
placement of the particle from the point. The displacement of the particle at any time # is
Acos (wt 4 @), where A is the amplitude, w is the frequency and ¢ is the phase of the motion.

Hartree approximation — the independent-particle approximation wherein the total wave
tunction is approximated by a product of orthonormal molcecular orbitals used to simplify
solving the Schriodinger equation for many-electron systems. It is assumed that each
clectron moves independently within its own orbital and sees only the average field gener-
ated by all the other electrons. The Hartree wave lunction (for an N electron system) is
W= by (g )aha(re) .. by (ry ), where by (rp) are orthonormal one electron wave functions
consisting of a spatial orbital and one of two spin functions representing spin-up and spin-
down states.

First described in: D. R. Hartree, Wave mechanics of an atom with a non Coulomb central
field. Part 1. Theory and methods, Proc. Cambridge Phil. Soc. 24, 89-110 (1928); D. R.
Hartree, Wave mechanics of an atom with a non Coulomb central field. Part I1. Some results
and discussion, Proc. Cambridge Phil. Soc. 24, 111-132 (1928).

Hartree-Fock approximation considers the interaction of clectrons in a many-electron sys-
tem in terms of a potential. Interaction between particles is included by allowing cach particle
to be governed by an effective potential due to all other particles. The effective potential for
one electron then has two additional tcrms, usually called the Hartree potential and the Fock
exchange potential. The first, which is the electrostatic potential due to the charge distribu-
tion of the other electrons, is easy to understand. The second is a nonlocal potential due to the
exchange interaction of the electron with the others.

Mathematically, the approximation consists in finding the best sct of one electron orbitals
in the Slater determinant representing the ground state. According to the variational prin-
ciple, the best set is the one which yields the lowest total encrgy for the interacting system.
The resultant orbitals arc given by a sct of modificd one-particle Schrodinger equations:

2

[ e V(r) + /dr’- = n(r’)] ¢i(r)

Com jr- 1|

. 2

- / d'r'—(?—f—u(r, r' b (') = Ei(r)
P —r'|

teferred to as the Hartree~Fock equation. It supposes that each electron moves under the

combined influence of the external potential V' (r), the Hartree potential and the Fock cxchange

potential. The Hartrce potential is expressed here as the clectrostatic potential duc to the

electron density distribution n(r) via the Coulomb interaction £2/|r — r’!. The nonlocal Fock
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exchange potential is due to the one-particle density matrix n(r, r’) as a consequence of the
Pauli principle. Both the density and density matrix are given by the N lowest energy orbitals
of the above equation. The interaction of an orbital with itself in the Hartree and Fock terms
cancels. The many-electron wave function W is approximated as a product of single-particle
functions ¢;, i.e. W(ry,ra,...) =1 (ry) - ¢u(r2) - ... - ¥n(ry). In addition to the ground
slate, the equation yields orbitals, which can be used to construct excited states. The excitation
energy over the ground state is simply the sum and diftference of the single-particle energics of
the orbitals added to or taken from the ground state. Note that the Hartree~Fock approximation
does not consider so-called corrclation effects in many-electron systems.

First described by D. Hartree in 1927-1928 and developed in: V. Fock, Approximate
method of solution of the problem of many bodies in quantum mechanics, Z. Phys. 61(1/2),
126148 (1930).

Hartree—Fock equation — see Hartree—Fock approximation.

Hartree method — an iterative variational method of finding an approximate wave function
for a system of many electrons. Within the method one attempts to find a product of single-
particle wave functions, each one of which is a solution of the Schrédinger equation with the
field deduced from the charge density distribution due to all the other electrons.

First described in: D. R. Hartree, Wave mechanics of an atom with a non Coulomb central
field. Purt 1. Theory and methods, Proc. Cambridge Phil. Soc. 24, 89-110 (1928)

Hartree potential — see Hartree-Fock approximation.

Hartree wave function — see Hartree approximation

Heaviside step function — zcro for a negative argument and one for a positive argument.
hecto- — a decimal prefix representing 102, abbreviated h.

Heggic potential — a semiclassical interatomic many-body potential based on the proximity
cell (the Wigner—Seitz primitive cell). It introduces three internal degrees of freedom per
atom, representing the magnitude and direction of the p-orbital that is not involved in sp-
hybridization. One of the variants of the potential has the form:

1 1 -
V(rg) = {57 ‘|Pz,]_ <Ip%;
2 4

= [1— F(D5 000 [pop, 19519512 = 195,02 = D]

where p; is the direction of the unhybridized p orbital on atom 4 being between 0 (sp? hy-
bridization, e. g. diamond) and | (sp? hybridization, e. g. graphite), vectors p;; and p}; rep-
resent the projection of p; onto the bond face and p, onto the latter direction, respectively, as
follows: p’; = p, — (p, - Bij)Fi5, 0, = (p; - f)ij)f)ij ;Tj = r; -r; is the distance between
atoms ¢ and j.

First described in: M. 1. Heggice, Semiclassical interatomic potential for carbon and its
application to the self-interstitial in graphite, J. Phys.: Condens. Matter 3(18), 3065-3078
(1991).
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Heisenberg equation of motion gives the rate of change of an operator corresponding to a
physical quantity within the Heisenberg representation.

Heisenberyg force — a force between two nuclcons derivable from a potential with an operator
which exchanges both the positions and the spins of the particles.

Heisenberg representation — a mode of description of a system in which stationary vectors
represent dynamic states and operators, which evolve in the course of time, represent physical
quantities.

Heisenberg’s uncertainty principle states that it is impossible to specify simultaneously,
with arbitrary precision, both the momentum (p) and the position (r) of a quantum particle.
The quantitive version of the position—momentum uncertainty relation is ApAr > h/2 or
equivalently for time (1) and energy (I7) — AtAFE > h/2.

First described in: W. Heisenberg, Uber den anschaulichen Inhalt der quantentheoretis-
chen Kinematik und Mechanik, Z.. Phys. 43(3/4), 172-198 (1927).

Recognition: in 1932 W. Heisenberg received the Nobel Prize in Physics for the creation
of quantum mechanics, the application of which has, inter alia, led to the discovery of the
allotropic forms of hydrogen.

See also www.nobel.se/physics/laurcates/1932/index.html.

Heitler-I.ondon method — a way to describe molecules and molecular states supposing that
each molecule is composed of atoms and their electronic structure is represented by atomic
orbitals of the composing atoms, this is what later becomes the superposition of atomic or-
bitals. The method is an alternative to the molecular orbital method (see Hund—Mulliken
theory). Both are an approximation to the complete solution. Consider two atoms brought
together starting from a large distance. One can consider and distinguish three regions. The
first region is that located at long distances, there the atoms maintain their character, but are
polarized by each other. In the second, intermediate region, there is a “real” molecule and
the atoms lost part of their identity. In the third region, at short distances, the atoms begin to
behave like a single united atom. The molecular description in the Heitler—London method
tries to describe the molecular states starting from the third region, while the Hund—Mulliken
theory starts from the first region.

First described in: W. Heitler, F. London, Wechselwirkung neutraler Atome and homopo-
lare Bindung nach der Quantenmechanik, Z. Phys. 44, 455-472 (1927).

More details in: ). C. Slater, Molecular orbital and Heitler—London Methods, J. Chem.
Phys. 43(10), S11-S17 (1965); C. A. Coulson, Valence (Oxford University Press, Oxford
1961).

helium I - the phase of liquid *He, which is stable at temperatures above the lambda point
(2.178 K) and has the properties of a normal liquid, except low density.

helium IT — the phase of liquid "Te, which is stable at temperature between absolute zero and
the lambda point (2.178 K) and demonstrates such exceptional properties as vanishing vis-
cosity, called superfluidity, and extremcly high heat conductivity. It also shows the fountain
effect.
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Virst described in: P. L. Kapiza, Viscosity of liquid helium below A-point, Comples Rendus
(Doklady) de I’Acad. des Sciences USSR 18(1), 21-23 (1938) - experiment; L. Landau,
Theory of the superfluidity of helitn II, Phys. Rev.60(4), 356-358 (1941) - theory.

Recognition: in 1962 L. D. Landau rcceived the Nobel Prize in Physics for his pioneering
theorics for condensed matter, especially liquid helium.

Sec also www.nobel.se/physics/laurcates/1932/index.htinl.

helium-—neon laser — a type of ion laser with a mixture of ionized helium and neon gases as
the active medium. It generates light peaking at 633 nm (red light).

Hellman~Feynman theorem states that within the Born-Oppenheimer approximation the
forces on nuclei in molecules or solids are those which would arise electrostatically if electron
probability density were treated as a static distribution of negative clectric charge.

First described in: H. Hellman, Zur Rolle der kinetischen Elektronenenergie fiir die zwi-
schenatomaren Kriifte, Z. Phys. 85, 180 (1933); R. P. Feynman, [Forces in molecules, Phys.
Rev. 56(4), 340-343 (1939).

Helmholtz double layer represents an electrical double layer of positive and negative charges,
onc molecule thick, which occurs at a surtace where two different materials are in contact.

Helmholtz equation — an elliptical partial diffcrential equation of the form V2¢ 4 k%¢ = 0,
where ¢ is a function, V* is the Laplace operator, K is a number. When k = 0, the cquation
reduces Lo the Laplace equation. With imaginary f, the equation becomes the space part of
the diffusion equation.

First described in: H. Helmholtz, Sitzber. Berlin Akad. Wissen. Abh. 1, 21, 825 (1882);
2,958, 1895 (1883); 3,92 (1883).

Helmholtz free energy — see free energy.

Hermann-Mauguin symbols (notations) — symbols representing the 32 symmetry classes of
crystals. They consist of series numbers giving the multiplicity of symmetry axcs in descend-
ing order with other symbols indicating inversion axes and mirror plancs. They are widely
used in ¢rystallography.

More details in: F. A. Cotton, Chemical Applications of Group Theory, 3" edition (Wiley,
New York 1990).

Hermite equation — a differential cquation of the form y” — 2ay’ + 2uy = 0, where u is a
constant, but not necessarily an integer. Introducing the operator D = d/da onc can rewrite
this as (D — 22D + 2u)y - 0.

Hermite polynomial has the form

(n—1(n-=2)n-23)
N 772!

(2)" o

where n is ity degree. The first Hermite polynomials are: Ho(x) = | Hy(2) = 22, Hy(z) =
dz? =2, Hy(x) = 8x7 - 122, Hy(r) = 1621 - 4822 + 12. They are solutions of the Hermite
equation for n = wu.

First described by C. Hermite in 1864,
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Hilbert space 1

Hermitian operator — a lincar operator A acting on vectors in a Hilbert space, such that if
x and y are in the range of A then the inner products (Az, y) and (xz, Ay) are equal, or in the
case of a function ¢(r) one has [ *(r)Ay(r) = [(Ag:(r))"(r).

Herring’s v plot — see Wulff’s theorem.

Hertzian vector — a single vector describing an electromagnetic wave {rom which both the
electrical and magnetic intensities can be obtained by derivation. The vector is represented by
the equation Z = [ Adt, where A is the veetor potential. Thus, the intensity of the electric
field is

1 0?7
E=V(VL)—- =< —=
(V2) 2 o
and the intensity of the magnetic field is
1 01
H=-V x —L
¢ ot

Hess law statcs that in a chemical reaction the evolved or absorbed heat is the same whether
the reaction takes place in one step or several steps.

heterojunction — an interface between two dissimilar materials.

heterostructure — structure comprising more than one kind of material. Heterostructures are
formed from multiple heterojunctions.

heterostructure field effect transistor (HFET) — see high electron mobility transistor.

Heusler alloy — an alloy madc of metals that are only partially magnetically aligned in their
pure state but have all their spins aligned at room temperature in the alloy form.

hexagonal lattice — a particular type of Bravais lattice whose unit cell is a right prism with
a hexagonal base and whosc lattice points are located at the vertices of the unit cell and at the
center of the hexagon.

hidden variable -- a hypothetical variable, in addition to the quantum state, that specifies a
definite value for the observable of the quantum system.

high electron mobility transistor (HEMT) — a transistor exploiting the high in-plane mo-
bility of electrons near a modulation doped heterojunction. Synonyms are heterostructure
field effect transistor (HFET), modulation doped field effect transistor (MODFET), two-
dimensional electron gas field effect transistor (TEGFET).

Hilbert space — a many dimensional normed linear vector space with an inner product that
makes it complete. Points of real Hilbert space are sequences of numbers 1, o, . . . such that
the infinite sumn > #7 is finite. Elements of the basis are the interiors of balls in which the
distance between p = (1, 22,...) and ¢ = (y1, 42, ...) is the square root of (3  2%).
Hilbert space is an abstract mathematical tool tor calculating the evolution in time of the
energy levels of systems. This evolution occurs in the ordinary spacc—time scale. It is widely
used in quantum mechanics to define an observable value to be an operator on a Hilbert space.
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O

Hilbert transform of a function f(x)is g(€) = 1/7 [ f(x)/(§—=) da, where the integral
is understood as a Cauchy principle value. If the transform of a function is known, then the
inverse formula gives f(x) = ~1/7rf1\ g(&)/ (& - z)dE.

Hofstadter butterfly — a diagram presenting energy levels in a two-dimensional crystal as a
function of the magnetic field applied. In a sense it looks like a butterfly.

First described in: D. R. Hofstadter, Lnergy levels and wave functions of Bloch electrons
in rational and irrational magnetic fields, Phys. Rev. B 14(6), 2239-2249 (19706).

hole-burning — see spectral hole-burning,.

hologram — an interference pattern that is recorded on a high-resolution plate when two in-
terfering beams formed by a coherent beam trom a laser and light are scattered by an object.
If after processing, the plate is viewed correctly by monochromatic light, a three-dimensional
image of the object is seen.

HOMO - acronym for highest occupied molecular orbital.

homopolar bond is formed between atoms, which share a pair of electrons with opposite
spins.

Hooke’s law originally stated that the power of any springy body is in the same proportion
with the extension. In the modern corrected form it states that the extension A/ of an elastic
spring and its tension £, but not power, arc lincarly rclated to each other: F' = kA[, where
k is the spring constant. The law holds up to a limit, called the clastic limit, after which
springs suffer plastic deformation up to the limit of plasticity, after which they break down.
Later Cauchy generalized Hooke’s law to three-dimensional elastic bodies and stated that the
six components of stress are lincarly related o the six components of strain. In the matrix
formitis e = 8 x sand s = C x ¢, where € is the six components stress vector, § is the
six components strain vector, S is the compliance matrix (36 components), C is the stiffness
matrix (36 components). It is evident that § = C'". In general, the above stress—strain
relationships are known as constitutive relations.
First described by R. Hooke in 1676.

hopping conductivity — the charge transport mechanism where conductivity is determined
by electrons hopping via localized states without activation to the conduction band. If it is
energetically favorable for localized electrons to hop beyond the nearest-neighbor impurity
centers, so that the average hopping length exceeds the average distance between them, vari-
able range hopping conductivity sets in in the system. The average hopping length increases
with decreasing temperature for disordered systems in which electronic states are localized
close to the Fermi level. The temperature dependence of the hopping conductivity is de-
scribed by the Mott law: Ino ~ T ~!/1, which in the general form looks like Ino ~ T=1/7
where the parameter 7 depends on the dimensionality of the system d(n =- d - 1). The Mott
law is derived assuming that the density of states near the Fermi level of the system is constant.

Accounting for the existence of a parabolic gap of the width ATJ in the density of states
near the Fermi level of the system, due to electron—electron Coulomb interaction, leads to the
Shklovskii-Efros law of temperature dependence of hopping conductivity: Ing ~ T—1/2,
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Hiickel approximation 1

It is obscrved at low temperatures when Ak = kgl'. The power of temperature docs not
depend on the dimensionality of the system.

A crossover between the Mott and Shklovskii—Efros hopping regimes can be obscrved as
a function of temperature.

First described in: N. F. Mott, Conduction in non crystalline materials. 1Il. Localized
states in a pseudogap and near extremities of conduction and valence bands, Phil. Mag.

19(160), 835-852 (1969).

hot carrier — a charge carrier, which may be an clectron or a hole, that has relatively high
energy with respect to the carriers normally found in the material.

Hubbard Hamiltonian — a common model phenomenological Hamiltonian used to describe
the properties of strong electron correlation in solids. In this model, which is in fact the
Hubbard model, strongly correlated electrons move in a lattice. The related Hamiltonian has
two terms: the first term describes a band of tight-binding electrons, the second term involves
a repulsive electron—electron interaction. Thus this Hamiltonian studies the etfects induced by
the competition between localization and correlations.

The interaction between electrons only occurs if they are located on the same site. Only
one orbital per site is considered. Thus the Hamiltonian is given by H = }=, . #;; al i, +

T 4o 18 the occupation number operator, @, creates and a;, an-

nihilates an electron with spin o on the ith site of the lattice, U represents the effective on-site
interactions, and #,; is the tight binding hopping integral between the 4th and jth sites. Strong
correlations occur when the interaction U is large in comparison with the band width W of the
systemn, i.e. for large U/(, called the interaction strength. The model successfully describes
the itinerant magnetism and the metal—insulator transition (scc Mott—Hubbard transition).
Despite the simplicity of the Hamiltonian, no cxact solution has been found, except in the
one-dimensional case. Nevertheless, 1t has been demonstrated that the Hubbard model has a
non-trivial limit in higher dimensions.

First described in: J. Hubbard, Electron correlations in narrow energy bands. 1-1V, Proc.
R. Soc. London, Ser. A 276, 238-257 (1963); 277, 237-259; 281, 401-419 (1964); 285,
542-560 (1965).

U Zj niini;, where n;, - al

Hubbard model — see Hubbard Hamiltonian.

Hiickel approximation is used to calculate molecular orbitals. The following assumptions
arc made:

1. Il atoms i and j are not directly bonded, then I7;; (bond energy between atoms ¢ and 7)
cquals zero.

2. 1t all atoms and bond lengths are identical in a molccule, then all H,; values for directly
bonded atoms are identical.

3. If all atoms are identical, all H;; integrals are equal and will be symbolized by «x.
4. The atomic orbitals are normalized, therefore [ ¢;¢; dr = 1.

5. The atomic orbitals are mutually orthogonal, therefore f dihy dr = 0.
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The form of the Hiickel sccular cquations is:

en{e—E) +... Hcnb, -0

(-’,:.1.,13”1 4.0 (- F) =0

and the Hiickel secular determinant is:
(a—FE) ... B
: : =0
B oo (a=1)

It should be remembered that the first assumption states that non-dircctly bonded atoms have
IT;; = 0,(/2 = 0). The number of atomic orbitals equals the number of secular cquations and
the number of molecular orbitals.

First described in: E. Hiickel, Quantentheoretische Beitréige zum Benzolproblem, Z. Phys.
70, 204-286 (1931).

Hund-Mulliken theory supposes that in the case of an atom an atomic orbital is best taken to
be an eigenfunction of the one-electron Schrodinger equation based on the nuclear attraction
for the electron and on the average repulsion of all other electrons. The molecular orbital is
defined in the same way. Now its one-electron Schrodinger equation is based on the attraction
of two or more nuclei plus the averaged repulsion of all other electrons. It is also known as
molecular orbital theory.

As in the theory of atoms, it is possible to use the aufbau principle, as the building-
up principle, in order to feed electrons into molecular orbitals. For example, in the casc of
a diatomic molecule the binding electrons occupy a quantum state specific to the extended
chemical bond, thus Hund introduced the Greek symbols ¥, TT and A for designating molec-
ular electronic statcs, Mulliken used instead the symbols S, P and D, Differently from the
valence-bond method or Heitler-London method the molecular orbital method considers a
molecule as a self-sufficient unit and not as a mere composite of atoms.

First described in: F. Hund, Zur Deutung der Molekelspektren I, Z. Phys. 36, 657 (1926);
F. Hund, Zur Deutung der Molekelspektren 11, Z. Phys. 37,742 (1927); F. Hund, Zur Deutung
der Molekelspektren I, Z. Phys. 42, 93 (1927); F. Hund, Zur Deutung der Molekelspekiren
IV, Z. Phys. 43, 805 (1927); R. S. Mulliken, The assignment of quantum numbers for electrons
inmolecules. I, Phys. Rev. 32(2) 186-222 (1928); R. S. Mulliken, The assignment of quantum
numbers for electrons in molecules. II. Correlation of molecular and atomic electron states,
Phys. Rev. 32(5) 761-772 (1928); R. S. Mulliken, The assignment of quantum numbers for
electrons in molecules. 1. Diatomic hydrides, Phys. Rev. 33(5) 730-747 (1929).

More details in: R. S. Mulliken, Molecular scientists and molecular science: some remi-
niscences,J. Chem. Phys. 43(10), S2-S11 (1965); J. C. Slater, Molecular orbital and Heitler—
London methods, J. Chem. Phys. 43(10), S11-S17 (1965).

Recognition: in 1966 R. S. Mulliken received the Nobel Prize in Chemistry for his fun-
damental work concerning chemical bonds and the electronic structure of molecules by the
molecular orbital method.

Sce also www.nobel.se/chemistry/laureates/1966/index.html.
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Hund rules give the order in the energy of atomic states formed by equivalent clectrons:
(i) among the terms given by cquivalent electrons, those with greatest multiplicity have the
least energy, and of these the one with greatest orbital angular momentum is lowest; (ii) the
state with a multiplet with lowest energies is given by that state in which the total angular
momentum is the least possible, if the shell is less than half filled, and the greatest possible, it
the shell is more than half filled.

First described in: F. Hund, Interpretation of spectra, Z.. Phys. 33(5/6), 345-371 (1925).

Huntington potential — the interatomic pair potential in the form of the Born—-Mayer poten-

tial:
R
Vir): Acxp ((,1, ),
7o

where 7 is the interatomic distance, 7q is the equilibrium distance between atoms in the perfect
crystal, A and a are fitted parameters defined from cxperimental data.

First described in: H. B. Huntington, Mobility of interstitial atoms in a face-centered
metal, Phys. Rev. 91(5), 1092—1098 (1953).

Huygens principle states that every point on a propagating wavefront scrves as the source of
spherical secondary wavelets, such that the wavefront at some later time is the envelope of
these wavelets. If the propagating wave has a certain frequency and is transmitted through
the medium at a certain speed, then the secondary wavelets will have the same frequency and
speed.

First described in: C. Huygens, Traité de lu lumiére (Leyden, 1690).

hybridization — a process by which a number of constituent orbitals of an atom are linearly
combined (hybridized) to form an equal number ot equivalent and directed orbitals (hybrids).

hydride — a chemical compound of an element with hydrogen. Hydrides suitable for tech-
nological applications in fabrication of semiconductor clectron devices are listed in Table 2.

Table 2: Hydrides for chemical vapor deposition ol semiconductors.

Element Compound Melting Boiling Decomposition
formulae  name point (°C) point (°C) temperaturc (°C)

Si SiH, silane 185 —111.9 450
SigHg disilanc —132.5 —14.5
SizHg trisilane -117.4 52.9
SigHig tetrasilane —108 84.3

Ge GeHy germanc —165 —88.5 350
GeuHg digermane —-109 29 215
GezHg trigermane -105.6 110.5 195

p PHj3 phosphine --133 —87.8

As AsHjy arsine —116 —62.5

S H»S hydrogen sulfide —85.5 —59.6

Se H,Se hydrogen sclenide —65.7 —41.3
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hydrocarbons — compounds that arc composed entirely of carbon and hydrogen atoms
bonded to each other by covalent bonds. Saturated and unsaturated hydrocarbons exist.

Saturated hydrocarbons, called alkanes, contain single bonds. The alkanes, also known
as parafins, have straight or branched chain hydrocarbon compounds with only single covalent
bonds between the carbon atoms. The general molecular formula for alkanes is C,,Ha, (2.
where 7 is the number of carbon atoms in the molecule. Each carbon atom is connected to
four other atoms by four single covalent bonds. These bonds arc scparated by angles of 109.5°
(the angle given by lines drawn from the center of a regular tetrahedron to its corners). Alkane
molccules contain only carbon—carbon and carbon--hydrogen bonds, which arc symmetrically
directed toward the corners of a tetrahedron, Therefore, alkane molecules are esscntially
nonpolar.

Alkanes that have lost onc hydrogen atom are called alkyl groups. These groups have the
general formula —C,,Hs,, 1. The missing hydrogen atom may be detached from any carbon
in the alkane. The name of the group is formed from the name of the corresponding alkane by
replacing -ane with -y/, for example methane (CHy) — methyl (—CHy).

Unsaturated hydrocarbons consist of threc lamilics of compounds that contain fewer
hydrogen atoms than the alkane with the corresponding number of carbon atoms and contain
multiple bonds between carbon atoms. These include: alkenes with carbon—carbon double
bonds; alkynes with carbon—carbon triple bonds; and aromatic compounds with benzene
rings, also called aromatic rings, that arc arranged in a six-member ring with one hydrogen
atom bonded to each carbon atom and three carbon—carbon double bonds, as illustrated in
Figure 46.

H
H ; H

|
~ L\C/

C
| |

¢ C
- -2 >H

Figure 46: Aromatic ring,

hydrogen bond — an association linkage X H...Y occurring between a hydrogen atom in a
polar X H bond such as OH, NH or FH and an electronegative atom Y, which can be O, N, F
.., either in the same molecule or in an adjacent one. This binding is mainly electrostatic, as
far as the small radius of the positively charged hydrogen atom niakes possible a very close
approach to the electronegative atom. Figure 47 shows some examples of hydrogen bonds.

hydrolysis — chemical reactions in which water as a rcactant produces a bond rupture in com-
pounds.

hydrophilic — litcrally, from the Greek, water loving.
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Figure 47: Hydrogen bonding in different compounds.

hydrophobic — literally, from the Greek, water fearing.

hydroxide — an inorganic chemical compound having one or more hydroxy (—OH) groups.
hyperelastic scattering — a scattering process in which an cxcited heavy particle, like an
atom, collides with a light particle, like a free electron, and the latter increases its kinetic

cnergy by nearly the whole of the excitation ¢nergy leaving the heavy particle in its normal
(unexcited) state.



I: From Image Force to Isotropy (of Matter)

image force — a force on a charge duc to the charge or polarization that it induces on sur-
rounding solids.

imide — a chemical compound containing the =>NH group attached to two carbonyl (or equiv-
alent) groups.

impact -~ a collision between two bodies where relatively large contact forces exist during a
very short interval of time.

impedance — the ratio of voltage (o current amplitudes in a two terminal electric network
operating at allernating current. It is a complex characteristic including the real part called
resistance and the imaginary part called reactance.

implicit function theorem states that if a function has nonzero slope at a point, then it can
always be approximated by a lincar function at this point.

imprinting — a lithography technique used for nanopattern fabrication. There are two ap-
proaches within it. The first is based on the transfer of a monolayer of self-assembled
molecules from an clastomeric stamp to a substrate and is referrcd to as ink contact printing or
simply inking. The second approach uses molding of a thin polymer film of the mask material
by a stamp under controlled pressure at elevated temperature and is referred to as embossing.
No kind of irradiation is involved in the pattern formation. Thercfore, both techniques avoid
the shortcomings associated with wave diffraction and scattering.

A common {cature of the imprint approaches is that they in fact are replication techniques.
The patterns envisaged must be available at an original, the master or stamp. In analogy
with conventional lithography, there is the possibility of positive and negative patterning. The
originals must be fabricated following state of the art in nanolithography using, for example,
clectron beam lithography or scanning probes. For the imprint technology, where the stamp is
the functional equivalent of the photo-mask in conventional projcction lithography, a stepper
can be used for the manufacturing process.

incoherent light — an electromagnectic radiation in the optical range consisting of waves not
all of the same phase and possibly with different wavelength.

incoherent scattering — scattering of particles or waves in which the scattering centers act
independently of one another, so that there are no definite phase rclations among the different
parts of the scattered beam.
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independent electron approximation is used to solve the Schrodinger equation for elec-
trons in solids. It removes the complications of electron—electron interactions and replaces
them with a time averaged potential.

inductance — the property of an electric circuit or of two ncighboring circuits whereby by
electromagnetic induction an clectromagnetic force is generated in one circuit by a change of
current in itself or in the other onc.

inelastic collision — a collision process in which the total kinctic energy of the colliding par-
ticles is not the same as before. Part of the kinetic energy is converted into another type of
energy, 1. e. into heat, excitation, etc.

inelastic scaftering — a scattering process in which the total energy of interacting (colliding)
particles is conserved but their total momentum is not. Transformation of one type of cnergy
into another type, for example kinetic encrgy of motion into heat or excitation energy, takes
place. An alternative is elastic scattering.

inert gases — He, Ne, Ar, Kr, Xe, Rn, also called rare gases.

inhibitor — a substance whosc addilion to a reacting system results in a decrease in the rate of
reaction.

injection laser — sec semiconductor injection laser.

inking — onc of the approaches uscd for pattern fabrication by imprinting. The process is
presented schematically in Figure 48.

T [Stamp> _
L\_/S‘Jbﬂg
a)

Figure 48: Inking proccss steps: (a) stamp covered with monomer and substrate prior to im-

b)

printing, (b) sell-assembled monolayer pattern left at the substrate after the stamp removal.

An elastomer stamp with a patterncd surface is covered with ink and pressed onto the
substrate. The ink composition is chosen to be able to form a self-assembled monolayer after
coming into contact with the substratc. This monolayer then serves as a mask for further
processing, either by etching or surface reaction. The latter is particularly attractive since
funclionalisation is intrinsic Lo the inking process.

The clastomeric stamp is normally made of polydimethylsiloxane (PDMS). Thiols and
alkanethiolates are appropriate to be used as inks. Some of the technological challenges for
the application of inking are the alignment and diffusion of the self~assembled monolayer and
also deformation of the stamp.
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Mecchanical stresses introduced into the PDMS stamp by handling, gravity or forces gen-
erated on the stamp/substrate interface during the propagation of the contact front have a
negative effect on the alignment. Furthermore, due to large thermal expansion in the clas-
tomer (for PDMS this is of the order of 10* K~ 1), already small thermal fluctuations in the
environment make it difficult to control the effective stamp dimension. A solution is to put
a very thin pattern film (< 10 um thick PDMS) on a rigid carrier, like a silicon wafer, that
reduces the distortion effects acting on the stamp.

Diffusion of the ink occurs during the printing stage, i.e. the period of actual contact be-
tween stamp and surface. Diffusion phenomena constitute a complex interplay between gas
diffusion, movement of ink molecules and lateral movement of chemisorbed ink. Reduced
diffusion leads to better resolution and hence to smaller printed feature sizes. The straightfor-
ward approach is printing with heavy inks. Long-chain thiols can be extended only to a certain
limit, since further elongation leads to less-ordered, and thus less etch-resistant monolayers.
With thiols, the resolution is about 100 nm.

First described in: A. Kumar, G. M. Whitesides, Features of gold having micrometer to
centimetre dimensions can be formed through a combination of stamping with an ¢lastomeric
stamp and an alkanethiol 'ink’ followed by chemical etching, Appl. Phys. Lett. 63(14),
2002-2004 (1993).

LLIY3

in situ — Latin meaning “in the place”, “within”. The phrase “in situ analysis of expcrimental
samples™ is often used to show that the samples are analyzced in the place where they were
fabricated, for instance in the same vacuum chamber. An alternative is ex situ (Latin “away
from the place”) analysis where the samples are analyzed in a dillcrent place from that where
they were fabricated.

insulator — a substance highly resistant to a flow of clectric currents. It has a resistivity of
morc than 10'Y Q cm and high dielectric strength. A solid is an insulator il there is an energy
gap between its conduction band and valence band and the conduction band is not filled
with electrons.

integrated circuit — an electronic solid state circuit composed of semiconductor transistors
and diodes, resistors and capacitors, other electronic components and their interconnects fabri-
cated in a single technological process into/onto a single substrate. Monocrystalline silicon is
currently a widely used material for integrated circuits. The invention of the integrated circuit
started the revolution in electronics and information technologices.

First described by J. S. Kilby in 1958.

More details in: ). S. Kilby, Invention of the integrated circuits, 1EEE Trans. Electron.
Dev. 23(7), 648-654 (1976).

Recognition: in 2000 1. S. Kilby shared the Nobel Prize in Physics with Z. I. Alferov and
K. Krocmer for his part in the invention of the integrated circuit.

See also www.nobel.se/physics/laurcates/2000/index.html.

interface — a shared boundary between two matcrials.

interference — variation with distance or time of the amplitude of a wave, which results from
the superposition (algebraic or vector addition) of two or more waves having the samce or
nearly the same frequencics.
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internal photoelectric effect — cxcitation of electrons from the valence band of a semicon-
ductor to its conduction band as a result of light absorption.

internal quantum efficiency — see quantum efficiency.

interstitial — a position in a crystal lattice betwcen regular lattice positions of atoms. The
term is used for an atom occupying an interstitial position.

intrinsic semiconductor — if the concentration of charge carriers in a scmiconductor is a
characteristic of the material itself rather than dependent upon an impurity content or structural
defects of the crystal, then the semiconductor is defined as an intrinsic semiconductor.

intron — a nucleotide scquence intervening between exons (coding regions) that is excised
from a gene transcript during RNA processing.

invariance — the property of a physical quantity or physical law of being unchanged by a
certain transformations or operations such as reflection of spatial coordinates, time reversal,
charge conjugation, rotations or Lorentz transformations.

inversion symmetry — the principle that laws of physics arc unchanged by the operation of
inversion.

ionic bond — a type of chemical bonding of atoms in which one or more electrons are trans-
ferred completely trom one atom to another, thus converting the neutral atoms into electrically
charged ions.

ionic crystal — a solid formed by ionic bonds between constituents,

ionization energy (of an atom) — the minimum energy required to ionize the atom. starting
from its ground state.

ion laser — a laser in which the transition involved in stimulated emission of radiation takes
place between two energy levels in an ionized gas. One of the incrt gases (argon, helium, neon,
or krypton) is used as the active medium. The device is shown schematically in Figure 49.

etalon in oven enclosure  mirror~y
S resonator rod . |

Y-‘ output
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2
__reSonator rod’ e
high reflector output coupler

Figure 49: Ion lascr.

The gases arc electrically excited in a container called a plasma tube, which typically
consists of an alumina or ceramic envelope that is vacuum sealed at each end by either two
Brewster windows or one Brewster window and one sealed cavily mirror. The optical cavity
is defined by a 100% -reflecting mirror and a partially transmissive output coupling mirror.
It provides moderate to high continuous-wave output of typically | mW to 10 W. For single-
frequency operation, the high reflector is replaced with a Brewster prism, and an etalon is
inserted.
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irradiance — an energy per unit time crossing a unit area oriented normal to the propagation
direction. The term is usually applied to characterize light beams.

isodesmic structure — a crystal structure formed by ions in which there are no distinct
groups formed within the structure, i.€. where no bond is stronger than any other. See also
anisodesmic and mesodesmic structures.

isoelectronic atoms — atoms with the same number of valence clectrons,

isoelectronic principle states that any two or more molecules which are isoelectronic will
have similar molecular orbitals. Molecules possessing the same number of electrons dis-
tributed over a similar molecular framework are isoelectronic.

isomorphic solids — solids, which crystallize with the same symmetry, with similar facial
development and closely similar values of the interfacial angles. Such solids often form mixed
compounds with one another.

isotope — one of two or more nuclides having the same atomic number, hence constituting the
same clement, but differing in mass number preferentially due to the difference in the content
of ncutrons in their nuclei.

isotropy (of matter) — the same physical properties of a medium found in all directions. The
alternative is anisotropy.



J: From Jahn-Teller Effect to Joule’s Law of Electric
Heating

Jahn-Teller effect — sce Jahn—Teller theorem.

Jahn-Teller theorem states that if a particular symmetric configuration of a nonlinear
molecules causes it to have an orbitally degenerate ground state, then this configuration is
unstable with respect to one of lower symmetry, which does not give rise to an orbitally de-
generate ground state. Thus, a system having a degenerate ground state will spontancously
cvolve to lower its symmelry unless the degencracy is simply a spin degeneracy.

The tendency of molecular systems to distort when electronic degeneracy is present is
referred to as the Jahn-Teller effect.

First described in: H. A. Jahn, E. Teller, Stability of polyatomic molecules in degenerate
electronic states. Part 1. Orbital degeneracy, Proc. R. Soc. London, Ser. A 161, 220-235
(1937).

Johnsen—Rahbek effect is obscrved when a semiconductor is placed between two electrodcs.
The frictional force between the electrodes and the semiconductor is increased if an clectric
bias is applied to the clectrodes. The effect is particularly strong in the case of suspensions
of fine semiconductive powders of high dielectric constant in low viscosity oils. It results in a
marked increase in the viscosity of the liquid.

First described in: A. Johnsen, K. Rahbek, J. Sci. Inst. Elect. Engrs. 61, 713 (1923).

Johnson and Lark-Hororowitz formula defines the resistivity p of a metal or degenerate
semiconductor as p ~ N/, where N is the density of impurities.

Johnson-Nyquist noise -- equilibrium fluctuations of the clectric potential inside a conductor
occuring without any applied voltage. It is a result of the random thermal motion of the charge
carriers. It is to be distinguished from shot noise, which describes the additional current
fluctuations that occur when a voltage is applied and a macroscopic current starts to {low.

First described in: 1. Johnson, Thermal agitation of electricity in conductors, Phys. Rev.
32(1), 97-109 (1928) - experiment, H. Nyquist, Thermal agitation of electric charge in con-
ductors, Phys. Rev. 32(1), 110-114 (1928) - theory.

Josephson effects arise in tunneling clectrons from a superconductor through a layer of an
insulator into another superconductor.

Direct current Josephson effect: a tunnel junction between superconductors shows a
zero-voltage suppercurrent due to the tunneling of condensed pairs, a direct current flows
across the junction in the absence of any electric or magnetic field.
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Alternating current Josephson effect: if a vollage difference V' is maintained across the
junction, the current will be an alternating current of frequency 2¢V/h. A constant voltage
applied across the junction causes high frequency current oscillations across the junction.

Macroscopic long-range quantum interference: a constant magnetic ficld applied
through a superconducting circuit containing two junctions causes the maximum supercur-
rent to show interference effects as a function of magnetic field intensity. This effect is used
in sensitive magnetomelers.

First described in: B. D. Josephson, Possible new effects in superconductive tunneling
Phys. Lett. 1(7), 251-253 (1962).

More details: A. Barone, G. Paterno, Physics and Applications of Josephson Effects (John
Wiley, New York 1982).

Recognition: in 1973 B. D. Josephson received the Nobel Prize in Physics for his theoret-
ical predictions of the properties of a supercurrent through a tunnel barrier, in particular those
phenomena which are generally known as the Josephson eftecls.

See also www.nobel.se/physics/laureates/1973/index.html.

Joule’s law of electric heating — the heating effect of an electric current I passing through a
resistance R for a time ¢ is proportional to T2 RL.
First described by J. P. Joule in 1840.



K: From Kane Model to Kuhn-Thomas—Reiche Sum Rule

Kane model is required if materials with narrow direct energy gaps at the first Brillonin zone
center are considercd. The energy of the 1" valley is assumed to be non-parabolic, spherical,
and of the form /i?k?/2m* = (1 + «oE), where k denotes the wavevector, £ represents
the energy, rn* is the effective mass, and o = (1 — m*/my)?/E, is the non-parabolicity
cocfficient with 77, the encrgy gap.

First described in: E. O. Kane, Band structure of indium antimonide, J. Phys. Chem.
Solids 1, 249-261 (1957).

Keldish theory describes the process of multiphoton ionization in which an atom is ionized
as a conscquence of the rapid absorption of a sufficient number of photons. The ionization
rate is predicted to be dependent primarily upon the ratio of the mean binding electric field to
the peak strength of the incident electromagnetic field and upon the ratio of the binding energy
to the energy of photons in the field.

First described in: 1., V. Keldysh, lonization in the field of a strong electromagnetic wave,
Sov. Phys. JETP 20(5), 1018-1027 (1965).

Kelvin equation gives the increase in vapor pressure of a substance at a temperature 7', which

accompanies an increase in curvature of its surface: py/pr = (200)/(rRyT), where p, and

pr are vapor pressures at spherical and flat surfaces respectively, o is the surface tension, v is

the molecular volume of the condensed phase, r 1s the mean surface curvature. The cquation

predicts the greater rate of evaporation of a small liquid droplet as compared to that of a larger

one and the greater solubility of small solid particles as compared to that of larger particles.
First described by Lord Kelvin (W. Thomson) in 1871.

Kelvin relations - interrelations of the coefticients describing thermoelectric effects in a loop
composed of two materials, say A and B, at absolute temperature T' : aapT = map and
Tdaar/dT = 74 —74, where (x4 3 is the Seebeck coefficient, 7, 7 is the Peltier coefficient,
74 and 7 arc the Thomson coefficients.

Kennard packet indicates a wave packet for which the product of the root mean square devi-
ations of position and momentum {rom their mean values is as small as possible being cqual
to h/4m.

Kerr effects : Electro-optical Kerr effect - a transparent isotropic medium becomes doubly
refracting when it is placed in an electric field. Its optical properties are similar to those of a
birefringent crystal with optic axis in the direction of the electric field. Magnetooptic-Kerr
effect — changes produced in the optical propertics of a reflecting surface of a ferromagnetic
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when it is magnetized. This applies especially (o the elliptical polarization of reflected light,
when the ordinary rules of metallic reflection would give only plane polarized light.

First described in: J. Kerr, Phil. Mag. 50, 337, 446 (1875): Phil. Mag. 3(Ser.5), 321
(1877); Phil. Mag. 5(Ser.5), 161 (1878); Phil. Mag. 9(Scr.5), 157 (1880).

ket — see Dirac notation.

ketones — organic compounds that have an alkyl group (—C,H2,.1) or aromatic ring
bonded to the carbonyl group (>C=0). These may be RCOR™ or ArCOR or ArCOAr com-
pounds with R and R’ representing alkyl groups (—C,,Ha,,+1) and Ar representing an aromatic
ring.

Kikoin—-Noskov effect — appearance of an clectric field in a light irradiated semiconductor
placed in a magnetic field. This clectric field is perpendicular to the magnctic field and to the
direction of diffusion of the light gencrated carriers from the illuminated surface to the bulk.

First described in: 1. K. Kikoin, M. M. Noskov, Hall effect internal photoelectric effect in
cuprous oxide, Phys. Z. Sowjetunion 4(3), 531-550 (1933).

kilo- - a decimal prefix representing 103, abbreviated k.

kinematics refers to the study of the motion of material particles without reference to the
forces acting on them.

Kirchhoff equation — the rate of change with temperature of the heat A7T of a process (such
as a chemical reaction) carricd out at a constant pressurc is given by

OAH arr .
— ) =A| =] =ACp,
< o1 ),, <0T >p "

where AC is the change in the heat capacity at constant pressure for the same process.
Similarly for a process carried out at a constant volume.

Kirchhoff law (for radiation) states that the ratio of the emissive power for thermal radiation
of a given wavelength is the same for all bodies at the same temperature and is equal Lo the
emissive power of a black body al that temperature.

First described in: G. R. Kirchholl, Ann. Phys. Chem. 103, 177 (1858).

Kirchhoff laws (for elecirical circuits) refer Lo the voltage and clectric currents in an clectric
network. The “current law” states that the sum of all cwrrents flowing towards a node of the
network must be zero >~ 1, = (). The “voltage law” states that when traversing the network
along a closed loop, the sum of all voltages encountered must be zero >~ V,, = 0.

First described in: G. R. Kirchhofl, Ann. Phys. Chem. 64, 497 (1845). Ann. Phys, Chem.
72,497 (1847).

KKR method — sce Korringa—-Kohn-Rostoker method.

Klein—Gordon equation is 421 /dt? = —(c?p? +me? )iy, where p is the momentum operator
of the particle with the rest mass m. It accounts for the special theory of relativity. It is used
in the theory of quantized ficlds of particles with spin O or I.

First described by E. Schridinger and independently by O. Klein, V. A. Fock and W.
Gordon in 1926.
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Klein—Nishina formula gives the differential cross section d¢ for Compton scattering into
a small solid angle d{2 of an x- or gamma-photon by an unbound electron:

. 2 -
d¢ = <M) (Iﬂ + oy + 4 cos? 9) e,

21 v v

where v and 1 are the frequencies of incident and scattered photons, € is the angle between
their polarization vectors, r, = (:2/'1‘1'),(.'2 the classical radius of an clectron.

First described in: Q. Klein, 1. Nishina, Scattering of radiation by free electrons on the
new relativistic guantumn dynamic of Dirac, Z. Phys. 52(11/12), 853-868 (1929).

Knight shift — a fractional increase in the frequency for nuclear magnetic resomance of a
given nuclide in a metal subjected (0 an external magnetic field relative to that for the same
nuclide in a nonmetallic compound in the same field, caused by the orientation of the conduc-
tion electrons in the metal.

First described in: C. H. Townes, C. Herring, C.Knight, The effect of electronic param-
agnetism on nuclear magneltic resonaice frequencies in metals, Phys. Rev. 77(6), 852-853
(1950).

Knudsen cell — see effusion (Knudsen) cell.

Knudsen cosine rule states that individual gaseous molecules impinging on an irregular solid
surface are reflected in a direction tolally indcpendent of the direction of incidence. The
probability ds that a molecule leaves the surface in the solid angle dw forming an angle ¢ with
the normal Lo the surface is defined as wds = dw cos 6.

Kohlrausch laws — (i) the “law of the independent migration of ions” states that every
ion al infinite dilution contributes a definite amount towards the equivalent conductance
of an electrolyte, irrespective of the nature of the other ions with which it is associated;
(ii) “Kohlrausch’s square root law” stalcs that the equivalent conductance of a strong elec-
trolyte in a very dilute solution gives a straight line when plotted against the square root of
concentration.

First described by F. Kohlrausch in 1876 and 1885, respectively.

Kohlrausch’s square root law — see Kohlrausch laws,

Kohn-Sham equations promote the practical applicability of the density functional theory
(DFT) to map the many-particle problem to an independent particle problem in an effective
potential. In DFT the total energy is described by:

Eln| = Tin] { Enln] + Eexi[n] + Exe[n],

where 7;[n] is the kinetic energy of noninteracting electrons, i.e. independent particles and
can be given explicitly by the single-electron orbitals ¢;(r); Ey[n] is the Hartree energy de-
scribing the Coulomb interaction of the electrons in their clectrostatic potential; £y [n] is the
energy caused by the external potential; 7. [n] is the exchange-correlation energy functional.
The final result of applying the variation principle leads to the Kohn—Sham equations:

<%V2 + Vi(r) + Vexi(r) + ch(l‘)) di(r) = e;30,(r),
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where ¢; are Lagrange parameters, which can often be interpreted as excitation energies.
This form of equations is equivalent to a one-particle Schrodinger equation in an effective
potential consisting of the Hartree potential Vi:

o [ ()
Vilr) = e / v — /| d3r’

the external potential Vi and the exchange-correlation potential V,..:

1) EX(- [r]
VX(-, CoEET .
(x) on(r)
Firstdescribed in: W. Kohn, L. J. Sham, Self-consistent equations including exchange and
correlation effects, Phys. Rev. A 140(4), 1133-1137 (1965).

Kondo cloud — seec Kondo effect.

Kondo effect — an increasc in clectrical resistance of a bulk sample when approaching abso-
lute zero temperature related to nonzero total spin of all eleetrons in it. The effect is observed
in bulk metals containing a small fraction of magnetic impurities (like Fe, Co, Ni) and in quan-
tum dots, however in this last case it is the conduction that shows an increase. The temperature
Tx at which the resistance starts to increase again is called the Kondo temperature.

An explanation of the Kondo effect can be given within the model of a magnetic impurity
proposed by P. W. Anderson (1961). It iy illustrated by the energy diagrams presented in
Figure 50.
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Figure 50: Anderson’s model of a magnetic impurity atom in a metallic electrically biased
sample. After L. Kouwenhoven, L. Glazman, Revival of the Kondo effect, Physics World 14(1)
33-38 (2001).

The magnetic impurity atom in a nonmagnetic metal is represented by a quantum well that
has only one electron energy level Ey below the Fermi energy of the host metal. This level is
occupied by one electron with a particular spin, for instance the electron has its spin-up as it
is shown in the diagram. The impurity atom is surrounded by a sea of electrons from the host
metal atoms in which all the states with energies below the Fermi level are occupied, while
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the high energy states are empty. An electric bias applied to the sample makes the occupied
levels in the sea of electrons to be slightly different at the sides of the well.

Adding another electron to the well is prohibited by the Coulomb interaction characterized
by the energy barrier U/. Removal of the electron from the impurity atom would need at least
I7 to be added to the system. However, the Heisenberg’s uncertainty principle allows the
electron to leave the level in the well for a short time around h/ . The electron may tunnel
out of the well to briefly occupy a classically forbidden virtual state outside the well, and
then be replaced by an electron from the outside sea of electrons. The newcomer may have
an oppositely directed spin and it flips the spin of the impurity. As a result, there appears a
difference in the initial and final spin states of the impurity.

The spin exchange qualitatively modifics the energy dependence of the density of states in
the system. Many such processes occurring together are known as the Kondo resonance. This
provides a new state, called the Kondo state, with exactly the same energy as the Fermi level.
This state is always “in resonance” as far as it is attached to the Fermi energy. Since the Kondo
state is created by the exchange process between the electron localized near the magnetic
impurity atom and the {ree clectrons of the host metal, the Kondo eftect is a typical many-
body phenomenon. The electrons that have previously interacted with the same magnetic
impurity form so-called Kondo clouds. Since cach of these clectrons contains information
about the same impurity, they inevitably carry information about each other, so, the electrons
in the clouds are mutually correlated.

The increase in the resistance with a temperature drop in the low temperature range is the
first hint of the existence of the Kondo state. This state increases the scattering of ¢lectrons
with energies close to the Fermii level. The hybridization of conduction electrons with the
localized spin of a magnetic impurity atom in a metal leads to an enhancement of resistivity
at low temperature. The total resistivity as a function of temperature has the form p = AT® —
BlnlT'+C, where A, B, C are the constants dependent on the concentration of magnetic ions,
the exchange energy, and the strength of the exchange scattering. The Kondo temperature is:
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where A7 is the width of the impurity energy level broadened by electron tunneling from
it. The Kondo temperature varies as the one fifth power of the concentration of the magnetic
impurity. In bulk metallic systems it ranges {rom 1 1o 100 K.

For a Kondo system, the ratio between its actual resistance R and its resistance at abso-
lute zero Rq depends only on temperature as R/ Ry = f(T/Ty). All materials that contain
spin 1/2 impurities can be described by the same temperature dependent function f(T/Tk).
Thus, the system can be completely characterized by the Kondo temperature instead of the sct
containing U, Iy and AF.

Quantum dots are another class of systems,