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Foreword

Multimedia technology and networking are changing at a remarkable rate. Despite the telecoms crash of 2001,
innovation in networking applications, technologies, and services has continued unabated. The exponential
growth of the Internet, the explosion of mobile communications, the rapid emergence of electronic commerce,
the restructuring of businesses, and the contribution of digital industries to growth and employment, are just a
few of the current features of the emerging digital economy.

This encyclopaedia captures a vast array of the components and dimensions of this dynamic sector of the
world economy. Professor Margherita Pagani and her editorial board have done a remarkable job at compiling
such a rich collection of perspectives on this fast moving domain. The encyclopaedia’s scope and content will
provide scholars, researchers, and professionals with much current information about concepts, issues, trends,
and technologies in this rapid evolving industrial sector.

Multimedia technologies and networking are at the heart of the current debate about economic growth and
performance in advanced economies. The pervasive nature of the technological change and its widespread dif-
fusion has profoundly altered the ways in which businesses and consumers interact. As IT continues to enter
workplaces, homes, and learning institutions, many aspects of work and leisure are changing radically. The rapid
pace of technological change and the growing connectivity that IT makes possible have resulted in a wealth of
new products, new markets, and new business models. However, these changes also bring new risks, new chal-
lenges, and new concerns.

In the multimedia and technology networks area, broadband-based communication and entertainment ser-
vices are helping consumer and business users to do their business more effectively, serve customers faster, and
organize their time more effectively. In fact, multimedia technologies and networks have a strong impact on all
economic activity. Exponential growth in processing power, falling information costs and network effects have
allowed productivity gains, enhanced innovation, and stimulated further technical change in all sectors from the
most technology intensive to the most traditional. Broadband communications and entertainment services are
helping consumer and business users conduct their business more effectively, serve customers faster, organize
their time more effectively, and enrich options for their leisure time.

At MIT, I serve as co-director of the Communications Futures Program, which spans the Sloan School of
Management, the Engineering School, and the Media Lab at the Massachusetts Institute of Technology. By ex-
amining technology dynamics, business dynamics, and policy dynamics in the communications industry, we seek
to build capabilities for roadmapping the upcoming changes in the vast communications value chain as well as
to develop next-generation technological and business innovations that can create more value in the industry.

Furthermore, we hope that gaining a deeper understanding of the dynamics in communications will help us
not only to make useful contributions to that field, but also to understand better the general principles that drive
industry and technology dynamics. Biologists study fruit flies because their fast rates of evolution permit rapid
learning that can then be applied to understanding the genetics of slower clockspeed species like humans. We
think of the communications industry as the industrial equivalent of a fruit fly; that is, a fast clockspeed industry
whose dynamics may help us understand better the dynamic principles that drive many industries.
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Convergence is among the core features of information society developments. This phenomenon needs to
be analyzed from multiple dimensions: technological, economic, financial, regulatory, social, and political. The
integrative approach adopted in this encyclopadia to analyze multimedia and technology networking is particu-
larly welcome and highly complementary to the approach embraced by our work at MIT.

I am pleased to be able to recommend this encyclopedia to readers, whether they are looking for substantive
material on knowledge strategy, or looking to understand critical issues related to multimedia technology and
networking.

Professor Charles H. Fine
Massachusetts Institute of Technology
Sloan School of Management

Professor Charles Fine teaches operations strategy and supply chain management at MIT’s Sloan School of Management and directs
the roadmapping activities in MIT’s Communications Futures Program (http://cfp.mit.edu/). His research focuses on supply chain
strategy and value chain roadmapping, with a particular focus on fast-clockspeed manufacturing industries. His work has supported
design and improvement of supply chain relationships for companies in electronics, automotive, aerospace, communications, and
consumer products. His current research examines outsourcing dynamics, with a focus on dynamic models for assessing the lever-
age among the various components in complex industrial value chains and principles for value chain design, based on strategic and
logistical assessments.

Professor Fine consults and teaches widely, with clients including Accenture, Agile Software, Alcan, BellSouth, Boehringer In-
gelheim, Bombardier, Caterpillar, Chrysler, Delphi Automotive, Deutsche Bank Alex Brown, Embraer, Fluor, GE, GM, Goodyear,
HP, Honeywell, Intel, Kodak, Lucent, Mercury Computer, Merrill Lynch, Motorola, 3M, NCR, Nokia, Nortel, Oracle, Polaroid, PTC,
Research-in-Motion, Rolls-Royce, Sematech, Teradyne, Toyota, TRW, Unilever, Volkswagen, Volvo, and Walsin Lihwa.

Professor Fine also serves on the board of directors of Greenfuel Technologies Corporation (http://www.greenfuelonline.com/), a bio-
technology company that he co-founded, which focuses on renewable energy. As well, he serves as co-director of a new executive education
program, Driving Strategic Innovation, which is a joint venture between the MIT Sloan School and IMD in Lausanne, Switzerland.

Professor Fine holds an AB in mathematics and management science from Duke University, an MS in operations research from
Stanford University, and a PhD in business administration (decision sciences) from Stanford University. He is the author of Clockspeed:
Winning Industry Control in the Age of Temporary Advantage (Perseus Books, 1998). His work, on quality management, flexible manu-
facturing, supply chain management, and operations strategy, has also appeared in Management Science, Operations Research, Journal
of Manufacturing and Operations Management, Production and Operations Management, Annals of Operations Research, Games and
Economic Behavior, Sloan Management Review, Supply Chain Management Review, Interfaces, and a variety of other publications.
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Preface

The term Encyclopedia comes from the Greek words gykvxhog moudeia, enkyklios paideia (“in a circle of in-
struction”).

The purpose of this Encyclopedia of Multimedia Technology and Networking is to offer a written compen-
dium of human knowledge related to the emerging multimedia digital metamarket.

Multimedia technology, networks and online interactive multimedia services are taking advantage of a series
of radical innovations in converging fields, such as the digitization of signals, satellite and fibre optic based
transmission systems, algorithms for signal compression and control, switching and storage devices, and others,
whose combination has a supra-additive synergistic effect.

The emergence of online interactive multimedia services can be described as a new technological paradigm,
defined by a class of new techno economic problems, a new pool of technologies (techniques, competencies
and rules), and a set of shared assumptions. The core of such a major shift in the evolution of information and
communications services is the service provision function, even if the supply of an online interactive multime-
dia service needs a wide collection of assets and capabilities pertaining also to information contents, network
infrastructure, software, communication equipment and terminals.

By zooming on the operators of telecommunications networks (common carriers or telecoms), it is shown
that though leveraging a few peculiar capabilities in the technological and managerial spheres, they are trying
to develop lacking assets and competencies through the set-up of a network of collaborative relations with firms
in converging industries (mainly software producers, service providers, broadcasters, and media firms). This
emerging digital marketplace is constantly expanding.

As new platforms and delivery mechanisms rapidly roll out, the value of content increases, presenting content
owners with both risks and opportunities. In addition rather than purely addressing the technical challenge of
the Internet, wireless and interactive digital television, much more emphasis is now being given to commercial
and marketing issues. Companies are much more focused on the creation of consistent and compelling user
experiences.

The use of multimedia technologies as the core driving element in converging markets and virtual corporate
structures will compel considerable economic and social change.

Set within the framework of IT as a strategic resource, many important changes have taken place over the
last years that will force us to change the way multimedia networks develop services for their users:

e The change in the expectations of users, leading to new rapid development and implementation tech-
niques

. The launch of next generation networks and handsets;

e The rapid pace at which new technologies (software and hardware) are introduced

. Modularization of hardware and software, emphasizing object assembly and processing (client server
computing);

. Development of non-procedural languages (visual and object oriented programming)
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e Animbalance between network operators and independent application developers in the value network for
the provision of network dependent services;

e Telecommunications integrated into, and inseparable from, the computing environment

. Need for integration of seemingly incompatible diverse technologies.

The force behind these realities is the strategic use of IT. Strategic management which takes into consideration
the basic transformation processes of this sector will be a substantial success factor in securing a competitive
advantage within this deciding future market. The change from an industrial to an Information Society connected
therewith will above all else be affected by the dynamics of technological developments.

This strategic perspective manifests itself in these work attributes:

*  Anappreciation of IT within the context of business value;

. A view of information as a critical resource to be managed and developed as an asset;

. A continuing search for opportunities to exploit information technology for competitive advantage;
. Uncovering opportunities for process redesign;

. Concern for aligning IT with organizational goals;

* A continuing re-evaluation of work assignments for added value;

. Skill in adapting quickly to appropriate new technologies;

. An object/modular orientation for technical flexibility and speed in deployment.

Accelerating economic, technological, social, and environmental change challenge managers and policy makers
to learn at increasing rates, while at the same time the complexity of the systems in which we live is growing.

Effective decision making and learning in a world of growing dynamic complexity requires us to develop
tools to understand how the structure of complex systems creates their behaviour.

The Emerging Multimedia Market

The convergence of information and communication technology has lead to the development of a variety of new
media platforms that offer a set of services to a community of participants. These platforms are defined as media
which enable the exchange of information or other objects such as goods and services (Schmid, 1999).

Media can be defined as Information and communication spaces, which based on innovative information and
communication technology (ICT) support content creation, management and exchange within a community of
agents. Agents can be organizations, humans, or artificial agents (i.e. software agents).

The multimedia metamarket — generated by the progressive process of convergence involving the television,
informatics and telecommunication industries — comes to represent the «strategic field of action» of this study.

According to this perspective telecommunications, office equipment, consumer electronics, media, and com-
puters were separate and distinct industries through the 1990s, offering different services with different methods
of delivery. But as the computer became an “information appliance”, businesses would move to take advantage
of emerging digital technologies, virtual reality, and industry boundaries would blur.

As a result of the convergence process we cannot therefore talk about separate and different industries and
sectors (telecommunications, digital television, informatics) since such sectors are propelled towards an actual
merging of different technologies, supplied services and the users’ categories being reached. A great ICT (Infor-
mation Communication Technology) metamarket is thus originated.

Multimedia finds its application in various areas including, but not limited to, education, entertainment,
engineering, medicine, mathematics, and scientific research.

In education, multimedia is used to produce Computer Based Training courses.

Multimedia is heavily used in the entertainment industry, especially to develop special effects in movies and
animation for cartoon characters. Multimedia games such as software programs available either as CD-ROMs
or online are a popular pastime.
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In Engineering, especially in Mechanical and Automobile Engineering, multimedia is primarily used for
designing a machinery or automobile. This lets an Engineer view a product from various perspectives, zoom
critical parts and do other manipulations, before actually producing it. This is known as Computer Aided Design
(CAD).

In Medicine, doctors can get trained by looking at a virtual surgery.

In Mathematical and Scientific Research, multimedia is mainly used for modelling and simulation. For ex-
ample, a scientist can look at a molecular model of a particular substance and manipulate it to arrive at a new
substance.

Multimedia Technologies and Networking are at the heart of the current debate about economic growth and
performance in advanced economies.

ORGANIZATION OF THE ENCYCLOPEDIA

The goal of this second Edition of the Encyclopedia of Multimedia Technology and Networking is to improve
our understanding of multimedia and digital technologies adopting an integrative approach.

All contributions included in the first edition were enhanced and updated and new articles have been add-
ed.

The encyclopediaprovides numerous contributions providing coverage of the most important issues, concepts,
trends and technologies in Multimedia Technology each written by scholars throughout the world with notable
research portfolios and expertise.

The Encyclopedia also includes brief description of particular software applications or websites related to
the topic of multimedia technology, networks and online interactive multimedia services.

The Encyclopedia provides a compendium of terms, definitions and explanations of concepts, processes and
acronyms offering an in-depth description of key terms and concepts related to different areas, issues and trends
in multimedia technology and networking in modern organizations worldwide.

This encyclopedia is organized in a manner that will make your search for specific information easier and
quicker. It is designed to provide thorough coverage of the field of Multimedia Technology and Networking
today by examining the following topics:

. From Circuit Switched to IP-Based Networks
°  Network Optimisation
°  Information Systems in Small firms
e Telecommunications and Networking Technologies
. Broadband Solution for the Last Mile to the Residential Customers
°  Overview
°  Copper Solutions
. Multimedia Information Management
. Mobile Computing and Commerce
°  General trends and Economical Aspects
°  Network Evolution
. Multimedia Digital Television
. Distance Education Technologies
. Electronic Commerce Technologies Management
. End User Computing
. Information Security Management
e Open Source Technologies and Systems
. IT and Virtual Communities
»  Psychology of Multimedia Technologies
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The Encyclopedia provides thousands of comprehensive references on existing literature and research on
multimedia technologies.

In addition, a comprehensive index is included at the end of the encyclopedia to help you find cross-refer-
enced articles easily and quickly. All articles are organized by titles and indexed by authors and topics, making
it a convenient method of reference for readers.

The encyclopedia also includes cross-referencing of key terms, figures and information related to Multimedia
Technologies and Applications.

All articles were reviewed by either the authors or by external reviewers via a blind peer-review process. In
total, we were quite selective regarding actually including a submitted article in the Encyclopedia.

INTENDED AUDIENCE

This Encyclopedia will be of particular interest to teachers, researchers, scholars and professionals of the dis-
cipline who need access to the most current information about the concepts, issues, trends and technologies in
this emerging field. The Encyclopedia also serves as a reference for managers, engineers, consultants, and others
interested in the latest knowledge related to multimedia technology and networking.

Margherita Pagani
Bocconi University
Management Department
Milan, January 2008
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INTRODUCTION

The transition process from analog to digital system,
above all in the broadcasting field, and the develop-
ment of Third Generation standards in mobile com-
munications offer an increasing number of value-added
services: the incumbent actors (i.e., local and central
administrations, local health structures and hospitals,
dealers of public services) have the opportunity to
provide e-services to citizens by exploiting the new
technologies (digital television, maobile).

The centrality of technology for citizens is a cen-
tral issue in the Information Society policy, at a local,
regional, national, European, and global level. In Eu-
rope, the action plan called “eEurope 2005 aims to
increase productivity, better public services, and above
all guarantee to the whole community the possibility
to participate in a global information society, promot-
ing new offers based on broadband and multiplatform
infrastructures. Therefore, new devices, such as digital
televisionand mobile systems, are becoming innovative
and complementary solutions to the PC.

As service providers must guarantee an adequate
interface to the citizen, it is also important to identify
the critical variables influencing the design of the new
t-government services. We explore in this chapter ac-
cessibility, usability, and functionality of the systems
as the key drivers to build a pervasive offer.

BACKGROUND

The term e-government refers to the group of tech-
niques for the use of methods and tools of an ICT
world, aimed to make easier the relationship between
the public administration and the citizen (Kannabiran,
2005; Koh, Ryan, & Prybutok, 2005; Marasso, 2003;

Norris, Fletcher, & Holden, 2001; Northrup & Thor-
son, 2003).

E-government is the delivery of online government
services, which provides the opportunity to increase
citizen access to government, reduce government
bureaucracy, increase citizen participation in democ-
racy, and enhance agency responsiveness to citizens’
needs.

Previous studies (Bruno, 2002; Gronlund, 2001;
Marasso, 2003; Norris & Moon, 2005; Traunmuller
& Lenk, 2002) consider the PC as the main device to
access e-government services, and few researchers
in the literature consider digital TV and mobile as
new devices to provide e-government services. The
geographical, demographic, social, and cultural gap,
associated with the limited skills and knowledge to
manipulate the PC, bring to the awareness that the
network will be a precious virtual place of acquisition
and exchange of information, but not so pervasive as
mobile systems and television.

The term t-government refers to the whole range
of services characterized by a social and ethic mis-
sion, transmitted through digital television (satellite,
terrestrial, cable, ADSL) and provided by the Public
Administration. The aim is to reduce the distance
between government and citizens and make easier the
efficiency and efficacy of public administration activi-
ties (CNIPA, 2004).

E-government and t-government differ because of
the media used to vehicle the value-added service. T-
government, however, has the advantage to address to
all the people far from the knowledge and capabilities
that the computer requires. In Europe, Italy, the UK,
and the Scandinavian countries were the first countries
to promote the use of t-government.

The main areas of application for t-government
services are:

Copyright © 2009, 1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.
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»  Access to the existing public information

. Online forms

e Onlineservicesdirected tothe citizens (education,
mobility, health, postal services)

The purpose of this chapter is to identify the critical
variables influencing the design of the new t-govern-
ment services.

A well-accepted model of service quality concep-
tualization is the technical/functional quality perspec-
tive (Arora & Stoner, 1996). Technical quality refers
to what is provided, and functional quality considers
how it is provided (Lassar, Manolis, & Winsor, 2000).
Examples of technical quality mightinclude quality and
effectiveness. Functional quality, on the other hand,
comprises the care and/or manners of the personnel
involved in the delivery of service products (Lassar
et al., 2000).

The functional quality of the service is one of the
mostimportant factors influencing the adoption process
(Gronroos, 1984; Higgins & Ferguson, 1991).

While the concepts of technical and functional
quality are easy to understand, it is less simple to test
them through empirical means since consumers find
it difficult to separate how the service is being deliv-
ered (functional) from what is delivered (technical).
Consumers may find it difficult to evaluate the service
quality (Berkley & Gupta, 1995) because of their un-
familiarity with a new electronic delivery method such
as digital television.

Parasuraman, Zeithaml, and Berry (1985) proposed
a model with five dimensions (tangibles, reliability,
responsiveness, assurance, and empathy) measuring
the gap between consumer evaluations of expecta-
tions and perception (i.e., the disconfirmation model
of service quality).

Cronin and Taylor (1992) proposed a model based
solely on consumer perceptions removing the consid-
erations of pre-consumption expectations because they
argued that customer evaluation of performance already
included an internal mental comparison of perceptions
against expectations.

Dabholkar (1996) proposed two models to capture
the impact of service quality on intention to use: one
based on quality attributes, and the other on affective
predispositions toward technology. The attribute model
used dimensions consistent with the service quality
literature.

Dabholkar (1996) used a factor (ease of use) from
the TAM work, but did not investigate the potential
benefits of using the model itself. The results of the
study demonstrated that speed of delivery, ease of use,
reliability, enjoyment, and control were all significant
factors in determining expected service quality. Other
researchers (Meuter, Ostrom, Roundtree, & Bitner,
2000; Szymanski & Hyse, 2000) demonstrated that
consumers compared the novel technology service
delivery with the traditional alternatives.

Therefore, the proposition is that by combining the
attitude-based and service quality-based approaches,
the strong theory linking attitudes to behaviors can
be exploited (DOI, TAM), with the service quality
literature being used to help identify the antecedents
that affect these attitudes.

This enables a grounded approach to measuring the
variablesassociated with technology adoption, placing
the onus on both the factors affecting consumer inten-
tions to adopt a government service and the factors
representing a barrier to adopt.

T-GOVERNMENT QUALITY INDICATORS

The literature of information technology (IT) applica-
tions in public administration (Censis, RUR, 2003)
identifies over 120 indicators grouped into six main
categories for e-government services:

Reliability

Type of interaction, that is, G2C or G2B
Usability, that is, search engine or site map
Accessibility

Structure of the Web site

Technological tools: speed of delivery

ok~ wdrE

Researches in the area of e-government and t-
government services (Daloisi, 2004; Davis, 2005;
Delogu, 2004; Seffah, Donyaee, & Kline, 2004) show
that there are some critical dimensions that must not
be ignored:

a.  Accessibility

b.  Usability

c.  Functionality of technological tools
d. Content type
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Accessibility aims to guarantee to all potential users
(including people with physical or sensorial disability)
an easy access to services (Daloisi, 2004; Davis, 2005;
ITV Consumer Association, 2002; Scuola Superiore
della Pubblica Amministrazione Locale, 2001; Seffah
et al., 2004; Weolfons, 2004).

A multimedia context such as digital television
(DTV), which integrates different inputs (remote
control, decoder) and outputs (display, television),
is accessible when the informative content, the ways
of interaction, and the methods of navigation can
be managed by anyone, whatever level of skills and
abilities.

Usability means that the delivery mechanism must
be straightforward to use with minimum effortrequired
(Agarwal & Prasad, 1998; Dabholkar, 1996; Lederer,
Maupin, Sena, & Zhuang, 2000; Meuter et al., 2000;
Seffah et al., 2004). The ease of orientation, naviga-
tion, and understanding are crucial for this dimension
of analysis.

Functionality of technological tools refers to the ef-
ficacy of the technical realization of the sites, the average
time to download the pages, and the number of errors
in html language. These aspects need to be considered
in t-government and m-government projects.

Accessibility, usability, and functionality of tech-
nological tools are critical aspects for the success of
any interactive TV service.

THE DESIGN OF A T-GOVERNMENT
SERVICE: THE PERSPECTIVE OF THE
OPERATORS

In order to deepen critical factors in the development
of t-government services we conducted a survey in
2004 on a sample of 126 companies involved along
the different phases of the value chain. They include
content providers (2%), national broadcasters (5%), lo-
cal broadcasters (36%), application developers (15%),
network providers (2%), service providers (14%),
system integrators (12%), and device suppliers (14%).
Eighty-eight completed questionnaires were returned
providing a 69.8% response rate.

The purpose of the study was to identify the critical
variables influencing the design of the new t-govern-
ment services. We explore in this chapter accessibility,
usability, and functionality of the systems as the key
drivers to build a pervasive offer. The analysis was

carried out through a structured questionnaire sent by
mail, and each respondent was asked to evaluate the
value and utility of each attribute through a five point
Likert scale (Pagani & Pasinetti, in press).

The potential field of application considered include
nine main areas of content: (1) personal data; (2) local
taxation; (3) consumptions; (4) telegrams and postal
documents; (5) health; (6) mobility; (7) Social Security;
(8) education; (9) work.

Accessibility was measured through the following
attributes:

e Sound equipment

e Subtitles

e Opportunity for the user to personalize the page

e Opportunity to add hardware to the decoder (i.e.,
medical devices)

Usability (the ease of use and navigation of t-gov-
ernment services) was measured through the following
attributes:

e Structure of the page in order to guarantee an
easy navigation

. Contents of the page

. Ease of use

Functionality of the devices was measured by the
following attributes:

e Speed of download
e Security (privacy, authenticity, integrity)
»  Constant page update

Potential Field of Application

Respondents express a higher potential for services re-
lated to the areas of “mobility” (mean 3.81) and “health”
(mean 3.72) (Figure 1). Mobility includes applications
such as payment of road tax and fines, information on
traffic and mobility, urban or extra-urban ways. Health
services concern the reservation of medical visits, the
payment of tickets, and the periodic monitoring of
diabetic people or people with heart diseases.

Accessibility and Usability

All operators state that the most important character-
istic that influences accessibility is the possibility to
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Figure 1. T-government services. Potential field of application
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Figure 2. Accessibility: Importance of attributes

Connect set-top box
with other devices

Changing in the page

Subtitles

Audio

connect the decoder with other devices (Figure 2).
This characteristic allows new services in the sphere
of medicine such as making patients constantly moni-
tor vital parameters (i.e., the control of glycaemia or
heart frequency) connecting medical tools with the
decoder. This characteristic allows also new services
(i.e., postal services) enabled by general alphanumeric
keyboards (i.e., to write telegrams or to execute postal
operations).

Other important attributes are subtitles and texts
used as substitutes for images, which provide a clearer
understanding of the operations that the individual can
execute. The audio elements appear in the last position,
while the possibility for the user to interact in a more
active way to modify and personalize the page (i.e., to
enlarge characters or increase the contrast background/
characters) is potentially less relevant, also for the
technical difficulties related to its realization.

The attributes of usability, which reflect the ease
of use, navigation, and understanding of the contents,
hold a preferential position in the scale of judgments
of the whole interviewees: local broadcasters and

service suppliers reach almost the top of the ranking
(4.58 and 4.57), while only national broadcasters and
service suppliers have a more prudential attitude (3.82
and 4.06). The content aspects are in absolute the
most relevant elements (Figure 3) useful to guarantee
a simple and intuitive navigation, followed by the
technological components. These results confirm the
study of Dabholkar (1996) who showed the importance
of ease of use as one of the most significant factors in
determining expected service quality. The structural
characteristics of the page, such as the design and
format of the visualized documents, are not avoidable,
but become less important.

Functionality of Technological Tools

The most critical technological requirement is rep-
resented by the speed of downloading: over 70% of
respondents agree to consider this attribute as the
most important in favoring the penetration among the
population. This result confirms the study conducted by
Dabholkar (1996) with reference to Web services. The
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Figure 3. Usability: Importance of attributes

Technological components

Content components

Page structure

1,59

3,9 4 4,1

second attribute is security of online transactions such
as the payment of bills or any operation that requires
the offering of aservice. Conditional access smart cards
could be an interesting solution.

The last attribute is related to the constant update
of the system, which must visualize new contents and
satisfy the users’ exigencies. Respondents indicate
privacy concerns related to the use of the smart card,
which must be inserted in the decoder to allow the
identification of the individual in order to provide
personalized services (i.e., reservation of a medical
visit or personal certificates).

FUTURE TRENDS

There is an increasing interest from Public Admin-
istration and operators for the development of some
t-government services, above all in the areas of mobil-
ity and health, but also education, personal data, and
work information.

The adoption of t-government services is strongly
related to accessibility, usability, and functionality of
technological tools, considered as the critical drivers
for the development of t-government services.

However, the most significant barrier to the adoption
of t-government service will be the lack of adequate
technology devices such as the decoder and return
channel (for citizens) or Web staff and expertise (for
operators), lack of financial resources, and issues around
privacy and security.

Electronic governmentis continually evolving, and
the development of new media allows new opportu-
nities for the launch of new services (t-government
and m-government). Indeed, also mobile reaches the
highest tax of penetration nearby the population, and
it can support an effective communication to the citi-

4,2 4,3 4,4 4,5 4,6 4,7

zens. Moreover, m-government could guarantee the
necessity of ubiquitous technologies to have access
to any kind of services no matter where the person is.
The mobile systems would be the most complete solu-
tion to overcome the problems of massive penetration
(represented by PC) and of static devices (represented
by TV). These infrastructures must fit the indispens-
able levels of security—intuitiveness, integrity, and
reliability—imposed by a technology aimed to offer a
service to the citizen.

Thekey drivers identified to build an effective t-gov-
ernment offer can match also to m-government design
of the services; in fact, any technology addressed to a
user must respect the basic guidelines of accessibility,
usability, and functionality.
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KEY TERMS

Accessibility: The possibility given by television
to guarantee informative content, interaction ways,
and navigation processes adequate to any user, no
matter his or her capabilities and skills, hardware,
and software configuration. In particular, accessibil-

ity addresses to people with disabilities (physical and
intellectual), who are traditionally excluded by the
Information Society.

Digital Gap: The digital gap and exclusion in the
use of the new media technologies. The reasons of
this difference can be due to geographical, economic,
cultural, cognitive, or generational gap, but in any
situation the result is the same: Internet remains a pre-
cious way of acquiring and exchanging information,
but not so pervasive as mobile and televisions, which
can consequently contribute to reduce the gap.

Electronic Government (E-Government): The
delivery of online government services, which pro-
vides the opportunity to increase citizen access to
government, reduce governmentbureaucracy, increase
citizen participation in democracy, and enhance agency
responsiveness to citizens’ needs.

Functionality: The efficacy of the technical real-
ization of the sites, the average time to download the
pages, and the number of errors in html language. The
main attributes of an adequate technical functionality
are the speed of download, the timeliness of the sys-
tem, the content update, and the security of the data
transmission (integrity, privacy).

T-Government: An evolution of e-government
applied to digital television (satellite, terrestrial, cable,
ADSL); this new device allows citizens to have access
to the services offered by Public Administration using
the common television present in any house. Itis based
on a broadcast infrastructure, compatible to European
standards of Digital Video Broadcasting (DVB), and
on an application infrastructure, compatible to Multi-
media Home Platform (MHP) standard. The potential
areas of application are personal data, local taxation,
consumptions, telegrams and postal documents, health,
mobility, Social Security, education, and work.

Usability: The delivery mechanism must be straight-
forward to use with minimum effort required. Some
general rules to guide these principles are maintain
a simple design, reducing the number of tables and
frames; summarize the key contents on the display;
reduce the pages to an adequate number to vehicle the
informationto the user; make the navigation easy and the
remote-control ergonomic; guarantee an intuitive and
simple layout; make the visual and graphics elements
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have no impact on the timing of downloading; create  ENDNOTE

indexes and supports to the navigation that contribute

to fasten the process of searching. ! Thisaction planfollows the “eEurope plan2002,”
approved by the Eupean Council in Feira (Portu-
gal) in 2000.
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WCDMA AND MULTIMEDIA SUPPORT

Recentyears have witnessed the rapid progress in hand-
held devices. This has resulted in a growing number of
mobile phones or PDAs that have a built-in camera to
record still pictures or live videos. Encouraged by the
success of second generation cellular wireless networks,
researchersare now pushing the 3G standard to support
aseamless integration of multimedia data services. One
of the main products is WCDMA (Holma & Toskala,
2001), short for wideband code division multiple ac-
cess. WCDMA networks have 80 million subscribers
in 46 countries at the time of this writing.

WCDMA can be viewed as a successor of the 2G
CDMA system. In fact, many WCDMA technologies
can be traced back to the 2G CDMA system. However,
WCDMA air interface is specifically designed with
envision to support real time multimedia services. To
name some highlights, WCDMA:

e Supports both packet-switched and circuit-
switched data services. Mobile best-effort data
services, such as Web surfing and file downloads,
are available through packet service.

. Has more bandwidth allocated for downlink and
uplink than the 2G systems. Ituses a5 MHz wide
radio signal and a chip rate of 3.84 mcps, which
is about three times higher than CDMA2000.

e Supportadownlink data rate of 384 kbps for wide
areacoverage and up to 2 Mbps for hot-spot areas,
which is sufficient for most existing packet-data
applications. WCDMARelease 5 (Erricson, 2004)
adopts HSDPA (High-speed downlink packet ac-
cess), which increases peak data rates to 14 Mbps
in the downlink.

To achieve high data rate, WCDMA uses several
new radio interface technologies, including (1) shared

channel transmission, (2) higher-order modulation, (3)
fast link adaptation, (4) fast scheduling, and (5) hybrid
automatic-repeat-request (HARQ). These technologies
have been successfully used in the downlink HSDPA,
and will be used in upcoming improved uplink radio
interface in the future. The rest of this article will
explain the key components of the radio interface in
WCDMA.

BACKGROUND

The first CDMA cellular standard is IS-95 by the U.S.
Telecommunication Industry Association (TIA). In
CDMA system, mobile users use the same radio chan-
nel within a cell when talking to the base station. Data
from different users is separated because each bit is
direct-sequence spread by a unique access code in the
time domain. This even allows adjacent cells to use
the same radio frequency with acceptable transmission
error rate, which results in perhaps the most important
advantages CDMA-based cellular network has over
TDMAand FDMA: high cell capacity. CDMAnetwork
is able to support more users and higher data rates than
TDMA/FDMA based cellular networks for the same
frequency bandwidth (Gilhousen, Jacobs, Padovani,
Viterbi, Weaver, & Wheatley, 1991).

On the CDMA downlink, the base station simulta-
neously transmits the user data for all mobiles. On the
uplink, mobile transmissions are in an asynchronous
fashion and their transmission power is controlled by
the base station. Due to the asynchronous nature in
the uplink, Signal-Interference-Ratio (SIR) in uplink
is much lower than downlink. Thus, the capacity of a
CDMA network is typically limited by its uplink. Im-
proving uplink performance has been one of the most
active research topics in the CDMA community.

Copyright © 2009, 1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.



Three main competing CDMA-based 3G systems
are CDMA2000 (Esteves, 2002), WCDMA (Holma &
Toskala, 2001), and TD-SCDMA, all based on direct-
sequence CDMA (DS-CDMA). Commonalitiesamong
these systems are: close-loop power control, high data
rate in downlink, link-level adaption, TDM fashion
transmission, fair queue scheduling, and so forth. Main
differencesreside inthe frequency bandwidth of carrier,
link-adaption methods, and differentimplementation of
signaling protocol. TD-SCDMA use TDD separation
between uplink and downlink.

Aside from these industry standards, hybrid sys-
tems integrating WCDMA and WLAN have attracted
a great deal of attention recently. One such system
is described by Wang and Liu (2005). Such systems
might offer the final solution toward true multimedia
experiences in wireless.

WCDMA DOWNLINK

WCDMA downlink provides Forward traffic CHannels
(FCH) for voice connections and Downlink Shared
CHannel (DSCH) for high-speed data services. The
DSCH is a common channel shared by several users
based on time or code multiplexing. For example, the
DSCH can be allocated to a high data rate user, or as-
signed to several concurrent lower bit rate users with
code multiplexing. The base station uses a downlink
control channel for sending out fast power control
command and accessing parameters (spreading factor,
channelization codes, etc).

The recently released High-Speed downlink Packet
Data Access (HSPDA) (Erricson, 2004) provides
enhanced support for interactive data services and
multimedia streaming services. The key features of
HSDPA are rapid adaptation to changes in the radio
environmentand fast retransmission of erroneous data.
Thespreading factor inthe DSCH canvary from4to 256
for different data rates. Together with adaptive modu-
lation, hybrid-ARQ, power allocation and other link
adaptation techniques, this feature allowsthe WCDMA
downlink to offer high-speed data services.

With HSPDA, the channel usage can be regulated
by a fast-scheduling (Bharghavan, Lu, & Nandagopal,
1999) algorithm. Instead of round-robin scheduling, the
radio resources can be allocated to mobile users with
favorable channel condition. The probability that the
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base station will find a “good” mobile station is quite
high especially when the cell is crowded. The overall
downlink capacity can be increased significantly. Such
a channel-dependent scheduling is known as multiuser
diversity. The main drawback of this method is that
mobile users with bad channel condition might receive
little or no service. The WCDMA standard allows in-
dividual vendors to implement their own scheduling
algorithms with different emphasis in access fairness
and overall throughput.

WCDMA UPLINK

WCDMA uplink supports two different transmission
modes. The voice mode is compatible to 1S-95, which
provides the connection-oriented service in asynchro-
nous fashion. The data rate in the voice mode is low
(about 10 kbps), but the delay and BER is guaranteed
in this type of service. The other uplink transmission
mode in WCDMA is the shared data access mode. Es-
sentially a best effort service, this mode allows mobile
stations to be polled by the base station for transmis-
sion. Still without QoS guarantee, the base-controlled
data mode allows a much higher throughput than the
voice channels.

The peak uploading speed is usually cited as an
important performance metric for uplinks. However,
this term is often misleading because it does not tell the
true uplink performance of the network. Peak upload-
ing speed is usually observed in a clean environment,
where in-cell/out-cell interference is minimized. In
reality, the achievable data rate is highly dependant
on the nearby radio activity in the same frequency
band. To achieve high data rate, uplink power control
and scheduling algorithms must be carefully designed
(Akyildiz, Levine, & Joe,1999).

Uplink data mode can be implemented in different
ways. In one approach, the uplink is accessed through
data frame, which is further divided to equal-size time
slots. Each 10 ms frame is split into 15 slots. Each slot
isof length 2,560 chips. The base station will broadcast
the allocation of different time slots for the mobile
stations in the cell. For a given time slot, only the
assigned mobile station will transmit. This approach
requires mobile stations to be able to synchronize with
the uplink time slots to avoid transmission conflict.
Within each time slot, adaptive modulation is used for
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high throughput. As in the downlink HSPDA, the base
station can also optimize the transmission schedule of
the mobiles for maximum cell throughput.

Power Control

Power control (Holtzmann, Nanda, & Goodman, 1992)
is essential in all CDMA networks to solve the near-
far problem and channel dynamic. The power control
algorithm is executed at the base station to regulate the
transmit power of mobile devices to reduce interference.
The goal is that the base station shall receive the same
power level from all mobile users in the cell regardless
of their distance from the base station. Without power
control, mobile signal from cell center will dominate and
swarm the signal from the cell edge. The base station
may not be able to detect signal for far-away mobiles,
and thus the probability of call-drops is increased.

Take an uplink as an example. A simplification of the
received signal strength (at the BS) for the i-th mobile
station is:

here p, is the transmission power for the i-th mobile,
G, is the channel attenuation for the i-th mobile, SF is
the spread factor, and n counts for other noise source.
Therefore, if the transmitting power of one particular
user is much higher than that of others, it will dominate
the overall received power at the BS. This will result
in high transmission error for the other users. In 1S-95,
the BS constantly measures the observed SIR level for
all connected MSs, and piggyback a single-bit power
command (increase or decrease transmission power by
a fixed amount) every 5 ms.

The power control mechanism in WCDMA uplink
uses a close-loop feedback control. If the power level
from one mobile is too high and generating unneces-
sary interference with the other mobiles in the network,
or the power level is lower than the desired level, the
base station will send a power control packet through
the downlink to the specific mobile station to make
necessary adjustment. In order to keep the received
power at a suitable level, WCDMA has a fast power
control that updates power levels every 1 ms.

Adaptive Modulation

Link adaption, or adaptive modulation, is the ability to
use different modulation schemes based on the channel
condition. In WCDMA network, channel conditions
in both downlink and uplink can vary dramatically
between different positions in the cell, as shown in
Figure 2. If a mobile is close to the base station and
there is little co-channel interference, the received
signal at the base station will have a high SIR. With a
high SIR, a higher-order modulation, such as QPSK,
might be used within the acceptable BER range. It is
also possible to use a shorter spreading factor to fur-
ther increase the data rate. In WCDMA downlink, the
highest modulation order is 16-quadrature amplitude
modulation (16-QAM), which carries 4 information
bits per transmitted symbol. But if radio conditions
are less than optimum, the air interface might have
to change to a low-order modulation scheme (such as
BPSK) and a long spreading factors to maintain low
transmission errors. In order to make the best use of
radio resource, fast link adaptation of the transmission
parametersto instantaneous radio conditionsis required
in both downlink and uplink.

In addition to the modulation selection, WCDMA
uses power control to compensate for the time-varying

Figure 1. Channel quality variation in cellular networks
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radio channel conditions. In WCDMA downlink, the
total available transmitting power at the base station
is limited. Thus, power control must allocate appro-
priate power among mobile users. Typically, a large
part of the total transmission power should be given
to communication links with bad channel conditions.
The problem of joint-rate and power adaptation with
SIR and power constraints for downlink is described
by Kim, Hossain, and Bhargava (2003). Kim et al.
specifically addressed this problem in a multicell and
VSG-CDMA system.

Hybrid-ARQ

Hybrid-ARQ is a link-layer coding method where a
corrupted packet can be corrected by retransmitting
partial packet data. Data blocks in the original packet
areencoded for Forward Error Correction (FEC), while
retransmissions requested by the receiver attempt to
correct the detectable errors that can not be corrected
by FEC. In WCDMA, hybrid-ARQ is used as a link
adaption method in the downlink to dynamically
change code rate and the data rate to the mobile chan-
nel. The downlink HSDPA describes the specification
of hybrid-ARQ in WCDMA (Malkamalu, Mathew, &
Hamalainen, 2001).

Downlink packet data services use Hybrid-ARQ
mechanism at the radio link control (RLC) layer. In the

Figure 2. MC-CDMA Transmitter at mobile station
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basic type I hybrid ARQ scheme, the data transmitted
at the base station contains four repetitions interleaved
withthreetimeslots, and the data portionineach replica
is FEC coded. If the receiving mobile station packet
detects transmission errors, the packet is discarded and
anegative acknowledgement is sent to the base station.
Otherwise, a positive acknowledgement is sent. If the
base station receives a positive acknowledgement
before transmitting the replica of the original packets,
the time slot for the replica will be canceled and reas-
signed to other packets.

Another type of hybrid-ARQ scheme uses a more
sophisticated retransmission method. Instead of sending
out an exact replica of the original packet, the base sta-
tion sends some incremental redundancy bits provided
for subsequent decoding. Such ARQ methods are also
called Incremental Redundancy (IR) ARQ schemes.
With such IR ARQ schemes, a packet containing
transmission errors is not discarded, but is combined
with the redundancy bits as they arrive in the follow-up
retransmissions for error correction.

Multicarrier CDMA

The technologies discussed above have been used in
the current WCDMA radio interface. Researchers are
now focusing on several new technologies to further
improve the physical layer data rates. One such tech-
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nology involves using OFDM in conjuncture with
multiple access technologiesto provide high bandwidth
for mobile uplink. One such system is Multicarrer
Direct-spread CDMA (MC-DS-CDMA) (Kondo &
Milstein, 1996; Namgoong & Lehnert, 2002; Xu &
Milstein, 2001)

The basic idea of the MC-DS-CDMA is to send
replicas of spreading sequence in multiple subcarriers
to enhance signal SIR. This isessentially an alternative
approach of the time domain spread in conventional
DSCDMA. Another multicarrier CDMASsystemis MC-
CDMA, proposed by Linnartz (2001). In MC-CDMA,
user data are first spread in the time domain as in con-
ventional DS-CDMA system. The spreaded sequence
is then serial-parallel converted and transmitted at
N orthogonal subcarriers. Compared to the MC-DS-
CDMA, this scheme has a higher spectrum efficiency
because each OFDM symbol contains N different chips
(a OFDM symbol in MCDS-CDMA only contains one
chip information). A proposed MC-CDMA transmitter
at the mobile side is shown in Figure 2.

The key design problem in MC-CDMA system is
the optimal allocation of OFDM carriersamong mobile
users, and consequently, the allocation of transmission
power on each subcarrier for all mobiles. Due to the
multiuser diversity on all subcarriers, it is possible to
use adaptive modulation (Wang, Liu, & Cen, 2003) for
further performance gain. In particular, when adaptive
modulation is used for subcarrier at all mobile stations,
cochannel orthogonality might be violated even with
perfect transmission synchronization and orthogonal
spreading codes. These techniques are believed by
many to be the ultimate answer to provide true stream-
ing multimedia experiences in the next generation
cellular networks.

CONCLUSION

WCDMA represents the first wireless cellular network
that supports multimediaservice. Itwill evolve tohandle
higher bit rates and higher capacity. The downlink
performance has been improved significantly with new
technologies in radio interface (as much as 14 Mbps
is observed in HSDPA downlink). It is expected that
these radio interface technologies will also boost uplink
performance in a similar manner. The technologies
discussed will eventually allow true mobile streaming

video/audio experience anywhere and anytime, which
will have a huge impact on business, entertainment,
and everyday life.
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KEY TERMS

BPSK: Refers to Binary Phase Shift Keying, a
constant amplitude modulation technique to convert
a binary 1 or 0 to appropriate waveforms. The two
waveforms have the same amplitude and their phase
is separated by 180 degrees.

CDMA: Refers to Code Division Multiple Access.
It is a spread spectrum multiplexing transmission
method which uses a redundant information encoding
method to deal with cochannel interference. In a most
simplified setup, an information bit will be duplicated
N times, and each chip will be modulated by ascramble

14

Advances of Radio Interface in WCDMA Systems

sequence before transmitted to the media. The receiv-
ing end will descramble the received signal using the
same scramble sequence to recover the transmitted
information.

Cochannel Interference: Inwireless environments,
multiple devices may transmit with the same physical
frequency. These signals will superimpose each other
and their summation will be detected at receiver. The
transmissions of other devices are thus interference/
noise to the intended device.

Downlink: Transmission from the base station to
the mobile terminal.

OFDM: Orthogonal Frequency Division Multi-
plexing is a modulation technique for transmission
over a frequency-selective channel. OFDM divides the
channel into multiple orthogonal frequencies, and each
frequency will use a subcarrier where data streams are
transmitted. Because the concurrent subcarriers carry
different data streams, OFDM allows high spectral
efficiency.

Uplink: Transmission from the mobile terminals
to the base station.

WCDMA: Wideband Direct Spread CDMA tech-
nique. [tisamajor standard/specification for third-gen-
eration (3G) cellular network. WCDMA is designed to
offer high data rate to support 3G mobile functionalities,
such as Internet surfing, video download/upload, and
interactive real-time mobile applications. WCDMA
was selected as the air interface for UMTS, the 3G data
part of GSM. Attempts were made to unify WCDMA
(3GPP) and CDMA-1X (3GPP2) standards in order to
provide a single framework.
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INTRODUCTION

We seem to be entering an era of enhanced digital
connectivity. Computers and Internet have become so
embedded inthe daily fabric of people’s lives that people
simply cannot live without them (Hoffman, Novak, &
Venkatesh, 2004). We use this technology to work, to
communicate, to shop, to seek out new information,
and to entertain ourselves. With this ever-increasing
diffusion of computers in society, human—computer
interaction (HCI) is becoming increasingly essential
to our daily lives.

HClI design was first dominated by direct manipula-
tion and then delegation. The tacit assumption of both
styles of interaction has been that the human will be
explicit, unambiguous, and fully attentive while con-
trolling the information and command flow. Boredom,
preoccupation, and stress are unthinkable even though
they are “very human” behaviors. This insensitivity of
current HCI designs is fine for well-codified tasks. It
works for making plane reservations, buyingandselling
stocks, and, as a matter of fact, almost everything we
do with computers today. But this kind of categorical
computing is inappropriate for design, debate, and
deliberation. In fact, it is the major impediment to
having flexible machines capable of adapting to their
users and their level of attention, preferences, moods,
and intentions.

The ability to detect and understand affective states
of a person we are communicating with is the core of
emotional intelligence. Emotional intelligence (EQ) is
afacet of human intelligence that has been argued to be
indispensable and even the most important for a suc-
cessful social life (Goleman, 1995). When it comes to
computers, however, notall of themwill need emotional
intelligence and none will need all of the related skills
that we need. Yet human—machine interactive systems
capable of sensing stress, inattention, and heedfulness,
and capable of adapting and responding appropriately
to these affective states of the user are likely to be
perceived as more natural, more efficacious, and more
trustworthy. The research area of machine analysis of
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human affective statesand employmentof this informa-
tion to build more natural, flexible (affective) HCI goes
by a general name of affective computing, introduced
first by Picard (1997).

RESEARCH MOTIVATION

Besides the research on natural, flexible HCI, vari-
ous research areas and technologies would benefit
from efforts to model human perception of affective
feedback computationally. For instance, automatic
recognition of human affective states is an important
researchtopic for video surveillance as well. Automatic
assessment of boredom, inattention, and stress will be
highly valuable in situations where firm attention to a
crucial, but perhaps tedious task is essential, such as
aircraft control, air traffic control, nuclear power plant
surveillance, or simply driving a ground vehicle like
a truck, train, or car. An automated tool could provide
prompts for better performance based on the sensed
user’s affective states.

Another area that would benefit from efforts towards
computer analysis of human affective feedback is the
automatic affect-based indexing of digital visual mate-
rial. A mechanism for detecting scenes/frames which
containexpressions of pain, rage, and fear could provide
a valuable tool for violent-content-based indexing of
movies, video material and digital libraries.

Other areas where machine tools for analysis of
human affective feedback could expand and enhance
research and applications include specialized areas
in professional and scientific sectors. Monitoring and
interpreting affective behavioral cues are important
to lawyers, police, and security agents who are often
interested in issues concerning deception and attitude.
Machine analysis of human affective states could be
of considerable value in these situations where only
informal interpretations are now used. It would also
facile the research in areas such as behavioral science
(instudies onemotion and cognition), anthropology (in
studies on cross-cultural perception and production of
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Table 1. The main problem areas in the research on affective computing

analyzer of human affective states.

affective feedback.

of affective states.

. What is an affective state? This question is related to psychological issues pertaining to the
nature of affective states and the way affective states are to be described by an automatic

. What kinds of evidence warrant conclusions about affective states? In other words, which
human communicative signals convey messages about an affective arousal? This issue
shapes the choice of different modalities to be integrated into an automatic analyzer of

. How can various kinds of evidence be combined to generate conclusions about affective
states? This question is related to neurological issues of human sensory-information fusion,
which shape the way multi-sensory data is to be combined within an automatic analyzer

affective states), neurology (in studies on dependence
between emotional abilities impairments and brain
lesions), and psychiatry (in studies on schizophrenia)
in which reliability, sensitivity, and precision are per-
sisting problems. For a further discussion, see Pantic
and Bartlett (2007) and Pantic, Pentland, Nijholt, and
Huang (2007).

THE PROBLEM DOMAIN

While all agree that machine sensing and interpreta-
tion of human affective information would be quite
beneficial for manifold research and application areas,
addressing these problems is notan easy task. The main
problem areas are listed in Table 1.

What is an affective state? Traditionally, the terms
“affect” and “emotion” have been used synonymously.
Following Darwin, discrete emotion theorists propose
the existence of six or more basic emotions that are
universally displayed and recognized (Lewis & Havi-
land-Jones, 2000). These include happiness, anger,
sadness, surprise, disgust, and fear. In other words,
nonverbal communicative signals (especially facial and
vocal expression) involved in these basic emotions are
displayed and recognized cross-culturally. In opposi-
tion to this view, Russell (1994) among others argues
that emotion is best characterized in terms of a small
number of latentdimensions (e.g., pleasantvs. unpleas-
ant, strong vs. weak), rather than in terms of a small
number of discrete emotion categories. Furthermore,
social constructivists argue that emotions are socially
constructed ways of interpreting and responding to
particular classes of situations. They argue further that
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emotion is culturally constructed and no universals
exist. Then there is lack of consensus on how affec-
tive displays should be labeled. For example, Fridlund
(1997) argues that human facial expressions should
not be labeled in terms of emotions but in terms of
behavioral ecology interpretations, which explain the
influence a certain expression has in a particular con-
text. Thus, an “angry” face should not be interpreted
as anger but as back-off-or-1-will-attack. Yet, people
still tend to use anger as the interpretation rather than
readiness-to-attack interpretation. Another issue is that
of culture dependency: the comprehension of a given
emotion label and the expression of the related emotion
seemto be culture dependent (Wierzbicka, 1993). Also,
it is not only discrete emotional states like surprise or
anger thatare ofimportance for the realization of proac-
tive human—-machine interactive systems. Sensing and
responding to behavioral cues identifying attitudinal
states like interest and boredom, to those underlying
moods, and to those disclosing social signaling like
empathy and antipathy are essential. However, there is
even less consensus on these nonbasic affective states
than there is on basic emotions. In summary, previous
research literature pertaining to the nature and suit-
able representation of affective states provides no firm
conclusions that could be safely presumed and adopted
in studies on machine analysis of affective states and
affective computing. Hence, we advocate that pragmatic
choices (e.g., application- and user-profiled choices)
must be made regarding the selection of affective states
to be recognized by an automatic analyzer of human
affective feedback (Pantic & Rothkrantz, 2003).
Which human communicative signals convey
information about affective state? Affective arousal



Affective Computing

modulates all verbal and nonverbal communicative
signals (Ekman & Friesen, 1969). However, the visual
channel carrying facial expressions and body gestures
seems to be most important in the human judgment of
behavioral cues (Ambady & Rosenthal, 1992). Ratings
that were based on the face and the body were 35%
more accurate than the ratings that were based on the
facealone. Yet, ratings that were based onthe face alone
were 30% more accurate than ratings that were based
on the body alone and 35% more accurate than ratings
that were based on the tone of voice alone. However, a
large number of studies in psychology and linguistics
confirm the correlation between some affective dis-
plays (especially basic emotions) and specific audio
signals (e.g., Juslin & Scherer, 2005). Thus, automated
human affect analyzers should at least include facial
expression modality and preferably they should also
include modalities for perceiving body gestures and
tone of the voice.

How are various kinds of evidence to be combined
to optimize inferences about affective states? Humans
simultaneously employ the tightly coupled modalities
of sight, sound, and touch. As a result, analysis of the
perceived information is highly robust and flexible.
Thus, in order to accomplish a multimodal analysis of
human interactive signalsacquired by multiple sensors,
which resembles human processing of such informa-
tion, input signals should not be considered mutually
independent and should not be combined only at the
end of the intended analysis as the majority of current
studies do. Moreover, facial, bodily, and audio expres-
sions of emotions should not be studied separately, as
is often the case, since this precludes finding evidence
of the temporal correlation between them. On the other
hand, a growing body of research in cognitive sciences
argues that the dynamics of human behavior are crucial

foritsinterpretation (e.g., Ekman & Rosenberg, 2005).
Forexample, ithas been shown that temporal dynamics
of facial behavior are a critical factor for distinction
between spontaneous and posed facial behavior as
well as for categorization of complex behaviors like
pain (e.g., Pantic & Bartlett, 2007). However, when
it comes to human affective feedback, temporal dy-
namics of each modality separately (visual and vocal)
and temporal correlations between the two modalities
are virtually unexplored areas of research. Another
largely unexplored area of research is that of context
dependency. One must know the context in which the
observed interactive signals have been displayed (who
the expresser is and what his current environment and
task are) in order to interpret the perceived multisensory
information correctly. Insummary, an “ideal” automatic
analyzer of human affective information should have
the capabilities summarized in Table 2.

THE STATE OF THE ART

Because of the practical importance and the theoretical
interest of cognitive scientists discussed above, auto-
matic human affect analysis has attracted the interest
of many researchers in the past three decades. The very
first works in the field are those by Suwa, Sugie, and
Fujimora (1978), who presented an early attempt to
automatically analyze facial expressions, and by Wil-
liams and Stevens (1972), who reported the first study
conducted onvocal emotion analysis. Since late 1990s,
an increasing number of efforts toward automatic af-
fect recognition were reported in the literature. Early
efforts toward machine affect recognition from face
images include those of Mase (1991) and Kobayashi
and Hara (1991). Early efforts toward machine analy-

Table 2. The characteristics of an ““ideal’” automatic human-affect analyzer

analysis of the sensed data)

. Multimodal (modalities: visual and audio; signals: facial, bodily,and vocal expres-
sions)

. Robust and accurate (despite occlusions, changes in viewing and lighting conditions,
and ambient noise, which occur often in naturalistic contexts)

. Generic (independent of physiognomy, sex, age, and ethnicity of the subject)

. Sensitive to the dynamics of displayed affective expressions (performing temporal

. Context-sensitive (realizing environment- and task-dependent data interpretation in
terms of user-profiled affect-descriptive labels)
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sis of basic emotions from vocal cues include studies
like that of Dellaert, Polzin, and Waibel (1996). The
study of Chen, Huang, Miyasato, and Nakatsu (1998)
represents an early attempt toward audiovisual affect
recognition. Currently, the existing body of literature in
machine analysis of human affect is immense (Pantic
etal., 2007; Pantic & Rothkrantz, 2003; Zeng, Pantic,
Roisman, & Huang, 2007). Most of these works attempt
to recognize a small set of prototypic expressions of
basic emotions like happiness and anger from either
face images/video or speech signal. They achieve an
accuracy of 64% to 98% when detecting three to seven
emotions deliberately displayed by 5-40 subjects.
However, the capabilities of these current approaches
to human affect recognition are rather limited:

*  Handle only a small set of volitionally displayed
prototypic facial or vocal expressions of six basic
emotions.

* Do not perform a context-sensitive analysis (ei-
ther user-, or environment-, or task-dependent
analysis) of the sensed signals.

* Do not perform analysis of temporal dynamics
and correlations between differentsignals coming
from one or more observation channels.

»  Donotanalyzeextracted facial or vocal expression
information on different time scales (i.e., short
videos or vocal utterances of asingle sentence are
handled only). Consequently, inferencesaboutthe
expressed mood and attitude (larger time scales)
cannot be made by current human affect analyz-
ers.

e Adoptstrongassumptions. Forexample, facial af-
fectanalyzerscantypically handle only portraits or
nearly-frontal views of faces with no facial hair or
glasses, recorded under constantilluminationand
displaying exaggerated prototypic expressions of
emotions. Similarly, vocal affectanalyzersassume
usually that the recordings are noise free, contain
exaggerated vocal expressions of emotions; thatis,
sentences that are short, delimited by pauses, and
carefully pronounced by nonsmoking actors.

Hence, while automatic detection of the six basic
emotions in posed, controlled audio or visual displays
can be done with reasonably high accuracy, detecting
these expressions or any expression of human affec-
tive behavior in less constrained settings is still a very
challenging problem due to the fact that deliberate
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behavior differs in visual appearance, audio profile,
and timing, from spontaneously occurring behavior.
Due to this criticism received from both cognitive and
computer scientists, the focus of the research in the field
started to shift to automatic analysis of spontaneously
displayed affective behavior. Several studies have
recently emerged on machine analysis of spontaneous
facial and/or vocal expressions (Pantic et al., 2007;
Zeng et al., 2007).

Also, it has been shown by several experimental
studies that integrating the information from audio
and video leads to an improved performance of affec-
tive behavior recognition. The improved reliability of
audiovisual (multimodal) approaches in comparison to
single-modal approaches can be explained as follows.
Current techniques for detection and tracking of facial
expressionsare sensitive to head pose, clutter, and varia-
tions in lighting conditions, while current techniques
for speech processing are sensitive to auditory noise.
Audiovisual (multimodal) data fusion can make use
of the complementary information from these two (or
more) channels. In addition, many psychological stud-
ies have theoretically and empirically demonstrated the
importance of integration of information from multiple
modalities to yield a coherent representation and infer-
ence ofemotions (e.g.,Ambady & Rosenthal, 1992). As
aresult, an increased number of studies on audiovisual
(multimodal) human affect recognition have emerged
in recent years (Pantic et al., 2007; Zeng et al., 2007).
Those include analysis of pain and frustration from
naturalistic facial and vocal expressions (Pal, lyer, &
Yantorno, 2006), analysis of the level of interest in
meetings fromtone of voice, head and hand movements
(Gatica-Perez, McCowan, Zhang, & Bengio, 2005), and
analysis of posed vs. spontaneous smiles from facial
expressions, head, and shoulder movements (Valstar,
Gunes, & Pantic, 2007), to mention a few. However,
most of these methods are context insensitive, do not
perform analysis of temporal dynamics of the observed
behavior, and are incapable of handling unconstrained
environments correctly (e.g., sudden movements, oc-
clusions, auditory noise).

CRITICAL ISSUES

The studies reviewed in the previous section indicate
two new trends in the research on automatic human
affect recognition: analysis of spontaneous affective
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behavior and multimodal analysis of human affective
behavior including audiovisual analysis and multicue
visual analysis based on facial expressions, head
movements, and/or body gestures. Several previously
recognized problems have been studied in depth in-
cluding multimodal data fusion on both feature-level
and decision-level. At the same time, several new
challenging issues have been recognized, including the
necessity of studying the temporal correlations between
the different modalities (audio and visual) and between
various behavioral cues (e.g., prosody, vocal outbursts
like laughs, facial, head, and body gestures). Besides
this critical issue, there are a number of scientific and
technical challenges that are essential for advancing
the state of the art in the field.

. Fusion: Although the problem of multimodal
data fusion has been studied in great detail (Zeng
et al., 2007), a number of issues require further
investigation including the optimal level of inte-
grating different streams, the optimal function for
the integration, as well as inclusion of suitable
estimations of reliability of each stream.

*  Fusion and context: How to build context-
dependent multimodal fusion is an open and
highly relevantissue. Note that context-dependent
fusion and discordance handling were never at-
tempted.

*  Dynamics and context: Since the dynamics of
shown behavioral cues play a crucial role in hu-
man behavior understanding, how the grammar
(i.e., temporal evolvement) of human affective
displays can be learned. Since the grammar of
human behavior is context-dependent, should
this be done in a user-centered manner or in an
activity/application-centered manner?

. Learning vs. education: What are the relevant
parameters in shown affective behavior that an
anticipatory interface can use to supporthumansin
theiractivities? How should this be (re-)learned for
novel usersand new contexts? Instead of building
machine learning systems that will not solve any
problem correctly unless they have been trained
onsimilar problems, we should build systems that
can be educated, that can improve their knowl-
edge, skills, and plans through experience. Lazy
and unsupervised learning can be promising for
realizing this goal.

. Robustness: Most methods for human affect
sensing and context sensing work only in (often
highly) constrained environments. Noise, fastand
sudden movements, changes in illumination, and
so on, cause them to fail.

. Speed: Many of the methods in the field do not
perform fast enough to support interactivity.
Researchers usually choose more sophisticated
processing rather than real time processing. A
typical excuse is, according to Moore’s Law, is
that we will have faster hardware soon enough.

CONCLUSION

Multimodal context-sensitive (user-, task-, and appli-
cation-profiled and affect-sensitive) HCI is likely to
become the single most widespread research topic of
artificial intelligence (Al) research community (Pantic
etal., 2007; Picard, 1997). Breakthroughs in such HCI
designs could bring about the most radical change in
computing world; they could change not only how
professionals practice computing, but also how mass
consumers conceive and interact with the technology.
However, many aspects of this “new generation” HCI
technology, in particular ones concerned with the inter-
pretation of human behavior at a deeper level and the
provision of the appropriate response, are not mature
yet and need many improvements.
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KEY TERMS

Affective Computing: The research area con-
cerned with computing that relates to, arises from, or
deliberately influences emotion. Affective computing
expands HCI by including emotional communication
together with appropriate means of handling affective
information.

Anticipatory Interface: Software application that
realizes human—computer interaction by means of
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understanding and proactively reacting (ideally, in a
context-sensitive manner) to certain human behaviors
such as moods and affective feedback.

Context-sensitive HCI: HCI in which the com-
puter’s context with respect to nearby humans (i.e.,
who the current user is, where he is, what his current
task is, and how he feels) is automatically sensed,
interpreted, and used to enable the computer to act or
respond appropriately.

Emotional Intelligence: A facet of human intel-
ligence that includes the ability to have, express, rec-
ognize, and regulate affective states, employ them for
constructive purposes, and skillfully handle the affective
arousal of others. The skills of emotional intelligence
have been argued to be a better predictor than 1Q for
measuring aspects of success in life.

Human-Computer Interaction (HCI): The com-
mand and information flow that streams between the
user and the computer. It is usually characterized in
terms of speed, reliability, consistency, portability,
naturalness, and users’ subjective satisfaction.

Human-Computer Interface: A software ap-
plication, a system that realizes human-computer
interaction.

Multimodal (Natural) HCI: HCI in which com-
mand and information flow exchanges via multiple
natural sensory modes of sight, sound, and touch. The
user commands are issued by means of speech, hand
gestures, gaze direction, facial expressions, and so
forth, and the requested information or the computer’s
feedback is provided by means of animated characters
and appropriate media.
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THE SOURCE OF THE PROBLEM

Although they are non-educational institutions, fi-
nancial institutions have specific training needs. The
greatest priority in employee training arises when the
bank launches a new financial product or service. The
difficulty, in such cases, lies in training the employees
in all the regional branches so that they can offer good
service to meet the clients’ demand for the product.

In developing the training program, two factors
have to be considered:

e The department responsible for developing the
new financial product keeps it secret during the
development phase. Therefore, the technical de-
tails, tax treatment, and other issuesrelating to the
product are known only after it has been designed
and is ready to be launched. Consequently, it
is impossible to train employees until the new
product has been completely developed; and

e Traditionally, employee training is pyramidal.
First of all, the trainers in each training center
are trained. These, in turn, train the managers, in
groups, fromthe mostimportant branches. Finally,
these managers are responsible for training the
employees in their offices.

Considering the specific needs of the employees, and
to obtain the maximum profitability from new financial
products, we defined the pilot project called Factory
to minimize time and cost spent in the development of
e-learning courses for financial institutions.

This project was conceived to cover the above-
mentioned weaknesses detected in the training process
of an important financial institution. The pilot project
goals were:

e To improve the spread of knowledge, and
e To minimize the course development cost and
time.

Theremainder of thisarticle is structured as follows.
Asummary of the main concepts around e-learning are
analyzed: concepts, definitions, and platforms. After
that, we present the results obtained from a project to
developad hoc e-learning courses with what we call the
Factory tool. This pilot project consisted of two main
parts: developing the Factory tool, and developing the
courses with and without this tool, in order to compare
the cost/benefit for the institution.

E-LEARNING

E-learning, also known as “Web-based learning” and
“Internet-based learning”, means different things to
different people. The following are a few definitions
of e-learning:

. The use of new multimedia technologies and
the Internet to improve the quality of learning
by facilitating access to resources and services
as well as remote exchanges and collaboration
(Kis-Téth & Komenczi, 2007);

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Learning and teaching environment supported
by electronic, computing media; the definition
includes: (E-Learning in a New Europe, 2005)
° People (teachers, students, etc.),

° ICT: computers, notebooks, mobile phones,
PDA’s, new generation of “calculators”, and
so forth;

Learning facilitated and supported through the use

of information and communication technologies,

according to LTSN Generic Centre;

Learning supported or enhanced through the ap-

plication of Information and Communications

Technology (LSDA, 2005);

Computer-supported learning thatis characterized

by the use of learning systems or materials that

are: (Alajanazrah, 2007)

° Presented in a digital form;

° Featured with multi- and hyper-media;

° Support interactivity between learners and
instructors;

° Available online; and
° Learner-oriented;
E-learning is the convergence of learning and the
Internet, according to Bank of America Securi-
ties;
E-learning is the use of network technology to
design, deliver, select, administer, and extend
learning, according to Elliott Masie of The Masie
Center;
E-learning is Internet-enabled learning. Compo-
nents can include content delivery in multiple
formats, management of the learning experience,
and a networked community of learners, content
developers, and experts. E-learning provides
faster learning at reduced costs, increased ac-
cess to learning, and clear accountability for all
participants in the learning process. In today's
fast-paced culture, organizations that implement
e-learning provide their work force with the abil-
ity to turn change into an advantage, according
to Cisco Systems;

E-learning isthe experience of gaining knowledge

and skills through the electronic delivery of edu-

cation, training, or professional development. It
encompasses distance learning and asynchronous
learning, and may be delivered in an on-demand
environment, or in a format customized for the
individual learner (Stark, Schmidt, Shafer, &
Crawford, 2002);

. E-learning is education via the Internet, network,
or standalone computer. It is network-enabled
transfer of skillsand knowledge. E-learning refers
to using electronic applications and processes
to learn. E-learning applications and processes
include Web-based learning, computer-based
learning, virtual classrooms, and digital col-
laboration. Content is delivered via the Internet,
intranet/extranet, audio or video tape, satellite
TV, and CD-ROM (Elearnframe, 2004);

*  Any technologically-mediated learning using
computers, whether from a distance or in a face-
to-face classroom setting (computer-assisted
learning) (USD, 2004); and

* Any learning that utilizes a network (LAN,
WAN, or Internet) for delivery, interaction, or
facilitation; this would include distributed learn-
ing, distance learning, computer-based training
(CBT) delivered over a network, and WBT. It can
be synchronous, asynchronous, instructor-led,
computer-based, or a combination (LCT, 2004).

In a general way, the most accepted definition for e-
learning is: “The use of technologiesto create, distribute
and deliver valuable data, information, learning and
knowledge to improve on-the-job and organizational
performance and individual development”. Although
it seems to focus on Web-based delivery methods, it
is actually used in a broader context.

There are many well-known organizations that
are making a big effort to standardize the concepts,
processes, and tools that have been developed around
e-learning:

e The Aviation Industry CBT (Computer-Based
Training) Committee (AICC) (http://www.aicc.
org/) (AICC, 1995, 1997) is an international
association of technology-based training profes-
sionals. The AICC develops guidelines for the
aviation industry to develop, deliver, and evalu-
ate CBT and related training technologies. The
AICC develops technical guidelines (known as
AGRs), forexample, platform guidelines for CBT
delivery (AGR-002), a DOS-based digital audio
guideline (AGR-003) before the advent of window
multimedia standards, a guideline for Computer
Managed Instruction (CMI) interoperability, this
guideline (AGR-006) resulted inthe CMI systems
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that are able to share data with LAN-based CBT
courseware from multiple vendors. In January,
1998, the CMI specifications were updated to
include Web-based CBT (or WBT). This new
Web-based guidelineiscalled AGR-010. In 1999,
The CMI (LMS) specifications were updated to
include a JavaScript API interface. In 2005, the
Package Exchange Notification Services (PENS)
guideline (AGR-011) allows Authoring/Content
Management system to seamlessly integrate
publishing with LMS systems, and the Training
Development Checklist (AGR-012) describes a
checklist of AICC guidelines to consider before
purchasing or developing CBT/WBT content or
systems;

The IEEE Learning Technology Standards
Committee (LTSC) (http://www.ieeeltsc.org/)
is chartered by the IEEE Computer Society
Standards Activity Board to develop accredited
technical standards, recommended practices, and
guides for learning technology. The Standard
for Information Technology, Learning Technol-
ogy, and Competency Definitions (IEEE, 2003;
O’Droma, Ganchev, & McDonnell, 2003) defines
auniversally-acceptable Competency Definition
model to allow the creation, exchange, and reuse
of Competency Definition in applications such as
Learning Management Systems, Competency or
Skill Gap Analysis, Learner and other Competency
profiles, and so forth. The standard (IEEE, 2004)
describes a data model to support the interchange
of dataelementsand their values between acontent
object and a runtime service (RTS). It is based
on a current industry practice called “computer-
managed instruction” (CMI). The work on which
this Standard is based was developed to support
a client/server environment in which a learning
technology system, generically called a learn-
ing management system (LMS), delivers digital
content, called content objects, to learners. In
2005, LTSC defined two standards (IEEE, 2005a,
2005Db), which allow the creation of data-model
instances in XML,

The IMS Global Learning Consortium (http://
www.imsproject.org/) develops and promotes
the adoption of open technical specifications for
interoperable learning technology. The scope for
IMS specifications (IMS, 2003a, 2003b), broadly
defined as "distributed learning", includes both on
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and offline settings, taking place synchronously
(real-time) orasynchronously. This meansthat the
learning contexts benefiting from IMS specifica-
tions include Internet-specific environments (such
as Web-based course management systems) as
well as learning situations that involve off-line
electronic resources (such as a learner accessing
learning resources on a CD-ROM). The learners
may be in a traditional educational environment
(school, university), inacorporate or government
training setting, or at home. IMS has undertaken
a broad scope of work. They gather requirements
through meetings, focus groups, and other sources
around the globe to establish the critical aspects of
interoperability in the learning markets. Based on
these requirements, they develop draft specifica-
tions outlining the way that software must be built
in order to meet the requirements. In all cases,
the specifications are being developed to support
international needs;

The Advanced Distributed Learning (ADL)

(http://www.adlnet.org/) initiative, sponsored by

the Office of the Secretary of Defense (OSD), isa

collaborative effort between government, indus-
try, and academia to establish a new distributed
learning environment that permits the interoper-

ability of learning tools and course content on a

global scale. The following are several technolo-

gies the ADL initiative is currently pursuing:

o Repository systems provide key infrastruc-
ture for the development, storage, manage-
ment, discovery, and delivery of all types
of electronic content;

° Game-based learning is an e-learning ap-
proach that focuses on design and “fun’;

° Simulations are examples of real-life situ-
ations that provide the user with incident
response decision-making opportunities;

° Intelligent Tutoring Systems (ITS): “Intel-
ligent” in this context refers to the specific
functionalities that are the goals of ITS
development;

o Performance Aiding (also called Perfor-
mance Support) is one of the approaches
being used to support the transformation.
Improved human user-centered design of
equipment, replacing the humanrole through
automation, as well as new technology
for job performance are examples of the
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transformational tools under investigation
to bridge the gap between training, skills,
and performance;

° Sharable Content Object Reference Model
(SCORM) was developed as a way to
integrate and connect the work of these
organizations in support of the Department
of Defense’s (DoD) Advanced Distributed
Learning (ADL) initiative. The SCORM is
a collection of specifications adapted from
multiple sourcesto provide acomprehensive
suite of e-learning capabilities that enable
interoperability, accessibility and reusability
of Web-based learning content (SCORM®
2004, 2006);

The Center for Educational Technology Interop-
erability Standards (CETIS) (http://www.cetis.
ac.uk) represents UK higher and further education
oninternational educational standards initiatives.
These include: the IMS Global Learning Consor-
tium; CEN/ISSS, a European standardization; the
IEEE, the international standards body now with
a subcommittee for learning technology; and the
ISO, the International Standards Organization,
now addressing learning technology standards;
The ARIADNE Foundation (http://www.ariadne-
eu.org/) was created to exploitand further develop
the results of the ARIADNE and ARIADNE II
European projects. These projects created tools
and methodologies for producing, managing, and
reusing computer-based pedagogical elements
and telematics-supported training curricula. The
project’s concepts and tools were validated in vari-
ous academic and corporate sites across Europe;
and
Promoting Multimedia Access to Education and
Training in European Society (PROMETEUS).
PROMETEUS was part of the eEurope 2005
initiative that finished at the end of year 2005 and
was followed by the i2010 initiative (Europa.eu,
2006). The output from the Special Interest Groups
within PROMETEUS could be in the form of
guidelines, best practice handbooks, recommen-
dationsto standards bodies, and recommendations
to national and international policy-makers. The
objectives of PROMETEUS were:

To improve the effectiveness of the cooperation

between education and training authorities and

establishments, users of learning technologies,

and service and content providers and producers
within the European society;

To foster the development of common European
and international standards for digital multimedia
learning content and services;

To give a global dimension to their cooperation,
and to having open and effective dialogues on
issues relating to learning technologies policy
with policy-makers in other regions of the world,
while upholding Europe’s cultural interests and
specificities;

To consider that the way to achieve these goals is
by following certain common guidelines organiz-
ing their future co-operation; and

To consider that these guidelines should be based
upon analysis of the needs expressed by users of
the information and communication technologies
in the education and training sectors.

In summary, the main and common goal for these

standards is the reuse and interoperability of the
educational contents between different systems and
platforms.

There are many e-learning tools used in different

contexts and platforms but, in general, Web-based
training is the tread for the training process in many
institutions.

Software tools used in Web-based learning are

ranked by function:

1.

Authoring Tools: Essentially, multimedia cre-
ation tools;
Real-Time Virtual Classrooms: A software
product or suite that facilitates the synchronous,
real-time delivery of content or interaction by the
Web;
Learning Management Systems (LMS): Enter-
prise software used to manage learning activities
through the ability to catalog, register, deliver, and
track learners and learning. Within the learning
management systems category, there are at least
three subsets of tools:

a. Course Management Systems (CMS):
Software that manages media assets,
documents, and Web pages for delivery
and maintenance of traditional Web sites;
it generally consists of functions including
content manager, asynchronous collabora-
tion tool, and learning record-keeper;
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b. Enterprise Learning Management Sys-
tems (ELMS): Provides teams of develop-
ers with a platform for content organization
and delivery for a varied kind of content;
and

c. Learning Content Management Systems
(LCMS): A multi-user enterprise software
that allows organizations to author, store,
assemble, customize, and maintain learn-
ing content in the form of reusable learning
objects.

There are many platforms and tools for e-learning;
authors made an analysis of the most relevant ones
(Table 2) considering eight key features that are rated
as: 0 (Not present), 1 (Partially presented), 2 (Pres-
ent). In Table 1, we define the above mentioned key
features.

The e-learning process is not only for educational
institutions; actually more institutions use e-learning
systems to train their employees.

Non-educational institutions have specific needs
and priorities in e-learning. The financial entities pri-
oritize the speed in which courses can be designed for
the delivery of new products and services. Courses for
training in financial entities are characterized by:

e Speed in the generation: The delivery of a new

product or service requires efficiency in the mul-
timedia resources integration;

Table 1. Features for e-learning tools evaluation

Virtual Teams and Meeting
Spaces

Workflow Control .
chical way.
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. Uniformity in design: The graphic designs are
similar for each specific entity (color, logos,
etc.);

. Specificity: Each course is designed for a par-
ticular entity which does not want to exchange
contents with other institutions;

. The contents belong to a specific domain, and
their structure is predetermined;

e The evaluation processes are simple; and

e The information is restricted to the employees
concerned.

With these characteristics, the use of complex e-
learning tools isnota wise decision from the cost/benefit
point of view.

This is the opposite of the standardization needs
such as those outlined by the European Union regard-
ing the Single European Information Space (European
Commission, 2005). This program and those of other
educational entities require wide scope, variety of styles,
designs, and mainly capacity to exchange contents
(European Union, 2003).

THE E-FACTORY PROJECT

The e-Factory project consists of two parts: the devel-
opment of the Factory tool, which is addressed in the
section, “Factory Tool”, and a description of the results
obtained using the Factory tool, included in the section,
“Results from the Use of Factory Tool”.

Some special areas for organizing teams’ information and their meetings with the accurate
access and privacy of contents

This capability implies the organization of the teams’ activities in a coherent and hierar-

Search Engine A tool to look for information everywhere in the platform
Extension Capability Some mechanisms to extend and customize the environment functionality

OfficeSuite Integration

Cross-platform Access

Usability particular environment

Accessibility
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This capability implies the option to publish or manage content using any Office Suite
such as Open Office or Microsoft Office.

A user must be able to access the environment using a computer with any operating sys-
tem, any Web browser, and from a personal computer as well as from a mobile device.

The effectiveness, efficiency, and satisfaction with which users can achieve tasks in a

The practice of making environments easier to navigate and read; it is intended to assist
those with disabilities, but it can be helpful to all readers.
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Table 2. E-learning tools comparison

Virtual Teams and
Meeting Spaces

Workflow Control ] 0 0 1

Search Engine 2 2 1 2

Extension

Capability 2 2 z E
Ofﬁc_e Suite Inte- 0 0 0 0
gration

Cross-platform 1 1 1 1
Access

Usability 2 1 1 1
Accessibility 1 1 1 1

Factory Tool

Factory was proposed as the last of a chain of solutions
that the financial institution in question considered for
the training process. So once e-learning was selected as
the training option and the virtual campus (c@mpus)
developed, the e-Factory pilot project got started (1999).
The first step was to develop the Factory tool, whose
main features had to answer the following goals:

1.  Factoryhadtobe portablesothatitcouldbeeasily
installed in any personal computer in the financial
entity. To achieve this, the use of JAVA code was
decided on because the virtual Java machine can
be executed in any personal computer;

2. Factory had to facilitate the development of the
courses, minimizing time and cost of develop-
ment. Therefore, Factory was endowed with a set
of modules which covers all the necessities of a
course. The Factory user can easily and quickly
select not only the contents of the course, but
also its structure (for instance, the course must be
structured in lessons, sections, and paragraphs),

o o BIaCkboard .
Server

1 0 2 1 2
2 1 2 2 2
2 2 2 2 2
0 0 0 0 2
1 1 1 1 2
2 1 2 2 2
1 1 2 1 1

style (for instance, the background must be blue,
all the course material must include the financial
entity’s logo, and an exit button), and exercises.
These imply amodule able to generate structures,
styles, and exercises as well as the correspondent
modules to read structures, styles, exercises, and
contents; and

3. Factory hadto generate courses completely ready
to be published in the selected Internet virtual
campus. Therefore, Factory generated HTML
and XML courses.

As a result of the above-mentioned goals, Figure 1
shows a main packages UML diagram to represent an
overall view of the Factory tool. The solution adopted
for the Factory tool allows:

. Easy inclusion of tracking sentences;

e Visualization of the courses using navigators
that understand HTML and also inclusion of a
module able to generate the same course in XML
code, which can be interpreted by new generation
navigators;
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Figure 1. Factory tool main packages
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Endowing semantic content to the courses using
XML, the same course can be used by different
studentsand, depending ontheir level, the contents
shown will be different; and

Easy inclusion of new packages.

A brief description of each package follows:

Structures generator package: This package
must allow the development of different kinds of
structures for the courses. Sometimes the same
structure is used for courses of the same level;
with this package, the structure is generated once
and reused on different courses;

Styles generator package: This package must
allow the development of different styles for the
courses. Sometimes an organization has a cor-
porate style that must be used in all the courses
during the same year. After that, they change
some icon or image in the general style of the
course. With the use of this package, one style is
generated once and reused on all the courses. The
style normally includes the general appearance
of the course;

Exercises generator package: This package
generates exercises to be included in the courses.
The kinds of exercises developed with this pack-
age are: drag and drop, join with an arrow, test,
and simulation; and

Factory core package: This is the part of the
system in charge of generating the Web course
gathering the contents and exercises, using a se-
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lected style and structure. This package has been

broken down into in smaller ones (see Figure 2).

These are explained below:

° Course tracking package: This is the part
of the system that includes code sentences
in the courses generated to allow student
tracking once the courses are allocated in
a specific virtual campus;

° Structures reader package: Thisis the part of
the systemthatapplies previously-generated
structures to a course to be developed;

° Styles reader package: This is the part of the
system that applies previously-generated
styles to a course to be developed,;

° Exercises reader package: This is the part of
the system that includes previously-gener-
ated exercises in the course under develop-
ment;

° Contents reader package: This is the part
of the system that gathers contents for the
course under development. These may be:
text, multimedia elements, images and
complex contents that are HTML code with
JavaScript, and so forth;

° XML code generator package: Once all the
material is gathered, this part of the system
generates the XML code corresponding to
the course. The XML format was selected
because it allows the development of dif-
ferent levels using the same course; and

° HTML code generator package: Sincenotall
the client Web browsers understand XML,
we decided to endow this package with the
functionality of translating the courses to
HTML. In this case, the semantic potential
of XML is lost.

The Factory tool was developed with JAVAtechnol-
ogy and used Microsoft SQL Server as the database.
The communication with the database was implemented
using the bridge JDBC-ODBC. The course is generated
in HTML or XML format.

Themainstructure of the interface of the application
can be seen in Figure 3.

The course structure allows the insertion of subjects,
and each subject can have one or more lessons. Each
lesson can be structured in pages, and each page can
have information in the form of text, images, multime-
dia, complex contents that represents complex HTML
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Figure 2. Deep view of factory core package
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Figure 3. Factory general interface
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Factory has a course generator process as a final
process forthe course publication. The prodl_Jct forthis  The last part of the e-Factory project was the use of
process is the HTML or XML pages (see Figure 5). the Factory tool to compare cost and development time
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paper.
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Figure 4. Factory form for multimedia resources integration
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Table 3. Data comparison

Course
Hours

Course name Development

Time (Hours)
Leasing 15 560

House Credit 12 420
Business Online 25 350
Time Management 9 280

Advanced Excel 15 350
EURO 10 280

Table 3showsthe costand time comparison between
course development with and without the Factory tool.
Asthe courses developed without the Factory tool were
outsourced, we do not know exactly the kind of tool
used in their development.

As can be seen above, if we take the Leasing course
as an example, it was developed in 560 hours when
outsourced, as opposed to 210 hours when using the
Factory tool. In relation to the cost, the Leasing course
cost 14,300 euros when outsourced, while it costs 12,000
euros when it was developed using the Factory tool,
which included the cost to train the people in the use
of the Factory tool. So the benefits for the financial
entity are important.

CONCLUSION

The main e-learning problem in a financial institution
arose when developing the course for a new financial
product since, if three months were needed, the urgent
training these courses demanded was lost. To solve this
problem, a Factory tool allowed the development of
new courses within a few weeks. This tool facilitated
the rapid gathering and integration of contents in the
courses.

The e-Factory project has obtained excellent results
in many aspects:

e The Factory tool is able to develop courses in
HTML and XML format of different levels of

_ Without Factory With Factory

Cost Course Development Cost
(euros) Hours Time (Hours) (euros)
14300 15 210 12000
13300 15 210 12000
15000 15 280 16000
36100 20 210 12000
12110 15 70 4000
12110 15 70 4000
12000 15 70 4000
12500 20 140 8000
12000 10 70 4000
12000 20 140 8000

complexity. It can be easily enhanced, is portable
because it is written in JAVA, and can be used by
people with little computer science knowledge. It
also covers the expectations of a research tool in
the sense that the Factory is developed using the
latest tendencies in the area of new technologies
and e-learning; and

e Thewhole e-Factory project has achieved all the
proposed goals. From the data gathered, it can
be seen that the financial institution has notably
reduced the cost in training its employees. It is
also expected that the impact of new financial
products on the market will produce anincrement
in the benefits of the financial institution.

FUTURE TRENDS

Although the Factory was developed to solve the
problems of training in financial institutions, it would,
in fact, be a useful tool in any kind of institution with
training needs. Usually the contents of the courses are
ready and, using Factory, the teacher can easily prepare
the lessons for the students in HTML or XML format
without any knowledge of specific Web tools.
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KEY TERMS

ADL/SCORM ADLNet (Advanced Distributed
Learning Network): An initiative sponsored by the
U.S. federal government to “accelerate large-scale
development of dynamic and cost-effective learning
software and to stimulate an efficient market for these
products in order to meet the education and training
needs of the military and the nation’s workforce of
the future.” As part of this objective, ADL produce
SCORM (Sharable Content Object Reference Model), a
specification for reusable learning content. Outside the
defense sector, SCORM is being adopted by a number
of training and education vendors as a useful standard
for learning content. By working with industry and aca-
demia, the Department of Defense (DoD) is promoting
collaboration inthe developmentand adoption of tools,
specifications, guidelines, policies, and prototypes that
meet these functional requirements:

e Accessiblefrommultiple remote locations through
the use of meta-data and packaging standards;

e Adaptablebytailoring instructiontothe individual
and organizational needs;

. Affordable by increasing learning efficiency and

productivity while reducing time and costs;

. Durable across revisions of operating systems
and software;

. Interoperable across multiple toolsand platforms;
and

. Reusable through the design, management, and
distribution of tools and learning content across
multiple applications.

AICC: The Aviation Industry CBT (Computer-
Based Training) Committee (AICC) isan international
association that develops guidelines for the aviation
industry in the development, delivery, and evaluation
of CBT and related training technologies. The objec-
tives of the AICC are to:

e Assist airplane operators in development of
guidelineswhich promote the economic and effec-
tive implementation of computer-based training
(CBT);

*  Develop guidelines to enable interoperability;
and

*  Provide an open forum for the discussion of CBT
(and other) training technologies.

Authoring Tool: A software application or pro-
gram used by trainers and instructional designers to
create e-learning courseware; types of authoring tools
include instructionally-focused authoring tools, Web
authoring and programming tools, template-focused
authoring tools, knowledge capture systems, and text
and file creation tools.

Blended Learning: Itisadelivery methodology that
includes using ICT as appropriate, for example, Web
pages, discussion boards, e-mail alongside traditional
teaching methods including lectures, discussions, face-
to face teaching, seminars, or tutorials.

Case study: This is a scenario used to illustrate
the application of a learning concept; it may be either
factual or hypothetical.

Courseware: This is any type of instructional or
educational course delivered via a software program
or over the Internet.

E-learning process: This is a sequence of steps or
activities performed for the purpose of learning, and
using technology to manage, design, deliver, select,
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transact, coach, support, and extend learning.

IEEE LTSC: Learning Technologies Standards
Committee consists of working groups that develop
technical standards in approximately 20 different areas
of information technology for learning, education, and
training. Their aim is to facilitate the development,
use, maintenance, and interoperation of educational
resources. LTSC has been chartered by the IEEE Com-
puter Society Standards Activity Board. The IEEE isa
leadingauthority intechnical areas, including computer
engineering.

It is intended to satisfy the following objectives:

. Provide a standardized data model for reusable
Competency Definition records that can be ex-
changed or reused in one or more compatible
systems;

. Reconcile various existing and emerging data
models into a widely-acceptable model;

. Provide a standardized way to identify the type
and precision of a Competency Definition;

*  Provide a unique identifier as the means to un-
ambiguously reference are usable Competency
Definition regardless of the setting in which this
Competency Definition is stored, found, retrieved,
or used; and

. Provide a standardized data model for additional
information about a Competency Definition,
such as a title, description, and source, compat-
ible with other emerging learning asset metadata
standards.
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Information and Communication Technologies
(ICT): Thisis the combination of computing and com-
municationtechnologies (including computer networks
and telephone systems) that connect and enable some
of today’s most exciting systems, for example, the
Internet.

Learning Management Systems (LMS): This is
enterprise software used to manage learning activities
through the ability to catalog, register, deliver, and
track learners and learning.

Training: This is a process that aims to improve
knowledge, skills, attitudes, and/or behaviors inaperson
to accomplish a specific job task or goal. Training is
often focused on business needs and driven by time-
critical business skills and knowledge, and its goal is
often to improve performance. See also Teaching and
Learning.

Web Site: This is a set of files stored on the World
Wide Web and viewed with a browser such as Internet
Explorer or Netscape Navigator. AWebsite may consist
of one or more Web pages.
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INTRODUCTION

Consumer-to-consumer (C2C) electronic commerce (e-
commerce) is increasing as a means for individuals to
buy and sell products (eMarketer, 2007). The majority
of research surrounding C2C e-commerce deals with
online auctions (Lin, Li, Janamanchi, & Huang, 2006;
Melnik & Alm, 2002) or aspects of online auctions such
as the reputation systems (Standifird, 2001). However,
C2C e-commerce is being conducted in many differ-
ent venues in addition to online auctions, such as third
party listing services and virtual communities (Jones
& Leonard, 2006).

Consumers can be quite resourceful when iden-
tifying one another to buy/sell their products even
when a formal structure to conduct such transactions
is not provided. However, when C2C e-commerce is
conducted outside a formalized venue such as online
auctions and third party listing services, the lines of
accountability can be blurred. It makes one wonder
why a consumer would choose to participate in C2C
e-commerce in venues not designed to facilitate this
kind of exchange. One such unstructured venue is a
virtual community. Thisarticle will discuss the possible
reasons why consumers are feeling more comfortable
transacting with one another in this particular venue.

BACKGROUND

Andrews (2002) defines community as not a physical
place but as relationships where social interaction oc-
curs among people who mutually benefit. A virtual
community, or an online community, uses technol-
ogy to form the communication between the people;
it offers a space “for people to meet, network, share,
and organize” (Churchill, Girgensohn, Nelson, & Lee,
2004, p. 39).

Armstrong and Hagel (1996) describe virtual com-
munities as meeting four consumer need types: transac-
tion, interest, fantasy, and relationship. A community
of transaction is traditionally organized by a vendor.
The company would allow the buying and selling of
products/services in the community environment.
However, the transaction community could be estab-
lished by a multitude of buyers and sellers organizing
together to facilitate a transaction type. A community
of interest allows people of a particular interest or topic
to interact. It also offers more interpersonal communi-
cation than a transaction community. One example is
the “The Castle” that focuses on Disneyland interests
(Lutters & Ackerman, 2003). A community of fantasy
allows people to create new personalities or stories. In
this type of community, real identities do not matter.
A community of relationship allows people with the
same life experiences to interact, for example, those
suffering from cancer oran addiction (Josefsson, 2005).
Of course, these virtual communities are not mutually
exclusive; therefore, a transaction could occur in any
of the realms.

Cothrel (2000) discusses virtual community seg-
ments interms of business-to-business (B2B), business-
to-consumer (B2C), and employee-to-employee (E2E).
B2B communities consist of suppliers, distributors,
customers, retailers, and so forth who are connected by
ameaningful relationship (Lea, Yu, & Maguluru, 2006),
whereas B2C communities consist of customers only
and E2E communities consist of employees only. Each
of the segments offers advantages; however, none offera
clear explanation on how C2C transactions could occur
inavirtual community. Essentially, the B2C communi-
ties are opening an area of trust and mutual interest for
online consumers. Trust and building trust in virtual
communities is extremely important for interactions to
occur and for the community to survive. Leimeister,
Ebner, and Krcmar (2005) examined trust in a virtual
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community of German cancer patients. They found that
perceived goodwill and perceived competence result
in trust creation between the community members and
lead to the success of the virtual community. This trust
among virtual community members leads to transac-
tions between the community members, that is, C2C
e-commerce. Andrews (2002) suggests that knowing the
demographics of an online group will help to sustain it
asavirtual community. Therefore, virtual communities
can be characterized by their size and their members’
demographics. Sproull and Patterson (2004) suggest
that people can easily meet/interact in virtual communi-
ties, and in doing so, they discover common interests.
This discovery can lead to the community members’
participation inotheractivities in the “physical-world,”
such as C2C transactions.

It is evident that many researchers have discussed
virtual communities, and some have studied impact,
trust, design, and so forth of these realms. However,
studies have not been conducted regarding how C2C
e-commerce occurs in virtual communities. Since C2C
e-commerce in virtual communities is not considered
to be a structured, established commerce mechanism,
it can be difficult to understand how commerce occurs.
The next section will further explore the aspects of
virtual communities that lead to consumer participation
in C2C e-commerce.

C2C E-COMMERCE IN VIRTUAL
COMMUNITIES

Asdiscussed in the previous section, virtual communi-
ties, while conducted online, are indeed created to repre-
sent relationships based on some common bond. In this
light, concepts from the anthropology literature, such
as rite of passage, appear to be relevant. Determining
why consumers would transact in virtual communities
as opposed to structured areas, such as online auctions,
may be answered by exploring some of these anthro-
pologic concepts. Members of a virtual community
act in ways consistent with a face-to-face community.
These actions are transcribed in all dealings within the
community, even when members of the community
transact individually with one another. Therefore, even
though there is no formal governance over individual
transactions such as C2C e-commerce, the members
continue to follow the culture and rituals established
by the community. This can be seen by mapping the
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events in C2C e-commerce in virtual communities to
the normal events of a community.

Trice and Beyer (1984) define rites as “relatively
elaborate, dramatic, planned sets of activities that
consolidate various forms of cultural expressions into
one event, which is carried out through social interac-
tions, usually for the benefit of an audience” (p. 655).
Below is a brief explanation of types of rites (passage,
enhancement, degradation, renewal, conflict reduc-
tion, and integration) and how they are displayed in
virtual communities. A review of the Trice and Beyer
(1984) article will provide a more in depth discussion
of each type.

Rite of passage is probably the most discussed type
of rite. Arite of passage is represented when a particular
eventchanges the status of those involved. Forexample,
the birth of a child is a rite of passage for a woman to
become a mother. In terms of the virtual community,
one might consider the first act of participation in the
community astherite of passage to becoming amember
of that community.

Rite of enhancement is defined as the recogni-
tion of the efforts of a member in a community and
the public praise of that member (e.g., awards). In a
virtual community, rites of enhancement can be seenin
terms of support and approval of various submissions,
acclamation for efforts displayed in the community, and
recommendations of the member to roles of leadership
in the community. Much like the feedback system in
the online auction format, members are allowed to rate
each other’s participation and comments. The reputa-
tion points of a member are very visible and help to
indicate how close the member is to the opinions of
the other members of the community. In addition, an
administrator has the ability to name a member of the
community to the moderator position. This increases
the member’s power in terms of making decisions for
the community.

Rite of degradation isan event in which amember
isremoved fromaprivileged position in the community
back to the same level as the other members or the
member is completely removed from the community.
This is represented in a virtual community when one
member is asked to be the moderator of the community
and is subsequently removed from leadership based on
comments or actions within the community. Members
of a community can also be banned from participat-
ing, and/or individual members can select members
to “ignore” in the community. In contrast to the rite of
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enhancement, which is seen quite often, this type of
rite is seen very little.

Rite of renewal is an event meant to regenerate
or refocus communities. This type of rite can be seen
in virtual communities when various subgroups of the
community become the main focus of that community.
For example, a virtual community with the theme
“decision support” may have a subgroup focused on
“knowledge management.” When this subgroup is fre-
quented by more members than the main community,
the main community may renew itself in the form of
awhole new community with the knowledge manage-
ment theme.

Rite of conflict reduction is an event designed to
bring peace to acommunity. For example, the instance
described above regarding the new formation of a
knowledge management community may be consid-
ered a situation in need of a rite of conflict reduction.
It may be that members from the original community
are disgruntled at the refocusing of the community and
are, inturn, “forming a front” to those in the subgroup.
Authorities from the two communities could design an
event to reconcile the two groups and form a stronger
community.

Finally, a rite of integration is an event used to
“rekindle” connections among members of a com-
munity (i.e., the feeling of renewed connections). In
terms of a virtual community, members may stage an
event to discuss in-depth a topic which is known to
affect each member of the community. In displaying
the common feelings among the group, this event can
strengthen the bond which connected the members in
the beginning.

Many of these types of rites can be seen when
members of a virtual community participate in C2C
e-commerce. Take the following example of a C2C e-
commercetransaction. Member Ahas beenamember of
the virtual community for many months. This member
determines that he has a need for a particular product
which would enhance his participation in the commu-
nity. For example, the community has discussed the
use of Web technology to hold conferences regarding
various topics inthe community. Member Ainquiresthe
community as to who may have the products he needs
and iswilling to transact with him. Member B, who has
also been a member of the virtual community for many
months, replies that he indeed has the products and is
willing to sell them. An exchange of posts is conducted
in which Member A and Member B negotiate on the

price (Member B wishes to be compensated for the cost
of shipping, etc.). After the terms are agreed upon, the
two post the needed information for the transaction.
Member A receives the product in the condition and
time specified by Member B. Member B receives the
agreed upon payment. Once the transaction has been
completed, both members post some type of feedback
indicating that the transaction was successful.

Different types of rites may be seen if the transac-
tion does not go as smoothly as the one listed above.
Forexample, Member B could receive the agreed upon
payment, but fail to send Member A the products. In
this case, Member Amay go back to the community and
provide bad feedback regarding Member B. Member A
may even “shadow” Member B by immediately posting
the sentence, “When are you going to send my stuff?”
after each message that Member B posted, regardless
of the topic. This action may begin to irritate the other
members of the community. Some may become angered
at Member A for taking the action. Others may be an-
gry at Member B for not completing the transaction
appropriately. In a more extreme case, Member A may
request the community administrator have Member B
removed from the community. However, the admin-
istrator may find that it would hurt the community to
lose Member B’s participation for taking action (or
Member A’s participation for inaction). In either of the
cases, the administrator may feel the need to facilitate
some type of compromise between the two. In doing so
(perhaps facilitating the return of payment to Member
A), the two members reconcile and all rejoin the group.
The administrator then decides to host a Web event to
reconnect all users and bring them back to the original
topic of the community. Figure 1 shows a mapping of
these situations to the types of rites.

Even though the transaction was between Member
A and Member B, the result had a connection back to
the virtual community. In the case of the successful
transaction, good feedback (i.e., rite of enhancement)
was presented to the group. In the case of the unsuc-
cessfultransaction, bad feedback and subsequentaction
was taken by the community (i.e., rite of degradation,
rite of conflict reduction, and rite of integration). The
community had no defined standards regarding C2C
e-commerce transactions. However, in both cases, the
members continued the sentiment of a face-to-face com-
munity by following the natural course of integrating
the virtual community into the transaction. Indoingthis,
the members make the virtual community a part of the
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Figure 1. C2C e-commerce transaction mapping in a virtual community

Rite of Passage:
Doth Member A and Member D
join the community

Rite of Renewal:
Members A and B agree 1o make a
transaction — changing the nature of
Lheir relativnship

Successful C2C E-
Commerce Transaction

Rite of Enhancement: J

Positive feadback is provided to the
community regarding each member

transaction. This behavior may provide the community
members with a sense of transacting with neighbors
rather than faceless consumers behind astructured C2C
e-commerce venue such as an online auction.

FUTURE TRENDS

Increasingly, virtual communities are being designed
with areas specifically targeted to facilitate C2C e-
commerce transactions. Soon a virtual community
will not be considered complete without such an area.
Community administrators could identify and elect
moderators for those areas of the community alone. In
this way, the community itself could take a larger role
in the C2C e-commerce transactions being conducted
within the community. Higher standards could be set
for the community which would provide members with
even more of a sense of security when dealing with the
other members of the group.

Researchers should expand research being con-
ducted in the C2C e-commerce area to include virtual
communities and other unstructured venues such as
chat rooms and e-mail forums. In order to get a com-
plete picture of why C2C e-commerce is growing,
all venues should be explored. Ritualistic behavior
of consumers needs to be examined further in terms
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Unsuccessful C2C E-
Commerce Transaction

Rite of Degradation:
Member A provides poor feedback
to the community; Member A's
raquest for Member B's removal

Rite of Conflict Reduction:
The administrator facilitates some
compromise

Rite of Integration:

The admimstrator taciltates some
event to reconnect the community

of C2C e-commerce (Rook, 1985). Answers to ques-
tions such as, “how do consumers decide one person
is more trustworthy than another,” and “what types
of products would persuade a consumer to participate
in C2C e-commerce when they normally would not,”
may be found by studying the rituals consumers follow
when searching for buyers/sellers of various products.
In addition, researchers should continue to compare
and contrast the structured and unstructured venues
of C2C e-commerce. Results of these types of studies
will benefit consumers in their decisions regarding
participation, location, and structure needed to suc-
cessfully transact with other consumers.

CONCLUSION

When consumers join avirtual community and become
an active participant in that community, they begin to
feel that communal bond with the other members. This
is further facilitated inthe way that virtual communities
mimic face-to-face communities in the configuration
and actions of the members. Infollowing thisanthropo-
logic approach, members build relationships in virtual
communities much as they do in person. Therefore, it
seems logical that they would trust members of their
own community when conducting C2C e-commerce.
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Even though there may not be written standards by
which members are to adhere when conducting such
transactions, members feel comfortable in the fact that
the community will take care of itself and in turn take
care of the members.
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KEY TERMS

Community: Relationships that exist between
people with a common interest.

Consumer-to-Consumer (C2C) Electronic Com-
merce (E-commerce): The buyingand selling of goods
and services electronically by consumers.

Rite of Conflict Reduction: Events designed to
bring peace to a community.

Rite of Degradation: An event in which someone
is removed from some position in the community back
to level with the other members or even completely
removed from the community.

Rite of Enhancement: Recognizing the efforts of
some member in a community and publicly praising
that member.

Rite of Integration: An event used to “rekindle”
connections among members of a community.
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Rite of Passage: When some event changes the
status of a member(s) in a community.

Rite of Renewal: Events meant to regenerate or
refocus communities.

Virtual Community (or Online Community): The
use of technology for people to communicate regarding
a common interest.
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INTRODUCTION

We are increasingly mobile and connected. It is easier
now than ever to access people or content using one
of the many available wireless mobile devices. For
example, global smartphone sales topped $69 mil-
lion in 2006, with projected sales of $190 million by
2011. The number of cellular subscribers worldwide is
expected to grow from 2 billion in 2005 to 3.2 billion
by 2010. Europe and North America are reaching near-
saturation points, and China had the highest number
of subscribers with 400 million at the end of 2005. In
addition, the global market for mobile-phone content,
including music, gaming, and video, is expected to
expand to more than $43 billion by 2010 (Computer
Industry Almanac, 2005, 2006).

The evolution from mainframes to wired desktops
and now wireless mobile devices has caused fundamen-
tal changes in the ways in which we communicate with
others or access, process, create, and share information
(e.g., Castells, Fernandez-Ardevol, & Sey, 2007; Ito,
Okabe, & Matsuda, 2005; Roush, 2005). Just like the
introduction of the mechanical clock altered our percep-
tions of time and the invention of the magnetic compass
changed our view of physical space, continuous and
wireless access to digital resources is redefining the
ways in which we perceive and use our dimensions of
social time and space.

BACKGROUND: A BRIEF HISTORY OF
HIGHLY MOBILE DEVICES

The development of handheld computers (exclud-
ing calculators) can be traced back to the Dynabook
concept in the 1970s, followed by attempts such as
the Psion | (1984), GRiDPaD (1988), Amstrad’s Pen-
Pad and Tandy’s Zoomer (1993), the Apple Newton

(1993-1995), and the eMate (1997-1998). US Robotics
introduced the Palm Pilot in 1996, the first personal
digital assistant (PDA) to feature a graphical user
interface, text input using handwriting recognition
software, and data exchange with a desktop computer.
This device became the forerunner of several genera-
tions of devices powered by the Palm OS (Williams,
2004), manufactured by Palm, Handspring, and Sony.
At the same time, Microsoft pursued the development
of a Windows-based portable device. This resulted in
the release of Windows CE 2.0 in 1997, followed by
the Handheld PC Professional and Windows Mobile
2003 and version 5 Operating Systems (HPC Factor,
2004). Windows-based handhelds and ultra mobile
personal computers (UMPCSs) have been produced by
companies like HP, Compagq, Dell, and more recently
Fujitsu Siemens.

The development of mobile and smart phones has
followed a similar path, starting with mobile rigs in
taxicabs and police cars and early attempts by Erics-
son and Motorola. However, the form factor did not
proliferate until the development of first-generation
cellular (1G) in the early 1980s, soon followed by
second (2G) (1990s), and third (3G) (2000s) genera-
tion mobile phone systems such as global system for
mobile communications (GSM) and universal mobile
telecommunications service (UMTS). Today, a wide
variety of mobile phones and services is available.
Besides voice calls, mobile phones can be used for text
messaging, Internet browsing, e-mail, photo and video
creation, and watching TV. In addition, cell phones
are increasingly used to create and share Web-based
content (Hamill & Lasen, 2005).

Athird and increasingly popular mobile tool is the
portable game console. While many mobile devices
such as handhelds and mobile phones can be used
for games, it is not their primary function. Currently
available systems such as the Nintendo DS and Sony
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PSP have wireless capabilities and can therefore be
networked locally for peer-to-peer gaming or used to
access the Internet (Parika & Suominen, 2006).

Finally, the development of a range of wireless
protocols has played a critical role in the technologi-
cal advancement and widespread popularity of mobile
devices. Currently available and common wireless
technologies are described in Table 1.

GSM and UMTS are primarily used for voice calls
and text messaging. Infrared (IR) and Bluetooth are most
commonly used to create short-range, low-bandwidth
networks such as a personal area network (PAN) to
transfer data between devices that are in proximity
to each other. In contrast, 802.11 wireless protocols
are used to create larger networks (wireless wide area
network [WWAN] and wireless local area network
[WLAN]) and access the Internet.

M-LEARNING

As stated, mobile devices and wireless networks are
redefining the ways in which we live and work, provid-
ing ubiquitous access to digital tools and 24/7 access
to resources in popular and widely-used portable form
factors. New technologies are opening up new oppor-
tunities for learning by allowing learners to be mobile,
connected, and digitally equipped, no longer tethered
to a fixed location by network and power cables. “M-
learning” (short for mobile learning) has been defined
in many different ways. According to Sharples (2007),
current descriptions fall into four broad categories that
focus on the:

Anywhere Anytime Learning with Wireless Mobile Devices

Technology, that is, learning with a wireless
mobile device with the emphasis being on the
device.

. Formal educational system and how mobile tech-
nologies fitinto and can augment institutionalized
learning.

. Learner and more specifically the mobility of
the learner rather than the devices. This has also
been described as learning across contexts.

*  Societal context and how it enables, promotes,

and supports learning on the go.

While there are differences between categories, m-
learning sets itself apart from other forms of learning
in a variety of ways. Its unique characteristics include
mobility in space and time, active, communicative,
and resourceful learners, and the importance of context
(Alexander, 2004; Roush, 2005; Sharples, Taylor, &
Vavoula, 2007; van ‘t Hooft & Swan, 2007).

Mobility in Space and Time

Mobility diminishes boundaries imposed by the brick
and mortar of the school building and the schedule
imposed by the school day. On one hand, wireless
mobile devices, wireless networks, and online spaces
make it possible to extend teaching and learning beyond
school walls and the school day. On the other, they can
bring the larger world into the classroom. As a result,
m-learning provides opportunities to bridge formal
(e.g., school or museum) and informal (e.g., home,
nature, or neighborhood) learning settings, engage
learners in authentic learning tasks, and promote life-

Table 1. Common wireless technologies* (Adapted from Cherry, 2003)

Technology Year introduced in mobile Max Data Rate (Mb/s) Range (meters) Frequency Band
devices

GSM 1991 0.26 100-35,000 400, 450, 850, 1,800, and

1,900 Mhz
UMTS 2001 14 50-6,000 850, 1700, 1885-2025, 2110-

2200 Mhz
IrDA 1995 4 1-2 Infrared
Bluetooth 2000 1-2 100 2.4 Ghz
IEEE 802.11a 1999 25-54 25-75 2.4 Ghz
IEEE 802.11b 1999 6.5-11 35-100 5 Ghz
IEEE 802.11g 2003 25-54 25-75 2.4 Ghz
IEEE 802.11n 2007 (unapproved) 200-540 50-125 2.4 0r5Ghz
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long learning accommodated and supported by digital
technologies.

Active, Communicative, and Resourceful
Learners

Unlike many other technologies currently employed
for learning, wireless mobile devices promote learn-
ing that is learner, not teacher or technology, centered.
The nature of the technology lends itself very well to
both individual learning and collaboration. Individual
learning occurs when learners engage privately with
learning content, while collaboration is public and usu-
ally involves conversation, discussion, or sharing.

Moreover, learners can easily switch back and forth
between private and public learning spaces when us-
ing wireless mobile devices. With desktop or laptop
computers this is much more difficult, because the size
of the hardware makes it difficult to keep individual
learning to oneself, and often creates a physical bar-
rier that stands in the way of effective and meaningful
collaboration. Mobile technology is small enough to
give the learner control over when to share and when
not to, even in relatively small physical spaces (Vahey,
Tatar, & Roschelle, 2007).

In addition, small, mobile technologies are not de-
signed to be shared, implying that each person owns
his or her own device (and often more than one device).
This allows for personalization of learning at many
levels. One-to-one access means anytime, anywhere
access without having to worry about a tool’s avail-
ability. The user also decides who has access to digital
content stored on the user’s device. Finally, a personal
device can be permanently customized to individual
learners’ needs.

Importance of Context

Environments change constantly when learning is not
fixed in one location such as a classroom. Whether
formal or informal, private or public, context influences
how and whatwe learn, and who we learn with. Wireless
mobile devices supportand amplify learninginavariety
of ways when it comes to context. For one, they can
provide learners with a digital information layer on top
of a real-world setting, providing content and context
necessary for a particular task. This is often defined as
mixed or augmented reality. Second, and related, the
information provided by wireless mobile devices canbe

tailored toan individual’sneeds in a specific geographic
location. This is known as context-aware computing,
and takes advantage of tracking technologies such as
Global Positioning Systems (GPS). Third, m-learning
creates context through interaction between learners
and tools. This context is “continually reconstructed”
as environments, resources, and conversations change
constantly (Sharples et al., 2007, pp. 8-9).

Inall, m-learning has obvious advantages over more
traditional ways of learning. M-learning emphasizes
learner over teacher, process over product, multimedia
over text, and knowledge over facts. These emphases
favor learning that encourages learners to employ
higher-level skills such as analysis, synthesis, and
knowledge creation, using mobile technologies to take
care of the lower-level skills. M-learning is also just-
in-time learning as opposed to just-in-case learning,
meaning that learning takes place as the opportunity
arises, with the digital resources available as needed.

New forms of learning are emerging, many of
them having both formal and informal characteristics.
For example, De Crom and Jager (2005) initiated an
Ecotourism Management project at South Africa’s
Tshwane University of Technology that uses PDAS
for learners during field trips (mobility in space and
time). Before departure to the field station, information
about animals, locations, maps, workbook questions,
discussion questions, and surveys are prepared by the
instructor and transferred to the PDAs. At the observa-
tion site, students use the handhelds to access informa-
tion, such as a digital multimedia version of Robert’s
Birds of Southern Africa, an image-based database of
African birds (importance of context). Students take
notes and digital pictures of observations, and work
collaboratively to create and share information based
on what they are observing in the field (active, com-
municative, and resourceful learners). Back on campus
students synchronize their files to a Web-based course
delivery system, analyze and annotate collected data,
and create multimedia presentations or reports.

Another example of how innovative mobile tech-
nologies are advancing m-learning is Frequency 1550
(http://Iwww.waag.org/project/frequentie), ascavenger
hunt-like game using GPS-equipped cell phones and
a local UMTS network. Students travel through Am-
sterdam and learn about its history (mobility in space
and time). They use their mobile phones to download
maps, historical content, and learning tasks; what they
download is dependent on their location in the city
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(importance of context — digital overlays and context-
aware computing). Students work together in small
groups, digitally capturing re-enactments of historical
events in the locations where they actually took place.
These multimedia products are then shared with other
students at a base station, usually a school (active,
communicative, and resourceful learners).

EMERGING AND FUTURE TRENDS

Thinking aboutthe activities we engage inonany given
day, most of uswould be surprised athow many of them
involve some type of digital tool. That’s because we of-
tentake the technology for granted and focus instead on
the task at hand. Despite the fact that digital technology
will continue to develop and change in ways we cannot
possibly imagine, current visionaries (e.g., Abowd &
Mynatt, 2000; Roush, 2005, Thornburg, 2006) agree
that future tools will be predominantly:

. Personal: Usersincreasingly expect one-to-one or
one-to-many access, and the ability to customize
and personalize digital tools to meet individual,
business, and learning needs.

. Mobile: Also known as always-on-you technol-
ogy. Mobility has become a more prominent part
of our lives and is here to stay. Even though we
interactwith stationary technologies suchasATM
machines, these are shared tools. Truly personal
tools will have to be mobile to be useful for learn-
ing purposes.

. Networked and connected to the Internet 24/7:
Always-on, wireless technology enables learners
to access content and communication tools on
the fly as the need arises. It allows them to build
ad hoc networks locally, search literally a world
full of information, and communicate with others
near and far.

e Accessible: For mobile tools to have a global im-
pact in education, they need to be cheap and easy
to use. Cost-effectiveness is being illustrated by
the proliferation of cell phone networks in many
poorer regions of the world, as it is cheaper to
bypass wired computer networks and telephone
landlines altogether. Mobile devices should also
be easy to master so that the technology does not
get in the way of learning.
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. Flexible: Learners should have choices in the
tools they use and how and when they use them.
This often means that a mobile tool is repurposed
for a task it was not designed for, but works well
just the same.

e Social: Our society is not only getting more
mobile, it is ever more social as well. The same
goes for learning. Technology lets us interact and
collaborate with others near and far. Itallows us to
create, share, aggregate, and connect knowledge
in ways not possible before.

. Multimodal: We are living in a world that is no
longer dominated by printed text, but is increas-
ingly multimodal. For education, this means
that wireless mobile devices should support the
consumption, creation, and sharing of different
media formats including text, image, sound, and
video.

. Contextual: Devices should be aware of their
surroundings, for example, via GPS, in order to
provide learners with appropriate content and
context based on their physical location. Besides,
wireless mobile devices should provide learners
with ways to create context for themselves as
well as other learners.

In addition, digital learning content will have to be
open content, as users have come to expect immediate,
unhindered, and free access todigital information. Open
contentallows learners to search and browse ideas (not
necessarily in linear or sequential fashion), aggregate
and synthesize information, and make new connec-
tions. On the flip side, open content allows experts to
easily share what they know by putting it online for
all to see (Breck, 2007).

Given all of these developments, future m-learning
research should focus on how wireless mobile tech-
nologies are changing interactions between learners,
digital content, and technology, and how education will
need to adapt to a world that is increasingly mobile
and connected (van ‘t Hooft & Swan, 2007). How can
we create the best possible tools for learning without
the technology getting in the way? How can mobile
technologies bestaccommodate and support active and
collaborative learning? How does context affect learn-
ing, especially when it constantly changes?
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CONCLUSION

The last few years have seen a global explosion in the
use of highly mobile and connected digital devices, and
all indications are that this is a trend that will continue.
As users turn to portable devices for their communica-
tion, information, and entertainment needs, it is only
natural that these same tools will be used more and
more for learning.

Digital tools are increasingly mobile, personal,
connected, accessible, flexible, social, multimodal,
and contextual. These device characteristics, combined
with changes in digital content, are allowing users to
transcend traditional boundaries of space and time.
Learners are more likely to be active and communica-
tive, and use a variety of tools and resources. Contexts
play an essential role as learners navigate both digital
and real-world environments, often simultaneously so
that one context supports learning in the other.

Finally, general perceptions of learning are changing
drastically. Unfortunately, in educational institutions
change is the exception rather than the rule and many
classrooms resemble classrooms of a distant past. If for-
mal education isto embrace the affordances of wireless
mobile technologies to promote anywhere, anytime, and
lifelong learning, then we need to reconsider the ways
inwhich teachers teach and students learn in schools. It
is the process that counts, not the location that it hap-
pens in, and as long as educators hang on to outdated
ideas of learning, schools will become disconnected
further and further from the rest of society.

REFERENCES

Abowd, G.E., & Mynatt, E.D. (2000). Charting past,
present, and future research in ubiquitous computing.
ACM Transactions on Computer-Human Interaction,
7(1), 29-58.

Alexander, B. (2004). Going nomadic: Mobile learn-
ing in higher education. EDUCAUSE Review, 39(5),
29-35.

Breck, J. (2007). Education’s intertwingled future.
Educational Technology Magazine, 47(3), 50-54.

Castells, M., Fernandez-Ardevol, M., & Sey, A. (2007).
Mobile communication and society: A global perspec-
tive. Cambridge, MA: MIT Press.

Cherry, S.M. (2003). The wireless last mile. IEEE
Spectrum, 40(9), 18-22.

Computer Industry Almanac. (2005, September). China
tops cellular subscriber top 15 ranking: Cellular sub-
scribers will top 2B in 2005. Retrieved March 2, 2007,
from http://www.c-i-a.com/pr0905.htm

Computer Industry Almanac. (2006, March). Smart-
phones to outsell PDAs by 5:1 in 2006 [press release].
Retrieved March 2, 2007, from http://www.c-i-a.com/
pr0306.htm

De Crom, E., & Jager, A. (2005, October). The “ME”
learning experience: PDAtechnology and e-learning at
TUT. Paper presented at mLearn 2005: 4" World Con-
ference on mLearning, Cape Town, South Africa.

Hamill, L., & Lasen, A. (Eds.). (2005). Mobile world:
Past, present, and future. New York: Springer.

HPC Factor. (2004). A brief history of Windows CE:
The beginning is always a very good place to start.
Retrieved October 12, 2004, from http://www.hpcfac-
tor.com/support/windowsce/

Ito, M., Okabe, D., & Matsuda, M. (2005). Personal,
portable, pedestrian: Mobile phones in Japanese life.
Cambridge, MA: MIT Press.

Parika, J., & Suominen, J. (2006). Victorian snakes?
Towards a cultural history of mobile games and the
experience of movement. Game Studies, (6)1. Retrieved
March 2, 2007, from http://gamestudies.org/0601/ar-
ticles/parikka_suominen

Roush, W. (2005). Social machines. Technology Review,
108(8), 45-53.

Sharples, M. (Ed.). (2007). Big issues in mobile learn-
ing: Reportofaworkshop by the Kaleidoscope Network
of Excellence Mobile Learning Initiative. Nottingham,
UK: University of Nottingham, Learning Sciences
Research Institute.

Sharples, M., Taylor, J., & Vavoula, G. (2007) Atheory
of learning for the mobile age. In R. Andrews & C.
Haythornthwaite (Eds.), The Sage handbook of elearn-
ing research (pp. 221-247). London: Sage.

Thornburg, D.D. (2006). Emerging trends in educational
computing. Educational Technology, 46(2), 62-63.

45




Vahey, P., Tatar, D., & Roschelle, J. (2007). Using
handheld technology to move between private and
public interactions in the classroom. In M. van ‘t Hooft
& K. Swan (Eds.), Ubiquitous computing in education:
Invisible technology, visible impact (pp. 187-210).
Mahwah, NJ: Lawrence Erlbaum Associates.

van ‘t Hooft, M., & Swan, K. (Eds.). (2007). Ubiquitous
computing in education: Invisible technology, visible
impact. Mahwah, NJ: Lawrence Erlbaum Associates.

Williams, B. (2004). We’re getting wired, we’re go-
ing mobile, what’s next? Eugene, OR: ISTE Publica-
tions.

KEY TERMS

GSM: Global system for mobile communications
(GSM) is the most popular standard for mobile phones
providing higher digital voice quality, global roam-
ing, and low cost alternatives to making calls such as
text messaging. The advantage for network operators
has been the ability to deploy equipment from differ-
ent vendors because the open standard allows easy
interoperability

Highly Mobile Device: Digital device that has
high mobility, a small footprint, the computational
and display capabilities to access, view, collect, or
otherwise use representations and/or large amounts
of data, and the ability to support collaboration and/or
data sharing.
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IEEE 802.11: Also known asWi-Fi, 802.11x denotes
a set of wireless LAN/WLAN standards developed by
Working Group 11 of the Institute of Electrical and
Electronic Engineers LAN/MAN Standards Committee.
The most common standards currently used include
802.11a, b, and g.

IR: Infrared. Electromagnetic radiation with wave-
lengths longer than visible light but shorter than radio
waves, which can be used for the short range exchange
of data.

M-Learning: “The processes of coming to know
through conversations across multiple contextsamongst
people and personal interactive technologies” (Sharples
et al., 2007).

PDA: Personal digital assistants are handheld
computers that were originally designed as personal
organizers but have quickly developed into full-func-
tioning portable computers. They are characterized by
a touch screen for data entry, a memory card slot, and
various types of wireless connectivity for data backup
and sharing.

Smartphone: A full-featured mobile phone with
personal computer like functionality, including cameras,
e-mail, enhanced data processing, and connectivity.

UMPC: Ultra-Mobile PC. Specification for a small
form-factor tablet PC.

WAN:: Wireless area network. Linking two or more
computing devices by way of radio-wave technology.
Examplesinclude wireless wide area network (WWAN),
wireless local area network (WLAN), and personal
area network (PAN).
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INTRODUCTION

Prior to computer technology, several studies have
concludedthat multiple senses engage the learnerto the
extent that a person remembers 20% of what they see,
40% of that they see and hear, and 70% of what they
see, hear and do. In general, the participant engages
what is seen and what is heard. With this implication,
instructional designer or developers try to use design
guidelines to identify the main uses of sound in e-
learning as multimedia agents to enhance and reinforce
concepts and training from e-learning solutions. Even
with such understanding, instructional designers often
make little use of auditory information in developing
effective multimediaagents for e-learning solutionsand
applications. Thus, in order to provide the learner with
arealistic context for learning, the designer must strive
to incorporate the use of sound for instructional transac-
tions. By sharing knowledge on this issue, designer can
create a more realistic vision of how sound technology
can be used in e-learning to enhance instruction for
quality teaching and participant learning.

BACKGROUND

Prior to computer technology, many studies concluded
that multiple senses engage the learner to the extent
that a person remembers 20% of what they see, 40%
of that they see and hear, and 70% of what they see,
hear and do. “Human beings are programmed to use
multiple senses for assimilating information” (lves,
1992). Even with such understanding, instructional
designers often make little use of auditory information
in developing e-learning. “This neglect of the auditory
sense appears to be less a matter of choice and more a
matter of just not knowing howto ‘sonify’ instructional
designerstoenhance learning” (Bishop & Cates, 2001).
The major obstacle in this development is that there is
not a significant amount of quantitative study on the

why, when, and where audio should or should not be
used (Beccue & Vila, 2001).

In general, interface design guidelines identify
three main uses of sound in multimedia agents in e-
learning: (a) to alert learners to errors; (b) to provide
stand-alone examples; or (c) to narrate text on the
screen (Bishop & Cates, 2001). Review of research
on sound in multimedia applied to effective e-learning
solutions reveals a focus on the third use cited above.
Barron and Atkins’s (1994) research found that there
were few guidelines to follow when deciding whether
audio should replace, enhance, or mirror the text-based
version of a lesson. The results of her study showed
equal achievement effectiveness with or without the
addition ofthe audio channel. Perceptions were positive
among all three groups. Shih and Alessi’s (1996) study
investigated the relative effects of voice vs. text on
learning spatial and temporal information and learners’
preferences. This study found no significant difference
on learning. The findings of Beccue and Vila’s (2001)
research supported these previous findings. Recent
technological advances now make it possible for full
integration of sound in multimedia agents to be em-
ployed in e-learning solutions. Sounds may enhance
learning in multimedia agents, but without a strong
theoretical cognitive foundation, the particular sounds
used may not only fail to enhance learning, but they
may actually detract from it (Bishop, 2001).

The three audio elements in multimedia production
are speech (narration, dialogue, and direct address),
sound effects (contextual or narrative function), and
music (establishing locale or time; all of these iden-
tify characters and events, act as transition elements
between contrasting scenes, and set the mood and pace
of presentation (Kerr, 1999). Silence can be used to set
a mood or to provide a moment for reflection.

Mayer and hisassociates (Moreno & Mayer, 2000a,
2000b; Mayer 2003) have conducted anumber of experi-
ments with older learners, demonstrating the superiority
of audio/visual instructions. These studies have shown

Copyright © 2009, 1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.
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that, in many situations, visual textual explanations
may be replaced by equivalent auditory explanations,
and thus enhance learning. These beneficial effects
of using audio/visual presentations only occur when
two or more components of a visual presentation are
incomprehensible in isolation and must be mentally
integrated before they can be understood.

Because some studies suggest that the use of multiple
channels, when cues are highly related, is far superior
to one channel, the more extensive use of sound may
lead to more effective computer-based learning materi-
als. In order to have design guidelines in using sound
in e-learning, instructional designers must understand
the cognitive components of sound’s use and the ways
sound contribute to appropriate levels of redundancy
and information in instructional messages. Bishop and
Cates suggested that research should first explore the
cognitive foundation. “Such theoretical foundation
should address information-processing theory because
itsuppliesamodel for understanding how instructional
messages are processed by learners; and communica-
tion theory because it supplies a model for structuring
effective instructional messages.”

MAIN DISCUSSION:

THEORETICAL FOUNDATIONS FOR
THE USE OF SOUND IN INSTRUCTION
SOFTWARE

Bishop and Cates proposed atheoretical foundation for
sound’suse inmultimediainstructionto enhance learn-
ing. They studied the Atkinson-Shiffrin information
processing model, which addresses the transformation
from environment stimuli to human schemata and their
limitation factors due to human cognitive constraints.
They adopted Phye’s categorization of this process to
three main operations: acquisition, processing, and
retrieval. Table 1 summarizes the Atkinson-Shiffrin
information processing model and its limitations.
“Information-processing theory addressed human
cognition.

Communicationtheory, onthe other hand, addressed
humaninteraction” (Bishop & Cates, 2001). Bishop and
Cates also investigated the Shannon-Weaver Commu-
nication model and its limitations. They also adopted
Berio’s suggestion that learning models in terms of
communication generally begin with and focus on

Table 1. The Atkinson-Shiffrin information processing theory model and illustrations

Environmental
Stimuli

Human Cognitive
Limitation Factors

Phye’s (1997) theory
in transferring stimuli
into schemata

Sensory Registry

F ilter

A4
Short-term Storage

v Encoding
Long Term Storage

Bottleneck A4
Based on prior knowledge analysis Acquisition
Only subset of stimuli goes through
Maximal cognitive load -
Rehearsed or decay in 5-20 sec Processing
A\ 4
Decay/weakness over time Retrieval

Interference from other memories

Al Lose access to index of location
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Table 2. The Shannon Weaver communication model and illustrations

Source

E ncoding

Cues/Elements

Channel

e

D ecoding___

A 4

@ver >

Communication: How Messages are sent

Technical Error

Competing external/internal signals
preventing selecting communicated signal

Semantic Error

Analyzing signal based on ones exiting
schemata without conveying intended message

Conceptual Error

Making inference about the message not
intended bv the source

Learning: How Messages Are Received

Phases of Learning

Selecting

Synthesis

Table 3. The Bishop and Cates instructional communication system--a framework of instructional communica-

tion system

sustaining attention to
the instructional
message

Selection Learner has trouble Relationships between | Prevents evoking the
directing attention to | the instructional part | correct prior
the instructional of message are not knowledge structure
message isolated/recognized from memory
from other stimuli
Analysis Learner has trouble Semantic difficulties Learning cannot
focusing attention on cause interpretation build upon prior
instructional message | errors and poor knowledge structures
organization of the
information
Synthesis Learner has trouble Learn cannot Message prompts fail

elaborate on the
information in the
instructional message

to support learner’s
efforts to construct
broader transferable
connotative
meanings.
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how messages are received and processed by learners.
The work of a number of authors identifies the three
levels or phases of learning selection, analysis, and
synthesis. Table 2 summarizes the Shannon-Weaver
communication model, its limitations, and the three
phases of learning.

Built on these two theories, Bishop and Cates
proposed an instruction communication system where
acquisition, processing, and retrieval operations are all
applied, invaryingamounts, during each phase of learn-
ing. This orthogonal relationship is depicted in Table
3. “Instructional communication systems could fail
because of errors induced by excessive noise” (Bishop
& Cates, 2001). Limitations within three information-
processing operations can contribute to problems in
instructional communications. Noise encountered
within each operation is also shown in Table 3.

The three diagonal cells highlighted represent the
heaviest operation within each learning phase. During
selection, learning calls on acquisition heavily while
during analysis, processing is central. During synthesis,
learning calls on retrieval most heavily. The relative
strength of potential noise increases and the conse-
guences become more serious at each deeper phase of
learning when following the cells vertically down the
information-processing operations. Bishop and Cates
suggested that adding sound to instructional messages
may help optimize communication by helping learners
overcome various information processing and noise
encountered at the selection, the analysis, and at the
synthesis phase of the instructional communication
process.

In overcoming acquisition noise, Bishop and Cates
suggested that sounds could gain learners attention,
help learners focus attention on appropriate infor-
mation, and keep distractions of competing stimuli,
engage learner’s interest over time. Bishop and Cates
believed that sounds could help learners elaborate on
visual stimuli by providing information about invisible
structure, dynamic change, and abstract concepts. And
because of the nature of sound to be organized in time,
where images are organized in space, Bishop and Cates
believed that sounds could provide a context within
whichindividuals canthink actively about connections
between new information, therefore overcome pro-
cessing noise. Bishop and Cates cited Gaver’s (1993)
research that when we hear the sound of a car while
walking down the street at night, we compare what we
are hearing to our memories for the objects that make
that sound, drawing from and linking to existing con-
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structs and schemata to support our understanding of
what is happening, and we step out of the car’s path.
However, if we hear the same automobile sound in a
cartoon, we would be able to depict this event in terms
of another existing knowledge of event, therefore draw
different conclusion. “Sounds could tic into, build
upon, and expand existing constructs in order to help
relate new information to a larger system of conceptual
knowledge, therefore overpower the retrieval noise”
(Bishop & Cates, 2001).

Most researchers acknowledge that it is important
to employ multiple sensory modalities for deeper
processing and better retention. Bishop and Cates used
the example provided by Engelkamp and Zimmer that
seeing a telephone and hearing it ring should result
in better memory performance than only seeing it for
hearing. Instructional designers could suppress infor-
mation-processing noise by anticipating communica-
tion difficulties and front-loading messages by using
redundancy—sound as the secondary cue. Bishop and
Cates defined redundancy as the part of information
that overlaps. They further explained that in order to
overcome the acquisition, processing, and retrieval
noise, instructional designers could use sound toemploy
content redundancy, context redundancy, and construct
redundancy respectively. Sound’s content redundancy
(“What | asked was, can you pick up some things on
your way home?””) could contribute to the instructional
message addressing the learner’s attention difficulties
at each of the three learning phases. Sound;s context
redundancy (“No, I am baking a pie, I need flour not
flower.”) could contribute to the instructional mes-
sage addressing the learner’s trouble with information
manipulation. Finally, sound’s construct redundancy
(“I am baking a pie for tonight’s desert.”) could assist
learners in connecting new information to existing
schemata. Bishop and Cates concluded that sound’s
contribution to optimize learning in e-learning could
be in the form of secondary cues. Systematically add-
ing auditory cues to instructional messages based on
the proposed framework might enhance learning by
anticipating learner difficulties and suppressing them
before they occur.

INSTRUCTIONAL COMMUNICATION
FRAMEWORK

Bishop and Cates’s (2001) instructional communica-
tion framework provided a theoretical foundation for
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answering the question of why we should incorporate
sound into multimedia agents for effective e-learning
solutions. Barron and Atkins (1994) also suggested
that when complex graphics are involved, it might be
more feasible to deliver instruction through audio than
through text because there is insufficient room on the
screen for the text. Shih and Alessi (1996) stated that
each medium has its own characteristics and interacts
with other media to produce different effects when put
together. Their reportalso stated the advantage auditory
system has over text: (a) voice is generally considered
the more realistic and natural mode than displayed text;
(b) voice has the advantage such as being more easily
comprehended by children or poor readers; (c) voice
does not distract visual attention from stimuli such
as diagrams; (d) voice is more lifelike and therefore
more engaging; and (e) voice is good for conveying
temporal information. Bishop and Cates’s framework
provided the answer to how, where, and when instruc-
tional designers could use sound in designing software
to enhance learning. Instructional designers should
understand the cognitive components of sound’s use
and the ways sounds could contribute to appropriate

levels of redundancy. By using sound as the second-
ary cue to complement the primary message and to
provide new information, instructional designers could
systematically add sound in the multimedia agent to
e-learning to lead to more effective computer-based
learning materials. This research leads to a wide range
of research questions.

1. Quantitative data collection: The next step in
supporting Bishop and Cates’s framework is to
conduct experiments with collection of quanti-
tative data. Overcome channel noise. What is
the appropriate redundancy level? Which sound
should be used to overpower channel noises?

2. Audioquality: Pacing, pitch and volume all play
aroleinsetting the mood of instruction. The voice
of a male or female and how its expressiveness
affects learners are worth exploring.

3. Cognitive load: How can sound be incorporated
into e-learning without exceeding learners’ chan-
nel capacity?

4. Redundancy between audio and graphics:
Research showed that the word-for word narrates

Table 4. Summarization of Bishop and Cates framework for sound usage in multimedia based instruction In-

structional communication system

Gain Attention
= Hold Attention
= Help Focus and Engagement

Selection

Over Time
Analysis = Provide information
about abstract ideas
= Distinguish multiple
temporal information
= Help make connection
among the information
Synthesis =  Build upon and

expand
constructs
relating to new
information

Suggested for sound potential role in e-learning
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redundancy could not improve learner achieve-
ment because no new information is supplied.
Will there be appropriate redundancy between a
complex graphic and audio?

5. Interference factors: Multiple channel cues
might complete with each other, resulting in
distraction in learning. A syntax and connection
needs to be established between primary and
secondary cues.

6. Learner control: Learners tend to achieve bet-
ter performance when they have control of the
learning experience.

7. Logistics: The speed, volume, and the repeatabil-
ity should take into consideration when designing
e-learning using sounds.

8.  Demographic: Isthere difference among gender,
age group, and ethnic backgroundinachievement
and perception? How will learners speaking
English as the second language learn differently
from a native speaker? How will this affect the
design of e-learning using sound?

9. Content area: Are there different consideration
factors when designing e-learning using sound
for different content subject such as math and
science?

10. Second language: Indesigning e-learning teach-
ing foreign languages, will sound be incorporated
as the redundancy or should sound play a more
essential role? What are the design guidelines for
such software?

11. Learning modality: What is the relationship
between learner’s preferred learning modality in
terms of sound and the delivery mode?

CONCLUSION

While the debate over pedagogical strategies for sound
to reinforce the learning process in e-learning rages on,
researchers and instructional developers continues to
seek theories for effective applications of sound in the
teaching and learning process via e-learning. It seems
clear that sound and audio multimedia interventions
are permanent fixture in the future landscape of e-
learning. If appropriately employed, the multimedia
within the e-learning program not only becomes a
stand alone learning reinforcement agent, but it also
helps to extend the learning capabilities of the user,
thus assisting the learning in their efforts to gain the
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concepts and knowledge presented in the e-learning
program. As we continue to look to the future for new
innovative strategies developed out of research, we can
begin to harness the power of adding effective multi-
media agents in the teaching and learning process for
e-learning, thus reaching the goal of providing quality
teaching and effective training solution via e-learning
for organization performance improvement.
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KEY TERMS

Cognitive Load Theory: Aterm (used in psychol-
ogy and other fields of study) that refers to the level of
effort associated with thinking and reasoning (includ-
ing perception, memory, language, etc.). According to
this theory people learn better when they can build on
words and ideas they already understand. The more
things a person has to learn at a single time, the more
difficult it will be to retain the information in their long
term memory.

Communication: Communication is the process of
exchanging information and ideas. As an active pro-
cess, it involves encoding, transmitting, and decoding
intended messages.

Information Processing Theory: The information
processing theory approach to the study of cognitive
development evolved out of the American experimen-
tal tradition in psychology. Information processing
theorists proposed that like the computer, the human
mind is a system that processes information through
the application of logical rules and strategies. Like
the computer, the mind has a limited capacity for the
amount and nature of the information it can process.
Finally, just as the computer can be made into a better
information processor by changes in its hardware (e.g.,

circuit boards and microchips) and its software (pro-
gramming), so do children become more sophisticated
thinkers through changes in their brains and sensory
systems (hardware) and in the rules and strategies
(software) that they learn.

Instructional Design: Instructional design is the
analysis of learning needs and systematic develop-
ment of instruction. Instructional designers often use
Instructional technology asamethod for developing in-
struction. Instructional design models typically specify
a method, that if followed will facilitate the transfer
of knowledge, skills, and attitude to the recipient or
acquirer of the instruction.

Instructional Software: The computer programs
that allow students to learn new content, practice us-
ing content already learned, or be evaluated on how
much they know. These programs allow teachers and
students to demonstrate concepts, do simulations, and
record and analyze data.

Multimedia: The presentation of information by
a combination of data, images, animation sounds, and
video. This data can be delivered in a variety of ways,
either on acomputer disk, through modified televisions,
or using a computer connected to a telecommunica-
tions channel.

Sound: The vibrations that travel through air that
can be heard by humans. However, scientists and en-
gineers use a wider definition of sound that includes
low and high frequency vibrations in air that cannot be
heard by humans, and vibrations that travel through all
forms of matter, gases, liquids, and solids.
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INTRODUCTION

The importance of the network security problems
comes into prominence by the growth of the Internet.
This article introduces the basics of the host security
problem, reviews the most important intrusion detection
methods, and finally proposes a novel solution.

Different kinds of security software utilizing the
network have been described (Snort, 2006). The novelty
of the proposed method is that its clients running in
each host create a peer-to-peer (P2P) overlay network.
Organization isautomatic; it requires no user interaction.
This network model ensures stability, which isimportant
for quick and reliable communication between nodes.
Its main idea is that the network that is the easiest way
to attack the networked computers is utilized in the
novel approach in order to improve the efficiency of the
protection. By this build-up the system remains useful
over the unstable network. The first implementation of
the proposed method has proved its ability to protect
operating systems of networked hosts.

THE PROBLEM OF HOST SECURITY

This section describes basic security concepts, dan-
gers threatening user data and resources. We describe
different means of attacks and their common features
one by one, and show the common protection methods
against them.

Information stored on a computer can be personal
or business character, private or confidential. An un-
authorized person can therefore steal it; its possible
cases are shown in Table 1. Stored data can not only
be stolen, but also changed. Information modified on
a host is extremely useful to cause economic damage
to a company.

Table 1. The types of the information stealth

. An unauthorized person gains access to a
host.

. Abuse of an authorized user.
Monitoring or intercepting network traffic by
someone.

Notonly data, butalso resources are to be protected.
Resource is not only hardware. A typical type of at-
tack is to gain access to a computer to initiate other
attacks from it. This is to make the identification of the
original attacker more difficult, as the next intruded
host in this chain sees the IP address of previous one
as its attacker.

Intrusion attempts, based on their purpose, can be
of different methods. But these methods share things
in common, scanning networks ports or subnetworks
for services, and making several attempts in a short
time. This can be used to detect these attempts and to
prepare for protection.

With attempts of downloading data, or disturbing
the functionality of a host, the network address of the
target is known by the attacker. He or she scans the host
for open network ports, in order to find buggy service
programs. This is the well-known port scan. The whole
range of services is probed one by one. The object of
this is to find some security hole, which can be used
to gain access to the system (Teo, 2000). The most
widely known software application for this purpose is
Nmap (Nmap Free Security Scanner, Tools, & Hacking
Resources, 2006). It is important to notice that this is
not written for bad intention, but (as everything) it can
also be used in an unlawful way.

Modern intrusion methods exert software and
hardware weaknesses simultaneously. A well-known
example isARP poisoning. An attacker, already having

Copyright © 2009, I1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.



Application of the P2P Model for Adaptive Host Protection

gained access to a host of a subnetwork, sends many
address resolution protocol (ARP) packets through its
interface. This causes network switches to enter hub
mode, resulting in every host on the subnetwork being
able to see all traffic, also packets addressed to other
hosts. The traffic can then be analyzed by the attacker,
to gain passwords or other data. Therefore, to detect
modern, multi-level intrusions, a single probe is not
enough (Symantec Internet Security Threat Report,
Volume 11, 2005).

THE INTRUSION DETECTION

Computer intrusion detection has three following main
types:

e Traffic signatures (data samples) implying an
intrusion,

*  Understanding and examining application level
network protocols, and

. Recognizing signs of anomalies (non-usual func-
tioning).

Unfortunately, not every attack is along with easily
automatically detectable signs. For example the abusing
of a system by an assigned user is hard to notice.

The oldest way of intrusion detection was the
observation of user behavior (Kemmerer & Vigna,
2002). With this some unusual behavior could be de-
tected, for example, somebody on holiday still logged
in the computer. This type of intrusion detection has
the disadvantage of being casual and non-scalable for
complex systems.

The next generation of intrusion detection systems
utilized monitoring operating system log files, mainly
with Unix type operating systems. Many security utili-
tiesrealize thismethod, the well-known Swatch (Simple
WATCHer for logfiles) (2006), are one of these. Find-
ing a sign of intrusion in a log file, Swatch can take a
predefined step: starting a program, sending an e-mail
alert to the administrator, and so forth. Of course this
is not enough to protect a system, because many types
of intrusions can only be detected too late.

To understand modern intrusion detection, it must
be concluded that the detection system does not ob-
serve intrusions, but the signs of it. This is the attack’s
manifestation (Vigna, Kemmerer, & Blix, 2001). If an
attack has no, or only partial, manifestation, the system

cannot detect the intrusion. One good example to help
understanding this is a camera with a tainted lens,
which cannot detect the intruder even if he or she is
in its field of vision.

Data Acquisition

For accurate intrusion detection, authorative and com-
plete informationaboutthe system inquestionis needed.
Authorative data acquisition is a complex task on its
own. Most of the operating systems provide records
of different users’ actions for review and verification.
These records can be limited to certain security events,
or can providealistof all system calls of every process.
Similarly, gateways and firewalls have event logs of
network traffic. These logs may contain simple infor-
mation like opening and closing network sockets, or
may be the contents of every network packets recorded,
which appeared on the wire.

The quantity of information collected has to be a
trade-off between expense and efficiency. Collecting
information is expensive, but collecting the right in-
formation is important, so the question is which types
of data should be recorded.

Detection Methods

Supervising a system is only worth this expense if the
intrusion detection system also analyzes the collected
information. This technology has two main types:
anomaly detection and misuse detection.

Anomaly detection has a model of a properly func-
tioning system and well behaving users. Any deviation
it finds is considered a problem. The main benefit of
anomaly detection is that it can detect attacks in ad-
vance. By defining what is normal, every break of the
rules can be identified whether it is part of the threat
model or not.

The disadvantages of this method are frequent
false alerts and difficult adaptability to fast-changing
systems.

Misuse detection systems define whatis wrong. They
containintrusion definitions, alias signatures, which are
compared with the collected supervisory information,
searching for the signs of the known threats.

An advantage of these systems is that investigation
of already known patterns rarely leads to false alerts.
At the same time, these can only detect known attack
methods, which have a defined signature. If a new kind

55




of attack is found, the developers have to model it and
add it to the database of signatures.

PROTECTION METHODS

Computers connected to networks are to be protected by
different means (Kemmerer & Vigna, 2002), described
in detail as follows.

The action taken after detecting an intrusion can be
of many differenttypes. The simplest of theseisan alert
that describes the observed intrusion. But the reaction
can be more offensive, like informing an administrator,
ringing a bell, or initiating a counterstrike.

The counterstrike may reconfigure the gateway to
block traffic from the attacker or even attack him or
her. Of course an offending reaction can be dangerous;
it may be against an innocent victim. For example the
attacker can load the network with spoofed traffic.
This appears to come from a given address, but in
reality it is generated somewhere else. Reconfiguring
the gateways to block traffic from this address will
generate a denial of service (DoS) type attack against
the innocent address.

Protection of Host

No system can be completely secure. The term of a
properly skilled attacker (Toxen, 2001) applies to a
theoretical person, who by his infinite skills can explore
any existentsecurity hole. Every hidden bug of asystem
can be found, either systematically, or accidentally.

The more secure a system is, the more difficult it is
to use it (Bauer, 2005). One simple example of this is
limiting network usage. A trade-off between security
and usability has to be made. Before initiating medium
and large sized systems it is worth making up a so-
called security policy.

Security managementisabout risks and expenditure.
The designers of the system should know which security
investment is worth it and which is not, by examining
the probability and possible damage of each expectable
intrusion (Bauer, 2003).

Protection of Network
The simplest style of network protection is a firewall.
This is a host that provides a strict gateway to the

Internet for a subnetwork, checking traffic and maybe
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dropping some network packets. The three main types
of firewalls are the following:

1. Packet Level Firewalls: In this one, filtering
rules are based on packet hearers, for example
the address of the source or the destination.

2. Application Level Firewalls: These examine
not only the header, but also the content of the
network packets, to be able to identify unwanted
input. They can also be used for an adaptive su-
pervision of an application program.

3. Personal Firewalls: It is used usually for work-
stations and home computers. With these the
user can define access to the network for which
running applications should be granted.

HOST AND NETWORK-BASED
DETECTION AND PROTECTION
SYSTEMS

Network intrusion detection systems (NIDS) are ca-
pable of supervision and protection of company-scale
networks. One commercially available product is Re-
alSecure (2006), while Snort (2006) is an open source
solution. Snort mainly realizes a probe. Itis based on a
description language, which supports investigation of
signatures, application level protocols, anomalies, and
even the combination of these. It is a well configurable
system, automatically refreshing its signature database
regularly through the Internet. New signatures and
rules added by developers are immediately added to
the database.

Investigation of network traffic can sometimes
use uncommon methods. One of these is a network
card without an IP address (Bauer, 2002). The card,
while it is connected to the network (through a hub or
a switch), gets all the traffic, but generates no output,
and therefore cannot be detected. The attacker, already
broken into the subnetwork, cannot see that he or she
is monitored. Peters (2006) shows a method of spe-
cial wiring of Ethernet connectors, which makes up a
probe that can be put between two hosts. This device
is unrecognizable with software methods.

Information collected by probes installed at differ-
ent points of the network is particularly important for
protectionagainst network scale attacks. Data collected
by one probe alone may not be enough, but an extensive
analysis of all sensors’ information can reveal the fact



Application of the P2P Model for Adaptive Host Protection

Figure 1. Block diagram of a P2P application
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of an attack (RealSecure, 2006). For the aid of sensors
communicating in the network has the Intrusion Detec-
tionWorking Group (IDWG) of the Internet Engineering
Task Force (IETF IDWG Intrusion Detection Working
Group, 2006) developed the Intrusion Detection Mes-
sage Exchange Format (IDMEF).

Security of asystem can be increased with strictrules
of usage. Applications doing this locally are Bastille
Linux (2006) and SeL.inux (2006). These applications
provide security mechanisms built in to the operating
systemor the kernel. Network security isalso enhanced
with these, but that is not the main purpose of them.

A NOVEL NETWORK-BASED
DETECTION SYSTEM

This section introduces a novel system, which uses
just the network, to protect the hosts and increase
their security. The hosts running this software create
an application level network (ALN) over the Internet.
The clients of the novel software running on individual
hosts organize themselves in a network. Nodes con-
nected to this ALN check their operating systems’ log
files to detect intrusion attempts. Information collected
this way is then shared over the ALN, to increase the
security of all peers, which can then make the neces-
sary protection steps by oneself, for example blocking
network traffic by their own firewall.

The developed software isnamed Komondor, which
is a famous Hungarian guard dog.

The speed and reliability of sharing the information
depends on the network model and the topology. Theory
of peer-to-peer (P2P) networks has gone throughagreat
developmentsince the last years. Such networks consist
of peer nodes. Usually registered and reliable nodes
connect to a grid, while P2P networks can tolerate un-
reliability of nodes and quick change of their numbers

Table 2. The design goals of the system Komondor

Creating a stable overlay network to share information.
Reports of intrusions should spread as fast as possible over
the network.

Decentralized system, redundant peers.

Masking the security holes of each peer based on the re-
ports.

(Uppuluri, Jabisetti, Joshi, & Lee, 2005). The parts of
an application realizing a peer-to-peer-based network
can be seen in Figure 1 (Hosszu, 2005).

The lower layer is responsible for the creation and
the maintenance for the overlay network, while the
upper one for the communication.

The use of the P2P network model to enhance
security is new in principle. Test results proved its
usefulness, with its aid were not only simulated, but
also real intrusion attempts blocked. The design goal
of the system is listed in Table 2.

Asone host running the Komondor detects an intru-
sion attempt and shares the address of the attacker on
the overlay network, the other ones can prepare and
await the same attacker in safety. Komondor nodes
protect each other this way. If an intrusion attempt was
recorded by a node, the other ones can prepare for the
attack in advance. This is shown in Figure 2.

The inner architecture of Komondor is presented in
Figure 3. Different hosts run the uniform copies of this
program, monitoring the occurring network intrusion
attempts. If one of the peers detects an attempt on a
system supervised, it takes two actions:

1. Strengthens the protection locally, by configur-
ing the firewall to block the offending network
address.

2. Informs the other peers about the attempt.

Information about intrusion attempts is collected
by two means, intrusion detected by this node, or
intrusion detected by another node. The first working
version of Komondor monitors system log files to
collect information. These log files can contain vari-
ous error messages, which may refer to an intrusion
attempt. Possible examples are login attempt with an
inexistent user name, and several attempts to download
an inexistent file through an HTTP server.
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Figure 2. Attack against a Komondor node
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Figure 4 presents the algorithm of the software
Komondor. It checks the log files every second, while
the database should be purged only on hourly or on a
daily basis (Czirkos, 2005).

The Komondor network aided security enhance-
ment system was under extensive testing for months.
Parts of these were simulated, and others were real
intrusion attempts. Effectiveness of the Komondor
system is determined by the diversity of peers. Intru-
sion attempts exploiting security holes are software and
version specific. Daemons providing services (SSH,
Web) could be of different versions on hosts running
Komondor. Three possible cases in which this can oc-
cur are listed in Table 3.

It is important to emphasize that the proposed P2P-
based intrusion detection and host protection system is
intended to mask the security holes of services provided
by the host, not to repair them. It can provide protec-
tion in advance, but only if somewhere on the network
an intrusion was already detected. It does not fix the
security hole, but keeps the particular attacker from
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Table 3. Examples of the heterogeneity of the Komon-
dor’s environment

Hosts running the same software, but different version
(Apache 2.0.54 and 2.0.30).

Hosts providing the same service, but using different
software (Apache and Zeus).

Hosts are based on different operating systems (Linux and
Windows).

further activity. If the given security hole is already
known, it is worth rather fixing that itself.

CONCLUSION

This article overviewed the different aspects of host
security. Typical attacks were reviewed, along with
methods of intrusion detection; furthermore, the imple-
mented and widely used host protection methods have
been presented.

Thisarticlealso proposed anovel application, which
utilizes the P2P networking model in order to improve
the effectiveness of operating system security. The
system is easy to use; its clients on different networked
nodes organize a P2P overlay automatically, and do not
need any user interaction.
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KEY TERMS

Application Level Network (ALN): The appli-
cations, which are running in the hosts, can create a
virtual network from their logical connections. This
is also called overlay network. The operations of such
software entities are not able to understand without
knowing their logical relations. In most cases the ALN
software entities use the P2P model, notthe client/server
one for the communication.

Client/Server Model: A communicating way,
where one hardware or software entity (server) has
more functionalities than the other entity (the client),
whereas the client is responsible to initiate and close
the communication session toward the server. Usually
the server provides services that the client can request
from the server. Its alternative is the P2P model.

Data Integrity: The integrity of acomputer system
means that the host behaves and works as itsadministra-
tor intended it to do so. Data integrity must therefore
be always monitored.

Firewall: This is a host or router that provides a
strict gateway to the Internet for a subnetwork, checking
traffic and maybe dropping some network packets.
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Hub: A hardware device used to connect more
than two hosts on a network. It sends every received
network packet to all hosts connected to it, not just the
destination. Simpler design than a network switch, but
it provides less security.

Overlay Network: The applications, which create
an ALN, work together and usually follow the P2P
communication model.

Peer-to-Peer (P2P) Model: Acommunication way
where each hode has the same authority and communica-
tion capability. They create a virtual network, overlaid
on the Internet. Its members organize themselves into
a topology for data transmission. Each peer provides
servicesthe others canuse, and each peer sends requests
to other ones.

Security Management: It means the calculation
of the damage caused by a certain attack in advance,
so one can decide, if a particular security investment
such as buying new devices or training employees is
worth or not.

Security Policy: It means a set of rules to act, in
which the expectations and provisions of accessibility
of the computer for the users and the administrators
are also included. It is worth it to be made up before
initiating medium or large sized computer networking
systems.

Switch: A hardware device used to connect more
than two hosts on a network. It forwards every received
network packet to the interface of the destination
specified in the header of the packet. Switches are more
secure than network hubs.
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INTRODUCTION

Theterm HyperReality (HR) was coined by Nobuyoshi
Terashima to refer to “the technological capability to
intermix virtual reality (VR) with physical reality (PR)
and artificial intelligence (AI) with human intelligence
(HI)” (Terashima, 2001, p. 4).

HR is a technological capability like nanotechnol-
ogy, human cloning and artificial intelligence. Like
them it does not as yet exist in the sense of being
clearly demonstrable and publicly available. Like them
it is maturing in laboratories where the question “if?”
has been replaced by the question “when?” And like
them the implications of its appearance as a basic in-
frastructure technology are profound and merit careful
consideration. (Tiffin &Rajasingham, 2001)

Because of this, universities, if they are to be
universities, will be involved with HR as a medium
and subject of instruction and research, and for the
storage and development of knowledge (Tiffin & Ra-
jasingham, 2003). The concepts of HyperUniversities,
HyperClasses, Hyperschools, and HyperLectures are
at the same level of development as the concepts of
virtual universities, virtual classes, virtual colleges, and
virtual schools in the later part of the 1980s (Tiffin &
Rajasingham, 1995).

A project on emerging nanotechnology, Consumer
Products Inventory contains over 380 products rang-
ing from clothing, home furnishing, medical scanning
and diagnostics tools, electronics, computer hardware,
scanning microscopes, and so on (http://www.nano-
techproject.org/index.php?id=44&action=view). This
is the future environment for which universities will
need to educate society.

HyperReality subsumes virtual reality. HR is only
possible because of the development of computer-gen-
erated virtual reality, in particular, the development of

distributed virtual reality which makes it possible for
different people in different places to interact together
inthe same virtual reality. Itwas the theoretical applica-
tion of this capability to education, and especially to
university education, that lead to the concept of virtual
classes in virtual schools and universities (Tiffin & Ra-
jasingham, 1995). Initial experiments simulated virtual
classes by using videoconferencing, audio conferenc-
ing, and audiographic conferencing. The emergence of
the Internet shifted these ideas from a laboratory stage
toinstitutional developmentof institutions calling them-
selves virtual universities and virtual schools, by virtue
of being able to bring teachers and students together
in classes using telecommunications and computers,
instead of public transport and buildings.

Today, synchronous and asynchronous virtual class-
es are conducted using learning management systems
(LMS) applications such as Blackboard, Chatterbox,
Eluminate, and Lotus LearningSpace on the Internet.
Furthermore, highly interactive, reusable learning
objects (LOs) that are adaptable in all aspects, and
interoperable with other learning objects, are rapidly
comingonline (Hanisch & Straber, 2003). HypreReality
LOs, still in Beta, are being developed.

HyperReality also subsumes artificial intelligence.
Teaching machines and computers have been used for
instruction since the early days of computer-assisted
instruction (CAI) in the 1960s, albeit with little overall
impact on education, especially at the university level.
However, the growing capability and ubiquity of Al
expertsystemsand agents, the vastamount of repetitive
workinvolved inteaching, and the growing application
of business criteria to the management of education
suggest that Al agents, conceivably in avatar form,
will be adopted in education, and the place where this
will begin is likely to be in the universities.
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THE NEED

Worldwide, governments face the challenge of increas-
ing demand for university education. In Asia alone,
the numbers seeking university places is predicted to
rise from 17 million in 1995, to 87 million by 2020
(Rowe, 2003). It is unlikely that such demand can be
fully metusing the traditional communications systems
of education (Daniel, 1996). These are:

. The public transport systems that bring students
andteacherstogether for regular episodes of face-
to-face instructional interaction called classes,
lectures, seminars, or tutorials;

. The buildings which provide the dedicated in-
structional environments called classrooms, lec-
ture theatres, or seminar rooms characterized by
frame-based presentation media, and workspace
on desks and tables. The buildings also need sup-
port environments such as offices, rest areas, and
recreational facilities;

. Provision for the use of paper-based storage media
(books, notebooks, exercise books, assignment
folders) in libraries, carrels, desks, assignment
drops;

. Laboratory space and facilities; and

. Support infrastructures for telecommunica-
tions.

The costs of building and maintaining universities,
and the support infrastructures they need, are high, and
getting higher. Increasingly, universities turn towards
the Internet, where students and teachers can be brought
together as telepresences in virtual classes, virtual lec-
tures, virtual seminars, and virtual tutorials. Rumble
(1997, 1999, 2004), Turoff (1996), and Butcher and
Roberts (2004) all agree that virtual universities on
the Internet are significantly less costly than conven-
tional building-based universities. With user pays, it
is suggested that the cost structure will further change.
Virtual universities that function primarily through
the Internet, and have no buildings for student needs,
and no demand on public transport infrastructures for
students, have been in existence since the mid-1990s.
At a minimum, conventional universities today have a
homepage onthe Web, their students use the Web to help
with assignments, and to link with other students, their
teachers, and administrators using LMS applications.
University managementand teachersexplore other ways
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of expanding teaching and administration activities on
the Internet, particularly for synchronous learning on
desktop, using voice over Internet protocols (VOIP),
mobile telephony as they come onstream.

Initially, people tend to communicate through
new media in the manner of the old media they are
accustomed to. Universities use the Web as a library
resource, and for what was traditionally done by
means of handouts and brochures, and e-mail for
housekeeping notices, seminar discussion, and written
assignments on Blackboard. Virtual universities on the
Internet tend to operate as electronic correspondence
colleges, mainly in asynchronous mode. However,
the Internet is becoming broadband, and computers
get more powerful and portable. Universities can now
use the Internet for streamed lectures and for holding
classes by audiographic conferencing, computer con-
ferencing, and video conferencing synchronously and
asynchronously. Itis possible for students and teachers
to have telepresence as avatars, and be fully immersed
in three-dimensional distributed virtual classes (Tiffin
& Rajasingham, 2001).

The Virtual Class/Lecture/Seminar

Roxanne Hiltz coined the term “virtual classroom” for
the use of computer-generated communications “to
create an electronic analogue of the communication
forms that usually occur in a classroom including
discussion as well as lectures and tests” (Hiltz, 1986,
p- 95). In 1986, John Tiffin and Lalita Rajasingham
inaugurated a long-term action research program with
postgraduate students at Victoria University of Wel-
lington, New Zealand that sought to conduct what they
called virtual classes, where students communicated
with computers linked by telecommunications. They
used the term “class” in the sense of an interactive,
instructional, communication function between teach-
ers and students, and between students and the term
“virtual” in the sense of existing in effect, but not in
fact. Tiffin and Rajasingham hypothesized that learning
could be effected by means of computers interlinked
by telecommunications without the physical facts of
classrooms, schools, colleges, and universities. In con-
trast to Hiltz, they assumed that education delivered
in this way would not be analogous to conventional
educational practice, but would be modified by the
new information technology and take new forms, and
that in time this would include meeting for interaction
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in computer-generated virtual realities which would
become increasingly immersive. They concluded that
a virtual class need not necessarily be synchronous,
and that the people in it formed virtual networks that
were independent of location. “The effect would be to
make education available anywhere anytime” (Tiffin
and Rajasingham, 1995, p. 143).

The “virtual class” research project began in pre-
Internet days of 1986, using a lash-up of equipment
that sought to comprehensively conceptualize what
would be involved inavirtual university that depended
on computers and telecommunications. Assignments,
student to student and student to teacher discourse,
and course administration were online, and a variety
of audiographic modes were developed for lectures,
seminars, tutorials, tests, and examinations.

The project linked students and teachers at national
and international levels, and it became apparent that the
convergence and integration of computersand telecom-
munications in universities and schools had a dynamic
of its own. Experimentation with audioconferencing,
audiographic conferencing, and video conferencing sys-
temswastaking place worldwide, usually asan initiative
of individual teachers (Acker, Bakhshi, & Wang, 1991,
Mullen, 1989; Rajasingham, 1988; Underwood, 1989;
(http://calico.org/chapters)). Suchactivities multiplied
with the coming of the Internet.

In 1995, Tiffin and Rajasingham published In Search
of the Virtual Class: Education in an Information
Society, which outlined the way virtual classes could
serve as the basis for virtual schools, virtual colleges,
and virtual universities, and these now began to appear
on the Internet. Inevitably, the meaning of the terms
began to change to reflect actual practice. The terms
virtual schools, colleges and universities are now
synonymous with the more recent terms, e-learning,
e-schools, e-colleges, and e-universities, which came
into vogue with the commercialization of the Internet
and the introduction of the concept of e-commerce.
Essentially, these terms now refer to schools, colleges,
and universities that exist on the Internet.

Virtual universities are now beginning to appear in
developing countries. The African Virtual University,
began operating in 1997 (http://www.col.org), and
now has 31 learning centers at partner universities in
17 African countries. In 2003, 23,000 Africans were
enrolled in courses such as journalism, languages,
and accounting. The Commonwealth of Learning is
well underway in developing content for Virtual Uni-

versities for the Small States of the Commonwealth
(http://www.col.org/colweb/site/pid/4149#viruni). In
2003, the United Nations launched the Global Virtual
University of the United Nations University (http://gvu.
unu.edu/about.cfm).

Being virtual on the Internet makes it possible for
auniversity to market globally (Tiffin & Rajasingham,
2003). From the perspective of the World Trade Orga-
nization, universities provide an information service
that should be freely traded as part of a process of
globalization.

HyperReality (HR) and the
HyperClass (HC)

Evenifitis more economic, the developmentofavirtual
dimension to universities does not imply that they will
cease to exist in physical reality. Many universities that
have soughttoexistsolely onthe Internet have found that
students want some part of their education in physical
reality. What we could be seeing is the development
of a global/local hybrid university that exists in virtual
and physical reality on the Internet, and in buildings
serving global needs and local needs. A technology
that allows this duality is HyperReality.

Developed in Japan’s Advanced Telecommunica-
tions Research Laboratories under the leadership of
Nobuyoshi Terashima, HyperReality isa platformthat is
being developed for broadband Internet. HyperReality
permits the seamless interaction of virtual realities with
physical realities and human intelligence with artificial
intelligence (Terashima, 2001). Jaron Lanier has since
developed a similar concept of intermeshing physical
and virtual realities, which he calls Teleimmersion
(Lanier, 2001). However, this does not allow for the
interaction of artificial and human intelligence.

Working with Terashima from 1993 on the appli-
cation of HyperReality to education, Tiffin and Raja-
singham coined the concept schemata: HyperClass,
HyperSchool, HyperCollege, and HyperUniversity
(2001) todescribe an educational environmentinwhich
physically real students, teachers, and subject matter
could seamlessly interact with virtual students, teachers,
and subject matter, and artificial and human intelligence
could interact in the teaching/learning process. What
makes this possible is a coaction field which “provides
acommon site for objectsand inhabitants from physical
reality and virtual reality and serves as a workplace or
activity area within which they interact” (Terashima,
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2001, p. 9). Coaction takes place in the context of a
specificdomain of integrated knowledge. So a coaction
field could be a game played between real and virtual
people, or a real salesperson selling a car to virtual
customers (who and what is real and who and what is
virtual depends on the kind of perspective of self that
exists in a telephone conversation). A HyperClass is
a coaction field in which physically real students and
teachersin areal classroom can synchronously interact
inajointlearning activity thatinvolves a clearly defined
subject domain with virtual students and teachers in
other classroomsin other universities in other countries.
The first experimental HyperClass took place in 2000
betweenteachers and students at Waseda University and
at Victoria University in Japan. To the people in Japan,
the New Zealanders were virtual; to the people in New
Zealand, the Japanese were virtual. The subject was
antique Japanese ceramics, and virtual copies of these
were passed back and forth between the two classrooms
that made up the HyperClass (Terashima, 2001).

AHyperClass creates a common space to reconcile
learningthatislocal with learning thatis global. Itcan be
conducted in more than one language and holds out the
possibility of understanding asubject fromthe multiple
perspectives of different cultures using text, aural, and
three-dimensional visual modes of communications
(Tiffin & Rajasingham, 2001, 2003).

JITAIT

The HyperClass enables communication and interac-
tion between physical reality and virtual reality, but
what could have even more impact on universities is
that it provides a platform for communication between
human and artificial intelligence. Applying HR to edu-
cation means applying Al to education and designing a
pedagogical interaction between human and artificial
intelligence.

Atthe heart of the Wgotskyian approach expressed
inthe Zone of Proximal Development (1978) isthe idea
that when alearner has difficulty in applying knowledge
to a problem, they will learn more effectively if they
can turn to someone in the role of teacher who can help
them. This is the fundamental purpose of education,
yet in the modern school and university, teachers are
only available to respond to student needs during fixed
hours, and even then have to share their attention with
large groups of students. In principle, an artificially
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intelligent agent can be available whenever they are
needed. Hence, the idea of just-in-time artificial intel-
ligent tutors (JITAITS). In a university, they would be
experts in a particular subject domain and endlessly
learning from frequently asked questions, and available
anytime and anywhere to deal with the more repetitive
functions of teaching (Tiffin & Rajasingham, 2003).

CONCLUSION

There is growing disjuncture between the demand for
university education and the capacity of conventional
universities to respond. The modern university is based
on building and transport technologies and becomes
increasingly costly. There has to be a way that is more
economical and efficient, more matched to the times and
technologies we live with, more open to people with
languages other than English, and more concerned with
the curricula needs and cultural concerns of globaliza-
tion that are available to anyone throughout their lives.
Virtual universities have appeared in response to this
and conventional universities are developing virtual
global dimensions on the Internet. But the Internet is
becoming broadband, and computers are becoming
more powerful and portable. Universities could become
a hybrid mixture of the traditional place-based institu-
tions that we know and that address local needs, and as
cyber-based businesses that address global markets. An
emergenttechnology thataddressesthisis HyperReality
which could see HyperClasses in HyperUniversities
that incorporate the use of JITAITs. Will they be the
new academics?
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KEY TERMS

HyperClass, HyperLecture, HyperSeminar,
HyperTutorial: Classes, lectures, seminars, and tutori-
als that take place in a coaction field in HyperReality.
This means an interaction between virtual teachers
and students and objects, and physically real teachers
and students and objects, in order to learn how to ap-
ply a specific domain of knowledge. It allows for the
use of artificially intelligent tutors. Such systems are
currently experimental, but have the potential to be
used on the Internet.

HyperSchool, HyperCollege, HyperUniversity:
The term Hyper means that these institutions could
exist in HyperReality. HyperReality is where virtual
reality and physical reality seamlessly intersectto allow
interaction between their components, and where hu-
man and artificial intelligences can communicate. The
technological capability for this is at an experimental
stage, but could be made available with broadband
Internet.

JITAITS: Just-In-Time Artificially Intelligent
Tutors are expert systems available on demand in
HyperReality environments to respond to frequently
asked student questions about specific domains of
knowledge.

Virtual Class, Virtual Lecture, Virtual Seminar,
and Virtual Tutorial: Classes, lectures, seminars, and
tutorials are communication systems that allow people
in the relative roles of teachers and learners to interact
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in pursuit of an instructional objective and to access
supporting materials such as books and blackboards.
The use of linked computers makes it possible for such
interaction to take place without the physical presence
of teachers and learners or any instructional materials
or devices such as books and blackboards. The Internet
now provides a global infrastructure for this, so that the
terms have become synonymous with holding classes,
lectures, seminars, and tutorials on the Internet.
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Virtual School, Virtual College, Virtual Uni-
versity: The term virtual refers to the communication
capabilities of these institutions, and implies that they
can be achieved by means of computers linked by tele-
communications which in effect today means by the
Internet. The term virtual is used to contrast the way
communicationsin conventional schools, colleges, and
universities requires the physical presence of teachers
and learners and instructional materials, and invokes
the use of transport systems and buildings.
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Architectures of the Interworking of 3G
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INTRODUCTION

Recent development on the wireless networks has
indicated that IEEE 802.11.x standards based wireless
LAN and third-generation cellular wireless networks
such as CDMA2000 or UMTS (i.e., WCDMA) could
be integrated together to offer ubiquitous Internetaccess
to end users. The two technologies can offer functions
that are complementary to each other. The 802.11.
X standards based wireless LANs support data rates
from 1 Mbps to 54 Mbps. However, by IEEE 802.11.x
standard, one access point (AP) can only cover an area
of a few thousand square meters. It is perfectly applied
for enterprise networks and public hot-spots such as
hotels and airports. On the contrary, wireless cellular
networks built with 3G standards can only support peak
data transmission rates from 64Kbps to nearly 2 Mbps
with a much wider area. It is reasonable and feasible
to combine these two technologies to make Internet
access much easier and more convenient.

The design of an interworking architecture to ef-
ficiently integrate 3G cellular wireless networks and
802.11.x standard based wireless LANs is a challenge.
Itsdifficulty lies in the objective of the integration, which
is to achieve the seamless interoperation between the
two types of the wireless networks with certain QoS
guarantee and other requirements kept simultaneously,
from the perspectives of both the end-users and the
operators. There are basically two proposals as the
solutions to the architecture of the integration. One
is the tight coupling. The other is the loose coupling.
Although there is no final selection on whether the
future integrated network would use either of these
techniques or another one, much focus of the research
is on the loose coupling due to its feasibility.

To implement the integration based on the cor-
responding approach, there are a lot of issues needed
to be addressed. They are the mobility management

for vertical handoff, the QoS maintenance during the
vertical handoff, and the schemes of authentication,
authorizationand the accounting (AAA). Inthisarticle,
we will focus on the issue of interworking architecture.
The rest of the text is organized as follows. The second
sectionwill presentthe general ideas on the architecture
of the integration of 3G cellular networks with wireless
LANSs. The third section will present several propos-
als on the architectures of the integration. At last, the
fourth section will conclude the article.

THE FRAMEWORK OF INTERWORKING
ARCHITECTURE

The first important thing in the integration of 3G and
wireless LAN is the development of concept archi-
tecture for 3G cellular and wireless LAN networks.
This architecture should be able to support any type of
user services in a secure and auditable way. Both user
interfaces and interoperator interfaces must be clearly
defined. And multiple service providers should be able
to interoperate under the guidelines of thisarchitecture.
The users could choose the best available connection
for the applications they are using at the active time.
Several approaches have been proposed for inter-
working networks architecture. The European Telecom-
munications Standards Institute (ETSI) specifies two
generic approaches for interworking: loose-coupling
and tight-coupling (Buddhikot, Chandranmenon, Han,
Lee, Miller, & Salgarelli, 2003; Findlay, Flygare, Han-
cock, Haslestad, Hepworth, & McCann, 2002). The
two candidate integration architectures are character-
ized by the amount of interdependence they introduce
between the two component networks. On the other
hand, the Third Generation Partnership Project (3GPP)
(Ahmavaara, Haverinen, & Pichna, 2003; Salkintzis,
2004) has specified six interworking scenarios. The six
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interworking scenarios provide a general and detailed
picture on the transition from the loose-coupling to the
tight-coupling interworking architecture.

Tightly-Coupled Interworking

The rationale behind the tightly coupled approach is
to make the wireless LAN network appear to the 3G
core network as another 3G access network. The wire-
less LAN network would emulate the functions that
are natively available in 3G radio access networks.
Shown in the left side of Figure 1, to the upstream
3G core network, the wireless LAN gateway network
element introduced to achieve integration appears to
be a packet control function (PCF), in the case of a
CDMA2000 core network, or to be a serving GPRS
support node (SGSN), in the case of UMTS network.
The wireless LAN gateway hides the details of the
wireless LAN network to the 3G core, and implements
all the 3G protocols including mobility management,
authentication, and so forth, required in a 3G radio
access network. Mobile nodes are required to imple-
ment the corresponding 3G protocol stack on top of
their standard wireless LAN network cards and switch
from one physical layer to another as needed. All the
traffic generated by clients in the wireless LAN will be
injected using 3G protocols into the 3G core network.
These networks would share the same authentication,
signaling, transport, and billing infrastructures inde-
pendent from the protocols used at the physical layer
on the radio interface.

Loosely Coupled Approach

Like the tightly coupled architecture, the loosely cou-
pled approach will also introduce a new element in the
wireless LAN network, the wireless LAN gateway, as
shown in the right side of Figure 1. The gateway con-
nects to the Internet without direct link to 3G network
elements such as packet data serving nodes (PDSN) or
3G core network switches. The users that could access
services of the wireless LAN gateway include the local
usersthat have signed oninawireless LAN and the mo-
bile users visiting from other networks. The data paths
in wireless LANs and 3G cellular network have been
completely separated. The high-speed wireless LAN
data traffic is never injected into the 3G core network,
but the end users can still experience seamless access.
In this approach, different mechanisms and protocols,
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which can interoperate for seamless operations, can
handle authentication, billing, and mobility manage-
ment in the 3G cellular and wireless LAN portions of
the network. At the same time, the use of compatible
AAA services on the two networks would allow the
wireless LAN gateway to dynamically obtain per-user
service policies from their home AAA servers. Then,
it can enforce and adapt such policies to the wireless
LAN network.

It is clear that the loose coupling offers several
advantages over the tightly coupled approach with
almost no drawbacks. It has emerged as a preferred
architecture for the integration of wireless LANs and
3G cellular networks.

Interworking Scenarios

The most intensive standardization activities are cur-
rently taking place in the Third Generation Partnership
Project (3GPP), a standardization body that maintains
and evolves the GSM and UMTS specifications. 3GPP
has recently approved a WLAN/Cellular Interworking
working team, which aims to specify one or more tech-
niques for interworking between wireless LANs and
GPRS networks (Ahmavaara et al., 2003; Salkintzis,

Figure 1. 3G and wireless LAN integration: Tightly
coupled vs. loosely coupled architectures
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2004). Inthe context of this work, several interworking
requirements have been specified and categorized into
six interworking scenarios (Salkintzis, 2004).

Scenario 1: Common billing and customer care. This
is the simplest form of interworking, which provides
onlyacommon bill and customer care to the subscribers
without other features for real interworking.

Scenario 2: 3GPP system-based access control and
charging. This scenario requires AAA for subscribers
in the wireless LAN to be based on the same AAA
procedures utilized in the cellular networks.

Scenario 3: Accessto 3GPP GPRS-based services. The
goal of this scenario is to allow the cellular operator to
extend access to its GPRS-based servicesto subscribers
in a wireless LAN environment. Although the user is
offered access to the same GPRS-based services over
both the GPRS and wireless LAN access networks,
no service continuity across these access networks is
required in Scenario 3.

Scenario4: Service continuity. The goal of thisscenario
istoallowaccessto GPRS-based servicesas required by
Scenario 3and inaddition to maintain service continuity
across the GPRS and wireless LAN systems. Although
service continuity is required by Scenario 4, the service
continuity requirements are not very stringent.

Scenario 5: Seamless services. This scenario goes one
step furtherthan Scenario 4. Itsgoal isto provide aseam-
less service continuity between cellular networks and
wireless LANs. That is, GPRS-based services should
be utilized across the cellular networks and wireless
LAN access technologies in a seamless manner.

Scenario 6: Access to 3GPP circuit-switched services.
The goal of this scenario is to allow the operators to
offer accessto circuit-switched services from the wire-
less LAN systems. Seamless mobility for these services
should be provided.

Itis obvious that from Scenario 1 to Scenario 6, the
interworking of the 3G cellular network and wireless
LANSs changes from loose to tight. Hence, the demand-
ing on interworking requirements will be getting more
and more in the transition.

EXAMPLES OF INTERWORKING
ARCHITECTURE

In this section, we will present and summarize a few
of the architectures proposed for the interworking of
3G cellular network and wireless LANs. The first two
solutions are different implementations of the general
concept architecture of loose coupling. The third and
fourth proposals are featured with QoS considerations,
and the last one takes the advantages of the ad hoc
wireless networks to implement the integration.

CDMAZ200/Wireless LAN Interworking
Architecture

Based onthe conceptarchitecture of the loosely coupled
approach, an implementation of the integration of the
CDAMZ2000 and wireless LANSs has been reported in
Buddhikotetal. (2003). The systemisnamed Integration
of Two Access (IOTA) technologies gateway system,
which consists of two primary components: the integra-
tion gateway and the multi-interface mobility client.

Each gateway system serves multiple APs in one
wireless LAN of a hot-spot and controls the traffic
from these APs before it can reach the back-haul link.
A mobile node that roams into a hot-spot obtains the
wireless LAN access under the control of the gate-
way. After successful authentication and Mobile IP
registration, the gateway allows the mobile node to
access the entire network. Furthermore, the gateway
provides QoS services and collects accounting data.
Therefore, the gateway needs to integrate a number of
subsystems, which support different functions. Support-
ing the mobile IP service across wireless LANs and
CDMAZ2000 networks also requires intelligent clients
which can perform Mobile IP signaling with the FA
and HA. Such a client also has to be able to select and
sign the user onto the best access network depending
on the network conditions.

UMTS/Wireless LAN Interworking
Architecture

Based on the concept of interworking scenarios, two
solutions on the interworking architecture of UMTS
and wireless LAN have been reported in Salkintzis
(2004).
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Thefirst wireless LAN/3G interworking architecture
meets the requirements of Scenario 2 for the general
case of roaming, that is, when the wireless LAN is not
directly connected to the user’s 3G home public land
mobile network (PLMN). The interworking architec-
ture for the nonroaming case can be straightforwardly
derived if the 3G AAA Server is directly connected to
the wireless LAN. It is assumed that the 3G cellular
network is based on the UMTS architecture. The user
data traffic of UMTS terestrial radio access network
(UTRAN) and wireless LANSs is routed completely
different, as shown in Figure 2. In particular, the user
data traffic of wireless LAN is routed by the wireless
LAN itself toward the Internet or an intranet, whereas
the user data traffic of UTRAN is routed through the
3G packet switched core network, encompassing SGSN
and the Gateway GPRS support node (GGSN). Only
AAA signaling is exchanged between the wireless
LAN and the 3G cellular home PLMN through the
3G visited PLMN, for authenticating, authorizing, and
charging purposes.

Thesecond network architecture, shownin Figure 3,
satisfies the requirements of Scenario 3, that is, access
to 3G Packet Switched (PS) based services, where the
user data traffic needs to be routed to the 3G cellular
network. Itis basically an extension of the architecture
of Scenario 2. It corresponds also to a roaming case.
As compared with Figure 2, although the AAA traffic
follows the same route, the user data traffic is routed
to the user’s 3G home PLMN, to a new component

Figure 2. Wireless LAN/3G interworking architecture
for Scenario 2

called Packet Data Gateway (PDG). The user data
traffic is also routed through a data gateway, referred
to as Wireless Access Gateway (WAG), which in case
of roaming is in the 3G visited PLMN.

A QoS Service-Oriented Interworking
Architecture

The overall interworking architecture outlined in
Marques, Aguiar, Garcia, Moreno, Beaujean, Melin,
and Liebsch (2003) is IPv6-based, supporting seam-
less mobility between different access technologies.
The target technologies envisaged are Ethernet for
wired access, 802.11.x for wireless LAN access, and
UMTS for cellular access. The user terminals may
handoff between any of these technologies without
breaking their network connection and maintaining
their contracted QoS levels. On the other hand, service
providers should be able to keep track of the services
being used by their customers, both inside their own
network and while roaming. Multiple service provid-
ers may be interoperating in the network, resulting in
both transport and multimedia content provision being
seamlessly supported. Figure 4 depicts the conceptual
network architecture, illustrating some of the handoff
possibilities in such a network when a user moves.
Three administrative domains are for different types
of access technologies. Each administrative domain
is managed by an authentication, authorization, ac-
counting, and charging (AAAC) system. At least one

Figure 3. Wireless LAN/3G interworking architecture
for Scenario 3
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network access control entity, the QoS broker (QoSB),
is required in every domain. Due to the requirements
of full service control by the provider, all handoffs,
including horizontal and vertical handoffs, are explic-
itly handled by the management infrastructure through
IP-based protocols.

A Policy-Based QoS Service-Oriented
Interworking Architecture

To ensure that QoS services can be provided in an
integrated UMTS and wireless LAN environment, a
policy-based QoS management architecture has been
proposed in Zhuang, Gan, Loh, and Chua (2003).
Because different environments may involve different
administrative domains and differentdegrees of network
integration, three scenarios are considered to illustrate
the feasibility of the proposed architecture:

1.  One operator controls the UMTS network and
wireless LANS.

2. Different UMTS operators share a wireless
LAN.

3. Anindependent wireless LAN is interconnected
to a UMTS operator’s network.

Figure 5. UMTS and wireless LAN under one opera-
tor

Policy
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w————— Peer-to-peer

UMTS and Wireless LAN Under One
Operator

In this scenario, one operator operates and manages
an integrated UMTS and wireless LAN network. The
operator fully controls its wireless LAN sites and pro-
vides normal telecommunications services in addition
to wireless LAN access service. For the integrated

Figure 4. General QoS-oriented interworking architecture

WECDMA ti ) W—(DMA
{lntradpmalnl SIRE

Domai

802.1119 W <OMA__
(Im@rdpmal

‘FthFTnPt 1o 80211
¢ Aintradomain)
|

(,_* "

" Leshere

0211
Domain B

Qo5 broker
_;;w COMA

W{DMJ\ To ethernet
Uml arinman

‘vu‘mer

- <

i A \
AMAL w:lelli
b roker

w-C DMfi o M

'
a0z IO\’Y{DMQ

- W-CDMA to 802.11
“pe, (intradomain)

7
_}ﬂ?suz "

b}
—
; 802,11 1o 802,11
T i Pl 1|rm=(dnma|nl
.‘/' & ,
B N
il
}

71



Architectures of the Interworking of 3G Cellular Networks and Wireless LANs

UMTS/WLAN environment in a single operator’s
network, the hierarchical policy architecture is used,
as shown in Figure 5. The master policy controller
(MPDF) connects to the policy controller of the wire-
less LAN network (WPDF) and the UMTS policy
controller (PDF). The MPDF of the UMTS network
serves as the master policy node of the WPDF so that
the policies implemented in the wireless LAN domain
are integrated into the operator’s policy hierarchy.

A Wireless LAN Shared by Multiple
Operators

Scenario 2 is to provide different services in an inte-
grated UMTS/WLAN environment. Multiple operators
install and operate shared wireless LAN sites at differ-
ent locations that are connected to their own UMTS
networks. In this scenario, operator A may usually
target business subscribers while operator B targets
youth subscribers. The shared wireless LAN sites are
configured to provide different amounts of resources
at different time periods. To provide end-to-end QoS

Figure 6. A wireless LAN shared by multiple opera-
tors

=————= Hierarchical

Peer-to-peer
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Figure 7. Customers’ wireless LAN connected to an
operator’s UMTS
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in this environment, a WPDF is deployed in the shared
wireless LAN domain. As shown in Figure 6, the
WPDF interacts with the MPDFs of the cooperating
operators’ networks.

Customers’ Wireless LAN Connected to an
Operator’'s UMTS

Inthe Scenario 3, shown in Figure 7, the wireless LAN
may belongtoanindependent Internetservice provider
(ISP) or an enterprise that is a customer of the UMTS
operator. This model allows the UMTS operator to
provide wide area mobile services to customers that
have their ownwireless LAN infrastructure. The WPDF
in the wireless LAN domain is a peer of the MPDF in
the UMTS network. The WPDF has the sole right to
update its policy repository. The network-level policies,
to be employed by interconnecting the UMTS network
and the wireless LAN network, are determined by the
service level specifications (SLSs) agreed between the
peering wireless LAN and UMTS operators.

A Two-Hop-Relay Architecture

The prevalent architecture of integration of 3G cellu-
lar networks with wireless LANS is the interworking
architecture consisting of two centralized wireless
networks, where both networks have BSs or APs.
However, in Wei and Gitlin (2004) a novel interwork-
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Figure 8. The two-hop-relay internetworking architecture
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ing architecture, which is composed of 3G cellular
networks and ad hoc networks, has been proposed.
The two-hop-relay architecture to integrate 3G cellular
networks and ad hoc wireless LANs for coverage and
capacity enhancement is shown in Figure 8. By the
single-hop 3G cellular links between mobile termi-
nals and the BS, mobile terminals could relay traffic
through a 3G/ad hoc wireless LAN dual-mode relay
gateway, which connects the end user with a wireless
LAN radio interface, while communicating with the
BS via a 3G interface.

CONCLUSION

Integrated 3G cellular networksand wireless LANswill
definitely benefit both service providers and subscrib-
ers. It can provide much more service coverage with
high wireless bandwidth to the mobile users. In this
review, several proposed interworking architectures,
which integrate 3G cellular networks with wireless
LANSs, have been presented. They are the state-of-the-
art solutions to the interworking architecture. The first
two architectures are simply the representatives of the
conceptual loose-coupled interworking architecture and
scenarios. The other two proposals focus themselves
on interworking solutions with QoS services. The last
proposal has shown a novel idea on the interworking
architecture. It has employed an ad hoc wireless LAN
to combine with the 3G cellular networks in order to
achieve more service coverage than the 3G cellular
networks.

The interworking architectures described in this
survey have illustrated a general picture of the current
development of the interworking technologies of 3G

cellular networks and wireless LANSs. This survey is
expected to foster rapid deployment of integrated ser-
vices in order to achieve the goal of always best con-
nected (ABC). ABC has the aim that a person will not
only be always connected, but also connected through
the best available device and access technology at all
times atanywhere in the world (Gustafsson & Jonsson,
2003). In summary, by broadening the technology and
business base for 3G cellular networks and wireless
LANSs, the new generation of wireless networks can
offer numerous possibilities to always provide users
withapersonal communicationenvironmentoptimized
for their specific needs.
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KEY TERMS

3G Cellular Network: 3 generation cellular
network.

ABC: Always best connected

Horizontal Handoff: Handoff in the same wireless
network between different cells.

Interworking: Integration network from different
wired or wireless network technologies.

UMTS Network: One of the 3G cellular networks
named as Universal Mobile Telecommunications
System

Wireless LAN: Wireless local area network.

Vertical Handoff: Handoff between differentwire-
less networks.



Argument Structure Models and Visualization

Ephraim Nissan
Goldsmith’s College of the University of London, UK

INTRODUCTION

In order to visualize argumentation, there exist tools
from multimedia. The most advanced sides of compu-
tational modeling of arguments belong in models and
tools upstream of visualization tools: the latter are an
interface. Computer models of argumentation come
in three categories: logic-based (highly theoretical),
probablistic, and pragmatic ad hoc treatments. Theo-
retical formalisms of argumentation were developed
by logicists within artificial intelligence (and were
implemented and often can be reused outside the origi-
nal applications), or then the formalisms are rooted in
philosophers’work. We cite some such work, but focus
on tools that support argumentation visually.

Argumentation turns out in a wide spectrum of
everyday life situations, including professional ones.
Computational models of argumentation have found
application in tutoring systems, tools for marshalling
legal evidence, and models of multiagent communi-
cation. Intelligent systems and other computer tools
potentially stand to benefit as well.

Multimedia are applied to argumentation (in visu-
alization tools), and also are a promising field of ap-
plication (in tutoring systems). The design of networks
could potentially benefit, if communication is modeled
using multiagent technology.

TOOLS FOR VISUALIZING THE
STRUCTURE OF ARGUMENTS

An application of multimedia is tools for displaying in
two dimensions agraph that represents the construction
or conflictofarguments. The convenience of displaying
the structure of arguments visually has prompted the
development of tools with that task; for example, Carr
(2003) described the use of a computer tool, QuestMap
(Conklin & Begeman, 1988), for visualizing arguments,
foruse inteaching legal argumentation. Reed and Rowe
(2001) described an argument visualization system
called Araucaria. Prakken, Reed, and Walton (2003),
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on legal evidence, apply Araucariatoananalysisinthe
style of Wigmore Charts: two sections below deal with
these. Verheij (1999) described the ArguMed computer
tool forvisualizing arguments; Loui etal. (1997), atool
called Room 5. Van den Braak, van Oostendorp, Prak-
ken, and Vreeswijk (2006) compare the performance
of several such argument visualization tools.

BACKGROUND CONCEPTS: KINDS
AND LEVELS OF ARGUMENTATION

Argumentation is the activity of putting arguments for
or against something. [...] In purely speculative mat-
ters, one adduces arguments for or against believing
something about what is the case. In practical contexts,
one adduces arguments which are either reasons for
or against doing something, or reasons for or against
holding an opinion about what ought to be or may be
or can be done (MacCormick, 1995, pp. 467-468).

A reason given for acting or not acting in a certain
way may be on account of what so acting or not acting
will bring about. Such is teleological reasoning. All
teleological reasoning presupposes some evaluation
(MacCormick, 1995, p. 468).

In contrast, “Deontological reasoning appeals to
principles of right or wrong [...] taken to be ultimate,
not derived from some form of teleological reasoning”
(MacCormick, 1995, p. 468). Systemic arguments are
kinds of “arguments which work towards an accept-
able understanding of a legal text seen particularly
in its context as part of a legal system” (p. 473), for
example, the argument from precedent, the argument
from analogy, and so forth.

Prakken and Sartor (2002, Section 1.2) usefully

propose that models of legal argument can be de-
scribed in terms of four layers. The first, logical layer
defines what arguments are, [that is], how pieces of
information can be combined to provide basic sup-
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port for a claim. The second, dialectical layer focuses
on conflicting arguments: it introduces such notions
as “‘counterargument,” ““attack,” “rebuttal,” and
“defeat,” and it defines, given a set of arguments and
evaluation criteria, which arguments prevail. The third,
procedural layer regulates how an actual dispute can
be conducted, [that is], how parties can introduce or
challenge new information and state new arguments.
In other words, this level defines the possible speech
acts, and the discourse rules governing them. Thus
the procedural layer differs from the first two in one
crucial respect. While those layers assume a fixed set
of premises, at the procedural layer the set of premises
is constructed dynamically, during a debate. This also
holds for the final layer, the strategic or heuristic one,
which provides rational ways of conducting a dispute
within the procedural bounds of the third layer.

A CONTEXT FOR ARGUMENTATION
AND FORMALISM

Argumentation is a field of rhetoric (there exists a
journal titled Argumentation), which finds massive
application, for example, in law and in negotiation,
which is reflected in computer tools subserving these
(Zeleznikow, 2002). Within artificial intelligence (Al),
argumentation has been conspicuous inthe mainstream
of Al & Law (i.e., Al as applied to law). After 2000, it
was applied also in Al modeling of reasoning on legal
evidence. Also Al tools for supporting negotiation
(legal or otherwise) use argumentation. Yet, as early as
Thagard (1989), the neural-network-based tool ECHO
would apply abductive reasoning (i.e., inference to the
“best” explanation) in order to evaluate items, either
evidence or inferred propositions, while simulat-
ing the reasoning of a jury in a criminal case. Poole
(2002) applied to legal argumentation about evidence,
a formalism called independent choice logic (ICL),
which can be viewed as a “first-grade representation of
Bayesian belief networks with conditional probability
tables represented as first-order rules, or as a [sic] ab-
ductive/argument-based logic with probabilities over
assumables” (p. 385).

In the theory of anchored narratives of Wagenaar,
van Koppen, and Crombag (1993), narrative (e.g.,
the prosecution’s claim that John murdered his wife)
is related to evidence (e.g., John’s fingerprints on the
murder weapon) by a connection, an anchor: for the
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story to be comprehensively anchored, each individual
piece of evidence need be not merely plausible, but
safely assumed to be certain, based on common-
sense rules that are probably true. That theory was
discussed by Verheij (1999) in the context of a work
on dialectical argumentation for courtroom (judicial)
decision-making.

Concerninganchoring by common-sense beliefs, this
is referred to by other authors on legal evidence as em-
pirical generalizations. Twining (1999) is concerned with
generalizations in legal narratives. See also Anderson
(1999Db). Bex, Prakken, Reed, and Walton (2003, Section
4.2)discusssuch generalizationsin the context ofaformal
computational approach to legal argumentation about a
criminal case, and so does Prakken (2004, Section 4).
The latter (Section 4.2) lists four manners of attacking
generalizations: “Attacking that they are from a valid
source of generalizations,” *“Attacking the defeasible
derivation from the source” (e.g., arguing that a given
proposition is general knowledge indeed, but that “this
particular piece of general knowledge is infected by folk
belief”), “Attacking application of the generalization in
the given circumstances” (“This can be modeled as the
application of applying more specific generalizations”),
and “Attacking the generalization itself.”

WIGMORE OR TOULMIN?
THE REPRESENTATION OF
ARGUMENTS IN CHARTS

JohnHenry Wigmore (1863-1943) wasavery prominent
exponent of legal evidence theory (and of comparative
law) in the United States. A particular tool for structuring
argumentation graphically, called Wigmore Charts and
first proposed by Wigmore, has been in existence for the
best part of the 20" century, and was resurrected in the
1980s. Wigmore Charts are a handy tool for organiz-
ing a legal argument, or, for that matter, any argument.
They are especially suited for organizing an argument
based on a narrative. Among legal scholars, Wigmore
Charts had been “revived” in Anderson and Twining
(1991); already in 1984, a preliminary circulation draft
of that book was in existence; it includes (to say it with
the blurb) “text, materials and exercises based upon
Wigmore’s Science of Judicial Proof” (i.e., Wigmore,
1937). Anderson (1999a) discusses an example, mak-
ing use of a reduced set of symbols from his modified
version of Wigmore’s original chart method.
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Figure 1. Toulmin’s structure of argument
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David Schum (2001) made use of Wigmore charts
while introducing his and Peter Tillers” computer tool
prototype for preparing a legal case, MarshalPlan (a
hypertexttool whose design had already been described
in 1991, and of which a prototype was being demon-
strated in the late 1990s). Also see Schum (1993), on
how to use probability theory with Wigmore Charts.

Incomputer science, for representing anargument, it
is far more common to find in use Toulmin’s argument
structure (Toulmin, 1958), possibly charted. Wigmore
Charts have their merits: they are compact. Yet, only
some legal scholars used to know them.

Basically, Wigmore Charts and using Toulmin’s
structure are equivalent. Consider, in Toulmin’s struc-
ture, how a rebuttal to a claim is notated. Anderson’s
modified Wigmore Charts resort to an “open angle”
to identify an argument that provides an alternative
explanation for an inference proposed by the other
part to a case. An empty circle (which can be labeled
with a number) stands for circumstantial evidence or
an inferred proposition. An empty square stands for a
testimonial assertion. Proposition 2 being a rebuttal of
proposition 1 is notated as follows:

(>

We used an open angle, next to the circle on the
left-hand side. Instead, a closed angle stands for an
argument corroborating the inference. If neither symbol
is used, then in order to indicate the relation between
a factum probans (supporting argument) and a factum

probandum (what it is intended to prove) is notated
as a line with a directed arrow from the former to the
latter (Anderson 1999a, p. 57).

A SAMPLE WIGMORE CHART

A Wigmorean analysis is given for a simple, invented
case. Aboy, Bill, is charged with having disobeyed his
mother by eating sweets without her permission. The
envelopes of the sweets have been found strewn on the
floor of Bill’sroom. Dad is helping in Mom’s investiga-
tion, and his evidence appears to exonerate Bill, based
on testimony that Dad elicited from Grandma.

1. Bill disobeyed Mom.

2. Mom had instructed Bill not to eat sweets unless

he is given permission. In practice, when the

children are given permission, it is Mom who is
granting it.

Bill ate the sweets.

4.  Many envelopes of sweets are strewn on the floor
of Bill’s room.

5. Mom isanurse, and she immediately performed
a blood test on Bill and found an unusually high
level of sugar in his bloodstream, which suggests
he ate the sweets.

6.  Bill was justified in eating the sweets.

7. Bill rang up Dad, related to him his version of
the situation, and claimed to him that Grandma
had come on visit, and while having some sweets
herself, instructed Bill to the effect that both Bill
and Molly should also have some sweets, and Bill
merely complied.

8. Dad’sevidence confirms that Bill had Grandma’s
permission.

9. Dad rang up Grandma, and she confirmed that
she gave Bill the permission to take and eat the
sweets.

w

Figure 2 shows a Wigmore chart for the argumen-
tational relationship among these propositions.

Circlesare claims or inferred propositions. Squares
are testimony. An infinity symbol associated with a
circle signals the availability of evidence whose sen-
sory perception (which may be replicated in court) is
other than listening to testimony. An arrow reaches the
factum probandum (which is to be demonstrated) from
the factum probans (evidence or argument) in support of
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Figure 2. An example of aWigmore Chart
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it, or possibly from a set of items in support (in which
case the arrow has one target, but two or more sources).
A triangle is adjacent to the argument in support for
the item reached by the line from the triangle. An open
angle identifies a counterargument, instead.

COMPUTATIONAL MODELS OF
ARGUMENTATION

Models of argumentation are used sometimes in mul-
tiagent systems (Sycara & Wooldridge, 2005). Parsons
and McBurney (2003) have been concerned with ar-
gumentation-based communication between agents in
multiagent systems. Paglieri and Castelfranchi (2005)
deal with an agent revising his beliefs through contact
with the environment.

Models for generating arguments automatically
have also been developed by computational linguists
concerned with tutorial dialogues (Carenini & Moore,
2001), or with multiagent communication. Kibble
(2004, p. 25) uses Brandom’s inferential semantics and
Habermas’ theory of communicative action (oriented
to social constructs rather than mentalistic notions), “in
order to develop a more fine-grained conceptualiza-
tion of notions like commitment and challenge in the
context of computational modeling of argumentative
dialogue.”

ABDUL/ILANASsimulated the generation of adver-
sary arguments on an international conflict (Flowers,
McGuire, & Birnbaum, 1982). In a disputation with
adversary arguments, the players do notactually expect
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to convince each other, and their persuasion goals target
observers. Persuasion arguments, instead, have theaim
of persuading one’s interlocutor, too. Persuasive politi-
cal argument is modeled in Atkinson, Bench-Capon,
and McBurney (2005). Al modelling of persuasion in
court was discussed by Bench-Capon (2003).

Philosopher Ghita Holmstrém-Hintikka (2001) has
appliedtolegal investigation, and in particular to expert
witnesses giving testimony and being interrogated in
court, the Interrogative Model for Truth-seeking that
had been developed by Jaakko Hintikka for use in the
philosophy of science.

Within Al & Law (Al as applied to law), models of
argumentation are thriving, and the literature is vast. A
good survey from which to start is Prakken and Sartor
(2002), which discusses the role of logic in computa-
tional models of legal argument. “Argumentation is
one of the central topics of current research in Artificial
Intelligence and Law. It has attracted the attention of
both logically inclined and design-oriented research-
ers. Two common themes prevail. The first is that legal
reasoning is defeasible, [that is], an argument that is
acceptable in itself can be overturned by counterargu-
ments. The second is that legal reasoning is usually
performed in a context of debate and disagreement.
Accordingly, such notions are studied as argument
moves, attack, dialogue, and burden of proof” (p. 342).
“The main focus” of major projects in the “design”
strand “is defining persuasive argument moves, moves
which would be made by ‘good’ human lawyers. By
contrast, much logic-based research on legal argument
has focused on defeasible inference, inspired by Al
research on nonmonotonic reasoning and defeasible
argumentation” (p. 343).

In the vast literature on computational models of
argumentation within Al & Law, see, for example,
Ashley (1990) on the HYPO system, which mod-
eled adversarial reasoning with legal precedents,
and which was continued in the CABARET project
(Rissland & Skalak, 1991), and the CATO project
(Aleven & Ashley 1997). Books include Prakken
(1997) and Ashley (1990). Paper collections include
Dunne and Bench-Capon (2005); Reed and Norman
(2003); Prakken and Sartor (1996); Grasso, Reed, and
Carenini (2004); Carenini, Grasso, and Reed (2002);
and Vreeswijk, Brewka, and Prakken (2003). See, for
example, Prakken (2004); Loui and Norman (1995);
Freeman and Farley (1996); and Zeleznikow (2002).
Walton (1996a) dealt with argumentation schemes. An
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appealing formal model is embodied in Gordon and
Walton’s (2006) tool Carneades. (Also see Walton,
1996b, 1998, 2002).

David Schum was the first one who combined
computing, legal evidence, and argumentation (with
Wigmore Charts). Later on, Henry Prakken has done
so: he did, at a time when a body of published research
started to emerge, about Al techniques for dealing with
legal evidence (it emerged, mainly in connection with
mostly separate organizational efforts by Ephraim
Nissan, Peter Tillers, and John Zeleznikow, who have
launched that unified discipline). Until Prakken’s
efforts, the only ones who applied argumentation to
computer modeling of legal evidence were Schum,
and Gulotta and Zappala (2001): The latter explored
two criminal cases by resorting to an extant tool for
argumentation, DART, of Freeman and Farley (1996),
aswellasothertools. Prakken’s relevant papers include
Prakken (2001); Prakken and Renooij (2001); Prakken
et al. (2003); and Bex et al. (2003).

Work on argumentation by computer scientists may
even have been as simple as a mark-up language for
structuring and tagging natural language textaccording
to the line of argumentation it propounds: Delannoy
(1999) suggested his own argumentation mark-up was
unprecedented, but he was unaware of Nissan and
Shimony’s TAMBALACOQUE model (1996).

RECOMMENDED APPROACH

Explicit representation of arguments in a variety of
contexts, within information technology tools, has
much to recommend it. Consider expert systems from
the 1980s, for diagnosis: quantitative weights for
competing hypotheses were computed, yet argument
structure was rather implicit. Making it explicit adds
flexibility. Also think of decision-support systems, and
of data visualization. Arguments, too, can be usefully
visualized.

Moreover, as both logic-based and ad hoc systems
for generating arguments or responding to them have
become available, it is becoming increasingly feasible
to incorporate argumentation modules within architec-
tures. An example for this could be in the design of
networks, if the communication within the network is
modelled by using multiagent technology: the com-
munication among agents can be usefully set in terms
of argumentation.

Multimediatechnology can enhance how human us-
ers can grasp argumentation. The blooming of research
into argumentation and the foreseeable increase in its
application call for the development of new generations
of tools that visualize argument structure. These can
be either general-purpose, or specialized: MarshalPlan
(Schum, 2001) is applied in a judicial or investigative
context. Wigmore Charts deserve widespread knowl-
edge among computer scientists.

FUTURE TRENDS AND CONCLUSIONS

We have given emphasis to the visual representation of
arguments. Thisdoes notrequire theoretical knowledge,
and learning how to use Wigmore Charts or Toulmin’s
structure of arguments is rather intuitive. Software for
visualizing argument structure exists.

We omitted probabilistic models. Moreover, we
did not delve into the technicalities, which would ap-
peal to logicians (such as the ones from Al & Law),
of the internal workings of models and implemented
tools for generating and processing arguments, but we
cited relevant literature. The present reader only need
know that such tools grounded in theory exist: they
could be viewed as a black box. What most users, or
even designers, of potential applications would see is
an interface. Such interfaces can benefit from multi-
media technology. It stands to reason that the mature
Al technology of handling argumentation deserves to
be applied, and multiagent communication is an area
of extant application, which in turn is relevant for
networking.
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KEY TERMS

Abductive Inference: Inference to the “best” ex-
planation. It departs from deductive inference.

Adversary Argument: “[N]either participant
expects to persuade or be persuaded: The participants
intend to remain adversaries, and present their argu-
ments for the judgment of an audience (which may
or may not actually be present). In these arguments,
an arguer’s aim is to make his side look good while
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making the opponent’s look bad” (Flowersetal., 1982,
p. 275). The ABDUL/ILANA program models such
arguers (ibid.).

Al & Law: Artificial intelligence as applied to law,
this being an established discipline both within legal
computing and within artificial intelligence.

Anchored Narratives: The theory of anchored
narratives was proposed by Wagenaar et al. (1993):
narrative is related to evidence by a connection (or
anchor), but thisisabackground generalization, which,
critics remarked, only holds heuristically.

Argumentation: How to put forth propositions
in support or against something. An established field
in rhetoric, within Al & Law it became a major field
during the 1990s.

Deontic, Deontology: Pertaining to duty and
permissibility. Deontic logic has operators for duty.
Deontological arguments appeal to principles of right
orwrong, ultimate (rather than teleological) principles
about what must or ought, or must not or ought not to
be or be done.

Generalizations: Or background knowledge, or
empirical generalizations: common sense heuristic
rules, which apply to a given instance a belief, held
concerning a pattern, and are resorted to when, inter-
preting the evidence and reconstructing a legal narrative
for argumentation in court.

Persuasion Argument: The participants in the
dialogue are both willing to be persuaded as well as
trying to persuade. This is relevant for computer tools
for supporting negotiation.

Teleological: Of an argument (as opposed to de-
ontological reasoning): of a “reason given for acting
or not acting in a certain way may be on account of
what so acting or not acting will bring about. [...] All
teleological reasoning presupposes some evaluation”
(MacCormick, 1995, p. 468).

Wigmore Charts: Agraphic method of structuring
legal arguments, currently fairly popular among legal
evidence scholars; originally devised in the early 20"
century.
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INTRODUCTION

Multimedia applications are rapidly spread at an ever-
increasing rate, introducing a number of challenging
problems at the hands of the research community.
The most significant and influential problem among
them is the effective access to stored data. In spite of
the popularity of keyword-based search technique in
alphanumeric databases, it is inadequate for use with
multimedia data due to their unstructured nature. On
the other hand, a number of video content and context-
based access technigues have been developed (Deb,
2005). The basic idea of content-based retrieval is
to access multimedia data by their contents, for ex-
ample, using one of the visual content features. While
context-based techniques try to improve the retrieval
performance by using associated contextual informa-
tion, other than those derived from the media content
(Hori & Aizawa, 2003).

Most of the proposed video indexing and retrieval
prototypes have two major phases, the database popu-
lation and the retrieval phase. In the former one, the
video stream is partitioned into its constituent shots in
a process known as shot boundary detection (Farag &
Abdel-Wahab, 2001, 2002b). This step is followed by
a process of selecting representative frames to sum-
marize video shots (Farag & Abdel-Wahab, 2002a).
Then, a number of low-level features (color, texture,
object motion, etc.) are extracted in order to use them
as indices to shots. The database population phase is
performed as an off-line activity and it outputs a set
of metadata with each element representing one of
the clips in the video archive. In the retrieval phase, a
query is presented to the system that in turns performs
similarity matching operations and returns similar data
back to the user.

The basic objective of an automated video retrieval
system (described above) is to provide the user with
easy-to-use and effective mechanisms to access the
required information. For that reason, the success of a
content-based video access system is mainly measured
by the effectiveness of its retrieval phase. The general

query model adopted by almostall multimediaretrieval
systems is the QBE (query by example; Marchionini,
2006). In this model, the user submits a query in the
form of an image or a video clip (in case of a video
retrieval system) and asks the systemto retrieve similar
data. QBE is considered to be a promising technique
since it provides the user with an intuitive way of query
presentation. Inaddition, the form of expressingaquery
condition is close to that of the data to be evaluated.

Upon the reception of the submitted query, the
retrieval stage analyzes it to extract a set of features
then performs the task of similarity matching. In the
latter task, the query-extracted features are compared
with the features stored into the metadata; then matches
are sorted and displayed back to the user based on how
close a hit is to the input query. A central issue here is
the assessment of video data similarity. Appropriately
answering the following questions has a crucial impact
on the effectiveness and applicability of the retrieval
system. How are the similarity matching operations
performedand based onwhatcriteria? Do the employed
similarity matching models reflect the human percep-
tion of multimedia similarity? The main focus of this
article is to shed the light on possible answers to the
above questions.

BACKGROUND

An important lesson that has been learned through the
last two decades from the increasing popularity of the
Internet can be stated as follows “[T]he usefulness of
vast repositories of digital information is limited by the
effectiveness of the access methods” (Brunelli, Mich,
& Modena, 1999). The same lesson applies to video
archives; thus, many researchers start to be aware of
the significance of providing effective tools for ac-
cessing video databases. Moreover, some of them are
proposing various techniques to improve the efficiency,
effectiveness, and robustness of the retrieval system.
In the following, a quick review to these techniques is
introduced with emphasis on various approaches for
evaluating video data similarity.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



One important aspect of multimedia retrieval
systems is the browsing capability and in this context
some researchers proposed the integration between the
human and the computer to improve the performance
of the retrieval stage. Truong and Venkatesh (2007)
presented a comprehensive review and classification
of video abstraction techniques introduced by various
researchers in the field. That work reviewed different
methodologies that use still images (key frames) and
moving pictures (video skims) to abstract video dataand
provide fast overviews of the video content. Aprototype
retrieval system that supports 3D images, videos, and
music retrieval is presented in Kosugi et al. (2001). In
that system each type of queries has its own process-
ing module; for instance, image retrieval is processed
using a component called ImageCompass.

Due to the importance of accurately measuring
multimedia data similarity, a number of researchers
have proposed various approaches to perform this
task. In the context of image retrieval systems, some
researchers considered local geometric constraint into
account and calculated the similarity between two im-
ages using the number of corresponding points (Lew,
2001). In Oria, Ozsu, Lin, and Iglinski (2001) image
are represented using a combination of color distribu-
tion (histogram) and salient objects (region of inter-
est). Similarity between images are evaluated using a
weighted Euclidean distance function, while complex
query formulation was allowed using a modified ver-
sion of SQL denoted as MOQL (Multimedia Object
Query Language). Other researchers formulated the
similarity between images as a graph-matching prob-
lem and used a graph-matching algorithm to calculate
such similarity (Lew, 2001). Berretti, Bimbo, and Pala
(2000) proposed a system that uses perceptual distance
to measure shape feature similarity of images while
providing efficient index structure. Horster, Lienhart,
and Slaney (2007) employed several measures to assess
the similarity betweenaquery image and astored image
in the database. These methods include calculating the
cosine similarity, using the L1 distance, the symmetrized
Jensen-Shannon divergence, while the last method is
adopted from language-based information retrieval.

With respect to video retrieval, one technique was
proposed in Cheung and Zakhor (2003) where a video
stream is viewed as a sequence of frames and in order
to represent these frames, in the feature space, high
dimensional feature vectors were used. The percent-
age of similar clusters of frames common between two
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video streams is used asa criterion for measuring video
similarity. A set of key frames denoted video signature
is selected to represent each video sequence; then
distances are computed between two video signatures.
Li, Zheng, and Prabhakaran (2007) highlighted that
the Euclidean distance is not suitable for recognizing
motions in multi-attributes data streams. Therefore,
they proposed a technique for similarity measure that
is based upon singular-value decomposition (SVD)
and motion direction identification.

Another technique was proposed in Liu, Zhuang,
and Pan (1999) to dynamically distinguish whether two
shots are similar or not based on the current situation
of shot similarity. One other video retrieval approach
introduced by Wang, Hoffman, Cook, and Li (2006)
used the L1 distance measure to calculate the distance
between feature vectors. Each of the used feature vectors
is a combined one in which visual and audio features
are joined to form a single feature vector. In Lian, Tan,
and Chan (2003), a clustering algorithm was proposed
to improve the performance of the retrieval stage in
particular while dealing with large video databases. The
introduced algorithm achieved high recall and precision
while providing fast retrieval. This work used the QBE
paradigm and adopted a distance measure that firstaligns
video clips before measuring their similarity.

A powerful concept to improve searching multi-
media databases is called relevance feedback (Zhou &
Huang, 2003). In this technique, the user associates a
score to each of the returned hits, and these scores are
used to direct the following search phase and improve
its results. In Guan and Qui (2007), the authors pro-
posed an optimization technique in order to identify
objects of interest to the user while dealing with several
relevance feedback images. Current issues in real-time
video object tracking systems have been identified in
Oerlemans, Rijsdam, and Lew (2007). That article
presented a technique that uses interactive relevance
feedback so as to address these issues with real-time
video object tracking applications.

EVALUATING VIDEO SIMILARITY
USING A HUMAN-BASED MODEL

From the above survey of the current approaches, we
can observe thatanimportantissue has been overlooked
by most of the above techniques. This was stated in
Santini and Jain (1999) by the following quote: “If our
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systems have to respond in an intuitive and intelligent
manner, they must use a similarity model resembling
the humans.” Our belief in the utmost importance
of the above phrase motivates us to propose a novel
technique to measure the similarity of video data. This
approach attempts to introduce a model to emulate the
way humans perceive video data similarity (Farag &
Abdel-Wahab, 2003).

The retrieval system can accept queries in form
of an image, a single video shot, or a multishot video
clip. The latter is the general case in video retrieval
systems. In order to lay the foundation of the proposed
similarity matching model, a number of assumptions
is listed first:

e Thesimilarity of video data (clip-to-clip) is based
on the similarity of their constituent shots.

e Two shots are not relevant, if the query signature
(relative distance between selected key frames) is
longer than the signature of the database shot.

*  Adatabase clips is a relevant one, if one query
shot is relevant to any of its shots.

*  Thequeryclipisusually smaller than the average
length of database clips.

The results of submitting a video clip as a search
example is divided into two levels. The first one is the
query overall similarity level which lists similar data-
base clips. In the second level, the system displays a
list of similar database shots to each shot of the input
query and this givesthe user much more detailed results
based on the similarity of individual shots to help fickle
users in their decisions.

A shot is a sequence of frames so we need to for-
mulate frames similarity first. In the proposed model,
the similarity between two video frames is defined
based on their visual content where color and texture
are used as visual content representative features. Color
similarity is measured using the normalized histogram
intersection, while texture similarity is calculated us-
ing a Gabor wavelet transform. Equation (1) is used to
measure the overall similarity between two frames f1
and f2 where S_ (color similarity) is defined in equa-
tion (2). A query frame histogram (Hﬁ) is scaled before
applying equation (2) to filter out variations in video
clips dimensions. S, (texture similarity) is calculated
based on the mean and the standard deviation of each
component of the Gabor filter (scale and orientation)
(Manjunath & Ma, 1996).

Sim(f1,f2)=0.5*S_+0.5*S,
S, :{iMin(Hm(i),Hfz(i))}/iHn(i) 2)

Suppose we have two shots S1 and S2 each has n1 and
n2 frames respectively. We measure the similarity be-
tween these shots by measuring the similarity between
every frame in S1 with every frame in S2 and form
what is called the similarity matrix that has a dimen-
sion of n1Xn2. For the ith row of the similarity matrix,
the largest element value represents the closest frame
in shot S2 that is most similar to the ith frame in shot
S1 and vice versa. After forming that matrix, equation
(3) is used to measure shot similarity. Equation (3) is
applied upon the selected key frames to improve ef-
ficiency and avoid redundant operations.

nl n2
Sim(S1,52) =| > MR@(Si. ;) + >_MC)(Si.j) |/ (n1+n2)
i=1

@)

Where MR, (S, )/ MC (S,): is the element with the
maximum value in the i/j row/col respectively and
n1/n2 is the number of rows/columns in the similarity
matrix.

The proposed similarity model attempts to emulate
the way humans perceive the similarity of video mate-
rial. Thiswas achieved by integrating into the similarity
measuring formula (4) a number of factors that most
probably humans use to perceive video similarity.
These factors are:

e The visual similarity: Normally, humans deter-
mine the similarity of video data based on their
visual characteristics such as color, texture, shape,
and so forth. For instance, two images with the
same colors are usually judged as being similar.

e The rate of playing the video: Humans tend
also to be affected by the rate at which frames are
displayed and they use this factor in determining
video similarity.

e The time period of the shot: The more the pe-
riods of video shots coincide, the more they are
similar to human perception.

e The order of the shots in a video clip: Humans
often give higher similarity scores to video clips
that have the same ordering of corresponding
shots.
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Sim(S1,S2) =W1*Sv +W:2*Dr+W3* Fr
(4)

Dr =1-[S1(d) - S2(d)|/ Max(S1(d) S2(d) ]
®)

Fr =1 [SL(r) - S2()|/ Max(SL(r) S2(r) ]
(6)

Where S, isthe visual similarity, D, is the shot duration
ratio, F_ is the video frame rate ratio, Si(d) is the time
duration of the ith shot, Si(r) is the frame rate of the ith
shot, and W, W,, and W, are relative weights.

There are three parameter weights in equation (4),
namely, W,, W,, and W, that give indication on how
important a factor is over the others. For example,
stressing the importance of the visual similarity factor
is achieved by increasing the value of its associated
weight (W,). It was decided to give the user the ability
to express his/her real need by allowing these param-
eters to be adjusted by the user. To reflect the effect of
the order factor, the overall similarity level checks if
the shots in the database clip have the same temporal
orderasthose shots inthe query clip. Although this may
restrict the candidates to the overall similarity set to
clips that have the same temporal order of shots as the
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To evaluate the proposed similarity model, it was
implemented inthe retrieval stage of the VCR system (a
video content-based retrieval system) (Farag & Abdel-
Wahab, 2003). The model performance was quantified
through measuring recall and precision defined in equa-
tions (7) and (8). To measure the recall and precision
of the system, five shots were submitted as queries
while changing the number of returned shots from 5 to
20. Both recall and precision depend of the number of
returned shots. To increase recall, more shots have to
be retrieved, which will in general result in decreased
precision. The ground truth set is determined manually
by a human observer before submitting a query to the
system. The average recall and precision is calculated
for the above experiments and plotted in Figure 1 that
indicates a very good performance achieved by the
system. At a small number of returned shots the recall
value was small while the precision value was very good.
Increasing the number of returned clips increases the
recall until it reaches one; at the same time the value
of the precision was not degraded very much but the
curve almost dwells at a precision value of 0.92. This
way, the system provides avery good trade-off between
recall and precision. Similar results were obtained us-
ing the same procedure for unseen queries. For more
discussion on the obtained results the reader is referred
to Farag and Abdel-Wahab (2003).

query clip, the user still has a finer level of similarity R =A/(A + C) (7
that is based on individual query shots which capture
other aspects of similarity as discussed before. P=A/(A+B) (8)
Figure 1. Recall vs. precision for five seen shots
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A: correctly retrieved, B: incorrectly retrieved, C:
missed

FUTURE TRENDS

The proposed model is one step to solve the problem
of modeling human perception in measuring video data
similarity. Many open research topics and outstanding
problems still exit and a brief review follows. Since
Euclidean measure may not effectively emulate human
perception, the potential of improving it can be explored
via clustering and neural network techniques. Also,
there is a need to propose techniques that measure the
attentive similarity that some researchers believe that
it is what humans actually use while judging multime-
dia data similarity. Moreover, nonlinear methods for
combining more than one similarity measures require
more exploration. Investigation of methodologies for
performance evaluation of multimediaretrieval systems
and the introduction of benchmarks suchas TRECVID
effort are two other areas that need more research. In
addition, semantic-based retrieval and how to correlate
semantic objects with low-level features to narrow the
semantic gap is another open topic. Real-time inter-
active mobile technologies are evolving introducing
new challenges to multimedia research that need to
be addressed. Also, incorporating the user intelligence
through human-computer interface techniques and in-
formation visualization strategies are issues that require
further investigation. Finally, the introduction of new
psychological similarity models that better capture the
human notion of multimedia similarity is an area that
needs more research.

CONCLUSION

In this article, a brief introduction to the issue of mea-
suring digital video data similarity is introduced in the
context of designing effective content-based video re-
trieval systems. The utmostsignificance of the similarity
matching model in determining the applicability and
effectiveness of the retrieval system was emphasized.
Afterward, the article reviewed some of the techniques
proposed by the research community to implement the
retrieval stage in general and to tackle the problem of
assessing the similarity of multimedia data in particu-
lar. The proposed similarity matching model is then

introduced. That novel model attempts to measure the
similarity of video data based on a number of factors
that are likely to reflect the way humans judge video
similarity. The proposed model is considered a step in
the road towards appropriately modeling the human’s
notion of multimedia data similarity. There is still
many research topics and open areas that need further
investigation in order to come up with better and more
effective similarity-matching techniques.
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KEY TERMS

Color Histogram: A method to represent the color
feature of an image by counting how many values of
each color occur in the image and forming a represent-
ing histogram.

Content-based Access: A technique that enables
searching multimedia databases based on the content
of the medium itself and not based on keywords de-
scription.

Context-based Access: A technique that tries to
improve the retrieval performance by using associate
contextual information, other than those derived from
the media content.

Multimedia Databases: An unconventional data-
base that stores various media such as images, audio,
and video streams.

Query By Example: A technique to query multi-
mediadatabases where the user submitsasample query
such as an image or a video clip and asks the system
to retrieve similar items.
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Relevance Feedback: A technique in which the
user associates a score to each of the returned hits; then
these scores are used to direct the following search
phase and improve its results.

Retrieval Stage: The last stage in a content-based
retrieval system that accepts and processes user que-
ries then returns the results ranked according to their
similarities with the query.

Similarity-Matching: A process of comparing
extracted features from the query with those stored in
the metadata that returns a list of hits ordered based
on measuring criteria.
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INTRODUCTION

Over the last few years, we have witnessed the emer-
gence of many wireless systems and devices such as
cellular phones, personal digital assistants, pagers, and
other portable devices. However, they are often used
separately, and their applications do notinteract. One of
the goals of personal area networks (PANS) (Bluetooth
SIG, 2002a; Gavrilovska & Prasad, 2001) is to enable
such a diverse set of devices to exchange information
in a seamless, friendly, and efficient way. The emer-
gence of Bluetooth (Bluetooth SIG, 2001b; Roberts,
2003) wireless technology promises such seamless
networking. Bluetooth is an open industry standard
that can provide short-range radio communications
among small form factor mobile devices. Bluetooth is
based onahigh-performance, low-cost integrated radio

Figure 1. The Bluetooth protocol stack

transceiver and has been designed to provide a cable
replacement technology with emphasis on robustness
and low cost. Bluetooth supports two types of links:
the synchronous connection-oriented (SCO) link and
the asynchronous connectionless link (ACL). Figure
1 illustrates the Bluetooth protocol stack.

The link manager protocol (LMP) performs link
setup and configuration functions. The logical link and
control adaptation (L2CAP) layer supports protocol
multiplexing and connection-oriented/connectionless
data services. The host controller interface (HCI) layer
provides an interface to access the hardware capabili-
ties of Bluetooth.

In this article, we focus on the design and imple-
mentation of an architecture that (a) provides interop-
erability and connectivity of Bluetooth networks with
other networks using Internet protocol (IP) technology

AT

Telephony
‘:I Core protocols D control protocols
Cable Adopted
UDP - Replacement D Profocols
vCard JTCP Protocol
heal |1 p UDP/TCP

COMMANDS

HCI
Link Manager Protocol

Logical Link Control and
Adaptation Protocol

IP

TCS

BN SDP

Baseband

Bluetooth Radio

AT = attention sequence (modem prefix)
BNEP = Bluetooth network encapsulation protocol
P = Internet protocol

OBEX = object exchange protocol

PPP = point-to-point protocol

FRCOMM = radio frequency communications
LMP = link manager protocol
UDP = user datagram protocol

SDP = service discovery protocol

TCP = transmission control protocol

TCS BIN = telephony control specification-binary
VvCAl = virtual calendar

vCard = virtual card

HCI = host controller interface

L2CAP = logical link control and adaptation protocol

Copyright © 2009, I1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.



Audio Streaming to IP-Enabled Bluetooth Devices

Figure 2. The AVDTP protocol stack in Bluetooth (only the audio portion of AVDTP is shown)
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and (b) enables Bluetooth mobile devices to wirelessly
stream high-quality audio (greater bandwidth than toll
quality voice) content from other Internet devices. We
also investigate the efficiency of different design ap-
proachesthat can be used by Bluetooth-enabled devices
for high-quality audio streaming.

AUDIO/VIDEO TRANSMISSION OVER
BLUETOOTH WITH AVDTP

The Audio Video Working Group has defined a Blue-
tooth profile thatallows streaming of high quality mono
or stereo audio directly over L2CAP from another
device. This profile, the advanced audio distribution
profile (A2DP) (Bluetooth SIG, 2002b), is based on
the generic audio/video profile distribution profile
(GAVDP) (Bluetooth SIG, 2002¢), whichinturn usesthe
audio/video distribution transport protocol (AVDTP)
(Bluetooth SI1G, 2002d). AVDTP specifies the transport
protocol for audio and video distribution and streaming
over Bluetooth ACL links. Figure 2 shows the protocol
stack model for AVDTP.

AVDTP defines the signaling mechanism between
Bluetooth devices for stream set-up and media stream-
ing of audio or video using ACL links. Audio/video
(A/V) streaming and signaling set-up messages are
transported via L2CAP packets. A dedicated protocol/
service multiplexer (PSM) value (the PSM value for
AVDTP is 25) is used to identify L2CAP packets that
areintended for AVDTP. AVDTP applies point-to-point
signaling over connection-oriented L2CAP channel

set up in advance between two devices participating
in A/V streaming. Before A/V applications transport
AJV streams over a Bluetooth link, AVDTP performs
AJV parameter negotiation. Based on the result of this
negotiation, applications transfer A/V content.

AUDIO STREAMING TO BLUETOOTH
DEVICES OVER IP

Connecting Bluetooth Devices
to IP-Based Networks

The proliferation of IP over all kinds of networks today
makes it necessary to support Bluetooth applications
over IP-based networks. However, an IP over Bluetooth
profile was not specified in the Bluetooth specifications.
There are currently two ways of running IP-based
applications over Bluetooth: one approach is to use
the local area network (LAN) profile (Bluetooth SIG,
2001c), and the other approach is to use the PAN profile
(Bluetooth SIG, 2002a). The LAN profile defines how
Bluetooth-enabled devices canaccessservicesofaLAN
using the IETF point-to-point protocol (PPP) (Simpson
& Kale, 1994). The PAN profile describes how two or
more Bluetooth-enabled devices can form an ad-hoc
network and how the same mechanism can be used to
accessaremote network through a network access point.
It uses the Bluetooth network encapsulation protocol
(BNEP) (Bluetooth SIG, 2001a) to provide networking
capabilities for Bluetooth devices.
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Figure 3. Audio streaming (via AVDTP) between a Bluetooth-enabled PDA and a Bluetooth-enabled headset
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Figure 4. Interface module design architecture for audio streaming and voice playback
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Audio Streaming to IP-Enabled
Bluetooth Devices

Although audio or voice may be streamed to a device
such as a Bluetooth-enabled laptop or PDA (as shown
in Figure 3), we still need to deliver the media stream
to a device such as a speaker or a headset for playback
by the end user. Currently, there is no support for audio
streaming or voice playback between two Bluetooth
devices such as between a Bluetooth-enabled laptop
or personal digital assistant (PDA) and another device
such as a Bluetooth-enabled headset. Traditionally, the
same device (with its own loudspeaker or a headset
connected to it via a cable) performing the streaming
also performs playback of the media. However, this
restricts the end user in carrying the streaming device
(for example a PDA) while roaming in the Bluetooth
network to listen to the audio or voice. We wanted to
exploit the cable replacement goal of Bluetooth such
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that the user does not have to be tied to the device per-
forming the streaming to listen to the streamed audio
or voice. Thus, in our prototype implementation, we
have extended the AVDTP protocol to communicate
with Bluetooth-enabled devices such as headsets. Ex-
tending AVDTP supportto a Bluetooth-enabled headset
now provides a user the capability of only carrying the
headset in the Bluetooth network and communicating
with the streaming device over a Bluetooth link.

INTERFACE MODULE DESIGN

Our prototype designarchitecture (illustrated in Figure
4) exploitsAVDTPto stream audio and voice over Blue-
toothand an IP-based network using BNEP. We focus on
the design and implementation of an interface module
(shown in Figure 4) that provides the interface between
BNEP and the AVDTP layer of the Bluetooth stream-
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ing sink device. The BNEP part of the device provides
IP connectivity, and the AVDTP layer of the streaming
sink device (PDAin ourimplementation) enables audio
streaming and voice playback by the Bluetooth-enabled
end user’s headset using an AVDTP link.

Interface Module Implementation

The interface module enables audio streaming or voice
playback between two Bluetooth devices suchasaBlue-
tooth-enabled laptop or PDA connected to an Internet
streaming server viathe PAN profile and another device
such as a Bluetooth-enabled headset. We use the BlueZ
(Bluez,2006) Bluetooth protocol stack running on Red
Hat Linux version 9 on the Bluetooth-enabled laptops
and Familiarv0.7 (Linux based operating system) on the
Bluetooth-enabled IPAQ H3900 PDA. We use Apache
HTTP Server v2.0 (Apache, 2006) for the streaming
server and Mplayer (Mplayer, 2006) for real time
streaming. The implementation of the interface module
supports three main functionalities: (a) to establish
AVDTP between a Bluetooth-enabled streaming sink
device and a Bluetooth-enabled playback back device,
(b) to set the media specific information required for
media playback, and (c) to receive the incoming media
packets from the Internet connection and to transfer
them to playback device using AVDTP.

The first part of the implementation requires de-
vice discovery and AVDTP link establishment to the
Bluetooth-enabled device to be used for playback. To
enable service discovery, we exploit the Bluetooth
service discovery protocol (SDP) (Bluetooth SIG,
2001d) provided by the BlueZ protocol stack. Once
the user selects the Bluetooth device to connect for
audio playback, the interface module sets up an ACL
link over AVDTP layer using the Bluetooth address
obtained during the service discovery procedure. Once
the stream (representing the logical end-to-end con-
nection of media data [audio or video] between two
audio/video [A/V] devices) has been established, the
interface module starts the audio streaming.

The interface module initiates the streaming proce-
dure by registering itself with AVDTP as a stream end
point (SEP). The interface module specifies the role of
Acceptor and acts as a source for the communication
link while registering with AVDTP. AVDTP returns a
stream handle (representing a top-level reference to
a stream), which is exposed to the application layer.
Oncethe AVDTPIlink hasbeen established, the AVDTP

signaling procedure sets the application and transport
service parameters to be used during the transfer of
audio. After the signaling procedure is executed, a
streaming session will be established via AVDTP be-
tween the source and sink devices, ready to send and
receive data respectively.

The third component and main part of the imple-
mentation is the transfer of the media packets and their
playback. This functionality requires the interface
module to capture the incoming media packets from the
BNEP layer of the streaming sink device and transfer
themtothe AVDTP layer for transmission and playback
by the sink device. At this stage there are two ways to
receive the media packet (as shown in Figure 4)—one
approach is to capture the media packet at application
layer (after is has passed the BNEP, IP and TCP layers)
of the streaming sink device. Another approach is to
directly route the media packets from the BNEP layer.
The former approach is simpler and easier to imple-
ment, but it increases end-to-end latency—that is, the
total time required to send the packet to the Bluetooth-
enabled headset as it has to travel all the way up the
protocol stack to the application layer before being
transferred via the AVDTP layer. In our implementa-
tion, we have used the latter approach. The incoming
audio packets at the BNEP layer of the streaming sink
device are captured by the interface module. After the
BNEP, IP, and TCP headers are removed, the payloads
of the packets are sent to the AVDTP layer.

To capture media packets at the BNEP layer we
use the HCI socket interface and create an HCI socket
and bind it with the HCI device of the streaming sink
device. To receive incoming packets for BNEP layer
two HCl socket optionsare set—HCI_DATA_DIRand
HCI_FILTER.TheHCI_DATA_DIR optionofthe HCI
socket is used to determine the direction of transfer of
data packets through the HCI socket. We need to dif-
ferentiate between the incoming and outgoing packets at
the HCI socket interface, as the interface module needs
to capture the incoming packets only and need not be
concerned with outgoing packets from the Bluetooth
device. The second option, the HCI_FILTER option, is
set to inform the host controller about events in which
the host device is interested. The interface module re-
quires the host controller to send all ACL data packets
and two main events—connection establishment and
disconnect complete. The interface module sets the
filter value such that it receives all ACL data packets
and with the HCI_DATA_DIR option; the interface
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module identifies incoming ACL data packets. Once
a packet is received at the HCI socket of the interface
module, it is parsed to retrieve the ACL data packet
with the PSM value of the BNEP link (the PSM value
for BNEP is 15).

Oncethe interface module retrieves the BNEP pack-
ets containing audio payload, the TCP and IP headers
are stripped off, and payload portion of the packets is
sent to the AVDTP layer, which checks for the payload
length of the data, and if it is greater than maximum
transmission unit of AVDTP, fragments the packets
into smaller sizes and sends it to the Bluetooth device
connected via the AVDTP link. Since the incoming
packets at the BNEP layer are based on the Ethernet
frame format, the length of the incoming Ethernet
packetwill be 1,500 bytes. The maximum transmission
unit of AVDTP layer for the optimum performance of
AVDTP without using a lot of available bandwidth
is 780 bytes. As a result, the AVDTP layer fragments
incoming packets into 768 bytes and adds a 12-byte
AVDTP header (also called Media Payload Header)
to each of them. The data packet is then sent to lower
layers for the transmission over the air interface.

It is worthwhile noting that the interface module
we have implemented needs to be integrated with the
application level media player to enable streaming.
However, the integration part only requires invoking
the interface module through a function call. We have
integrated the interface module with the Mplayer me-
dia player (an open source, real time Media Player for
Linux operating system). We were also able to integrate
it with MPG123 (MPG123, 2006)—real time, open
source, MPEG audio player for the Linux operating
System. The implementation of the interface module
alsorequires connection tothe Ethernetvia BNEP using
the PAN profile. But the interface module can easily be
extended to use RFCOMM—LAN profile.

To start the audio streaming, the streaming sink
device initiates the connection to the streaming server

Audio Streaming to IP-Enabled Bluetooth Devices

residing on the Ethernet network using the real time
media player—Mplayer. The streaming sink device
uses PAN profile to connect to the Bluetooth Network
Access point, which connects to the Ethernet network.
Oncethe connectionisestablished, theapplication layer
software—Mplayer—Iloads the interface module and
transfers control to it. The interface module checks
the availability of Bluetooth devices with audio sink
feature viathe AVDTP link. Once the Bluetooth device
isselected, the interface module establishesthe AVDTP
link to the audio playback device using the AVDTP
module (implementation of AVDTP protocol). The
interface module derives the information regarding the
type of audio CODEC (compression/decompression)
to use from the application layer software and provides
this to the AVDTP module to be used for the signal-
ing procedure. Once the audio stream configuration is
done and the audio playback device is ready to receive
audio data, the streaming procedure is started at the
application level (i.e., via the Mplayer). As the media
packets arrive at the BNEP layer via the L2CAP, HCI,
and baseband layers, the interface modules captures
frames, strips off the required headers, and passes the
media payload to the AVDTP layer, which then passes
themtothe lower L2CAP layer (after addingthe AVDTP
headers) for transmission.

PERFORMANCE EVALUATION

Experimental Testbed Configuration and
Measurement Procedures

The test-bed used in our experimental measurements
is shown in Figure 5. We used the BlueZ Bluetooth
protocol stack (BlueZ, 2006) running on Red Hat Linux
version 9 on the Bluetooth-enabled laptops and BlueZ
Bluetooth protocol stack running on Familiar version0.7
Linux onthe Bluetooth-enabled PDA. We have used an

Figure 5. Experimental testbed with three Bluetooth devices and one Ethernet-based audio server
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Table 1. Streaming time (seconds) with Approach 1 (application level streaming) and Approach 2 (kernel level

streaming) under unloaded and loaded conditions

Streaming time (seconds) Streaming time (seconds) | % Improvement of Kernel
with Approach 1 with Approach 2 Level over Application Level
(Application Level Streaming) | (Kernel Level Streaming) | Streaming

Unloaded 275 271 1

1/0 Intensive Loading

(concu_rrent with audio 301 271 10

streaming)

CPU Intensive Load-

ing (concurrent with 302 273 10

audio streaming)

Network File Transfer

(FTP) Appllca_tlon ) 362 330 9

(concurrent with audio

streaming)

Ethernet-based server running Apache HT TP serverand
Red Hat Linux version 9 for streaming audio data. To
enable streaming between the Bluetooth-enabled laptop
and the Ethernet-based server we have used PAN profile
(using BNEP link). We used an MP3 file of size 5.38
megabytes in all tests. We measured the time taken to
playback the MP3 file as it was streamed from the server
over the local area network under unloaded conditions
(at the Bluetooth streaming sink device) using the two
streaming designs Approaches 1 and 2 illustrated in
Figure 4. We repeated the playback time measurement
tests (to measure the time taken to playback the MP3
file) under two additional loaded conditions. Under
the first loaded condition, we executed a file intensive
application (on the streaming sink device) while the
audio was being streamed. Under the second loaded
condition, we executed an 1/O intensive application
(on the streaming sink device).

Experimental Results

The playback (streaming) time (in seconds) of a 5.38
MB MP3 audio file under various host (loaded and un-
loaded) conditions with the two approaches (Approach
1 [application level streaming] and Approach 2 [kernel
level streaming by the interface module] depicted in
Figure 4) are given in Table 1.

We note from the results in Table 1 that there is little
performance improvement between the two approaches
under unloaded conditions. Despite the extra data copy-
ing involved between the user space and kernel space
as well as context switch overheads involved while

switching between user and kernel spaces, we found
little impact on the overall streaming performance.
However, we obtained around 10% improvement in
the streaming time with the kernel streaming under
loaded conditions.

CONCLUSION

Ubiquitousaccesstoservices including those involving
continuous media such as audio and video is becom-
ing increasingly popular. There are strong interests in
supporting the delivery of audio and video to a wide
range of handheld devices as seamlessly as possible
using IP technology. In this work, we focus on the
design and implementation of an architecture (the
interface module) that enables flexible and seamless
audio streaming to IP-enabled Bluetooth devices. We
achieve seamless end-to-end audio streaming over the
Internet to Bluetooth devices by exploiting BNEP and
AVDTP protocols in our design architecture.
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A2DP: Advanced Audio Distribution Profile
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AVDTP: Audio/Video Distribution Transport Proto-
col

BNE: Bluetooth Network Encapsulation Protocol
CODEC: Compression/Decompression

GAVDP: Generic Audio/Video Profile Distribution
Profile

HCI: Host Controller Interface

IP: Internet Protocol

L2CAP: Logical Link and Control Adaptation
LAN: Local Area Network

LAP: LAN Access Point

LMP: Link Manager Protocol

PAN: Personal Area Network

PC: Personal Computer

PCM: Pulse Code Modulation

PDA: Personal Digital Assistant

PPP: Point-to-Point Protocol

PSM: Protocol Service Multiplexer
SCO: Synchronous Connection-Oriented

SDP: Service Discovery Protocol
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SEP: Stream End-Point
TCP: Transmission Control Protocol

UDP: User Datagram Protocol

KEY TERMS

Asynchronous Connectionless Link (ACL): An
ACL linkis point-to-multipointbetweenamaster device
and up to seven slave devices.

Audio/Video Distribution Transport Protocol
(AVDTP): Specifies the transport protocol for audio
and video distribution and streaming over the Bluetooth
air interface using ACL links.

Bluetooth: Bluetooth evolved from the need to
replace wires in short-range communications (e.g.,
serial cable between computers and peripherals) with
short-range wireless links.

Logical Link and Control Adaptation (L2CAP):
The (L2CAP) layer supports protocol multiplexing,
provides connection-oriented/connectionless data ser-
vices to upper layers, and performs segmentation and
reassembly operations of baseband packets.

Local Area Network (LAN) Profile: The LAN
profile defines how Bluetooth-enabled devices access
services of a LAN using the point-to-point protocol
(PPP).

Link Manager Protocol (LMP): The LMP per-
forms link setup and configuration, authentication,
encryption management, and other functions.

Personal Area Network (PAN) Profile: The PAN
profile describes how two or more Bluetooth-enabled
devices can form an ad-hoc network. The PAN profile
uses the Bluetooth Network Encapsulation Protocol
(BNEP) to provide networking capabilities for Blue-
tooth devices.

Synchronous Connection-Oriented (SCO) Link:
ASCO linkisasymmetrical point-to-point link between
a master and a single slave and is typically used for
sensitive traffic such as voice.
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Automatic Lecture Recording for Lightweight

Content Production

Wolfgang Hurst
Albert-Ludwigs-University Freiburg, Germany

INTRODUCTION

Today, classroom lectures are often based on electronic
materials, such as slides that have been produced with
presentation software tools and complemented with
digital images, video clips, and so forth. These slides
are used in the live event and verbally explained by
the teacher. Some lecture rooms are equipped with
pen-based interfaces, such as tablet PCs, graphics
tablets, or electronic whiteboards (Figure 1). These
are used for freehand writing or to graphically an-
notate slides. Lecturers put a tremendous effort into
the preparation of such electronic materials and the
delivery of the respective live event. The idea of ap-
proaches for so-called automatic lecture recording is
to exploit this effort for the production of educational
learning material. Although it is still controversial if
such documents could ever be a substitute for actual

Figure 1. Pen-based interfaces commonly used in class-
rooms: Tablet PC (top left), graphicstablets (middle left
and top right), and electronic whiteboards (bottom)

classroomteaching, itisgenerally agreed that they make
useful, gaining complements to existing classes, and
their value for education is generally accepted (Hdirst,
Miiller, & Ottmann, 2006). While manual production
of comparable multimedia data is often too costly and
time consuming, such “lightweight” authoring via
automatic lecture recording can be a more effective,
easier, and cheaper alternative to produce high quality,
up-to-date learning material. In this article, we first give
ageneral overview of automatic lecture recording. Then,
we describe the most typical approaches and identify
their strengths and limitations.

BACKGROUND

According to Muller and Ottmann (2003), content pro-
duction via automatic lecture recording is lightweight
and therefore efficient torealize, if the used method and
its implementation is easy, quick, intuitive, and flex-
ible. Presenters should be able to keep their personal
style of presenting and teaching. In the ideal case,
they are not even aware of the fact that their lecture is
getting recorded. There should not be any additional
preparation effort for the used electronic material. The
information loss arising from the recording process
should be kept to a minimum for reasons of quality,
retrieval, and archiving.

Finally, one should be able to easily produce tar-
get documents for various distribution scenarios and
infrastructures. Obviously, in practice, such a perfect
scenario can hardly be realized, and compromises
have to be made based on real-world restrictions and
constraints.

The idea of lightweight content production has
been developed and evaluated since the mid 1990s
by projects such as Classroom 2000/eClass (Abowd,
1999; Brotherton & Abowd, 2004), Authoring on the
Fly (Harst, Mdller, & Ottmann, 2006), and the Cornell
Lecture Browser (Mukhopadhyay & Smith, 1999) to

Copyright © 2009, I1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.
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Figure 2. Consecutive phases in the automatic author-
ing process
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name just a few of the early ones. These projects (and
many others) developed and evaluated a variety of
approaches for this task: Media streams in the class-
room can be captured automatically in various ways.
Recordingsare post-processed and distributed in several
ways, and so on. Generally, these approaches fall into
one of several categories, which we describe in detail
in the next section.

APPROACHES FOR CONTENT PRO-
DUCTION VIA LECTURE RECORDING

Processing Phases

The process of automatic lecture recording can be de-
scribed by a sequence of different phases as illustrated
in Figure 2. First, the teacher prepares the lecture and
the required materials in a pre-processing phase. Dur-
ing the lecturing phase, the presentation is given to a
live audience and simultaneously recorded. This live
event is followed by a post-processing phase in which
the final files and related Meta data are automatically
created from the recordings. Depending on the re-
spective approach, this post-processing might include
activities such as an automatic editing of the recorded
dataand itstransformation into differenttarget formats,
an automatic analysis of the produced files in order to
generate a structured overview of its content and an
index for search, and so forth. The final documents can
be included into a learning management system (LMS)

or distributed to the students via streaming servers, as
download packages, or on CDs/DVDs.

Media Streams

Different media streams can be captured during a
classroom lecture. It is generally agreed that the
audio stream containing the voice of the presenter is
the most important media stream of such a recording
(Gemmell & Bell, 1997; Lauer, Muller, & Trahasch,
2004). 1t is normally complemented with a recording
of the presented slides together with the respective an-
notations—the slides and annotations stream, which is
often considered as “critical media” (Gemmell & Bell,
1997) as well. While early approaches for automatic
lecture recording often settled for a temporally sorted
set of still images of the slides (i.e., snapshots from the
screen outputs), modern techniques generally preserve
the whole dynamics of the annotations as well (i.e.
recordings or screen captures of the handwritten an-
notations). Other media streams are, for example, the
application stream, which contains the output of ad-
ditional applications running on the lecturer’s machine
(e.g., a media player replaying a short video clip), one
or several video streams, which contain a video of the
presenterand/orthe audience, additional audio channels
(e.g., with questions from the audience), and so forth.
In the perfect case, a lecture recording would preserve
andrepresentthe original live eventas good as possible,
thus capturing all relevant media streams in their most
suitable quality. However, in practice often only selected
data streams are recorded, for example, because of
reduced availability of the required recording facilities
during the live event or due to storage and bandwidth
limitations during replay. Generally, the critical media
of a live lecture, that is, the audio stream and the slides
and annotations stream, are captured by all approaches.
However, there are significant differences among these
approaches, first, in how those two streams are recorded,
and second, in how the additional media streams are
preserved (if they are recorded at all). Recording of
the audio stream is pretty straightforward. The used
techniques differ only by the achievable quality and
the data format used for encoding. When capturing the
visual information, most importantly the slides and
annotations stream, significant differences exist. In
the following, we describe the respective approaches
in further details.
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Vector- vs. Raster-Based Recording

Generally, two main techniques exist for the recording
of slides and related annotations: vector- and raster-
based approaches. With vector-based recording, objects
shown at the computer screen (and projected onto the
wall forthe audience of alive presentation) are captured
in an abstract representation of geometrical primitives
(points, lines, polygons, etc.). The resulting file is an
object-based representation of visual elements together
with the respective timing information. In contrast to
this, raster-based recording takes snapshots, that is,
images of the screen output of a computer monitor or
data projector. The resulting file contains a temporally
ordered sequence of single images or bitmaps, that is
rectangular grids of pixels with the respective color
information.

Vector-based recording is generally done directly
on the machine used by the lecturer during the pre-
sentation. In most cases, the recording functionality
is directly integrated into the presentation software.
As a consequence, all material has to be prepared with
this (often proprietary) software, and external applica-
tions (such as short animations or video clips replayed
with separate programs) cannot be recorded. To cope
with the first problem, some approaches use import
filters for common slide formats, such as PowerPoint,
LaTeX, or PDF (Hurst, Miller, & Ottmann, 2006).
The dependency of a particular application, that is the
presentation software and recording tool, is one of the
main disadvantages of this approach.

In contrast to this, raster-based recording can be
realized withaseparate program running independently
of any particular presentation program. Normally, it
captures anything that is represented on the screen.
Hence, external applications can be recorded as well.
Alternatively to such a software-based solution, ad-
ditional hardware can be used to record the visual
information not on the lecturer’s computer but at the
interface between the presenter’s machine and the
monitor. Such a technique is often called VGA cap-
turing or VGA grabbing because it grabs the signal
at the video output of the computer. In contrast to
this, the software-based solution is normally referred
to as screen capturing or screen recording, because
the information is grabbed directly from the internal
memory of the system. The main advantage of a hard-
ware-based capturing solution is obvious: Since the
signal is grabbed at a standardized interface, that is, the
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computer’svideo output, the recording is not only done
independently from any application, but also from the
operating system. Its main disadvantage compared to
screen capturing, that is, the software-based solution,
is the necessity to use additional hardware. Although
solutions exist (Schillings & Meinel, 2002), which
get by with a rather mobile set of equipment, a pure
software-based solution where nothing other than the
lecturer’s PC or laptop is needed might come in handier
in many situations.

Being able to perform an application or even plat-
form independent automatic presentation recording
is a significant advantage of raster-based approaches
compared to vector-based techniques. However, this
advantage comes at the expense of compromises that
generally have to be made related to quality of the file
and flexibility in its usage and post-processing. For
example, while vector-based images and animations
canbasically be scaled indefinitely without degradation,
raster-based recordings can have a significant loss in
quality if scaled to higher or lower resolutions. Hence,
a VGA capturing achieves platform independence on
the lecturer’s machine, but the resulting file might be
represented in different qualities depending on the end
user’s (i.e., the student’s) computer. In addition, vec-
tor-based file formats are generally assumed to have
a lower data rate, although the actual compression
rate depends on the used codec, and therefore general
statements about this issue should be treated with care.
Distribution of the final recordings to the students might
require to produce different versions of the recorded
data in various media formats, for example, streaming
media, such as Real Media or Windows Media, MPEG-
2 or MPEG-4 files, and so forth. Transferring bitmap
data produced with raster-based recording might again
result in a loss of quality, while on the other hand vec-
tor-based data can generally be transferred into other file
formats much easier. While approaches for indexing of
raster-based data streams exist (e.g., based on Optical
Character Recognition [Ziewer, 2004]), indexing of
vector-based data streams can generally be done much
easier, with less effort, and higher reliability. Inasimilar
way, Meta information such as a structured overview
of a file’s content can often be produced easily from
vector-based data. Of course, techniques suchas image
analysis can be used to create such information from
raster-based data streams as well (Welte, Eschbach, &
Becker, 2005), but again, much more effort is required,
and the result is usually less reliable. In addition, it is
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Figure 3. Characterization of different approaches for
automatic lecture recording
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generally much easier to add annotations to data that
is stored in a vector-based way (Fiehn et al., 2003;
Lienhard & Lauer, 2002).

Systems

Figure 3 summarizes and classifies the main charac-
teristics of the three different approaches described
previously. An example for an actual system based
on vector-based recording is the Authoring on the Fly
(AOF) approach (Hurst, Miller, & Ottmann, 2006).
Research projects realizing a software- and hardware-
based raster recording are, for example, the TeleTeach-
ingTool (http://teleteaching.uni-trier.de; Ziewer &
Seidl, 2002) and the tele-TASK system (http://www.
tele-task.de/en/index.php; Schillings & Meinel, 2002),
respectively. Meanwhile, commercial systems based on
all three different recording approaches exist as well.
For example, LECTURNITY (http://www.lecturnity.
de) is an automatic lecture and presentation recording
software, which actually evolved from the AOF project.
The tele-TASK system is now available commercially
aswell. Anexample for a software-based screen captur-
ing system that is often used for presentation recording
is TechSmith’s Camtasia Studio software (http://www.
camtasia.com).

FUTURE TRENDS

Different approaches for authoring of educational mul-
timediadocuments viaautomatic lecture recording have
been studied for several years now. The results of the
respective projects have led to numerous commercial
products. However, various questionsrelated tosuchan
authoring process remain and are the focus of current,
ongoing research. For example, different projects are
dealing with the question of how the interface for the
presenter can be improved. Related issues include the
design of better interfaces for common presentation
software (Hurst, Mohamed, & Ottmann, 2005), digital
blackboards and lecture halls (Friedland, Knipping,
Tapia, & Rojas, 2004; Mohamed & Ottmann, 2005;
Muhlh&user & Trompler, 2002), aswell as gesture-based
interaction with wall-mounted digital whiteboards
(Mohamed, 2005). Another area of particular interest
is approaches for automatic analysis and indexing of
lecture recordings, including speech retrieval (HUrst
2003; Park, Hazen, & Glass, 2005) and indexing of
the content of the slides and annotation stream (Welte,
Eschbach, & Becker, 2005; Ziewer, 2004). Finally,
different projects are concerned with the usage of lec-
ture recordings in different learning scenarios, such as
peer assessment (Trahasch, 2004) or anchored group
discussions (Fiehn et al., 2003) and online annotations
(Lienhard & Lauer, 2002).

CONCLUSION

Lightweight production of educational multimedia data
via automatic lecture recording is an idea that has been
implemented and studied in different developments
over the last decade. In this article, we identified the
most significant characteristics of these approaches
and discussed the resulting advantages and limitations
for the whole production process. It turned out that
there is no “best” technique, but that the advantages
and disadvantages compensate each other. The suc-
cessful and ongoing usage of systems based on both
approaches, vector- as well as raster-based recording,
in different realizations confirms this statement. It
also makes clear, why it is particularly important to be
aware of not only the advantages and possibilities of-
fered by a particular system, but also its limitations and
shortcomings. Although there is a common consensus
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that no best recording approach does or will ever exist
but rather all developed techniques will most likely
co-exist in the future, many interesting open research
questions in the area of automatic lecture recording
remain, mostly related to interface issues during the
recording, the post-processing phase, and the further
usage of the produced documents.

Disclaimer

Some of the notions for tools and devices described in
this article are registered trademarks of the respective
companies or organizations. We kindly ask the reader
to refer to the given references. All characteristics
of these systems have been described to the best of
our knowledge. However, we do like to mention that
specific characteristics and technical specifications
frequently change, and therefore discrepancies between
the descriptions in this article and the actual systems
are possible.
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KEY TERMS

Lecture Recording/Presentation Capturing: A
phrase describing techniques to record, post-process,
and preserve live events in a classroom or lecture hall
for further usage. Most related approaches try to au-
tomate the recording and post-processing as much as
possible, thus realizing a special kind of rapid author-
ing or lightweight content production of educational
multimedia data. Typical scenarios for the deployment
of this kind of learning material are using them as
multimedia complements to lectures for self-study or
as a core around which to build courses for online and
distance learning.

Raster-Based Recording: A raster-based record-
ing produces a raster graphic or a sequence of raster
graphics of some visual input. Raster graphics describe
pixel-based images or bitmaps of visual information
usually encoded in a rectangular grid of pixels with
the respective color information for each pixel. Digital
video is usually composed from a temporally ordered
sequence of single raster graphics (called “frames™).

Screen Capture/Screen Recording: Continuous
production of screen shots in regular intervals over a
specific amount of time in order to create a video file
of the respective screen output during this time period.
The output is generally stored in a common video file
format, such as AVI or MPG.

Screen Shot/Screen Dump: An image taken from
the visual output of a computer as seen, for example,
on the connected computer screen or data projector.
The respective snapshot is normally done by a special
software tool or by a mechanism directly integrated in
the operating system. The output is generally stored as
a bitmap in a common image format, such as JPEG,
BMP, or PNG.

VGA Capturing/VGA Grabbing: Similar to a
screen capture, but instead of producing the respective
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video file by recording directly from the machine’s
memory, additional hardware is used to grab the signal
between the computer’s visual output and the connected
monitor or data projector.

Vector-Based Recording: Images or moviesare not
recorded as bitmaps or raster graphics, but instead all
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visual elementsare represented in an abstract representa-
tion of geometrical primitives (points, lines, polygons,
etc.). Single images recorded in a vector-based format
are usually referred to as “vector graphics,” while the
phrase “vector-based grabbing” or “vector-based cap-
turing” is often used to describe a movie or animation
stored in a vector-based format.
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INTRODUCTION

The networking technologies are moving very fast in
pursuit of optimum performance, which has triggered
the importance of non-conventional computing meth-
ods. Inthe modernworld of pervasive business systems,
time is money. The more the system fulfills the needs
of the requesting user, the more revenue the business
will generate. The modern world is service-oriented,
and therefore, providing customers with reliable and
fastservice delivery is of paramountimportance. Inthis
article we present a scheme to increase the reliability
of business systems. The arrival of ubiquitous comput-
ing has triggered the need previously mentioned even
further, and people hold high exceptions from this tech-
nology. In Morikawa (2004), the authors characterize
the vision of ubiquitous computing into two categories:
“3C everywhere and physical interaction.” 3C consists
of “computing everywhere,” “contenteverywhere,” and
“connectivity everywhere.” “Physical interaction” con-
nects the hidden world of ubiquitous sensors with the
real world. This wide area of coverage and high scal-
ability makes a ubiquitous system quite fragile toward
not only external threats, but internal malfunctioning
too. With the high probability of “abnormal behavior”
it is more important to have knowledge of fault and
its root causes. As described in Yau, Wang, and Karim
(2002), application failures are like diseases, and there
can be many types of faults with matching symptoms,
thus fault localization and categorization are very im-
portant. Unlike in Hung et al. (2005) and Steglich and
Arbanowski (2004), we cannot categorize all abnormal
functionalities into fault tolerance or (re)configuration
domains simply because faults do not have any pre-
defined pattern; rather we have to find those pattern.
Moreover, as in Steglich and Arbanowski (2004) the
“without foresight” type of repair in ubigquitous systems
is desired. The conventional FCAPS (Fault, Configu-
ration, Accounting, Performance, Security), network
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management model categorizes management functions
in one group, but we argue that categorizing manage-
ment functions into different segment is mandatory in
self management paradigms.

Since in highly dynamic and always available very
wide area networks, one fault can be atomic (caused
because of one atomic reason) or it can be a set of
many faults (caused because of many atomic or re-
lated reasons). It is often a good practice to break the
problem into smaller atomic problems and then solve
them (Chaudhry, Park, & Hong, 2006). Ifwe classify all
differenttypes of faults (atomic, related, and composite)
into one fault management category, the results would
not be satisfactory, nor would the system be able to
recover from the “abnormal state” well. Since the side
effects of system stability and self healing actions are
not yet known (Yau et al., 2002), we cannot afford to
assume that running self management modules along
with functional modules of the core system will not
have a negative effect on the system performance. For
example, if the system is working properly, there is no
need for fault management modules to be active. Lastly,
instead of having a fault-centric approach, we should
have arecovery-centric approach because of our objec-
tive that is to increase the system availability

Inthis article we present autonomic self healing en-
gine (ASHE) architecture for ubiquitous smart systems.
We identify the problem context through artificial im-
mune systemtechniquesand vaccinate (deploy solution
to) the system through dynamically composed applica-
tions. The services involved in the service composition
process may or may not be related, but when they are
composed into an application they behave in a way it
is specified in their composition scheme. The vaccines
are dissolved to liberate the system resources (because
they take the system’s own resources to recover it) after
the system recovery. When the system is running in a
normal state, all self management modules are turned
off except context awareness and self optimization.

Copyright © 2009, 1GI Global, distributing in print or electronic forms without written permission of IGI IGI Global is prohibited.
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Figure 1. (a) Proposed classification, (b) ASHE: Layered architecture
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These two are always on to monitor and optimize the
system respectively.

BACKGROUND

In this section we will compare our work with ROSES
project, and Semantic Anomaly Detection Research
Project.

Robustself-configuring embedded systems (RoSES)
(Ricci & Omicini, 2003) is a project that explores
graceful degradation as a means to achieve depend-
able systems. It concentrates on allocating software
components to a distributed embedded control hard-
ware infrastructure, and is concerned with systems
that are entirely within the designer’s control. Our
system is a quasi-distributed linear feedback system
that uses loose coupling of components (except with
SCM). Every time a component fails, it is replaced by
a slightly different component. This approach gives a
powerful configuration control during fault diagnosis
and removal process. Reconfiguration through replac-
ing the failed component is one aspect of our system.
The scalability of this system is confined to a local
area network. With the increasing size of network the
scalability is reduced drastically. Our target area is not
local area networks, rather wireless ad hoc networks,
and especially ubiquitous networks. The heterogeneity
levels at large MANET scale may cause the system to
lose its self-configuring value, as the increasing type
of devices will make the scenario very complex.
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The Semantic Anomaly Detection Research Proj-
ect (Shelton, Koopman, & Nace, 2003) seeks to use
online techniques to enter specifications from under
specification components (e.g., Internet data feeds,
etc.) and trigger an alarm when anomalous behavior is
observed. An emphasis of the research is using a tem-
plate-based approach to make it feasible for ordinary
users to provide human guidance to the automated
system to improve effectiveness. The template-based
systems are not robust. We need to have some hybrid
approach in order to manage the different devices and
real time systems. Moreover, our system uses online
anomaly detection through IS detectors, but it also
uses the goods of dynamic service composition for
more accurate problem addressing. The following is
the architecture of the system proposed.

SYSTEM MODEL

Figure 1(a) describes the functional organization of SH
and SM functions. Context awareness (CA) and self
optimization (SO) are the functions that are constantly
in action. The auto configurations (AC), fault manage-
ment (FM), and so forth are classified as on-demand
sub functions in ASHE architecture. Frequently a
system faces complex problems that cannot be solved
by merely reconfiguring the system. So to ensure the
system restoration, we place healing as the super set.
Figure 1(b) shows the block architecture of ASHE at
a residential gateway level.
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Equation 1.
MS(ST,CS) = wl* StntacticSim(ST,CS) + w2* FunctionalSim(ST,CS) c [0“1]
wl+w2
Equation 2.
SyntacticSim(ST,CS)
w3* NameMatch(ST,CS)
=+ w4 Desc;:;/lf\t;Z(ST,CS) e[0..1]Descr [ST ] ¢ orDescr [CS ]+ ¢
NameMatch(ST,CS)Descr [ST |@esc[ST] ¢ orDescr [CS]+ ¢
Equation 3.
i fsi
FS =22 —ef0.1]

The ASHE consists of a demand analyzer that
analyzes the demand context sent by the device. If the
service requested is present in the local service pool,
it is provided to the requesting device; otherwise the
service composition process uses service composition
manager (SCM), virtual service pool (VSP), context
assimilation layer (CAL), and context manager (CM)
to generate the requested service. The u-Application
poolis the pool of those volatile application files (AFs)
that are generated as the result of service composition.
The u-application pool acts as a buffer solution: when
a new application is added in the pool, the inactive
applications are dissolved.

ASHE SERVICE
COMPOSITION PROCESS

There are two types of service delivery mechanisms
in ASHE: (1) local service delivery and (2) service
composition process. In this section we will discuss
the service composition in ASHE.

Let service composition process:

AF = (Service Searching) = (Service Instantiation
and Binding) = (Testing and Confidence Factor
Calculation) - Service Delivery

The dynamic selection of suitable services involves
the matching of service requirements with service
compatibility rather than simple search keywords. In
Colgrave, Akkiraju, and Goodwin (2004) the proposed
scheme allows multiple external matching services
developed by independent service providers to be
integrated within a UDDI registry. We use the follow-
ing algorithm for searching in UDDI for our scenario.
See Equation 1.

Where w1, w2 are weights and ST is the Service
Template described in the Application File, and CS is
the Candidate Service.

SyntacticSim(): This function compares the names
and descriptions of the service templates and candidate
services. The result of this function is between 1 and
0. Name similarity can be calculated through string
matching algorithms, while description similarity can
be calculated through n-gram algorithm. The details of
the function are represented through Equation 2.
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getFM (OPST ,OPcs ) = best (getfm (OPST ,OPcs ))

Equation 5.

fs = getfm (OPsr, OPcs)

_ W5*SysSim (OPst, OPcs )+ w6 * ConceptSim (OPst, OPcs )+ w7 * I0Sim (OPst, OPcs )

W5+ W6 + w7

Figure 2. u-Zone architecture
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FunctionalSim() is not only the semantic similar-
ity of the service, but it should consider the input and
output matching of CS and ST. The following formula
describes the functioning of Functionalism ().

Where fs = best functional similarity of an operation
of ST and n= number of operation of S and OP _ rep-
resents the individual operation of CS and getfm()’s
specifications are in Equation 5.

Where SynSim() is the similarity of names and
descriptions, ConceptSim() is the ontological simi-
larity. The similarity of the input, output operations,
and confidence factor are not calculated. We intend
to do this task in future work. A slot-based service
mechanism (Chaudhry et al., 2006) is used to bind the
services together.
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TEST BED

The initiative of ASHE was taken in the U-2 (System
Integration) part of u: Frontier project. Building on
top of OSGi, the initiative of a self growing and self
managing network was taken through ASHE. The u-
Zone networks (codename for Mesh-based ubiquitous
networks) are a hybrid of wireless mesh and MANETS.
Awireless mesh network makes high-speed backbone,
whereas zero or more MANET clusters are attached to
mesh nodes. Each mesh node, known as Zone-Master
(ZM), is a multi-homed computer that has multiple
wireless interfaces that make it capable of connecting
to its peers as well as with a MANET cluster(s). As
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Figure 3. u-Zone scenario description
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a ZM is connected to many peers, there are alternate
paths to an access wired network.

We categorize the entities in the system as managed
entities and managing entities. Entities can interactina
variety of ways. For the sake of prototype development
we propose a hierarchical model of manager-agent
configuration. It is three-tier architecture that covers
u-Zone level, cluster head level, and node level man-
agement activities. u-Zone management framework is
presented in Figure 2.

At the u-Zone level, Global u-Zone Management
Server (GUMS), the central control entity, monitors
the overall status of all u-Zone network elements. It
providesan environmentto specify the u-Zone level pa-
rametersthrough policiesfor ZMs’aswellas MANETS’
management. The GuMS also manages the context for
the u-Zone and facilitates the mechanism to provide a
feedback control loop to achieve autonomic features.

.hdc weith Extonded Agont

@oue with Single Agent

CH : Cluster Head

MCEE : Mobile Code Execution Environment

DSP : Domain Specific Policy

DSPM : Domain Specific Policy Manager

Agent Navigation

Cnnﬁgwattun Level Comrmunication

For cluster level management we have a domain
policy manager (DMP), which performs the manage-
ment operations with a scope limited to the cluster.

At the node level we propose simple local agents
(SLASs) or SNMP agents and extended local agents
(ELASs). These componentsare installed on the managed
entities to execute the management services. Manage-
ment services are executable management functions in
the form of mobile codes. Mobile codes can be defined
as “software modules obtained from remote systems,
transferred across a network, and then downloaded and
executed on a local system without explicit installation
orexecution by the recipient” (Wikipedia, 2006). ELAS
are equipped withamobile code execution environment
(MCEE) that executes the mobile code modules. This
feature allows the performing of management opera-
tions autonomously. The ASHE resides at both CH and
GMS (depending upon the ability of the node).
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Figure 4. Simulation results: (a) application generation from LSP; (b) distributed application binding on time
scale using VSP; (c) distributed app. binding on time scale using VSP
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SIMULATION RESULTS

To simulate the scenario, we made a service pool and
registered a number of services in it. Then we ran the
service composition scheme proposed in this research.
The first experiment was performed at a local personal
computer. The simulation results in 4(a) show that an
application is developed, and after about 300 millisec-
onds it decomposes. That is where ASHE activates,
and again after about 340 milliseconds the application
is restored and it is up and running again. After fail-
ing again it takes 280 milliseconds to reconvert the
application at downgraded environment (using fewer
resources than before). In 4(b) the simulation results
show the lifetime of three different applications on the
gateway. Mainly because of the internal resilience of
transportation protocols, in distributed environment,
the applications survive for longer and more up time
is gained. There are three applications in action, and
we observe different times of failure, which can be
because of many reasons that are out of scope of this
context. The results in 4(c) show the performance with
different connection schemes. Since TCP and UDP
are connection oriented and connection less schemes
respectively, they give different results in different
environments and for different data traffic.

CONCLUSION

Inthe modernworld of pervasive business system, time
is money. The more the system fulfills the needs of
the user, the more revenue the business will generate.
So system availability is directly proportional to the
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success of the business system. The delay in provid-
ing the information to customers about your services
is critical for businesses. That is why, instead of the
conventional milt tier network structures, the interest
inautonomic service delivery isbecoming really popu-
lar. In this article we present autonomic self healing
engine (ASHE) architecture. We classify different self
management (SM) functions and propose the service
delivery mechanism. We propose local service com-
position for self services if they are not present. The
biggest contributions of this scheme are to provide
reliable and fast service delivery to the customers and
increase the value of the business. We plan to improve
our scheme through confidence factor calculation and
implementation of real-time applications.
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KEY TERMS

Autonomic Computing: Computer systems and
networks that configure themselves to changing condi-
tions and are self healing in the event of failure. “Auto-
nomic” means “automatic responses” to unpredictable
events. At the very least, “autonomic” implies that less
human intervention is required for continued operation
under such conditions.

MANET: The abbreviation of Mobile Ad hoc NET-
works. It identifies a particular kind of ad hoc network,
that is, a mobile network, where stations can move
around and change the network topology.

Mesh Networks: Mesh networking is a way to
route data, voice, and instructions between nodes. It
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allows for continuous connections and reconfiguration
around blocked paths by “hopping” from node to node
until a connection can be established.

Self Healing: The ability of entities to restore their
normal functionality is called healing. The property of
healing themselves is called self healing.

Self Management: The ability of entitiesto manage
their resources by themselves.

Service Composition: The process of development
of an application through binding various services
together.

Ubiquitous Computing: The branch of computing
that deals with always connected, off the desktop mo-
bile components that may or may not have certain life
constraints that is, battery, computing power, mobility
management and so forth.
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INTRODUCTION

Mobile radio technologies have seen a rapid growth in
recent years. Sales numbers and market penetration of
mobile handsets have reached new heights worldwide.
With almost two billion GSM users in June 2006, and
74.7 millionusers of third generation devices, there is a
large basis for business and product concepts in mobile
commerce (GSM Association, 2006). Penetration rates
average 80%, even surpassing 100% in some European
countries (NetSize, 2006).

The technical development laid the foundation for
an increasing number of mobile service users with
high mobile Web penetrations. The highest is seen in
Germany and Italy (34% for each), followed by France
with 28%, while in the U.S., 19% account for mobile
internet usage (ComsScore, 2006). One of the largest
growing services is mobile games, with 59.9 million
downloaded in 2006 (Telephia, 2006).

Compared to the overall availability of handsets,
the continuing high complexity and dynamic of mo-
bile technologies accounts for limited mobile service
adoption rates and business models in data services.
Therefore, particular aspects of mobile technologies as
a basis of promising business concepts within mobile
commerce are illustrated in the following on three
different levels: First on the network level, whereas
available technology alternatives for the generation of
digital radio networks needto be considered; second, on
the service level, in order to compare different transfer
standards for the development of mobile information
services; third, on the business level, in order to iden-
tify valuable application scenarios from the customer
point of view.

DIGITAL RADIO NETWORKS

In the past, the analysis of mobile radio technology has
often been limited to established technology standards,
aswell astheir developmentinthe context of wide-area
communication networks. Thus, in the following four
chapters, alternatives of architecture and technology
are represented.

General Basics of Mobile Radio
Technology

Generally connections withinmobile radio networks can
be established between mobile and immaobile stations
(infrastructure networks), or between mobile stations
(ad-hoc networks) only (Muller, Eymann, & Kreutzer,
2003). Within the mobile radio network, the immobile
transfer line is displaced by an unadjusted radio chan-
nel. In contrast to analogous radio networks where the
communication signal is directly transferred as a con-
tinuing signal wave, within the digital radio network,
the initial signal is coded in series of bits and bytes by
the end terminal and decoded by the receiver.

The economically usable frequency spectrum is
limited by the way of usage, as well as by the actual
stage of technology, and therefore represents ashortage
for mobile radio transmissions. Via so called “multi-
plexing,” a medium can be provided to different users
by the division of access area, time, frequency, or code
(Mdller et al., 2003; Schiller, 2003).

In contrast to fixed-wire networks, within radio
networks, the signal spread takes place directly similar
to light waves. Objects within the transfer area can in-
terfere with the signal spread—that is why there is the
danger of asignal deletion within wireless transmission
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processes. In order to reduce such signal faults, spread
spectrum techniques distribute the initial transmission
bandwidth of asignal onto a higher bandwidth (Schiller,
2003). The resulting limitation of available frequency
can be minimized by the combination of spread spec-
trumtechniqueswith multiple access techniques. Those
forms of combination are represented, for example,
by the Frequency Hopping Spread Spectrum (FHSS),
where each transmitter changes the transfer frequency
according to a given hopping sequence, or the Direct
Sequence Spread Spectrum (DSSS), where the initial
signal spread is coded by a predetermined pseudo
random number.

Wireless Local Area Networks
(IEEE 802.11)

The developers of the 802.11 standards have aimed
at establishing application and protocol transparency,
seamless fixed network integration, and a worldwide
operation ability within the license-free ISM (Indus-
trial, Scientific, and Medical) radio bands (Schiller,
2003). The initial 802.11 standard of 1997 describes
three broadcast variants: One infrared variant uses
light waves with wave-lengths of 850-950 nm, and
two radio variants within the frequency band of 2.4
GHz, which are economically more important (Schiller,
2003). Within the designated spectrum of the transfer
power between a minimum of ImW and a maximum
of 100mW, in Europe, the radio variants can achieve
a channel capacity of 1-2 Mbit/s. Following the 802.3
(Ethernet) and 802.4 (Token Ring) standards for fixed-
wire networks, the 802.11 standard specifies two service
classes (IEEE, 2001): an asynchronous service as a
standard case analogous to the 802.3 standard and an
optional, and temporally limited synchronous service.
Typically, WLANs operate within the infrastructure
modus whereby the whole communication of a client
takes place via an access point. The access point sup-
plies every client within its reach or serves as a radio
gateway for adjoining access points.

Developments of the initial standards are mainly
concentrated on the area of the transfer layer (Schiller,
2003): Within the 802.11a standard, the initial 2.4 GHz
band is displaced by the 5 GHz band, allowing a capac-
ity of up to 54 Mbit/s. In contrast to this, the presently
most popular standard 802.11b uses the encoded spread
spectrum technique DSSS. It achieves a capacity up to
11 Mbit/s operating within the 2.4 GHz band.
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Wireless Personal Area Networks
(Bluetooth)

In 1998, Ericsson, Nokia, IBM, Toshiba and Intel
founded a “Special Interest Group” (SIG) for radio
networks for the close-up range named Bluetooth
(SIG, 2004). Like WLAN networks, Bluetooth de-
vices transfer within the 2.4 GHz ISM bands, which
is why interferences may occur between both network
technologies. In general, 79 channels are available
within Bluetooth networks. FHSS is implemented with
100 hops per second, as spread spectrum technique
(Bakker &McMichael, 2002). Devices with identical
hop sequences constitute a so-called “pico-network.”
Within this network, two service categories are speci-
fied: a synchronous, circuit-switched method, and an
asynchronous method. Within the maximum transfer
power of 10mW, Bluetooth devices can reach atransfer
radius of 10m, up to a maximum of 100m, and a data
capacity of up to 723Kbit/s (Mdller et al., 2003).

The main application areas of Bluetooth technolo-
gies are the connection of peripheral devices such as
headphones, automotive electronics, or the gateway
function between different network types, like the
cross linking of fixed-wire networks and mobile radio
devices (Diederich, Lerner, Lindemann, & Vehlen,
2001). Generally, Bluetooth networks are therefore
linked together as ad-hoc networks. Ad-hoc networks
do not require decided access points; mobile devices
communicate equally and directly with devices within
reach. Among a network of a total maximum of eight
terminals, exactly one terminal serves asamaster station
for the specification and synchronization of the hop fre-
quency (Jaap/Haartsen, 2000; Nokia, 2003). Bluetooth
devices can be involved in different pico-networks at
the same time, butare not able to communicate actively
within more than one of these networks at a particular
point in time. These overlapping network structures
are called scatter-networks.

Network Standards for Wide-Area
Communication Networks

In 1982, the European conference of post and com-
munication administration founded a consortium for
the coordination and standardization of a future pan-
European telephone network called “Global System
for Mobile Communications” (GSM) (Schiller, 2003).
At the present, there are three GSM-based mobile
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networks in the world with 900, 1800, and 1900 MHz,
which connect about 1.941 million participants in 210
countries at the moment (GSM Association, 2006).
In Europe, the media access of mobile terminals onto
the radio network takes place via time and frequency
multiplex on an air interface This interface obtains
124 transmission channels with 200 kHz each within
a frequency band of 890 to 915 MHz (uplink) or 935-
960 MHz (downlink) (Schiller, 2003). Three service
categories are intended:

. Carrier services for datatransfer between network
access points, thereby circuit-switched as well
as package-switched services with 2400, 4800,
and 9600 Bit/s synchronous, or 300-1200 Bit/s
asynchronous are specified,;

e Teleservices for the voice communication with
initially 3.1 KHz, and for additional nonvoice
applications like Fax-, voice memory-, and short
message-services; and

e Additional services such as telephone number
forwarding, and so on.

The architecture of an area-wide GSM network
is more complex compared to local radio variants,
and consists of three subsystems (Miller et al., 2003;
Schiller, 2003):

1. The Radio Subsystem (RSS) is an area-wide cel-
lular network, consisting of different Base Station
Subsystems (BSS). A BSS obtains at least one
Base Station Controller (BSC), which controls
different Base Transceiver Stations (BTS). Gen-
erally, a BTS supplies one radio cell with a cell
radius of 200m, up to a maximum of 3 km.

2. The Network Subsystem (NSS) builds the main
part of the GSM network and obtains every
administration task. Their core element is the
Mobile Switching Center (MSC), which assigns
a signal within the network to an authenticated
participant. The authentication takes place based
on two databases: within the Home Location
Register (HLR), any contract specific data of a
user, as well as his location, are saved; within the
Visitor Location Register (VLR), which is gener-
ally assigned to a MSC, every participant who is
situated within the actual field of responsibility
of the MSC is saved.

3. The control and monitoring of networks and
radio subsystems takes place via an Operation
and Maintenance System (OMC). The OMC is
responsible for the registration of mobile stations
and user authorizations, and generates participant
specific authorization parameters.

The main disadvantage of GSM networks is the
low channel capacity within the signal transfer. A lot
of developments aim at the reduction of this limita-
tion (Schiller, 2003). Within the High-Speed Circuit-
Switched Data (HSCSD) method, different time slots
are combined for one circuit-switched signal. The
General Packet Radio Service (GPRS) is a package-
switched method that combines different time slots like
the HSCSD method, but it occupies channel capacities
onlyifthe datatransfertakes place. GPRS requires addi-
tional system components for network subsystems, and
theoretically allows a transfer capacity of 171.2 kBit/s.
Enhanced Data rates for GSM Evolution (EDGE) are
a further evolution of GPRS, the EDGE data rates can
reach a theoretical 384 kBit/s (Turowski & Pousttchi,
2004), and the operator can handle three times more
subscribers than GPRS.

The Universal Mobile Telecommunication Service
(UMTS) represents a development of GSM. It aims at
higher transfer capacity for data services with a mini-
mum data rate of up to 2 Mbit/s for metropolitan areas.
The core element of the development is the enhanced
air interface called Universal Terrestrial Radio Ac-
cess (UTRA). This interface uses a carrier frequency
with a bandwidth of about 1.9 to 2.1 GHz, and uses
a wideband CDMA technology (W-CDMA) with the
spread spectrumtechnique DSSS. UMTS networks are
recently being upgraded with High Speed Downlink
Packet Access (HSDPA), a protocol allowing for even
higher data transfer speeds.

TECHNOLOGIES FOR MOBILE
INFORMATION SERVICES

The network technologies introduced above just repre-
sentcarrier layersand do notenable an exchange of data
on the service level on their own. Therefore, some data
exchange protocol standards for the development of mo-
bileservicesare introduced inthe following paragraphs.
Two conceptually different methods are distinguished:
the WAP model and the Bluetooth model.
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WAP

Though the exchange of data within mobile networks
can generally take place based on HTTP, TCP/IP, and
HTML, especially the implementation of TCP within
mobile networks can cause problems and may therefore
lead to unwanted drops of performance (Lehner, 2003).
Wireless Application Protocol (WAP) aimsatimproving
the transfer of internet contents and data services for
mobile devices. WAP acts as a communication plat-
form between mobile devices and a WAP gateway. The
gateway isaparticular server resembling a proxy server
that translates WAP enquiries into HT TP messages and
forwards them to an internet content server (Deitel,
Deitel, Nieto, & Steinbuhler, 2002; cp. Figure 1).

In fact, WAP includes a range of protocols that
support different tasks for the data transfer from or to
mobile devices containing protocols for the datatransfer
between WAP gateway and user equipment, as well
as the markup language WML (Lehner, 2003). Figure
2 shows the layers of WAP compared to the 1SO/OSI
and the TCP/IP model.

Bluetooth

The developers of Bluetooth aimed at guaranteeing a
cheap, all-purpose connection between portable de-
vices with communication or computing capabilities
(Haartsen, Allen, Inouye, Joeressen, & Naghshineh,
1998). In contrast to WLAN or UMTS, the Bluetooth
specification defines acomplete system thatranges from
the physical radio layer to the application layer. The
specification consists of two layers: (1) the technical
core specification that describes the protocol stack®,

Figure 1. WAP interaction model

| encoded requests >
< encoded response |

WAE user agent

encoder/decoder
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and (2) the application layer with authorized profiles
for predefined use cases®.

®(1) Within the architecture of the Bluetooth
protocol stack, two components are distinguished
(cp. Figure 3): the Bluetooth host and the Bluetooth
controller. The Bluetooth host is a software component
as a part of the operating system of the mobile device.
The host is usually provided with five protocols which
enable an integration of Bluetooth connections with
other specifications. The Logical Link Control and
Adoption Protocol (L2CAP) enable a multiple access
of different logical connections of upper layers to the
radio frequency spectrum. The identification of avail-
able Bluetooth services takes place via the Service
Discovery Protocol (SDP). Existing data connections,
like point-to-point connections or WAP services, are
transferred either via RFCOMM or via the Bluetooth
Encapsulating Protocol (BNEP). RFCOMM is a basic
transport protocol which emulates the functionality of
a serial port. BNEP gathers packages of existing data
connections and sends them directly via the L2CAP.
The Object Exchange Protocol (OBEX) has been
adapted for Bluetooth from the infrared technology for
the transmission of documents like vCards.

@(2) Bluetooth profiles represent usage models for
Bluetooth technologies with specified interoperability
for predefined functions. Bluetooth profiles underlie a
strict qualification process executed by the SIG. Gen-
eral transport profiles (1-4) and application profiles
(5-12) for particular usage models are distinguished
(cp. Figure 4):

1. The Generic Access Profile (GAP) specifies
generic processes for equipment identification,
link management, and security.

Origin server

< response |

content

HECS
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Figure 2. WAP protocol stack vs. TCP/IP
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Figure 3. Bluetooth protocol stack
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2. The Service Discovery Application Profile On the one hand, usage model-oriented profiles
(SDAP) provides functions and processes forthe  include typical scenarios for cable alternatives for the
identification of other Bluetooth devices. communication between devices within the short dis-

3. The Serial Port Profile (SPP) defines the neces-  tance area. Examples are the utilization of the mobile
sary requirements of Bluetooth devices for the  phone as cordless telephone or (5) intercom, (6) as a
emulation of serial cable connections based on  modem, (7) as fax, (8) the connection to a headset,
RFCOMM. or (9) the network connection within a LAN. On the

4.  TheGeneric Object Exchange Profile definespro-  other hand, profiles are offered for (10) the exchange
cesses for services with exchange functions like  of documents, (11) for push services, and (12) for the
synchronization, data transfer, or push services. synchronization (for example, to applications within

computer terminals).
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Figure 4. Bluetooth profiles
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CONCLUSION

The main assessment problem in the context of com-
mercial marketing of the mobile-radio technologies
is derived from the question if these technologies can
be classified as additional distribution technologies
within electronic commerce (Zobel, 2001). Against
this problematic background, two general utilization
scenarios need to be distinguished:

1. Inaddition to conventional Ethernet, the WLAN
technology enables a portable access to data net-
works based on TCP/IP via an air interface. The
regional flexibility of the data access is the only
advantage. No more additional benefits, like push
servicesor functional equipment connections, and
therefore no fundamental new service forms can
be realized.

2. Thestandards of the generation 2.5 (for example,
GRPS/EDGE), within the license-bound mobile
networks, already enable a reliable voice com-
munication and obtain at least sufficient capaci-
ties for the data traffic. Problems are caused by
generally high connection expenses, which is
why the mobile network technology currently is
no real alternative for fixed networks. Instead ofa
portable data network access, the scenario of par-
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ticular information services for the requirements
of mobile users that generate an additional added
value in contrast to stationary network utilization
seemsmore plausible. The localization of amaobile
device which, for example, is possible within
GSM via the residence register (HLR/VLR), or
the distinct identification via SIM card, has been
mentioned as added value factors. With regard
to the possibility of push services which are, for
example, positioned within the WAP specifica-
tion, services are possible that identify the actual
position of a device, and automatically provide a
context adapted offer for the user.

The Bluetooth technology has initially been gener-
atedasacablealternative for the connection of terminals
close by, and can, therefore, hardly be classified as one
of the two utilization scenarios. Due to the small size
and little power consumption of Bluetooth systems, their
implementation is plausible within everyday situations
as ubiquitous cross linking technology. Thereby two
utilization scenarios are imaginable: On the one hand,
the cross linking between mobile user equipment as an
alternative for existing infrastructure networks for data,
as well as for voice communication, is conceivable; on
the other hand, easy and fast connections between user
equipment and stationary systems, such as the context
of environment information or point-of-sale terminals,
are imaginable.
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The upcoming standard of Near Field Communica-
tion (NFC) may help to increase utilization scenarios
and facilitation of usage for Bluetooth technology.
Configuration and access to services always needed
significant user interaction. NFC operates at data rates
of 106kbps and 212kbps, or up to 424 kbps between
dedicated NFC devices. NFC uses a peer-to-peer com-
munication protocol that establishes wireless network
connections between network appliancesand consumer
electronics devices. For example: A simple touch will
open a connection to exchange the parameters of the
Bluetooth communication and establish a unique key.
The Bluetooth communication between devices is es-
tablished as a second step of this procedure without any
human interference using the exchanged parameters.
NFC inductive couples devices operating at the centre
frequency of 13.56 MHz. NFC is a very short range
protocol, thus making it rather safe, as devices have
to be literally in touch to establish a link in between
(ECMA, 2004). This very easy process enables many
future functions in processes and service dimensions
and further facilitates interaction with electronic de-
vices. NFC can be built in mobile phones to provide
completely new services to mobile handsets, such as
mobile ticketing with a single touch.

Thus, itis obvious that particular fields ofapplication
seem plausible for each mobile network technology.
Data-supported mobile services obtain a significant
market potential. Mobile network technologies can
provide anadditional value, in contrast to conventional
fixed networks, and new forms of service can be gener-
ated using existing added value factors of the mobile
network technology. However, these advantages are
mainly efficiency based—for example, the enhanced
integration ability of distributed equipments and sys-
tems, or a more comfortable data access.
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KEY TERMS

Bluetooth: A specification for personal radio net-
works, named after the nickname of the Danish king
Harald who united Norway and Denmark in the tenth
century.

Circuit Switching: Circuit-switched networks
establish a permanent physical connection between
communicating devices. For the time of the commu-
nication, this connection can be used exclusively by
the communicating devices.

GSM: In 1982, the European conference of post
and communication administration founded a con-
sortium for the coordination and standardization of a
future pan-European telephone network called “Group
Spécial Mobile” that was renamed as “Global System
for Mobile Communications” later.

Local Area Radio Network: Mobile radio networks
can either be built up as wide area networks consisting
of several radio cells, or as local area networks usually
consisting of just one radio cell. Depending on the
signal reach of the used transmission technology, a
local area network can range from several meters up,
to several hundred meters.

Multiplex: Within digital mobile radio networks
three different multiplexing techniques can be applied:
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Time Division Multiple Access (TDMA), Frequency
Division Multiple Access (FDMA), and Code Division
Multiple Access (CDMA).

Near Field Communication: Short range wire-
less technology using RFID standard, operating at the
13.56MHz frequency.

Packet Switching: Packet-switched networks di-
vide transmissions into packets before they are sent.
Each packet can be transmitted individually and is sent
by network routers following different routes to its desti-
nation. Once all the packets forming the initial message
arrive at the destination, they are recompiled.

Personal Area Radio Network: Small-sized local
area network can also be named as wireless personal
area network or wireless close-range networks.

Universal Mobile Telecommunications System:
UMTS, sometimesalsoreferredtoas “3GSM,” isathird
generation mobile phone technology using Wideband
Code Division Multiple Access (W-CDMA). W-CDMA
is part of the IMT-2000 family of 3G standards, as an
alternative to CDMA2000, EDGE, and the short range
DECT system. UMTS with High-Speed Downlink
Packet Access (HSDPA) theoretically supports up to
14.0 Mbit/s data transfer rates.

Wide Area Radio Network: A wide area radio
network consists of several radio transmitters with
overlapping transmission ranges.
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INTRODUCTION

The modern information age gives rise to various chal-
lenges, such as organization of society and its security.
Inthe context of organization of society, security has be-
come an important challenge. Because of the increased
importance of security and organization, identification
and authentication methods have developed into a key
technology invarious areas, such as entrance control in
buildings, access control for automatic teller machines,
or in the prominent field of criminal investigation.

Identity verification techniques such as keys, cards,
passwords, and PIN are widely used security appli-
cations. However, passwords or keys may often be
forgotten, disclosed, changed, or stolen. Biometrics is
an identity verification technique which is being used
nowadays and is more reliable, compared to traditional
techniques. Biometrics means “life measurement,” but
here, the term is associated with the unique characteris-
tics of an individual. Biometrics is thus defined as the
“automated methods of identifying or authenticating
the identity of a living person, based on physiological
or behavioral characteristics.” Physiological character-
istics include features such as face, fingerprint, and iris.
Behavioral characteristics include signature, gait, and
voice. This method of identity verification is preferred
over traditional passwords and PIN-based methods for
various reasons, suchas (Jain, Bolle, & Pankanti, 1999;
Jain, Ross, & Prabhakar, 2004):

. The person to be identified is required to be physi-
cally present for the identity verification.

. Identification based on biometric techniques obvi-
ates the need to remember a password or carry a
token.

. It cannot be misplaced or forgotten.
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Biometricsisessentially amulti-disciplinary area of
research, which includes fields like pattern recognition
image processing, computer vision, soft computing,
and artificial intelligence. For example, face image is
captured by a digital camera, which is preprocessed
using image enhancement algorithms, and then facial
information is extracted and matched. During this
process, image processing techniques are used to en-
hance the face image and pattern recognition, and soft
computing techniques are used to extract and match
facial features. A biometric system can be either an
identification system or a verification (authentication)
system, depending on the application. Identification
and verification are defined as (Jain et al., 1999, 2004;
Ross, Nandakumar, & Jain, 2006):

. Identification—-One to Many: Identification
involves determining a person’s identity by
searching through the database for a match. For
example, identification is performed in a watch
list to find if the query image matches with any
of the images in the watch list.

. Verification—One to One: Verification involves
determining if the identity which the person is
claimingis correct ornot. Examples of verification
include access to an ATM, it can be obtained by
matching the features of the individual with the
features of the claimed identity in the database.
Itis not required to perform match with complete
database.

Inthisarticle, we presentan overview of the biomet-
ric systems and different types of biometric modalities.
The next section describes various components of bio-
metric systems, and the third section briefly describes
the characteristics of biometric systems. The fourth
section providesan overview of differentunimodal and
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multimodal biometric systems. In the fifth section, we
have discussed different measures used to evaluate the
performance of biometric systems. Finally, we discuss
research issues and future directions of biometrics in
the last section.

COMPONENTS OF BIOMETRIC SYSTEM

Biometric authentication is performed by matching
the biometric features of an enrolled individual with
the features of the query subject. Different stages of a
biometric system are: capture, enhancement, feature
extraction, and matching. During capture, raw bio-
metric data is captured by a suitable device, such as a
fingerprint scanner or acamera. Enhancement includes
processing the raw data to enhance the quality of the
data for correct feature extraction. Enhancement is
specially required when the quality of the raw data
is poor—for example, if the face image is blurry or
contains noise. The raw data contains lots of redundant
informationwhich is not useful for recognition. Feature
extraction involves extracting invariant features from
the raw data and generating biometric template which
is unique for every individual and can be used for rec-
ognition. Finally, the matching stage involves matching
two features or templates. The template stored in the
database is matched with the query template.

CHARACTERISTICS OF BIOMETRIC
SYSTEMS

Every biometric modality should have the following
properties (Jain, Hong, Pankanti, & Bolle, 1997; Jain
et al., 1999, 2004; Maltoni, Maio, Jain, & Prabhakar,
2004; Wayman, Jain, Maltoni, & Maio, 2005):

. Universality. Everyone must have the attribute.
The attribute must be one that is universal and
seldom lost to accident or disease.

. Invariance of properties. It should be unchanged
over a long period of time. The attribute should
not be subject to significant differences based on
age, or either episodic or chronic disease.

. Measurability. The properties should be suitable
for capture without waiting time, and it must be
easy to gather the attribute data passively.

122

Biometrics

< Singularity. Eachexpression of the attribute must
be unique to the individual. The characteristics
should have sufficient unique properties to distin-
guish one person from any other. Height, weight,
hairandeye colorareall attributes thatare unique,
assuming a particularly precise measure, but do
not offer enough points of differentiation to be
useful for more than categorizing.

e Acceptance. The biometric data should be cap-
tured in a way acceptable to a large percentage
of the population. The modalities which involve
invasive technologies for data capture, such as
technologies which require a part of the human
body to be taken, or which (apparently) impair
the human body are excluded.

. Reducibility. The captured data should be ca-
pable of being reduced to a file which is easy to
handle.

. Reliability and tamper-resistant. The attribute
should be impractical to mask or manipulate.
The process should ensure high reliability and
reproducibility.

. Privacy. The processshould notviolate the privacy
of the person.

. Comparable. The attribute should be reducible
to a state in which it can be digitally compared
to others. The less probabilistic the matching
involved, the more authoritative the identifica-
tion.

. Inimitable. The attribute must be irreproducible
by other means. The lessreproducible the attribute,
the more likely it will be authoritative.

TYPES OF BIOMETRIC SYSTEMS

There are two types of biometric systems: unimodal
and multimodal. Unimodal biometric systems use
only one characteristic or feature for recognition, such
as face recognition, fingerprint recognition, and iris
recognition. Multimodal biometric systems typically
use multiple information obtained from one biometric
modality—for example, minutiae and pores obtained
from a single fingerprintimage, or information obtained
from more than one biometric modality, such as fusing
information from face and fingerprint.
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UNIMODAL BIOMETRICS
Fingerprint Recognition

Fingerprint biometrics is an automated digital version
of the old ink-and-paper method used for more than a
century foridentification, primarily by law enforcement
agencies (Jain et al., 1997; Maltoni et al., 2003). The
biometric device involves each user to place his finger
on a platen for the print to be read. The advantages of
fingerprint recognition include invariance and unique-
ness of the fingerprints, and its wide acceptance by the
public and law enforcement communities as a reliable
means of human recognition. Disadvantages include the
need for physical contact with the scanner, possibility of
poor quality images due to residue on the finger, such
as dirt and body oils (which can build up on the glass
plate), and eroded fingerprints from scrapes, years of
heavy labor, or damage.

Facial Recognition

Face recognitionisanoninvasive technology where the
subject’s face is photographed, and the resulting image
istransformed to a digital code (Li & Jain, 2005; Zhao,
Chellappa, Rosenfeld, & Philips, 2000). Face recogni-
tion algorithms use different features for recognition,
such as geometry, appearance, or texture patterns. The
performance of face recognition algorithms suffer due
to factors such as non-cooperative behavior of the user,
lighting, and other environmental variables. Also there
are several ways in which people can significantly alter
their appearance using accessories for disguise.

Iris Scan

Iris recognition measures the iris pattern in the colored
part of the eye (Daugman, 1993; Jain et al., 1999).
Iris patterns are formed randomly, and are unique for
every individual. Iris patterns in the left and right eyes
are different, and so are the iris patterns of identical
twins. Iris scanning can be efficiently used for both
identification and verification applications because of
its large number of degrees of freedom and its property
to remain unchanged with time. The disadvantages
of iris recognition include low user acceptance and
expensive imaging technologies.

Retinal Scan

Retinal scanning involves an electronic scan of
retina—innermost layer of wall of the eyeball. By
emitting a beam of incandescent light that bounces
off the person’s retina and returns to the scanner, a
retinal scanning system quickly maps the eye’s blood
vessel pattern and records it into an easily retrievable
digitized database (Jain et al., 1999). The eye’s natural
reflective and absorption properties are used to map a
specific portion of the retinal vascular structure. The
advantages of retinal scanning are its reliance on the
unique characteristics of each person’sretina, aswell as
the fact that the retina generally remains stable through-
out life. However, certain diseases can change retinal
vascular structure. Disadvantages of retinal scanning
include the need for fairly close physical contact with
the scanning device.

Voice Recognition

\oice or speaker recognition uses vocal characteristics
to identify individuals using a pass-phrase (Campbell,
1997). Itinvolvestaking the acoustic signal ofaperson’s
voiceand converting ittoaunique digital code whichcan
then be stored in atemplate. Voice recognition systems
are extremely well-suited for verifying user access over
atelephone. The disadvantages of voice recognitionare
that people’s voice change due to several reasons such
as time, sickness, and extreme emotional states. Voice
recognition can be affected by environmental factors
such as background noise.

Signature Verification

Signature recognition uses signatures of the individual
forrecognition (Ismail & Gad, 2000). Thisis being used
for several security applications where the signatures
are matched manually by humans. For automatic signa-
ture recognition, a signature can be captured using two
methods, offline and online. Offline signature verifica-
tion involves signing on a paper and then scanning it
to obtain the digital signature image for recognition.
Onlinesignature capturing usesadevice called signature
pad which provides the signature pattern along with
several other features such as speed, direction, and
pressure of writing; the time that the stylus is in and
out of contact with the “paper”; the total time taken to
make the signature and where the stylus is raised from
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and lowered onto the “paper.” These dynamic features
cannot be obtained in offline signature verification.
The key of signature recognition is to differentiate be-
tween the parts of signature that are habitual and those
that vary with almost every signature. Disadvantages
include problems of long-term reliability and lack of
accuracy. Offline recognition requires greater amount
of time for processing.

Hand/Finger Geometry

Hand or finger geometry is an automated measurement
of the hand and fingers along different dimensions.
Neither of these methods take actual prints of palm
or fingers. Only the spatial geometry is examined as
the user puts his hand on the sensor’s surface. Finger
geometry usually measures two or three fingers, and
thus requires small amount of computational and stor-
age resources. The problemswith thisapproach are that
it has low discriminative power, size of the required
hardware restricts its use insome applications and hand
geometry-based systems can be easily circumvented
(Jain et al., 1999).

Gait

Gaitanalysis is a behavioral biometrics in which a per-
son is identified by the manner in which he/she walks
(Lee & Grimson, 2002; Nixon, Carter, Cunado, Huang,
& Stevenage, 1999). This biometric trait offers the pos-
sibility to identify people at a distance, even without
any interaction. However, this biometric modality is
still under development, as most of the current systems
are not very accurate.

Palmprint

Palmprint verification is a slightly modified form of
the fingerprint technology. Palmprint scanning uses
an optical reader that is very similar to that used for
fingerprint scanning; however, its size is much bigger,
which is a limiting factor for the use in workstations
or mobile devices.

Keystroke Dynamics
Keystroke dynamics is an automated method of exam-
ining an individual’s keystrokes on a keyboard (Fabian

& Rubin, 2000). This technology examines dynamics
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such as speed and pressure, the total time of typing a
particular password, and the time that a user takes be-
tween hitting keys, dwell time (the length of time one
holds down each key), as well as flight time (the time
it takes to move between keys). Taken over the course
of several login sessions, these two metrics produce a
measurement of rhythm which is unique to each user.
Technology is still being developed to improve robust-
ness and distinctiveness.

Vein Patterns

\ein geometry is based on the fact that the vein pattern
isdistinctive for various individuals. \ein measurement
generally focuses on blood vessels on the back of the
hand. The veins under the skin absorb infrared light,
and thus have a darker pattern on the image of the
hand. Aninfrared light combined with a special camera
captures an image of the blood vessels in the form of
tree patterns. This image is then converted into data
and stored in atemplate. Vein patterns have several ad-
vantages: First, they are large, robust, internal patterns.
Second, the procedure does not implicate the criminal
connotations associated with the fingerprints. Third, the
patterns are not easily damaged due to gardening or
bricklaying. However, the procedure has not yet won
full mainstream acceptance. The major disadvantage
of vein measurement is the lack of proven reliability
(Jain et al., 1999, 2004; Wayman et al., 2005).

DNA

DNA sampling is rather intrusive at present, and re-
quires a form of tissue, blood, or other bodily sample
(Jain et al., 2004). DNA recognition does not involve
enhancement or feature extraction stages; DNA pat-
terns extracted frombodily sample are directly used for
matching. DNA of every individual is unique, except
for twins who share the exact same DNA. The DNA
of every person is the same throughout life. Despite
all these benefits, the recognition technology still has
to be refined. So far, the DNA analysis has not been
sufficiently automatic to get ranked as a biometric
technology. If the DNA can be matched automati-
cally in real time, it may become more significant.
However, present DNA matching technology is very
well established in the field of crime detection and
forensics, and will remain so in the law enforcement
area for the time being.
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Ear Shape

Identifying individuals by the ear shape is used in law
enforcementapplicationswhere ear markings are found
at crime scenes (Burge & Burger, 2000). Recognition
technologies generally use ear shape for recognition.
However, it is not a commonly used biometric trait,
because ears are often covered by hair, and capturing
them is difficult.

Body Odor

The body odor biometrics is based on the fact that
virtually every human’s smell is unique. The smell is
captured by sensors that are capable of obtaining the
odor from nonintrusive parts of the body, such as the
back of the hand. The scientific basis of work is that
the chemical composition of odors can be identified
using special sensors. Each human smell is made up of
chemicalsknownasvolatiles. They are extracted by the
system and converted into a template. The use of body
odor sensors brings up the privacy issue, as the body
odor carries a significant amount of sensitive personal
information. It is possible to diagnose some disease or
activities in last hours by analyzing the body odor.

MULTIMODAL BIOMETRICS

Unimodal biometric systems suffer from differenttypes
of irregularities, such as data quality and interoper-
ability. For example, the performance of fingerprint
recognition algorithms depends on the quality of fin-
gerprint to be recognized, fingerprint sensor, and the
image quality. Face recognitionalgorithms require good
quality images with representative training database.
Signature biometrics depends on the type of pen and
mode of capture. Variation in any of these factors of-
ten leads to poor recognition performance. Moreover,
unimodal biometric systems also face challenge if the
biometric feature is damaged—for example, if the
fingerprint of any individual is damaged due to some
accident, then the person can never be identified using
a fingerprint recognition system. To overcome these
problems, researchers have proposed using multimodal
biometrics for recognition. Multimodal biometrics is
combining multiple biometric modalities or informa-
tion. Several researchers have shown that fusion of
multiple biometric evidences enhances the recognition
performance (Ross et al., 2006).

Biometric fusion can be performed at data level,
feature level, match score level, decision level, and
rank level. Data level fusion is combining raw bio-
metric data, such as fusion of infrared and visible
face images. Feature level fusion involves combining
multiple features extracted from the individual bio-
metric data to generate a new feature vector which is
used for recognition. In match score fusion, first the
features extracted from individual biometric traits are
matched to compute the corresponding match score, and
these match scores are then fused to generate a fused
match score. In the decision level fusion, decisions of
individual biometric classifiers are fused to compute a
combined decision. Finally, rank level fusion involves
combining identification ranks obtained from multiple
unimodal systems for authentication. Rank level fusion
is only applicable to identification systems.

PERFORMANCE EVALUATION
TECHNIQUES

The overall performance of a system can be evaluated
interms of its storage, speed, and accuracy (Golfarelli,
Maio, & Maltoni, 1997; Jain et al., 1997; Wayman et
al., 2005). The size of atemplate, especially when using
smart cards for storage, can be a decisive issue during
the selection of a biometric system. Iris scan is often
preferred over fingerprinting for this reason. Also, the
time required by the system to make an identification
decision is important, especially in real time applica-
tion such as ATM transactions.

Theaccuracy is critical for determining whether the
system meets requirementsand, in practice, the way the
systemresponds. Itistraditionally characterized by two
error statistics: False Accept Rate (FAR) (sometimes
called False Match Rate), percentage of impostors
accepted, and False Reject Rate (FRR), percentage of
authorized usersrejected. Inaperfect biometric system,
both FAR and FRR should be zero. Unfortunately, no
biometric system today is flawless, so there must be a
trade-off between the two rates. Usually, civilian ap-
plications try to keep both rates low. The error rate of
the system when FAR equals FRR is called the Equal
Error Rate, and is used to describe the performance of
the overall system. The error rates of biometric systems
should be compared to the error rates in the traditional
methods of authentication, such as passwords, photo
IDs, and handwritten signatures.
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Other performance evaluation methods include re-
ceiver operating characteristics (ROC) plot, cumulative
match curve (CMC) plot, d-prime, overall error error,
and different statistical tests, such as half the total er-
ror rate, confidence interval, and cost functions. For
large scale applications, performance of a biometric
system is estimated by using a combination of these
evaluation methods.

RESEARCH ISSUES AND FUTURE
DIRECTIONS

Different technologies may be appropriate for differ-
ent applications, depending on perceived user profiles,
need to interface with other systems or databases,
environmental conditions, and a host of other ap-
plication-specific parameters. However, biometrics
also has some drawbacks and limitations, which lead
to research issues and future directions in this field.
Independent testing of biometric systems shows that
only fingerprinting and iris recognition are capable of
identifying a person on a large scale database. Under
same data size, face, voice, and signature recognition
are not able to identify individuals accurately. The per-
formance of biometric systems decreases with increase
in the database size. This is known as scalability, and
is a challenge for real time systems.

Another issue is privacy, which is defined as the
freedom from the unauthorized intrusion. Three distinct
forms in which it can be divided are:

. Physical privacy, or the freedom of an individual
from contact with other.

. Informational privacy, or the freedom of an
individual to limit access to certain personal
information about oneself.

. Decision privacy, or the freedom of an individual
to make private choices about the personal and
intimate matters.

Several ethical, social, and law enforcement issues
and public resistances related to these challenges are a
big deterrent to the widespread use of biometric systems
for indentification.

Another challenging issue in biometrics isto recog-
nize an individual at a remote area. If the verification
takes place across a network (where the measurement
point and the access control decision point are not
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co-located), the system might be insecure. In such
cases, the attacker can either steal the person’s scanned
characteristic and use it during other transactions, or
injecthis characteristic into the communication channel.
This problem can be overcome by the use of a secure
channel between the two points, or using the security
techniques, such as cancellable biometrics, biometric
watermarking, cryptography, and hashing.

Another major challenge isinteroperability of differ-
ent devices and algorithms. For example, a fingerprint
image scanned using a capacitive scanner cannot be
processed with the algorithm which is trained on fin-
gerprints obtained from an optical scanner. This is an
important research issue and can be addressed using
standard data sharing protocols, which is currently
underway.

Other research issues in biometrics include incor-
porating data quality withthe recognition performance,
multimodal biometric fusion with uncertain, ambigu-
ous, and conflicting sources of information, designing
advanced and sophisticated scanning devices, and
searching for new biometric features, and evaluating
its individuality.

CONCLUSION

Theworldwould be a fantastic place if everything were
secure and trusted. But unfortunately, in the real world,
there is fraud, crime, computer hackers, and thieves.
So, there is a need of security applications to ensure
users’ safety. Biometrics is one of the methods which
can provide security to users with the limited available
resources. Some of its ongoing and future applications
are physical access, virtual access, e-commerce appli-
cations, corporate IT, aviation, banking and financial,
healthcare, and government. This paper presents an
overview of various aspects of biometrics, and briefly
describes the components and characteristics of bio-
metric systems. Further, we also described unimodal
and multimodal biometrics, performance evaluation
techniques, research issues, and future directions.
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KEY TERMS

Authentication: Theaction of verifying information
such as identity, ownership, or authorization.

Behavioral Biometric: Biometric that is char-
acterized by a behavioral trait learned and acquired
over time.

Biometric: A measurable, physical characteristic,
or personal behavioral trait used to recognize or verify
the claimed identity of an enrollee.

Biometrics: The automated technique of measur-
ing a physical characteristic or personal trait of an
individual, and comparing that characteristic to a com-
prehensive database for purposes of identification.

Physical/Physiological Biometric: Biometric that
is characterized by a physical characteristic.

False Acceptance Rate: The probability that a bio-
metric system will incorrectly identify an individual,
or will fail to reject an impostor.

False Rejection Rate: The probability that a bio-
metric system will fail to identify an enrollee, or verify
the legitimate claimed identity of an enrollee.

Multimodal Biometrics: A system which uses
multiple biometric information of an individual for
authentication.
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INTRODUCTION

According to The Weblog Handbook (Blood, 2003),
Weblogs, or blogs as they are usually called, are online
and interactive diaries, very similar to both link lists
and online magazines. Up to now, the psychosocial
literature on new technologies has studied primarly
personal blogs, without giving too much interest to
corporate blogs.

This article aims to fill such a gap, examining blogs
as corporate tools.

Blogsare online diaries, where the blogger expresses
himself herself, in an autoreferential format (Blood,
2003; Cortini, 2005), as the blogger would consider
that only he or she deserves such attention. The writ-
ing is updated more than once a day, as the blogger
needs to be constantly online and in constant contact
with her audience.

Besides diaries, there are also notebooks, which are
generally more reflexive in nature. There are long com-
ments on what is reported, and there is equilibrium in
the discourse between the self and the rest of the world
out there, in the shape of external links, as was seen
in the first American blogs, which featured an intense
debate over the Iraq war (Jensen, 2003).

Finally, there are filters, which focus on external
links. A blogger of a filter talks about himself or
herself by talking about someone and something else
and expresses himself or herself in an indirect way
(Blood, 2003).

In addition, filters, which are less esthetic and more
frequently updated than diary blogs or Web sites since
they have a practical aim, are generally organized
around a thematic focus, which represents the core of
the virtual community by which the filter lives.

BACKGROUND

According to Blood (2003), blogs were born to facili-
tate Internet navigation and to allow the Internet to be
more democratic. Anyone may post on a blog, without

permission and without knowing HTML Language,
thanks to the first blogging pioneers, who built tools
that allow anyone to create and maintain a blog. The
most popular of these tools is the aptly named Blogger.
com, whichwas launched in August 1999 by Williams,
Bausch, and Hourihan and quickly became the largest
and best-known of its kind, which allowed people to
store blogs on their own servers, rather than on a re-
mote base (Jensen, 2003). Considering this, it is easy
to explain the passage from dozens of blogs in 1999 to
the millions in existence today. In more specific terms,
it seems that a new blog is created every seven seconds
with 12,000 new blogs being added to the Internet each
day (MacDougall, 2005).

From Corporate Web Sites
to Corporate Blogs

Let us try to now understand the use that a corporation
may make of a Weblog. First of all, we should say that
corporate blogs are not the first interactive tools to be
used by an organization; in fact, corporate Web sites
have existed for a long time, and they were created to
allow an organization to be accessible to consumers
online, whether they wishto answer customers’ requests
ortosell their products. The hidden logic of a corporate
Web site is to try to attract as big an audience as pos-
sibile and to transform them from potential customers
into real consumers.

Blogs, notebooks, and filters, besides being managed
by individual and private people, may also be used by
corporations, becoming specific organizational tools,
which work in an opposite way to Web sites, being
attractive by asking people to go elsewhere (Blood,
2003; Cass, 2004; Mclntosh, 2005).

We may explain the success of corporate blogs
making reference to an historical phenomenon: the
fact that the in last decade of the 20" century increas-
ing importance has been given to new technologies
as corporate tools, and with this, organizations have
had to deal with the problem of managing data and
data mining. Weblogs may, on one hand, potentiate
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organizational communication (both external and in-
ternal), and on the other hand be a powerful archive of
organizational data (Facca & Lanzi, 2005; Todoroki,
Konishi, & Inoue, 2006).

In addition, we should remember that a corporation
may benefit from other blogs, searching for business
news (Habermann, 2005a, 2005b; Smith, 2005) and
market segmentation (Eirinaki & Vazirgiannis, 2003),
doing e-recruitmentand trying to monitor its image with
specific stakeholders (Wilburn Church, 2006).

MAIN FOCUS OF THE ARTICLE:
A CLASSIFICATION OF CORPORATE
BLOGS

Blogs as External Marketing Tools

Blogs aimed at external stakeholders have very much
changed the nature of the relationship between organi-
zationsand their stakeholders, representing arelational
marketing tool. Before the rise of relational market-
ing, in fact, organizations used informative and cold
strategies in their marketing mix tools. Nowadays,
blogs collect virtual communities, namely clogs, so
that an affective-normative influence is made, the typi-
cal social pressure exerted by someone who belongs
to our ingroup. The idea is to create a deep link with
the stakeholders, away from the vile aspect of money,
products, and economic transactions.

Such an affective weapon works in different ways,
depending on the kind of blog, if it takes the form of
personal blogs, real diary blogs, notebooks, or filters.

Corporate Diary Blogs to Entertain Users

A corporate diary blog is edited by a corporation and
assumes particular features. Since it is impossible for
an organization to write in a diary in the first person,
it is obliged to choose a spokesperson. Generally, this
spokesperson is not a real person but rather a rhetorical
invention, like Miss Y who writes the diary blog for
the Lancia motor company or BB for Bacardi.

The narrative plot is generally simple, with rigid
schemata, which recall in some way what happens in
a reality show, where everything is on air and “real,”
but at the same time previewed. The seriality of events
is quite similar to that of a soap opera, where an affec-

tive focus attracts the audience. To recall the previous
examples, in Lancia’s “Miss Y Diary” we follow the
affective experiences of Miss Y, whose name recalls
explicitly one of Lancia’s most popular cars: the Lancia
Y. In Bacardi’s BBBlog, the narrator BB, whose name
recalls both the first letter of Bacardi and Brigitte Bardot,
otherwise known around the world as BB. Recalling
Brigitte Bardot is a connotative device by which the
blogger links himself or herself to Bardot’s world, a
world of cultural and feminist revolution, where women
enjoy a new affective freedom without sexual taboos.
Likewise, in the BBBlog, we are invited to follow the
experiences of the narrator, who provides us with a
new cocktail recipe every day (obviously made with
Bacardi) as if suggesting a new daily love potion.

In this kind of corporate blog, the strategy by which
the corporation constructs itself as credible is affective
(Cortini, 2005), trying to make the user identify with
the narrator, who is always beautiful, sophisticated,
and cool and who, above all, is able to show a series
of characteristics that anybody may identify with. We
may cite, for example, the game by which BB presents
herself. She invites the audience to guess what kind of
shoes she is wearing, and the users may choose from
trainers, sandals, cowboy boots, or high-heeled shoes.
In fact, the blog always replies that the user has guessed
correctly, no matter which kind of shoes a potential
user chooses. We may interpret this game as an effort
to get the attention of the audience by saying that BB
is very like the user.

Finally, corporate diary blogs generally do notallow
users to interact; they are just beautiful windows (very
esthetic in nature and for such a reason very seldom
updated) dedicated to entertainment. The strategy used
is that of pseudo personalization of the mass media
(Gili, 2005), which consists in interacting with the
audience not as a mass media audience, but rather a
group of interpersonal interlocutors.

Corporate Notebooks

Corporate notebooks are “real” corporate communica-
tion tools. Instead of being entertained with the affec-
tive stories of a hero, we interact with someone real,
a real spokesperson of a corporation, with a name and
specific job skills.

If corporate diary blogs are designed to be attrac-
tive, corporate notebooks prefer to be pragmatic in
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nature. Generally speaking, corporate notebooks are
not beautiful (the interface is quite poor and rigid); they
prefer to be user-friendly, for example giving the user
advice or answering questions and complaints, as in
the famous Scobleizer by Microsoft, where a Microsoft
employee, Robert Scoble, is the blogger, a real person
existing in the flesh.

The blogger becomes in some sense a sort of online
spokesperson, who has to demonstrate that he or she is
not only able to change potential consumers into real
consumers, butalso to supporteffective consumers after
choosing the company’s products. For this reason we
may say that corporate notebooks do not serve directly
corporate products, but rather the whole corporate image
(Cortini, 2005; McConnell, 2005), and it is no accident
that in such a blog, the potential consumer is followed
in every step, also in the post shopping phase, where it
ismore likely that a cognitive dissonance may emerge.
After having shopped, the consumers are hungry for
information about the products they have bought, and
being online is a chance to answer easily consumers’
requests and respond to their needs.

Corporate notebooks become, in this sense, virtual
communities, whose focus is represented by the busi-
ness core of the corporation and whose leader is the
blogger himself or herself, as in the Nike Blog “Art of
Speed” (http://www.gawker.com/artofspeed).

Thebiggest difference between corporate diary blogs
and corporate notebooks isthat the latter are interactive
innature. Thisinteractivity, inaddition, createsafeeling
of empowerment, since the audience are no longer pas-
sive but rather called on to be active, and to recognize
that they have access to some public space.

Inthese corporate blogsthere isanadditional weapon
in the corporation’s hands: the feeling of spontaneity,
since everything is potentially out of the corporation’s
control, resulting in more trust in the corparation itself,
which depicts itself as someone who does not have any
fear of being online and being open to every kind of
potential complaint.

Because of the democratic nature of blogs, there is
always some risk that potential users may discredit the
corporate brand. For thisreason, there isalways asort of
internal moderator, a company employee who controls
what is going on on the blog and who posts planned
messages in order to switch the attention of users to
the corporate brand, with the aim of changing attitude
and users’ consumption. The users are asked to change
from potential corporate clients to real consumers.
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Corporate Filters as Real Multimedia
Corporate Tools

Corporate filters are special filters edited by a cor-
poration, around a specific topic, which identify the
consumers to the corporation itself.

The strategy of influence played by a corporate filter
is that of thematization (Gili, 2005); in other words,
it is the corporation itself that surfs online all over the
Internet, in search of positive information about the
topic it shares with its potential consumers. It is the
corporation itself that decides which links deserve any
attention and which do not, acting as a universal and
overall judge. In addition to the strategy of citing some
other blogs or Web sites, corporate filters generally
also filter and cite what happens around the topic in the
rest of the mass media, and in such a way exploit the
strategy of transferred trust. For example, to include
some newspaper articles isaway of exploiting the trust
common people give to newspapers, generally seen as
trustworthy media, and inthis manner there isatransfer
of trust from newspapers to the filter, following a sort
of multimedia strategy. Sometimes it is not at all clear
which news came from newspapers and which from
filters; in this sense Aaker and Joachimsthaler (2001)
talk about advertorial, specific advertising vehiculated
by blogs and Web sites, which mix traditional advertis-
ing and editorials.

Corporate Plogs and
Mass Customization

Corporate plogs derive their name from personal blogs
and are, literally, a specific kind of blog directed at a
unique target, with name and surname. They collectall
the useful information about a specific target (name,
surname, job, age, gender, and so on), after having
requested a log-in and a password, and then on such a
basis they construct personal communication (Eirinaki
& Vazirgiannis, 2003; Facca & Lanzi, 2005), as happens
on the GAS plog, which remembers not only the name
but also the size and preferrred color of specific targets,
or on the Amazon plog, which gives each consumer
specific and unique selling advice, constructed thanks
to the information the consumers leave by simply surf-
ing on the Internet.

This strategy of influence is very underhand, first
of all because it is specifically designed to answer our
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needs and, secondly, because that which is typically
a mass medium communication assumes the shape of
interpersonal communication.

We may recall the interactive advertising model
(Rodgers & Thorson, 2000), according to which mo-
bile marketing is constructed locally, step by step; the
advertiser responds to the Internet users’ given infor-
mation and vice versa; the resulting communication is
bi-directional, meaning a real mass customization, a
peculiar mass mediacommunication, based on affective
influence, which is directed at specific targets.

Klogs: Blogs that Serve the
Aims of Internal Communication

Blogs that serve the aims of internal communication
are known as klogs, deriving this name from knowl-
edge blogs. Klogs were created to support corporate
intranet, and their first aim is to manage at a distance
organizational projects. On these corporate blogs the
power of such a mass medium in terms of data min-
ing and records and information management is clear
(Dearstyne, 2005). They allow users, under a shared
password, to update information and data on a specific
theme or project, also at a distance, from home, for
example. In such a way, group decisions and work
are facilitated, as they are based on peer interactions
between colleagues and also horizontal interactions
between employees and employer (Marshall, 2005).

FUTURE TRENDS

Future trends in corporate blog research will probably
focus on employees’ blogs, the other face of corporate
blogs.

There are about 10 million bloggers among the
American workforce (Employment Law Alliance,
2006). Most of these blogs contain information about
the writer’s workplace. And it is quite common for
some employees to use blogs to complain about work-
ing conditions and even to spread damaging and false
rumorsabouttheir corporations (Mercado-Kirkegaard,
2006; Wilburn Church, 2006).

Doocing

Corporations seem unprepared to react to employees’
complaints in public blogs, and prefer to terminate em-

ployees. This type of termination is called *“doocing”
an employee, named after the www.dooce.com blog
owned by a worker who was fired in 2002 for writing
about her workplace (Mercado-Kirkegaard, 2006).

Even if there have been many dooced employees
(Boyd, 2005; Mercado-Kirkegaard, 2006), it is still a
matter of discussion as to whether it is opportune or
not, from the corporation’s point of view, to terminate
an employee because of something said in a personal
blog (Segal, 2005). On one hand the corporation stops
a dangerous rumor, but on the other hand, it develops
a new image of itself as “Big Brother.” In addition,
both American and European laws do not help in these
managementissues, since doocing workers for activities
outside of office hours while using their own Pcs is still
often legally unclear (Mercado-Kirkegaard, 2006).

Another interesting topic to develop in terms of
corporate blog research concerns the way in which it
will be possible to construct a person-organization fit,
especially when travelling and telecommuting (Mar-
shall, 2005) viadifferent kinds of Weblogs and different
blog uses, both personal and corporate.

CONCLUSION

We may conclude by saying that blogs will play an
important part in the future of corporations, since they
are primarly arelational marketing tool. They are gener-
ally free from reference to singular products, and they
prefer to chat with potential consumers, with the aim
of constructing a positive corporate image. Thanks to
this flexibility and to the experiences they allow the
users to have (widening uses and pleasure for mass
media users), they can exert a deep influence on the
minds of potential users, in terms of both informative
and affective pressure.

In addition, blogs can be used by corporations
as data sources and archives (Facca & Lanzi, 2005;
Todoroki, Konishi, & Inoue, 2006), serving also the
aims of knowledge management. A corporation may
exploit external blogs in order to collect information,
which can be about a particular market, using them
as a mass medium among others, or on potential and
actual employees (Wilburn Church, 2006).

Finally, even if they are democracy symbols, blogs
are becoming more and more at risk, since writing
anything negative, false, or defamatory, about a cor-
poration or an individual, or a competitor, may lead
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to libel suits (Mercado-Kirkegaard, 2006), calling for
additional computer law and security research.
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KEY TERMS

Corporate Blog: Anew kind of corporate Web site,
updated more than once a day, and designed to be com-
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pletely interactive, in the sense that anybody can post
a message on a blog without knowing html language.
They are subdivided into corporate diaries, corporate
notebooks, corporate filters, plogs, and klogs.

Corporate Diary: An attractive online diary, ed-
ited by a corporation, usually using a fictious narrator,
which has to depict a positive corporation image for
consumers.

CorporateFilters: Special filters of Internet content
edited by a corporation; they are generally thematic,
constructed around a specific topic that identifies the
corporation itself for the consumer. The ideaisto judge,
and host links to, other blogs, Web sites and Internet
material, related to the corporation’s core business.

Corporate Notebooks: Corporate blogs; very prag-
matic and designed to support potential consumers in
each selling stage, from the choice of a specific product
to the post selling phase to the potential complaints
phase. Generally their interface is quite poor and rigid

in order to be used without difficulty. Example: The
Scobleizer by Microsoft, where a Microsoft employee,
Robert Scoble, isthe blogger, areal personwho answers
peoples’ requests.

Doocing: Losing your job because of something
you have put on an Internet Weblog.

Klogs: Corporate blogs that serve the aim of internal
communication, deriving their name from knowledge
blogs. They were created to support corporate intranet,
and their first aim is to manage at a distance organi-
zational projects.

Plogs: Derive their name from personal blog and
are, literally, a specific kind of Weblog directed at a
unique target, with name and surname. They collect all
the useful information about a specific target (name,
surname, job, age, gender, etc.), and after having re-
questedaloginandapassword, they constructa personal
communication and a personal commercial offer.
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INTRODUCTION

Blogs have been sprouting like mushrooms after rain
in the past few years because of their effectiveness in
keeping contact with friends, family, and anybody else
who shares interests. Blogs have beenused in every field
in present society and are becoming the mainstream
medium in communication and virtual communities.
Politicians and political candidates use blogs to express
opinions on political issues. Since the last presidential
election, blogs have played amajor role in helping can-
didates conduct outreach and opinion forming. Many
famous journalists write their own blogs. Many film
stars or personages create their blogs to communicate
with their fans or followers. Even soldiers serving in
the Iraq war keep blogs to show readers new perspec-
tive on the realities of war.

Blogs are increasingly being used in education by
researchers, teachers, and students. Most high school
students or college students belong to one form a vir-
tual community as they share interests and daily news.
Scholars have started blogging in order to reflect on
their research. More and more teachers are keeping
research blogs or creating course blogs. Students are
keeping course blogs or personal blogs.

A BRIEF HISTORY OF BLOGS

A blog, the short form of Weblog, is a personal Web
site or page in which the owner can write entries to
store daily action or reflection. Entries on a blog are
normally listed chronologically and previous entries
are archived weekly or monthly. Bloggers, individu-
als who write blogs, can publish text, graphics, audio
and video clips as entry contents. Readers can search
these entries and/or provide comments or feedback to
the entries, which is called blogging.

Blogs were first used as a communication device
between computer programmers and technicians to
documentthoughtsand progresses during product build-
ing (Bausch, 2004). In December 1997, Jorn Barger

started to use the term of Weblog to classify a few sites
inwhich readers can input comments on posted entries.
There were only 23 Weblogs in the beginning of 1999.
However, after the first build-your-own-Weblog tool,
Pitas, was launched in July 1999 and other tools like
Blogger and Groksoup were released in August 1999,
more people started writing blogs because these services
were free and enabled individuals to publish their own
Weblogs quickly and easily (Huffaker, 2004). In August
2001, a law professor at the University of Tennessee at
Knoxville createdablog, Instapundit, which got 10,000
hits each day. In 2002, blogs on business appeared and
got up to a million visits a day during the peak events.
In the same year, blogs gained an increasing notice
and served as a news source. Blogs have been used to
discuss Iraq war issues and to promote communica-
tions between political candidates and their supporters.
More and more educators created their personal blogs
and attracted large number of readers. For instance,
Semi-Daily Journal was created in February 2002 by
J. Bradford DeLong, a professor of economics at the
University of California at Berkeley. The average daily
hit was 50,000. According to Glenn (2003), Henry
Farrell, an assistant professor of political science at
the University of Toronto at Scarborough, maintained
a directory which lists 93 scholar-bloggers in 2003.

In 2004, blogs played a main role in campaigning
for outreach and opinion forming. Both United States
Democratic and Republican Parties’ conventions cre-
dentialed bloggers, and blogs became a standard part of
the publicity arsenal (Jensen, 2003). Merriam-\Webster’s
Dictionary declared “blog” as the word of the year in
2004. Blogs were accepted by the mass media, both as
asource of news and opinion and as means of applying
political pressure. Ablog company, Technorati, accounts
that 23,000 new Weblogs are created each day. This
is also reported as “about one every three seconds”
(Kilpatrick, Roth, & Ryan, 2005). The Gartner Group
forecasts that blogging will peak in 2007, when the
number of writers who maintain a personal Web site
reaches 100 million.
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Blogs have become increasingly popular among
teachers and students at the same time. According to
Henning (2003), 51.5% of blogs were developed and
maintained by adolescents in 2003. A directory of
educational blogs, Rhetorica: Professors who Blog,
listed 162 scholar-bloggers as of July 28, 2006 (http://
rhetorica.net/professors_who_ blog.htm). Most edu-
cational blogs, such as Edublog Insights (http://anne.
teachesme.com/) and Weblogg-ed (http://weblogg-
ed.com/), are places where educational bloggers reflect
on what they are learning and experiencing. In fact,
blogs and networks of blogs facilitate development of
a community of learners and social interaction. The
comments on blog posts can be powerful feedback
tools; they offer immediate and detailed responses to
the learner’s thoughts and ideas.

BLOGS IN EDUCATION

As the Internet has become an important resource for
teaching and learning, blogs are very useful teaching
and learning tools in that they provide a space for
students to reflect and publish their thoughts and un-
derstandings (Ferdig & Trammell, 2004). Readers can
comment on blogs and have opportunities to provide
feedback and new ideas. With hyperlinks, blogs assist
students with the ability to interact with peers, experts,
professionals, mentors, and others. Blogs provide an
opportunity for students with active learning and a
comfortable environment to express and convey their
ideas, thoughts, and beliefs.

Beise (2006) did a case study where blogs and
desktop video were integrated into a course on global
information system (IS) management. The students
were using the blogs as a means of online journaling,
reflection, and interaction with other students. Some of
the pedagogical approaches used in her course include
(a) student teamwork in developing a Web site that
presents research on an assigned region or country,
(b) an online discussion on course readings, and (c)
a synchronous chat on specific topics. Beise found
that the blogs offered the opportunity for her students
to discuss organizational, technical, and social issues
encountered by businesses and individuals. Accord-
ing to Beise, individual students displayed significant
reflection, critical analysis, and articulation of their
learning from the course materials.

Richardson (2005) incorporated blogs into his Eng-
lish literature course in a New Jersey high school. He
used the blog as an online forum for classroom discus-
sion and found that this activity developed students’
critical thinking, writing, and reading comprehension
skills. His students created an online reader study guide
for bees, using the Weblog format. In two years, the
site (Weblogs.hcrhs.k12.nj.us/bees) has had more than
2 million hits. Richardson found that blogs motivated
studentsto become more engaged in reading, think more
deeply about the meaning of their writing, and submit
higher quality work. According to Richardson (2006),
the flexibility of this online tool makes it well suited for
K-12 implementation. Teachers can use blogs to post
homework assignments, create links, post questions,
and generate discussions. Students can posthomework,
create a portfolio, and archive peer feedback, enabling
a virtually paperless classroom. Collaboration is the
most compelling aspect of blogs, which allow teachers
to expand classroom walls by inviting outside experts,
mentors, and observers to participate. For instance, the
book’s author, Sue Monk Kidd, wrote a 2,300-word
response to Richardson’s site.

Blogsarealsousedinresearch. The National Writing
Project (NWP) purchased server space to investigate
how the medium facilitates dialogue and sharing of
best practices among teachers who teach in writing-
intensive classrooms. Students joined in online writing
workshops using blogging technology in a local NWP
Young Writers’ Camps, where teachers modeled this
experiment after the NWP’s E-Anthology, a Weblog
of educators working together to develop and support
each other’s writing (Kennedy, 2004).

Online comments made in blogs offer the op-
portunities for learning with students. As in Edublog
Insights, a Web site designed to reflect, discuss, and
explore possibilities for the use of logs in education,
Anne Davis (n.d.) states:

Some of our best classroom discussions emerge
from comments. We share together. We talk about ones
that make us soar, ones that make us pause and rethink,
and we just enjoy sharing those delightful morsels of
learning that occur. You can construct lessons around
them. You get a chance to foster higher level thinking
ontheblogs. They read acomment. Thenthey may read
a comment that comments on the comment. They get
many short quick practices with writing that is directed
tothemandthereinitis highly relevant. Then they have
to construct a combined meaning that comes about
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from thinking about what has been written to them in
response to what they wrote.

Some Ideas on Blog Usage in Teaching
and Learning

Teachers can create a reflective journal type blog, start
a class blog, encourage students to create their own
blog, and have the class share a blog as Davis (n.d.)
suggested in the EduBlog Insight. In fact, the use of
blogs in educational settings isunlimited. Forexample,
teachers can use blogs to:

. Keep content-related professional practice

»  Share personal knowledge and networking

. Provide instructional tips for students and other
teachers

*  Post course announcements, readings, and com-
ments on class activities

. Create alearning environmentwhere students can
get instructional information such as activities,
discussiontopics, and linksto additional resources
about topics they are studying

Students can use blogs to:

e Write journals and reflect on their understanding
of learning

*  Provide comments, opinions, or questions on
instructional materials

e Submit and review assignments

. Complete group projects and encourage collab-
orative learning

. Create an ongoing e-portfolio to demonstrate their
progress in learning

»  Share course-related resources and learning ex-
periences

Blog Writing Tools

Blog software allows users to author and edit blog
entries, make various links, and publish the blog to the
Internet. Most blog applications support English and
many other languages so that users can selectalanguage
during installation. Blog applications usually offer Web
syndication service in the form of rich site summary or
really simple syndication (RSS). This allows for other
software such as feed aggregators to maintain a current
summary ofthe blog’s content. Some popular blog writ-
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ing tools in education include Blogger, LiveJournal,
FaceBook, MySpcace, and Wikispace. These programs
are operated by the developer, requiring no software
installation for the blog author. They are free to register
and easy to use. The most important thing is that the
users do not need Web authoring skills to create and
maintain their blogs. In addition, the bloggers have the
control to protect their privacy and build a service that
they trust. Bloggers have the flexibility of customizing
their blog style. They can also add feeds from other
Web sites to their Friends page to use it like a reader
for everything they find interesting. Other information
for each blog software is discussed separately.

»  Blogger is one of the earliest dedicated blog-
publishing tools. It was launched by Pyra Labs in
August 1999. Blogger profiles let you find people
and other blogs that share your interests. At the
same time, your profile lets people find you, but
only if you want to be found. Group functions
provide excellent communication tools for small
teams, families, or other groups. Blogger gives
your group its own space on the Web for sharing
news, links, and ideas. You can share a photo eas-
ily in the Blogger interface. In addition, you can
send camera phone photos straight to your blog
while you are on-the-go with Blogger Mobile.

. LiveJournal has been very popular among high
school students because of its social networking
features and self-contained community features.
LiveJournal allows users to control who gets to
see the content. Itis the user who decides whether
to keep the entire journal public and allow anyone
to find the page on the Web. If they do not want
to share with the world, they can create a friends-
only journal so that only those on their friends
list can read their journal. The users can set a
different security level for each individual entry,
or set a minimum security level for all entries so
that they will never have to repeat the steps again.
The user can turn the journal into a personal diary
if the user chooses to set everything to private.

. Facebook was originally developed for college
and university students but has been made avail-
able to anyone with an e-mail address to join that
connects them to a participating network such as
their high school, place of employment, or geo-
graphic region. The unique feature of Facebook
is that the system is not just one big site like oth-
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ers but is made up of lots of separate networks
based on schools, companies, and regions. One
can search for anyone on Facebook, but can only
see profiles of friends and people in the user’s
networks. So, the system makes personal infor-
mation safer to post in user’s profile. Facebook
is good place for storing photos because one can
upload as many photo albums as desired and
photos can be uploaded from the mobile phone.
As of February 2007, Facebook had the largest
number of registered users among college-focused
sites with over 17 million members worldwide
(Abram, 2007).

*  MySpaceisasocial networking Web site offering
aninteractive, user-submitted network of friends,
personal profiles, blogs, groups, photos, music,
and videos. MySpace also features an internal
search engine and an internal e-mail system.
According to Alexa Internet, it is currently the
world’s fourth most popular English-language
Web site and the third most popular Web site in the
United States. MySpace has become an increas-
ingly influential part of contemporary popular
culture, especially in English speaking countries.
Viewing the MySpace.com blog page on March
24, 2007, the total blogs were 136,531,447 and
607,361 had blogged on that single day.

e WikiSpacesisagreatplace for teachers, students,
and educators to work together. WikiSpaces is for
everyone, especially for those teachers who have
less or no technology background. WikiSpaces
has a simple interface, a visual page editor, and
afocus on community collaboration. WikiSpaces
is best for group work because the service allows
eachmembertoeditindividual work freely. Ifone
wanted to have a private space, a small fee of $5
each month is all one needs. A lot of educators
successfully use Wikispaces for their classrooms
and schools.

RSS Feeds and RSS Aggregators

One of the biggest advantages of blogs is the ability
to create spaces where students can collaborate with
each other online because blogs can increase students’
communicationand interaction. The readers do nothave
to worry about updating the postings because the blog
hosting service supports RSS. RSS has two components:
an XML-based RSS feed and an RSS aggregator. Us-

ers can subscribe to the blog’s RSS feed and will be
notified when new content is posted.

ARSS aggregator can help one keep up with all the
favorite blogs by checking RSS feeds and displaying
new items from each of them (Pilgrim, 2002). Teach-
ers can also use RSS to aggregate student blog feeds,
making it easier and faster to track and monitor stu-
dents’ online activities (Richardson, 2006). However,
only those blogs that have RSS feeds can be read by
an aggregator. These blogs usually have little XML
graphics which links to the RSS feed.

Some of the popular RSS aggregators include

1. Syndic8 (http://www.syndic8.com)

NewslsFree (http://www.newsisfree.com)

3. AmphetaDesk (http://www.disobey.com/amphet-
adesk/)

4. Awasu (http://www.awasu.com)

5. HotSheet (http://ww.johnmunsch.com/projects/
HotSheet/)

6. Feedreader (http://www.feedreader.com/)

7. Bloglines (http://www.bloglines.com/)

N

Users can customize these aggregators to gather
RSS feeds of interest (Kennedy, 2004). For instance,
Richardson (2006) used Bloglines to track over 150
news feed and educator blogger sites without visiting
many individual Web sites.

FUTURE CONSIDERATIONS

Blogs have become the mainstream in communication
mediaand havebbeenincreasingly usedinthe education
field. However, not much research has been performed
in this area. The few studies that have been completed
focused primarily on the use of blogs in language
instruction, team working, and online discussion or
forum. These studies did reveal some interesting find-
ings such as how blogs are used for educators to discuss
and share research (Glenn, 2003) and for introducing
an interdisciplinary approach to teaching across the
disciplines (Ferdig & Trammell, 2004; Huffaker, 2004).
These studies also revealed how teachers use blogs to
facilitate learning, share information, interact as part
of alearning community, and build an open knowledge
base (Martindale & Wiley, 2005), as well as how edu-
cators can incorporate blogs to facilitate collaborative
knowledge exchange in online learning environments
(Wang & Hsu, 2007).
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However, research in this field needs to be conducted
to fully understand blog’s potential in education, as-
sisting students and educators to address topics, and
expressing ideas and thoughts within their virtual com-
munities. Performing more research on blog’s implica-
tions in education, both quantitative and qualitative,
would help determine (a) how teachers can integrate
blogs into curriculum, (b) how blogs can enhance the
learning environment and motivate interaction, and (c)
what effects blogs have on the different gender, ethnic-
ity, and age groups in classroom implementation.

An emerging area of examination in this related
field is mobile phones as blogging appliances. As
mobile phones are so commonly used among teachers
and students, the medium is very easy to use to share
photos, stories, and instructional materials with friends
and peers while individuals are on-the-go by sending
them straight to their blogs. Because this area is rela-
tively new, not much literature can be found concerning
this particular topic. As more and more teachers and
students setup virtual communities, blog mobile should
be investigated more closely.

CONCLUSION

Blogs have been widely used in almost every field
nowadays because of the medium’s inexpensive cost,
low technological skill requirement, and widely dis-
persed network. Blogs have been used as a very effi-
cient tool for the teaching of linguistics and for online
communication and interaction. Blogs have the special
features that allow them to serve as virtual textbooks
or even virtual classrooms where students from differ-
ent areas can share their reflections or points of view
and have other users comment to them in the target
language. Blogging offers the opportunity to interact
with diverse audiences both inside and outside academe
(Glenn, 2003). Practices demonstrate that dynamic
Web publishing and blogs can be successfully applied
in a number of different ways in educational contexts.
However, teachers should carefully review, evaluate,
and further elaborate on their theoretical framework,
purpose, and intention for using the application. As
blogs are very popular with the youth, integrating
blogging into the curriculum becomes an urgent issue
in educational settings.
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KEY TERMS

Blog: A personal Web site in which the owner
can post text, graphics, and audio and video clips as
entry content. Readers can comment on each written
entries.

Blogger: The person who writes a blog.

Blogging: The activities of searching, reading, and
providing comments to the blog entries.

RSS: Short form of rich site summary or really
simple syndication, whichisan XML format for distrib-
uting news headlines and other content on the Web.

RSS Aggregator: A program that can read RSS
feeds and shelter new data in one place so that the
readers do not need to search one by one.

RSS Feed: An XML file used to deliver RSS infor-
mation. The term is also called Webfeed, RSS stream,
or RSS channel.

XML.: Extensible markup language is designed for
Web documents so that designers can create their own
customized tags and enable the definition, transmis-
sion, validation, and interpretation of data between
applications.
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INTRODUCTION

W3C’s XML (eXtensible Mark-up Language) has
recently gained unparalleled importance as a funda-
mental standard for efficient data management and
exchange. The use of XML covers data representation
and storage, database information interchange, data
filtering, as well as Web applications interaction and
interoperability. XML has been intensively exploited
in the multimedia field as an effective and standard
means for indexing, storing, and retrieving complex
multimediaobjects. SVG?, SMIL?, X3D*and MPEG-7*
are only some examples of XML-based multimedia
data representations. With the ever-increasing Web
exploitation of XML, there is an emergent need to
automatically process XML documents and grammars
for similarity classification and clustering, information
extraction, and search functions. All these applications
require some notion of structural similarity, XML
representing semi-structured data. In this area, most
work has focused on estimating similarity between
XML documents (i.e., data layer). Nonetheless, few
efforts have been dedicated to comparing XML gram-
mars (i.e., type layer).

Computing the structural similarity between XML
documents is relevant in several scenarios such as
change management (Chawathe, Rajaraman, Garcia-
Molina, & Widom, 1996; Cobéna, Abiteboul, & Mar-
ian, 2002), XML structural query systems (finding and
ranking results accordingtotheir similarity) (Schlieder,
2001; Zhang, Li, Cao, & Zhu, 2003) as well as the
structural clustering of XML documents gathered from
the Web (Dalamagas, Cheng, Winkel, & Sellis, 2006;
Nierman & Jagadish, 2002). Onthe other hand, estimat-
ing similarity between XML grammars is useful for
data integration purposes, in particular the integration

of DTDs/schemas that contain nearly or exactly the
same information but are constructed using different
structures (Doan, Domingos, & Halevy, 2001; Melnik,
Garcia-Molina, & Rahm, 2002). It is also exploited in
data warehousing (mapping data sources to warehouse
schemas) aswell as XML data maintenance and schema
evolution where we need to detect differences/updates
between different versions of agiven grammar/schema
to consequently revalidate corresponding XML docu-
ments (Rahm & Bernstein, 2001).

The goal of this article is to briefly review XML
grammar structural similarity approaches. Here, we
provide aunified view ofthe problem, assessing the dif-
ferentaspects and techniques related to XML grammar
comparison. The remainder of this article is organized
as follows. The second section presents an overview of
XML grammar similarity, otherwise known as XML
schema matching. The third section reviews the state
of the art in XML grammar comparison methods. The
fourth section discusses the main criterions character-
izing the effectiveness of XML grammar similarity
approaches. Conclusionsand currentresearch directions
are covered in the last section.

OVERVIEW

Identifying the similaritiesamong grammars/schemas®,
otherwise known as schema matching (i.e., XML
schema matching with respect to XML grammars), is
usually viewed as the task of finding correspondences
between elements of two schemas (Do, Melnik, &
Rahm, 2002). It has been investigated in various fields,
mainly in the context of data integration (Do et al.,
2002; Rahm & Bernstein, 2001), and recently in the
contexts of schema clustering (Lee, Yang, Hsu, &
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Yang, 2002) and change detection (Leonardi, Hoai,
Bhowmick, & Madria, 2006).

In general, a schema consists of a set of related
elements (entities and relationships in the ER model,
objects and relationships in the OO model, etc.). In
particular, an XML grammar (DTD or XML Schema)
is made of a set of XML elements, sub-elements, and
attributes, linked together via the containment relation.
Thus, the schema matching operator can be defined as
a function that takes two schemas, S, and S, as input
and returns a mapping between them as output (Rahm
& Bernstein, 2001). Note that the mapping between
two schemas indicates which elements of schema S,
are related to elements of S, and vice-versa.

The criteria used to match the elements of two
schemas are usually based on heuristics that approxi-
mate the user’s understanding of a good match. These
heuristics normally consider the linguistic similarity
between schema element names (e.g., string edit dis-
tance, synonyms, hyponyms, etc.), similarity between
element constraints (e.g., ‘?’, “*” and ‘+’ in DTDs"),
in addition to the similarity between element struc-
tures (matching combinations of elements that appear
together). Some matching approaches also consider
the data content (e.g., element/attribute values) of
schema elements (if available) when identifying map-
pings (Doan et al., 2001). In most approaches, scores
(similarity values) in the [0, 1] interval are assigned to
the identified matches so as to reflect their relevance.
These values then can be normalized to produce an
overall score underlining the similarity between the
two grammars/schemas being matched. Such overall
similarity scores are utilized in Lee et al. (2002), for
instance, to identify clusters of similar DTD grammars
prior to conducting the integration task.

STATE OF THE ART

Schema matching is mostly studied in the relational
and Entity-Relationship models (Castano, De Antonel-
lis, & Vimercati, 2001; Larson, Navathe, & Elmasri,
1989; Milo & Zohar, 1999). Nonetheless, research
in schema matching for XML data has been gaining
increasing importance in the past few years due to the
unprecedented abundant use of XML, especially onthe
Web. Different kinds of approaches for comparing and
matching XML grammars have been proposed.

LSD: Amongthe early schemamatching approaches
to treat XML grammars is LSD (Learning Source
Description) (Doan et al., 2001). It employs machine
learning techniques to semiautomatically find mappings
between two schemas. A simplified representation of
the system’s architecture is provided in Figure 4. LSD
works in two phases: a training phase and a mapping
phase. For the training phase, the system asks the
user to provide the mappings for a small set of data
sources, and then uses these mappings to train its set of
learners. Different types of learners can be integrated
in the system to detect different types of similarities
(e.g., name matcher which identifies mappings be-
tween XML elements/attributes with respect to their
name similarities: semantic similarities — synonyms,
hyponyms, etc., string edit distance, etc.). The scores
produced by the individual learners are combined via
a meta-learner, to obtain a single matching score for
each pair of match candidates. Once the learnersand the
meta-learner have beentrained (i.e., the training phase),
new schemas can be applied to the system to produce
mappings (i.e., the matching phase). A special learner
is introduced in LSD to take into account the structure
of XML data: the XML learner. In addition, LSD in-
corporates domain constraints as an additional source
of knowledge to further improve matching results.
LSD’s main advantage is its extensibility to additional
learners that can detect new kinds of similarities (e.g.,
similarities between data instances corresponding to
the compared schema elements, learners that consider
thesauri information, etc.) (Doan et al., 2001). How-
ever, its main drawback remains in its training phase
which could require substantial manual effort prior to
launching the matching process.

In contrast with the machine learning-based method
in Doan et al. (2001), most XML schema matching
approaches employ graph-based schema matching
techniques, thus overcoming the expensive pre-match
learning effort.

DTD Syntactic Similarity: In Su, Padmanabhan,and
Lo (2001), the authors propose a method to identify
syntactically-similar DTDs. DTDs are simplified by
eliminating null element constraints (‘?”is disregarded
while “*’ is replaced by ‘+’) and flattening complex
elements (e.g., ‘((a, b+) | ¢)’ is replaced by ‘a, b+,
c¢’, the Or operator ‘|’ being disregarded). In addi-
tion, sub-elements with the same name are merged to
further simplify the corresponding DTDs. A DTD is
represented as a rooted directed acyclic graph G where
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Figure 1. Simplified representation of LSD s architecture (Doan et al., 2001)

hicsediliy
Content matcher
(data sources) = —> | Meta-learner |=>

XML learner

each element e of the DTD underlines a sub-graph
G(e) of G. A bottom-up procedure starts by matching
leaf nodes, based on their names, and subsequently
identifies inner-node matches. While leaf node match-
ing is based on name equality, matching inner-nodes
comes down to computing a graph distance between
the graph structures corresponding to the elements at
hand. Intuitively, the graph distance, following Su et
al. (2001), represents the number of overlapping ver-
tices in the two graphs that are being compared. Thus,
in short, matching two DTDs D, and D, in Su et al.
(2001) comes down to matching two elements graphs
G(r,) and G(r,), where r_ and r, are the root elements
of D, and D, respectively. Note that Su et al.’s (2001)
approach treats recursive element declarations (e.qg.,
<IELEMENT a (a)>).

Cupid: In Madhavan, Bernstein, and Rahm (2001),
the authors propose Cupid, a generic schema matching
algorithm that discovers mappings between schema
elements based on linguistic and structural features.
In the same spirit as Su et al. (2001), schemas are
represented as graphs. A bottom-up approach starts
by computing leaf node similarities based on the lin-
guistic similarities between their names (making use
of an external thesaurus to acquire semantic similarity
scores) as well as their data-type compatibility (mak-
ing use of an auxiliary data-type compatibility table
assigning scores to data-type correspondences, e.g.,
Integer/Decimal are assigned a higher score than In-
teger/String). Consequently, the algorithm utilizes the
leaf node similarity scores to compute the structural
similarity of their parents in the schema hierarchy. A
special feature of Madhavan et al.’s (2001) approach
is its recursive nature. While two elements are similar
if their leaf sets are similar, the similarity of the leaves
is also increased if their ancestors are similar.

Similarity Flooding: In Melnik et al. (2002), the
authors propose to convert XML schemas into directed
labeled graphs where each entity represents an element
or attribute identified by its full path (e.g., /element./

subelement /subelement , ) andeach literal represents
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the corresponding element/attribute name or a primi-
tive type (e.g., xsd:string). From the graphs of the pair
of schemas being compared, a pair-wise connectivity
graph (PCG) made of node pairs, one for each graph,
isconstructed. Consequently, aninitial similarity score,
using classic string matching (i.e., string edit distance)
between node labels, is computed for each node pair
contained in the PCG. The initial similarities are then
refined by propagating the scores to their adjacentnodes.
Finally, a filter is applied to produce the best matches
between the elements/attributes of the two schemas. In
fact, the approach in Melnik et al. (2002) is based on
the intuition that elements of two schemas are similar
if their adjacent nodes are similar.

Coma: Aplatform to combine multiple matchers in
a flexible way, entitled Coma, is provided in Do and
Rahm (2002). In schema matching terms, Coma is
comparableto LSD (Doanetal., 2001), both approaches
being regarded as combinational, that is, they combine
different types of matchers. Nonetheless, Coma is not
based on machine learning in comparison with LSD.
The authors in Do and Rahm (2002) provide a large
spectrum of matchers, introducing a novel matcher
aiming at reusing results from previous match opera-
tions. They propose different mathematical methods
to combine matching scores (e.g., max, average,
weighted average, etc.). The intuition behind the new
reuse matcher is that many schemas to be matched
are similar to previously-matched schemas. Follow-
ing Do and Rahm (2002), the use of dictionaries and
thesauri already represents such a reuse-oriented ap-
proach utilizing confirmed correspondences between
schemaelement names and data-types. Thus, the authors
propose to generalize this idea to entire schemas. The
reuse operation can be defined as follows: Given two
match results, S,<S,, and S,«>S,, the reuse operation
derives a new match result: S, «S, based on the previ-
ously-defined matches (e.g., “CustName” <> “Name”
and “Name” < “ClientName”, imply “CustName” <
“ClientName”). Coma could be completely automatic
or iterative with user feedback. Aggregation functions,
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similar to those utilized to combine matching scores
from individual matchers, are employed to attain an
overall similarity score between the two schemas be-
ing compared.

XClust: Despite their differences, the approaches
above map an XML grammar (i.e., a DTD or XML
Schema) into an internal schema representation proper
to the system at hand. These internal schemas are more
similar to data-guides (Goldman & Widom, 1997) for
semi-structured data than to DTDs or XML Schemas.
In other words, constraints on the repeatability and al-
ternativeness of elements (underlined by the *?°, “*’, +’
as well as the And *,” and Or ‘|” operators in DTDs, for
instance) are disregarded in performing the structural
match. An approach called XClust, taking into account
such constraints, is proposed in Lee et al. (2002). The
authors of XClust develop an integration strategy that
involves the clustering of DTDs. The proposed algo-
rithm is based on the semantic similarities between
element names (making use of a thesauri or ontology),
corresponding immediate descendents as well as sub-
tree leaf nodes (i.e., leaf nodes corresponding to the
sub-trees rooted at the elements being compared).
It analyzes element by element, going through their
semantic/descendent/leaf node characteristics, and
considers their corresponding cardinalities (i.e. “?”, **’
and ‘+7) in computing the similarity scores. While the
internal representation of DTDs, with XClust, is more
sophisticated than the systems presented above, it does
not consider DTDs that specify alternative elements
(i.e., the Or ‘|” operator is disregarded).

DTD-Diff: Anoriginal approach, entitled DTD-Diff,
to identify the changes between two DTDs, is proposed
in Leonardi et al. (2006). It takes into account DTD
features, such as element/attribute constraints (i.e.,
27, ‘47, “*” for elements and “Required”, “Implied”,
“Fixed” forattributes), alternative elementdeclarations
(via the Or ‘|’ operator) as well as entities. DTDs are
presented as sets of element type declarations El (e.g.,
<IELEMENTele, (ele,, ele,)>), attribute declarations A
(e.9., <ATTLIST ele, att, CDATA>) and entity declara-
tions En (e.g., <!ENTITY ent, *“...””>). Specific types
of changes are defined with respect to to each type of
declaration. For instance, insert/delete element dec-
laration (for the whole declaration), insert/delete leaf
nodes in the element declaration (e.g., Del _ (ele,) in
<ELEMENT ele,(ele,, ele,)>), insert/delete a sub-tree
in the element declaration (e.g., Del_ . (ele,, ele,) in
<ELEMENT ele(ele,, ele,)>). The algorithm takes as

input two DTDs D =(El,, A,, En,) and D,=(EL,, A,
En,) representing old and new versions of a DTD, and
returns a script underlining the differences between
D, and D,. The authors in Leonardi et al. (2006) show
that their approach yields near optimal results when
the percentage of change between the DTDs being
treated is higher than 5%. That is because, in some
cases, some operations might be confused with others,
for example, the move operation might be detected as
a pair of deletion and insertion operations.

A taxonomy covering the various XML grammar
comparison approaches is presented in Table 1.

DISCUSSION

Itwould be interesting to identify which of the proposed
matching techniques performs best, that is, can reduce
the manual work required for the match task at hand
(Doetal., 2002). Nonetheless, evaluations for schema
matching methods were usually done using diverse
methodologies, metrics, and data, making it difficult
to assess the effectiveness of each single system (Do
et al., 2002). In addition, the systems are usually not
publicly available to apply them to a common test
problem or benchmark in order to obtain a direct quan-
titative comparison. In Rahm and Bernstein (2001) and
Do et al. (2002), the authors review existing generic
schemamatching approaches without comparing them.
In Do et al. (2002), the authors attempt to assess the
experiments conducted in each study to improve the
documentation of future schemamatching evaluations,
in order to facilitate the comparison between different
approaches.

Here, in an attempt to roughly compare different
XML-related matching methods, we focus on theinitial
criteriato evaluate the performance of schemamatching
systems: the manual work required for the match task.
Thiscriterion depends ontwo main factors: (i) the level
of simplification in the representation of the schema,
and (ii) the combination of various match techniques
to perform the match task.

Level of Simplification
While most methods consider, in different ways, the
linguistic as well as the structural aspects of XML

grammars, they generally differ in the internal repre-
sentations of the grammars. In other words, different
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simplifications are required by different systems, in-
ducing simplified schema representations upon which
the matching process is executed. These simplifica-
tions usually target constraints on the repeatability
and alternativeness of elements (e.g., *+°, “*’, ... in
DTDs). Hence, we identify a correspondence between
the level of simplification in the grammar representa-
tions and the amount of manual work required for the
match task: The more schemas are simplified, the more
manual work is required to update the match results
by considering the simplified constraints. For instance,
if the Or operator was replaced by the And operator in
the simplified representation of a given schema (e.g.,
(a| b) was replaced by (a, b) in a given DTD element
declaration), the user hasto analyze the results produced
by the system, manually reevaluating and updating the
matches corresponding to elements that were actually
linked by the Or operator (i.e., alternatives) prior to the
simplification phase. Following this logic, XClust (Lee
et al., 2002) seems more sophisticated than previous
matching systems in comparing XML grammars (par-
ticularly DTDs) since itinduces the least simplifications
tothe grammars being compared: It only disregards the
Or operator. On the other hand, DTD-Diff (Leonardi et
al., 2006), which is originally a DTD change detection
system, could be adapted/updated to attain an effective
schema matching/comparison tool since it considers
the various constraints of DTDs, not inducing any
simplifications.

Combination of Different Match
Criterions

On the other hand, the amount of user effort required
to effectively perform the match task can also be
alleviated by the combination of several matchers
(Do & Rahm, 2002), that is, the execution of several
matching techniques that capture the correspondences
between schema elements from different perspectives.
In other words, the schemas are assessed from different
angles, viamultiple match algorithms, the results being
combined to attain the best matches possible. For this
purpose, existing methods have allowed aso-called hy-
brid or composite combination of matching techniques
(Rahm & Bernstein, 2001). A hybrid approach is one
where various matching criteriaare used withinasingle
algorithm. Ingeneral, these criteria (e.g., elementname,
data type, etc.) are fixed and used in a specific way.
In contrast, a composite matching approach combines
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the results of several independently-executed matching
algorithms (which can be simple or hybrid).

Hypothetically, hybrid approaches should provide
better match candidates and better performance than
the separate execution of multiple matchers (Rahm
& Bernstein, 2001). Superior matching quality should
be achieved since hybrid approaches are developed
in specific contexts and target specific features which
could be overlooked by more generic combinational
methods. It is important to note that hybrid approaches
usually provide better performance by reducing the
number of passes over the schemas. Instead of going
over the schema elements multiple times to test each
matching criterion, such as with combinational ap-
proaches, hybrid methods allow multiple criterions to
be evaluated simultaneously on each element before
continuing with the next one.

On the other hand, combinational approaches pro-
vide more flexibility in performing the matching, as is
itpossibletoselect, add, or remove differentalgorithms
following the matching task at hand. Selecting the
matchers to be utilized and their execution order could
be done either automatically or manually by a human
user. Anautomatic approach would reduce the number of
user interactions, thus improving system performance.
However, with a fully automated approach, it would
be difficult to achieve a generic solution adaptable to
different application domains.

In the context of XML, we know of two approaches
that follow the composite matching logic, LSD (Doan
etal., 2001) and Coma (Do & Rahm, 2002), whereas
remaining matching methods are hybrid (e.g., Cupid
(Madhavanetal., 2001), XClust (Lee etal., 2002) etc.).
While LSD is limited to matching techniques based on
machine learning, Coma (Do & Rahm, 2002) underlines
amore generic framework for schemamatching, provid-
ing various mathematical formulations and strategies
to combine matching results.

Therefore, in the context of XML, effective gram-
mar matching, minimizing theamount of manual work
required to perform the match task, requires:

. Considering the various characteristics and con-
straints of the XML grammars being matched, in
comparison with existing “grammar simplifying”
approaches; and

. Providing a framework for combining different
matching criterions, which is both (i) flexible, in
comparison with existing static hybrid methods,
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and (ii) more suitable and adapted to XML-based
data, in comparison with the relatively generic
combinational approaches.

CONCLUSION

As the Web continues to grow and evolve, more and
more information is being placed in structurally-rich
documents, particularly XML. This structural informa-
tionisanimportant clue asto the meaning of documents,
and can be exploited in various ways to improve data
management. In this article, we focus on XML gram-
mar structural similarity. We gave a brief overview of
existing research related to XML structural comparison
at the type layer. We tried to compare the various ap-
proaches, in an attempt to identify those that are most
adapted to the task at hand.

Despite the considerable work that has been con-
ducted around the XML grammar structural similarity
problem, various issues are yet to be addressed.

In general, most XML-related schema matching ap-
proaches inthe literature are developed for generic sche-
mas and are consequently adapted to XML grammars.
Asaresult, they usually induce certain simplifications to
XML grammars in order to perform the matching task.
In particular, constraints on the repeatability and alter-
nativeness of XML elements are usually disregarded.
On the other hand, existing methods usually exploit
individual matching criterions to identify similarities,
and thus do not capture all element resemblances.
Those methods that do consider several matching
criteria utilize machine learning techniques or basic
mathematical formulations (e.g., max, average, etc.)
which are usually not adapted to XML-based data in
combining the results of the different matchers. Hence,
the effective combination of various matching criterions
in performing the match task, while considering the
specific aspects and characteristics of XML grammars,
remains one of the major challenges in building an ef-
ficient XML grammar matching method.

Moreover, providing a unified method to model
grammars (i.e., DTDs and/or XML schemas) would
help in reducing the gaps between related approaches
and in developing XML grammar similarity methods
that are more easily comparable.

On the other hand, since XML grammars represent
structured information, itwould be interesting to exploit
the well-known tree edit distance technique, thoroughly

investigated in XML document comparison, incompar-
ing XML schemas.

Finally, we hope that the unified presentation of
XML grammar similarity inthis article would facilitate
further research on the subject.
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KEY TERMS

Composite Matcher: It combines the results of
several independently-executed matching algorithms
(which can be simple or hybrid). It generally provides
more flexibility in performing the matching, as it is
possible to select, add, or remove different matching
algorithms following the matching task at hand.

Hybrid Matcher: It is a matcher that combines
multiple criterions within a single algorithm. In gen-
eral, these criterions (e.g., element name, data type,
repeatability constraints, etc.) are fixed and used in a
specific way.

Schema Matching: It is generally viewed as the
process of finding correspondences between elements of
two schemas/grammars. The schemamatching operator
can be defined as a function that takes two schemas, S,
and S, as input and returns a mapping between those
schemas as output.

Simple Matcher: Itisa process that identifies map-
pings between schema/grammar elements based on a
single specific criterion, for example, element name
syntactic similarity, element repeatability constraints,
and so forth.

XML It stands for eXtensible Markup Language,
developed by WWW consortium in 1998; it has been
established as a standard for the representation and
management of data published on the Web. Its ap-
plication domains range over database information
interchange, Web services interaction, and multimedia
data storage and retrieval.

XML Grammar: Itisastructure specifyingtheele-
mentsand attributes of an XML document, aswell as how
theseelements/attributesinteracttogetherinthedocument
(e.g., DTD — Document Type Definition or XML
Schema).

XML Tree: XML documents represent hierarchi-
cally-structured information and can be modeled as
trees, thatis, Ordered Labeled Trees. Nodes, inan XML
tree, represent XML elements/attributesand are labeled
with corresponding element tag names.

ENDNOTES

! WWW Consortium, SVG, http://www.w3.org/
Graphics/SVG/

2 WWW Consortium, SMIL, http://www.w3.org/
TR/REC-smil/

8 Web 3D, X3D, http://www.web3d.org/x3d/

4 Moving Pictures Experts Group, MPEG-7 http://
www.chiariglione.org/mpeg/standards/mpeg-7/

5 In the remainder of this article, terms grammar
and schema are used interchangeably.

147



148

These are operators utilized in DTDs to specify
constraints on the existence, repeatability, and
alternativeness of elements/attributes. With con-
straint operators, it is possible to specify whether
an element is optional (“?”), may occur several
times (“** for O or more times and ‘+’ for 1 or
more times), some sub-elements are alternative
with respect to each other (‘|” representing the
Or operator), or are grouped in a sequence (*,
representing the And operator).
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INTRODUCTION

We are currently witnessing an unprecedented growth
in bandwidth demand, mainly driven by the develop-
ment of advanced broadband multimedia applications,
including video-on-demand (VoD), interactive high-
definition digital television (HDTV) and related digital
content, multiparty video-conferencing, and so forth.
These Internet-based services require an underlying
network infrastructure that is capable of supporting
high-speed data transmission rates; hence, standards
bodies and telecom providers are currently focusing on
developing and defining new network infrastructures
that will constitute future-proof solutions in terms of
the anticipated growth in bandwidth demand, but at
the same time be economically viable.

Most users currently enjoy relatively high speed
communicationservicesthroughdigital subscriber line
(DSL) access technologies, but these are widely seen

as short-term solutions, since the aging copper-based
infrastructure is rapidly approaching its fundamental
speed limits. In contrast, fiber optics-based technolo-
gies offer tremendously higher bandwidth, a fact that
has long been recognized by all telecom providers,
which have upgraded their core (backbone) networks
to optical technologies. As Figure 1 shows, the cur-
rent network landscape thus broadly comprises of an
ultrafast fiber optic backbone to which users connect
through conventional, telephone grade copper wires.
It is evident that these copper-based access networks
create a bottleneck in terms of bandwidth and service
provision.

In Figure 1, a splitter is used to separate the voice
and data signals, both at the user end and at the network
operator’s premises. All data leaving from the user
travel first through an electrical link over telephone-
grade wires to the operator local exchange. They are
then routed to an Internet service provider (ISP) and
eventually to the Internet through fiber-optic links.

Figure 1. A conventional access architecture for Internet over DSL
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In contrast to the access scheme depicted in Figure
1, fiber-to-the-home (FTTH) architectures are novel
optical access architectures in which communication
occurs via optical fibers extending all the way from the
telecom operator premises to the customer’s home or
office, thus replacing the need for data transfer over
telephone wires. Optical access networks can offer a
solution to the access network bottleneck problem, and
promises extremely high bandwidth to the end user,
as well as future-proofing the operator’s investment
(Green 2006; Prat, Balaquer, Gene, Diaz, & Fiquerola,
2002). While the cost of FTTH deployment has been
prohibitively high in the past, this has been falling
steadily, and FTTH is now likely to be the dominant
broadband access technology within the next decade
(Green, 2006).

EXISTING BROADBAND SOLUTIONS
AND STANDARDS

Today, the most widely deployed broadband access
solutions are DSL and community antenna television
(CATV) cable modem networks. As noted already, DSL
makes it possible to reuse the existing telephone wires
so that they can deliver high bandwidth to the user,
while cable modem networks rely on infrastructure
usually already laid from cable TV providers.

DSL requires a special modem at the user prem-
ises, and a DSL access multiplexer (DSLAM) at the
operator’s central office. It works by selectively utiliz-
ing the unused spectrum of telephone wires for data

Broadband Fiber Optical Access

transmission. Since voice telephony is restricted to ~
4 KHz, DSL operates at frequencies above that, and
in particular up to ~ 1 MHz, with different regions of
this range allocated to upstream or downstream traffic.
Currently, there are many DSL connection variants, and
we can identify four basic types, varying in technologi-
cal implementation and bandwidth levels.

The basic DSL (IDSL) dates back to the 80s, and
was implemented as part of the integrated services
digital network (ISDN) specification (ITU-T, 1993). It
offered symmetric capacity of 160 Kbps. The first DSL
technology to gain wider market acceptance was the
high-speed DSL (HDSL) (ITU-T, 1998b), which offers
symmetric rates of 1.544 Mbps, and is still used today.
Currently, the most successful DSL variant is by far
the asymmetric DSL (ADSL) (ITU-T, 2002a), which
allocates more bandwidth to the downstream direction
than to the upstream one. ADSL2 (ITU-T, 2002a) was
specified in 2002, and is a major improvement over
traditional ADSL. In 2003, yet another ADSL version
was specified, the ADSL2+ (ITU-T, 2005b), whichis the
most current ADSL variant. It is based on the ADSL2
standard but can offer double maximum downstream
rate. Finally, the very high-speed DSL (VDSL) (ITU-T,
2004) can have symmetric orasymmetric rates, and can
achieve much higher speeds than all ADSL variants but
only for small distances. VDSL will never be widely
deployed, as its second generation, VDSL2 (ITU-T,
20006), was specified recently, and is designed to offer
similar speeds but with a reduced distance penalty. The
major DSL standards are summarized in Table 1.

It should be noted that although the newest DSL

Table 1. Major DSL standards (maximum bandwidth rates are quoted)

Upstream Rate Downstream Rate

Standard Common Name
ITU-T G.961 IDSL-ISDN
ITU-T G.991.1 HDSL
ITU-T G.992.1 ADSL
ITU-T G.992.4 ADSL2
ITU-T G.992.4 ADSL2
Annex J
ITU-T G.992.5 ADSL2+
ITU-T G.992.5 ADSL2+
Annex M
ITU-T G.993.1 VDSL
ITU-T G.993.2 VDSL2

160 Kbps 160 Kbps
1.544 Mbps 1.544 Mbps
1 Mbps 8 Mbps

1 Mbps 8 Mbps

3.5 Mbps 12 Mbps

1 Mbps 24 Mbps
3.5 Mbps 24 Mbps
26 Mbps 26 Mbps
12 Mbps 52 Mbps
100 Mbps 100 Mbps
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standards are designed to provide high data rates, these
canonly be achieved over very limited distance ranges,
up to a couple of hundred meters from the operator’s
premises in some cases (Androulidakis, Kagklis,
Doukoglou, & Skenter, 2004; Kagklis, Androulidakis,
Patikis, & Doukoglou, 2005). For instance, VDSL2’s
highest speed can only be achieved in loops shorter
than ~ 300 meters.

CATV data networks, the second most popular
broadband access solution, are operated mostly by the
cable TV industry and were originally designed to offer
analog broadcast TV to paying subscribers. Typically,
they use a hybrid fiber-coaxial (HFC) architecture,
which combines optical fibers and traditional coaxial
cables. In particular, a fiber runs from the cable oper-
ator’s central office to a neighborhood’s optical node,
from where the final drop to the subscriber is through a
coaxial cable. The coaxial part of the network uses am-
plifiers, and splits the signal among many subscribers.
The main limitation of CATV networks lies on the fact
that they were not designed for data communications
but merely for TV broadcasting. As such, they allocate
most capacity to downstream traffic (for streaming
channels) and only a small amount of bandwidth for
upstream communications (as upstream is minimal
for TV distribution purposes), which also has to be
shared among a large number of subscribers. This may
result in frustratingly low upstream rates. Currently, a
lot of effort is being devoted to the transformation of
CATYV networks for efficient data communications.
The ITU-T J.112 standard, released in 1998, was the
first important CATV data communications standard,
and specified that each downstream channel is 6 MHz
wide, providing up to 40 Mbps (ITU-T, 1998a). The
upstream channels, which should be noted are shared
by several hundred users, are 3.2 MHz wide, delivering
up to 10 Mbps per channel. ITU-T J.122, released in
2002 (ITU-T, 2002b), is the second generation CATV
data networks standard and allows for higher upstream
bandwidth than J.112. In particular, J.122 allocates 6.4
MHz to each upstream channel, delivering up to 30
Mbps again shared between many users.

Although both DSL and cable modem networks
have been evolving rapidly over the years, they cannot
be seen as definitive and future-proof access network
solutions. Both technologies are built on top of an
existing infrastructure that was not meant and is not
optimized for data communications. Neither DSL nor
cable modems can keep up with increasing bandwidth

demand and meet the challenges for future broadband
multimedia services such as HDTV and related digital
content applications that may need up to 100 Mbps.
In addition, high speed and large distances cannot be
achieved simultaneously, resulting in solutions that are
noteconomically favorable, while the emerging require-
ment for capacity symmetry constitutes a significant
challenge for both technologies. Hence, most telecom
operators have come to the point to realize that a new
solution is needed now, which can adequately address
users’ future needs as well as constitute a future-proof
investment of their resources. Fibers are uniquely
suited to this job. Having already won the battle for the
backbone networks, it only seems natural for fibers to
replace the legacy copper wires, and hence constitute
the future access networks.

OPTICAL ACCESS NETWORKS AND
BASIC OPERATIONS PRINCIPLES

Optical access networks and FTTH are not new con-
cepts, but instead have been considered as a solution
for the subscriber access network for quite some time.
Early proposals and developments can even be traced
back to the late 70s to early 80s. However, these were
abandoned due to the technology not being mature
enough, and most importantly, due to prohibitively
high costs. In more recent years though, photonic and
fiber-optic technologies have progressed remarkably,
while the cost of deploying relevant systems has fallen
steadily to the point that FTTH worldwide deployment
is now reality. Fiber access networks are capable of
delivering extremely high bandwidth at large distances
beyond 20 Kmand can cater forall currentand predicted
future voice, data, and video services requirements.
In this sense, it can be said that once fiber is installed,
no significant further investments or re-engineering
is likely to be required for decades, emphasizing the
“future-proof” character of FTTH networks. In addi-
tion, FTTH offers quick and simple repair, low-cost
maintenance, and easy upgrade.

We can distinguish three main FTTH deployment
architectures, which are illustrated in Figure 2. The
simplest and most straightforward way to deploy fiber in
the local access loops is to use a point-to-pointtopology
(Figure 2a), in which single, dedicated fibers link the
network operator’s local exchange with each end user.
Itis evident that, though simple, this topology requires
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Figure 2. FTTH deployment architectures: (a) point-to-point, (b) curb-switched (c) passive optical Network

(PON)
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avery large number of fibers, as well as significant fiber
termination space at the local exchange, making this
solution very expensive. To reduce fiber deployment,
it is possible to use a remote switch, which will act as
a concentrator, close to the subscribers (Figure 2b).
Assuming negligible distance from the switch to the
subscribers, the deployment costs are much lower, since
now only a single fiber link is needed (the link between
the network operator’s premises and the switch). This
configuration does, however, have the drawback of the
added extra expense of an active switch that needs to
be placed in every neighborhood, as well as the extra
operational expenditure of providing the electrical
power needed for the switch to function. Therefore, a
logical progression of thisarchitecture would be one that
does not require any active elements (such as switches
and concentrators) in the local loop. This is shown in
Figure 2c, and istermed passive optical network (PON)
architecture. In PONSs, the neighborhood switches are
replaced by inexpensive passive (i.e., requiring no
electric power) splitters, whose only function is to split
an incoming signal into many identical outputs. PONs
are viewed as possibly the best solution for bringing
fiber to the home, since they are comprised of only
passive elements (fibers, splitters, splicers, etc.) and
are therefore very inexpensive. In addition to being
capable of very high bandwidths, a PON can operate
at distances of up to 20 Km, significantly higher than
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the distances supported by high-speed DSL variants.
In addition, PONs do not require the presence of any
complex equipment such as multiplexers and demulti-
plexers in the local loop close to the subscribers. This
dramatically reduces installation and maintenance cost,
while also allowing for easy upgrades to higher speeds,
since upgrades need only to be done centrally at the
network operator’s central office where the relevant
active equipment is housed.

We can distinguish two main network elements in
a PON implementation: the optical line termination
(OLT) and the optical network unit (ONU). The OLT
resides at the network operator’s premises, while each
user has its own ONU. Besides the basic star topology
depicted in Figure 2c, addition of further splitters or
tap couplers in a PON network allows easy forma-
tion of many different point-to-multipoint topologies
to suit particular network needs. Figure 3 illustrates
some of them.

The main drawback of PONs is the need for com-
plex mechanisms to allow shared media access to the
subscribers so that data traffic collisions are avoided.
This arises from the fact that although a PON isa point-
to-multipoint topology from the OLT to the ONU (i.e.,
downstream direction), it is multipoint-to-point in the
reverse (upstream) direction. This simply means that
data from two ONUs transmitted simultaneously will
enter the main fiber link at the same time and collide.
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Figure 3. point-to-multipoint PON topologies: (a) tree, (b) ring, (c) bus
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The OLT will, therefore, be unable to distinguish them.
Hence, itisevidentthatthere needs to be ashared media
access mechanism implemented in the upstream direc-
tion, so that data from each ONU can reach the OLT
without colliding and getting distorted. A possible way
to achieve this would be to use a wavelength division
multiplexing (WDM) scheme, in which each ONU is
allocated a particular wavelength, so that all ONUs can
use the main fiber link simultaneously. This solution,
however, requires either many different types of ONUs
(with different transmission wavelengths) or a single
type of ONU but containing a tuneable laser, and in
both cases a broadband receiver at the OLT side. Either
way, the WDM-based shared media access scheme is
cost prohibitive for implementation in PONSs, at least
for today. The current preferred solution is based on a
time division multiplexing (TDM) scheme, in which
each ONU is allowed to transmit data only at a particu-
lar time window dictated by the OLT. This means that
only a single upstream wavelength is needed, which
considerably lowers the associated costs as a universal
type of ONU can be employed in every site. Finally,
if more bandwidth is required in the future, the PON
architecture allows for easy upscale either through the
use of statistical multiplexing or ultimately through a
combination of WDM and TDM schemes.

PON STANDARDS

Standardization of PONs is of crucial importance if
they are indeed to be widely deployed and constitute
the future’s broadband access networks. From a net-

work operator’s perspective, standardization translates
into cost reduction and interoperability, while for a
manufacturer it offers assurance that the products will
successfully meet the market requirements. There are
currently three main PON standards: broadband PON
(BPON), gigabit PON (GPON), and Ethernet PON
(EPON). The first two are ratified by the International
Telecommunication Union (ITU), while the third from
the Institute of Electrical and Electronic Engineers
(IEEE). Theinitial specification fora PON-based optical
network described PON operation using asynchronous
transfer mode (ATM) encapsulation and was actually
called as APON (ATM PON). This was first developed
in the 1990s by the Full Service Access Network group
(FSAN), an alliance between seven major worldwide
network operators. APON has since further developed,
and its name was later changed to the current BPON
to reflect the support for additional services other than
ATM data traffic such as Ethernet access, video content
delivery, and so forth.

The final BPON version (ITU-T, 2005a) provides
speeds of up to 1244 and 622 Mbps downstream and
upstream respectively, though the most common vari-
ant supports 622 Mbps of downstream traffic and 155
Mbps of upstream bandwidth. As already mentioned,
upstream and downstream BPON traffic uses ATM
encapsulation. Since all cells transmitted from the OLT
reach all ONUSs, to provide security BPON uses an
algorithm-based scheme to encrypt (scramble) down-
stream traffic so that an ONU can only extract the data
addressed specifically to it. Upstream transmission is
governed by a TDM scheme.
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The GPON standard (ITU-T, 2003), released in
2003, allows for a significant bandwidth boost and
can provide symmetric downstream/upstream rates
of up to 2488 Mbps, although the asymmetric variant
of 2488/1244 Mbps downstream/upstream is the most
common. The significant advantage of GPON is that it
abandons the legacy ATM encapsulation, and instead
utilizes the new GPON or generic encapsulation mode
(GEM) that allows framing of a mix of TDM cells and
packets like Ethernet. ATM traffic is also still possible,
sincea GPON frame can carry ATM cellsand GEM data
simultaneously. Overall, GEM is a very well designed
encapsulation method that can deliver delay-sensitive
data such as video traffic with high efficiency.

Finally, the EPON (IEEE 802.3ah) standard was
finalized in 2004 as part of the IEEE Ethernet In The
FirstMile Projectand is the main competitor to GPON.
It uses standard Ethernet (802.3) framing and can of-
fer symmetric downstream/upstream rates of 1 Ghps,
while work on a 10 Gbps version has started recently.
Since Ethernet is not meant for point-to-multipoint
architectures, to account for the broadcasting down-
stream nature of PONs, EPON defines a new schedul-
ing protocol, the multipoint control protocol (MPCP)
that allocates transmission time to ONUSs so that data
collisions are avoided.

It should be noted that all three PON standards
are optically similar. They all use a simple WDM
scheme to offer full duplex operation (i.e., simultane-
ous downstream and upstream traffic) over a single
fiber, in which the 1310 nm-centred band is used for
upstream data, the 1490 nm-centred band is used for
downstream traffic, and the 1550 nm-centred band is
reserved for future analogue TV broadcasting. The three
PON standards are summarized in Table 2. Comparison
with the DSL data indicated in Table 1 illustrates how
significantly higher are both the bandwidth offered
by a PON implementation as well as the distance this
bandwidth can be achieved. It should also be noted that
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a PON’s bandwidth can further increase considerably
if required to in the future (e.g., by more fully utiliz-
ing the allocated spectral bands instead of employing
single wavelengths as of today).

CONCLUSION

Fiber-to-the-home network implementations are an
innovative solution to the access network bottleneck
problem, and can deliver exceptionally higher band-
widthtothe end user than any existing copper-wire based
solution. FTTH can create a plethora of new business
opportunities, and hence, pave the way for the introduc-
tion of advanced services thatwill pertainto abroadband
society. Two standards are currently seen as the future
dominantplayers: GPON and EPON. Although FTTHis
now technically mature, the deployment has up to now
been constrained by the slow pace of standardization,
the lack and high cost of associated equipment, and
the reluctance from network operators to invest in this
new technology. Recent progress, however, has been
astonishing, especially in Asian countries (Ruderman,
2007; Wieland, 2006). For FTTH to become ubiquitous
though, the E.U. and U.S. incumbent operators must
follow the example of their Asian counterparts. Suc-
cess will follow only from a synergetic combination of
networks operators’strategic decisions, standardization
actionsacross all FTTH elements, and development of
a regulatory framework that will foster investment is
this exciting technology.
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KEY TERMS

Asynchronous Transfer Mode (ATM): Aprotocol
for high-speed data transmission, in which data are
broken down into small cells of fixed length.

BPON: A passive optical network standard ratified
by the ITU-T G.983 Recommendation that features
ATM encapsulation for data transmission.
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EPON: A passive optical network standard ratified
by the IEEE 802.3ah that can deliver Gbps bandwidth
rates and uses standard Ethernet frames for data trans-
mission.

GPON: A passive optical network standard ratified
by the ITU-T G.984 Recommendation that can provide
high data communication rates of up to about 2.5 Gbps
and uses a very efficient encapsulation method for data
transmission, known as GPON encapsulation method,
which can adequately handle delay-sensitive data such
as video traffic.

Optical Access Networks: Access networks, often
referred to as the “the last mile,” are those that connect
end users to the central offices of network operators.
Traditionally, communication in most these networks
occurs via telephone-grade copper wires. In optical
access networks, the copper wires are replaced by op-
tical fibers, allowing communication at vastly higher
speeds.
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Passive Optical Network (PON): An optical ac-
cess network architecture in which no active optoelec-
tronic components are used, but instead utilizes only
unpowered (i.e., passive) elements such as splitters
and couplers.

Wavelength Division Multiplexing (WDM): The
simultaneous transmission of many signals through a
single fiber, achieved by allocating different wave-
lengths to each individual signal.
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HOME NETWORKNG OVERVIEW

In recent years, home networking has undergone sig-
nificant changes due to the proliferation of technologies
that support converging consumer electronics, mobile,
and computer networks. An increased number of net-
worked appliances may assume a networked home with
analways-on Internet connection. Home networks host
a proliferation of linked devices and sensors including
enhanced or new applications which can be categorized
as follows:

. Home automation and controls

. Networked appliances

. Mobile

. Home/SOHO Office

*  Entertainment (audio, video, gaming, IPTV,
etc.)

»  Personal services (banking, shopping, healthcare,
learning, etc.)

e Storage devices

*  Social networking

. Local and remote management

Broadband adoption has marked an increasing
number of subscribers worldwide due to several fac-
tors such as increasing number of PCs in households,
broadband access services, standardization, emerging
technologies and applications, government policy, and
market players. Japanese manufacturers are attempt-
ing to seamlessly interconnect wireless personal area
network with mobile phones, whereby home network
service could be controlled by remote users. Start-
ing in 2007, ABI Research forecasts that converged
intelligent home network services (home automation
and networked digital appliances) will take off in the
South Korean market (ABI, 2007). Home networking
is evolving rapidly to digital home and smart home
environments (MIT Project, 2007). Digital Living
Network Alliance defines a digital home consisting of

“a network of consumer electronics, PCs and mobile
devicesthat co-operate transparently, delivering simple,
seamless interoperability” (DLNA, 2007).

The rapid developments are in all areas: devices,
services, and access. Consumers have gone from us-
ing their home network primarily to share broadband
connections delivering video and audio over IP around
the home. Content management and service provision-
ing is key to offering entertainment services including
personalization, context awareness, and positioning
(Kozbe, Roccetti, & Ulema, 2005). Networked con-
sumer systems and devices, including network-centric
entertainment systems, have become one of the major
focus areas of the communication and entertainment
industries (Rocetti, Kozbe, & Ulema, 2005). The in-
troduction of iPod device and of iTunes Music Store
service brought digital entertainment into home. Other
factors that contributed to this success include:

e Advances of multimedia technology such as
high-quality video and sound.

*  Advances in wireless communications and inter-
active applications taking nomadic entertainment
experiences to new dimensions.

. Compatibility among devices.

. Increased revenue on game software and devices,
surpassing the revenues achieved by the movie
industry.

In this chapter, an update of the chapter of the first
edition (Hentea, 2005), we focus on recent advances
and trends for broadband access and services. The
rest of the chapter is organized in sections as follows:
the next section contains recent enhancements of
broadband access; then, we provide an overview of
emerging services and technologies in one section,
followed by a brief review of the standards in the next
section. We conclude with a perspective on the future
developments.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.




HIGH-SPEED BROADBAND ACCESS

Broadband access technologies are described in Hentea
(2005). Today, digital subscriber line (DSL) and cable
modem technologies are the predominant mass-market
broadband access technologies that typically provide
up to a few megabits per second of data to each user.
Since their initial deployment in the late 1990s, these
serviceshave exhibited considerable growth. However,
the availability of wireless solutions potentially acceler-
ated this growth. There are two fundamentally different
types of broadband wireless services. The first type
attempts to provide a set of services similar to that of
the traditional fixed-line broadband but using wireless
as the medium of transmission. This type, called fixed
wireless broadband, can be thought of as a competitive
alternative to a DSL or cable modem. The second type
of broadband wireless, called mobile broadband, offers
the additional functionality of portability, nomadicity,
and mobility.

However, there are issues with the services based on
these technologies. Many services are not performing
at the best quality. For example, when mixing interac-
tive and noninteractive traffic over DOCSIS, ADSL, or
Wi-Fi (IEEE 802.11b) wireless links, substantial delay
is introduced to downstream traffic due to sharing the
medium along their end-to-end path, despite available
link capacity. These delays, on the order of 100 ms for
the DOCSIS network and 50 ms for the Wi-Fi network,
are significant when the broadlink is part of an overall
service supporting voice over IP (MolP), interactive
online gaming, or similar delay-sensitive applications
(But, Nguyen, & Armitage, 2005). Therefore, high-
broadband access technologies are emerging. One
stimulus to current developments is due to recently final-
ized standards for WiMAX technology. As a wireless
access network, WiMAX has shown great potential to
provide broadband transmission services to residential
premises. WiMAX technology has evolved through four
stages (Andrews, Ghosh, & Muhamed, 2007):

1. Narrowband wireless local loop systems
(WLL)

2.  First generation line-of-sight (LOS) broadband
systems

3. Second generation non-line-of-sight (NLOS)
broadband systems

4,  Standards-based broadband wireless systems.
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Essential capabilities such as mobile WiMAX’s fast
data upload speed will revitalize advanced wireless
Internetapplications like user-created content, already a
popular application. While commuting, consumers can
uploadtheir pictures or videos onto their personal blogs
or networkingsites, and share theminstantaneously with
their friends and family. Personal broadcasting in real
time will become a reality. The combination of mobile
WiMAX with other technologies and services, such
as Wi-Fi or mobile TV, will allow for new services to
emerge. Mobile WiMAX can also create truly “smart”
homes and “with Mobile WiMAX, the era of personal
broadband will truly begin” (Lee, 2007).

Trials using Samsung’s Mobile WIMAX systems
are currently underway by global operators including
Sprint-Nextel in the U.S., Telecom lItalia in Italy, and
Etisalatin the United Arab Emirates. Samsung’s vision
of Mobile WIMAX is that the technology will pave
the way for 4G network and become the front runner
of the IP-based mobile broadband era (Lee, 2007). In
addition, emerging services and infrastructures are
evolving. We provide an overview of most recent trends
in the next section.

EMERGING INFRASTRUCTURE
AND SERVICES

Multicast TV and voice over IP services are the new
services; their integration with data transport is called
triple play. These services are provided through either
the same connectivity box (the modem) or a dedicated
set-top box. In the near future, operators plan to open
the service delivery chain (MUSE, 2007). Instead of
being tied to a single service provider for television
and phone over IP, the end user will have a variety of
choicesandwill gain from competition in both price and
diversity. This businessmodel isreferred toas multiplay.
Residential gateway is the device connecting the home
network to the WLAN or Internet. We provide a brief
description of the capabilities and requirements for the
emerging gateway in the following subsection.
Another emerging service is Internet Protocol
Television (IPTV), which is considered the killer ap-
plication for the next-generation Internet. IPTV service
provides television over IP for residential and business
users at a lower cost. These IPTV services include
commercial-grade multicasting TV, video on demand
(VoD), triple play, voice over IP (MolIP), and Web/e-
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mail access, well beyond traditional cable television
services. IPTV is a convergence of communication,
computing, and content, as well as an integration of
broadcasting and telecommunication. We discuss the
requirements and solutions for the IPTV services in
the subsequent subsection.

Residential Gateway

The home gateway market is restructuring because
of dynamic changes to the home network (increasing
size and attaching more devices) and emerging new
actors on the wide area network (WAN) side such
as multimedia content providers (Royon & Frenot,
2007). From both sides emerge new features and new
management needs for the home gateway, making it
more intelligent than a simple interconnection device.
These capabilities include:

. Integrated services based on a set of configurable
services, which can be operated, controlled, or
monitored by different service providers. For
instance, the home gateway would monitor a
pacemaker or similar medical appliances, and
alarms would be forwarded to family members
and the nearest hospital.

. Multiservice which is broadened service to in-
clude management facilities for in-home devices
(configuration, preferences, monitoring), human-
machine interfaces, and any kind of application
the gateway may host. In the triple play model,
the home gateway already hosts or uses infor-
mation and configuration from both home users
(e.g., Wi-Fi access point settings) and the access
provider (e.g., last mile settings).

. Real-time interactivity capability to support the
new generation of Web technologies.

*  Management model includes user management
domain (contains all interactions the end user and
local devices may have with the home gateway),
service management (represents the interactions
between a service provider and a service hosted
on the gateway), and access management (is the
usual access provider) domains.

IPTV Services

To deploy IPTV services with a full quality of service
(QoS) guarantee, many underlying technologies mustbe

further studied (Xiao, Du, Zhang, Hu, & Guizani, 2007).
IPTV has a different infrastructure from TV services
which push the content to the users. IP infrastructure
is based on personal choices, combining push and pull,
depending on people’s needs and interests. Therefore,
IPTV hastwo-way interactive communications between
operatorsand users. Examples include streaming control
functions such as pause, forward, rewind, and so on,
which traditional cable television services lack. IPTV
service first started in Japan in 2002, then became
available in Korea. Asia has been at the forefront of
IPTV services, launching IPTV service tests in 8 out
of 13 economies in the Asia-Pacific region.

However, the industry needs IPTV service to justify
the investment in broadband access networks. The
following technologies are identified as choices for
the infrastructure of the IPTV services (Xiao et al.,
2007):

*  ADSL2+ (Asymmetric digital subscriber line)
can deliver up to 24 Mbps.

e VDSL2 (very high bit rate digital subscriber line
2, ITU-T G.993.2 standard) provides full duplex
aggregate data rates up to 200 Mbps using a
bandwidth up to 30 MHz.

. Carrier-Grade Ethernet can provide upto 10 Gbps
access speed, eight classes of service (CS), and
unicast/multicast/broadcast modes via a virtual
local area network and provides better QoS
guarantee.

e Wirelesslocal areanetwork (LAN) network (based
on IEEE 802.11n standard of 2007) can support
IPTV services (called wireless IPTV) with better
QoS via high data acces rates and throughput.

*  Fiber optic networks will be the ideal choices
for access networks as fiber deployment cost de-
creases. FTTH (fiber to the home) and fiber to the
premises (FTTP) use fiber-optic cables for [PTV
services to businesses and homes. FTTP includes
active FTTP and passive FTTP architectures.

*  Optimized architecture for the access network is
using either dedicated or shared fibers.

e Affordable costs for the home user are the key to
increased broadband services.

*  Higherreliability on network access ensures better
services for the user.

. Combined technologies such as EPON and
WIMAX are promising technologies for new
generation wired and wireless broadband access

159




because of their complementary features. For
example, EPON network can be used as a back-
haul to connect multiple dispersed WiMAX base
stations (Shen, Tucker, & Chae, 2007).

. QoS guarantee and traffic management are re-
quired for core networks and access networks,
in particular for IPTV services.

. User-centric approach such that users can access
different networks and services using a single
device equipped with multiple radio interfaces,
calledintelligentterminal (Nguyen-Vuong, Agou-
Imine, & Ghamri-Doudane, 2007).

. Evolutionto converged network thatenablesall the
necessary and possible services. Differentservices
previously offered by disparate network systems,
such as satellite, cellular, digital subscriber line
(xDSL), and cable, will be provided by a single
next-generation network.

However, the use of these technologies is gov-
erned by completion and adoption of the standards.
The next section is a brief review of the most relevant
standards.

STANDARDS

Standardization plays a big role in achieving the deliv-
ery and acceptance of the existing and new services.
Networked appliances are typically deployed inside the
home and are connected toa local areanetwork. Usually,
appliances use a large number of different protocols to
communicate, suchas Universal Plugand Play (UPnP),
X-10, Bluetooth, Home Audio/Video Interoperability
(HAVi), and Multimedia Home Platform (MHP). Con-
sequently, appliances employing different protocols
cannot communicate with each other. Interoperability
is crucial for the successful development of home
networks and services. Emerging service requirements
include the customer premises equipment consisting
of residential gateway, access points, voice over IP
(VoIP), phones, set-top boxes, media servers, media
renderers, PCs, game machines, and so on. The aim is
to deliver services with minimal installation costs and
with limited user interaction and limited user ability to
configure his or her equipment. An integration of local
and remote management is described by Nikolaidis,
Papastefanos, Doumenis, Stassinopoulos, and Drakos
(2007). The most important developments include:
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New-generation fiber-based access techniques
have been standardized and are gradually de-
ployed to the curb, building, or home. Wireless
access techniques based on Wi-Fi and WiMAX
standards for the wireless and broadband access
are continuously expanding their transmission
data rates coverage, and QoS support.

Recent standards such as IEEE 802.15.4 and
ZigBee stimulated the development of numerous
commercial products (Wheeler, 2007). Sensor
networks are widely deployed in diverse applica-
tions including home automation.

Adoption of wireless peripheral connections
based on WUSB (Wireless USB) standard, which
offerseasierimplementation and communication
of multimedia between devices than wired USB
devices (Leavitt, 2007).

Current projects on home gateways are led by
the HGI specifications, the OSGi platform, and
managementtechnologies. Thereare prosand cons
against each standard; they lack the integration
of the multiservice business model. The winner
standard is in the future. The OSGi-based infra-
structure fills the niche of capabilities in a smart
home: network connecting, context provisioning,
and multimedia personalizing such as context-
aware cognizant of user contexts and capable
of adapting to them seamlessly (Yu, Zhou, Yu,
Zhang, & Chin, 2007). One potential solution
for remote management of the local environ-
ment could be via the OSGi protocol (Duenas,
Ruiz, & Santillan, 2005). In OSGi, management
capabilities are built into every application and
offered to application providers. However, such
an approach would require the home devices to
supportJavaandwould notallow detailed control
of the local infrastructure. The HGI-based home
gateway performs various tasks, from protocol
translation to quality of service (QoS) enforce-
ment to remote access.

Standardization of IPTV is important and difficult;
however, it is mandatory for successful deploy-
ment. Since there are no established standards
at this stage, some businesses may be forced to
use proprietary solutions. Standardization is in
progress in ITU-T forum.

The recent released standard (CWMP) for the
CPE wide area network protocol management
protocol addresses management not only in DSL,
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but in any IP-based multiservice equipment; the
acceptance of operators for the CWMP is rising
(DSL Statistics, 2007). Similar standards are
considered by other organizations such as IETF,
OASIS, DMTF, and OMA.

e The UPnP protocol (UPnP, 2003) already sup-
ports in-home equipment and constitutes the core
technology of the Digital Living Networking
Alliance.

e XML-based standards for remote management
can be rapidly promoted and extended by cover-
ing local configuration solutions.

. Issues in delivering multimedia services via mo-
bile networksto consumersinclude QoS, mobility
performance, cost of delivery, regulation capacity,
and spectrum planning. Possible approaches are
investigated to resolve compatibility issues (Kota,
Qian, Hossain, & Ganesh, 2007).

*  Multitude of existing and evolving cell phone
standards need to react quickly to market require-
ments because multiple standards have become
the norm in the high-end mobile phone market
(Ramacher, 2007).

CONCLUSION

By 2008, more than half of the world’s population will
be urban (Hassler, 2007). Many of the challenges of
urban life will need technological solution for commu-
nications and Internet access and Web-based services.
Historically, data rates associated with broadband
consumer service offerings have increased at a rate of
approximately 1.3 times per year. Projecting this trend
into the future, in the long term we will face bandwidth
demands beyond current Gigabit Passive Optical Net-
work (G-PON) capabilities (data rates of 1.2444 Gbps
upstream and 2.488Gbps downstream).

However, the definition of broadband data rate is
specific to a region or country. It depends on the capa-
bilities of technologies employed as well as regional,
national, and local regulations. In addition, the billing
of services will have a great impact. Billing is very
high in many countries (Levy, 2007). FCC in the U.S.
categorizes “broadband” as a connection with a data
rate of 200 Kbps, either downstream or upstream.
Broadband is a connection that should be at least 2
Mgpsaccording to the Head of the House Subcommittee

on Telecommunications. This speed is far lower than
current market trends. Other countries have offers of
50 or 100 Mbps.

Researchers in the areas of entertainment technol-
ogy have the vision of a box that will allow enabling of
several services (music, theater, movie, news, games)
with just one click of a button. Microsoft will spend
$2 billion until 2010 to establish its Xbox machine
and online game play box (Kozbe et al., 2005). As
home networking continues to grow in popularity and
capability, some product vendors see an opportunity to
make home networks easier to build and use.
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KEY TERMS

Mobility: Ability to keep ongoing connections ac-
tive while moving at vehicular speeds.

Nomadicity: Ability to connectto the network from
different locations via different base stations

OSGi: Open Services Gateway initiative is a ser-
vice container built on top of a Java virtual machine. It
hosts deployment units called bundles, which contain
code, other resources (picture, files), and a specific
start method.

HAVi: Home Audio Video interoperability is a
video and audio standard aimed specifically at the
home entertainment environment. HAVi allows differ-
ent home entertainment and communication devices
(such as VCRs, televisions, stereos, security systems,
video monitors) to be linked and controlled from one
device.
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Portability: Ability of a program or application to
be ported from one system to another.

Triple-Play: Service package including voice,
video, and data.

Wi-Fi: Wireless Fidelity is technology based on
IEEE 802.11a/b/ standards for wireless network.

WIiMAX: Worldwide interoperability for Micro-
wave Access technology designed to supportboth fixed
and mobile broadband applications.
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INTRODUCTION

Broadband is a term that describes the Internet as a
function of high-speed data connections and large
bandwidth. The Federation Communication Commis-
sion (FCC) defines broadband service as data transmis-
sion speeds exceeding 200 kilobits per second (Kbps),
or 200,000 bits per second, in at least one direction,
either downstream or upstream. Its fundamental abil-
ity to bring about change in the socioeconomic fabric
hinges on it being a medium for greater amount of data
transmission. Briefly, high capacity bandwidth allows
greater amount of information to be transmitted which
is the essence of all applications and communications.
It is widely predicted that Internet through broadband
will quickly penetrate the residential markets that is
in line with the National Broadband Plan (NBP) that
focuseson infrastructure readiness and market penetra-
tion, expediting the rollout of broadband using both
fixed and wireless access.

The first in the list of 10 National Policy Objectives
as stated in the Communications & Multimedia Act
(CMA) 1998 reports the aspiration of turning Malaysia
into a communications and multimedia global hub.
Hashim (2006) states that a secretariat has been formed
to roll out the NBP to ensure its success and to achieve
the 10% of the population by 2008. Indeed, one of the
fundamental strategies to accomplish such a vision is
to put in place an efficient broadband network and
ensure sufficient subscription to the services.

Broadband is different from conventional dial-up
services due to its many enhanced capabilities. It pro-
vides access to a wide range of Internet services and
applications like streaming media, Internet phone,
online gaming, and other interactive services. Many
of these current and newly developed services are
“bandwidth hungry,” thus requiring large amounts of

data transfer at excessively fast speed, which may not
be technically feasible with dial-up service. Therefore,
broadband service may be increasingly necessary to
accessafull range of services and opportunities beyond
what a dial-up service could potentially offer.

Many residential customers who have been using
traditional dial-up have been migrating to broadband.
The constantly connected Internet accessibility remains
another lucrative benefit for broadband converts as
compared to the dial-up technology. Broadband tech-
nology does not block phone lines nor requires one to
reconnect to the network after logging off. The dedi-
cated connection for the user translates into less delay
in transmission of content. A faster connection speed
could allow users to access a wide range of resources,
services, and products.

BROADBAND ADOPTION FACTORS

In order to determine the best way to accelerate broad-
band usage, one must understand the different factors
that contribute to the adoption of broadband among
Malaysian residents. A 4C model (i.e., cost, content,
convenience, and confidence) has been identified to
explain broadband adoption in the following discus-
sion.

Cost

The most obvious factor limiting broadband demand
is cost. Some consumers believe that broadband is
a workplace technology with little value outside the
office. Price factor is determined by the type of speed
package required by the user and of course, the type
of subscriber equipment that is related to the service
by the user.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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The Malaysian Communications and Multimedia
Commission (MCMC) conducted a survey with the
objective of addressing user gaps on core attributes
and current trends on the use of Internet in Malaysian
homes. The samples of the survey covered 4, 925
Internet users of private households (both dial-up and
XDSL users). The survey also covered the reasons for
not engaging in Internet usage based on 2005 nonuser
households. About 14% of respondents said that high
price is a factor that prevents them from subscribing to
broadband. Many attractive packages has been intro-
duced by the application service providers (ASPS) in
order to increase broadband penetration and targeted
mostly atresidential users. Discounts and rebates on top
of lucrative prizesare used as baitto increase broadband
user base. Cheaper and newer access technology has
been introduced to reduce the operational cost, which
will indirectly reduce the price of broadband services.
Yun, Lee,and Lim (2002) state that “low prices induced
by fierce competition created remarkable demand for
Internet access in Korea,” (p. 22) and fast and reliable
connections support with low cost are the preferred
broadband features.

The survey results also show a large portion of re-
spondents mentioned that their broadband subscriber
are from the no-income category and the monthly sub-
scription fees are being paid by their parents. Thisisan
evident that broadband users are mostly students.

As suggested by Horrigon (2006), the strategy to
increase broadband subscription rate in conjunction
with maintaining existing users as customers can be
extended to students, owing to these newcomersdirectly
utilizing broadband connection without going through
the dial up phase.

On the other hand, approximately 45% of respon-
dentswho are broadband user groups are from the aver-
age monthly income group (RM 1000-RM 3000). Since
many broadband users access on average of 4 hours
per week, narrowband is much preferred due to user’s
limited variety of application needs. The survey result
shows that about 70% of respondents do not exceed
15 hours of Internet usage per week. For them, nar-
rowband charges based on dial up concept is still much
economical compared to broadband subscription.

Content

Barriers to greater adoption of broadband includes
reluctance to embrace change, lack of relevant local

content, lack of reading ability, and lack of apprecia-
tion for the possibilities made available by broadband
access. Based on the survey, about 80% of residential
users are still reluctant to switch to a broadband con-
nection. This can be justified by identifying that only
about 50% of Internet users took approximately 12
months to upgrade their connection.

Almost more than half of the Internet users surveyed
are young and single. Hence, contents (e.g., movies,
music, and games) targeted for the younger generation
should be made available with other entertainment and
interactive media.

According to the survey by MCMC, e-mail ap-
plication tops the list of activity (>70 %), followed
by education and research activities and information
finding about goods and services, each with over 40%.
Online newspaper and magazine reading, utilizing
interactive chat rooms and playing online games are
about 20% each of the total respondents.

Convenience

In addition to concerns over price and lack of sufficient
content, potential broadband users are expressing
concernover deploymenthassles and lack of plug-and-
play equipment. Customer complaints like application
service providers making customers wait at home all
day or require multiple trips by the service technician
to install the technology effectively at the customer
premise appear to influence narrowband consumers’
decisions to not adopt broadband.

More than half of the respondents are satisfied with
the current narrowband or dial-up services thatthey are
using. ASP’srole should be aggressive enoughtoensure
that broadband access is erected at residential areas
where lots of potential markets are in place. For instance,
residential areas near educational institutes, industrial
areas, or metropolitan cities are good targets.

Based on the analysis conducted, residential users of
broadband connection in Malaysia will increase from
440,000 subscribers in 2006 to 3.9 million subscribers
in the year 2010. That is approximately about an 800%
increase compared to the current broadband subscrip-
tionrate in Malaysia. Harada (2002) states that strategy
and development of broadband should be establish at
a national level.

Various easy installation packages such as the
Streamyx-in-a-BOX (SIB) package that hinges on the
easy plug-and-play concept that is being launched by
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Telecom Malaysia NET (TMNET), an ASP, is a good
approach to increase broadband customer base. Other
than that, for residential users whom are technically
challenged, they can get installation aid from the avail-
able cash on delivery (COD) contractors with minimal
charges factored into the next monthly utility bill.

Another ASP, PenangFON, which uses fibre optic
cablesto provide broadbandto highrise residential units,
provides simple access connection that is extendable
to many users from the same or different level. This
is achieved by plugging the interface cable from the
high rise buildings’ switch to the subscriber equipment
without any extra devices. As the central equipment
cost is borne by the ASP, users need to spend much
on other materials or hidden charges imposed on their
subscription, unlike other ASPs. CELCOM’s third
generation (3G) services offer very lucrative and at-
tractive packages for subscriber equipment, namely a
range of mobile handsets for new subscribers.

Confidence

The fourth factor most clearly impacting demand for
higher-speed Internet access is consumer confidence.
Consumers are concerned about privacy, security,
spamming, and unsavoury online locations, which is
the dark side of the Internet.

Savage and Waldman (2004) state that “widespread
diffusion of broadband Internet suggest the technology
may become just as important to economic growth as
other core infrastructure” (p. 243). This is especially
true in the United States as many e-commerce appli-
cations are emerging and contributing productively to
the economy.

Ratnasingam (2003) mentions that the Internet is
enabling users to commonly accept e-commerce as a
more effective marketing targetand planning tool. Thus
by embracing broadband, Internet users who indulge
in electronic commerce would be able to effectively
perform their business activities online.

However, MCMC states that only 9.3% of Internet
users purchased products or servicesthroughthe Internet
during the past 3 months. Among those who did so,
airline tickets were the most popular items (43.8%),
followed by books (15.6%) and music (6.8%).

Amount spent on these items were small with
57.7% spending less than RM 500, 20.7% between
RM 500.00 to RM 1,000.00, and 6.8% between RM
1,000.00and RM 1,500.00. This figures clearly indicate
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that Malaysians are still skeptical as far as e-commerce
is concerned.

As a matter of security, 74.2% of Internet users
expressed varying degrees of concern about security
while on the Net. This included concerns like identity
thefts, spam, and malicious virus threats. Only aminute
percentage expressed no concern at all.

Since most of the younger generations are common
users of Internet, parents are expressing their concern
over widely available pornographic materials that are
easilyaccessible. However, certainsites can be protected
and locked by parents or guardians. At the moment,
parental controls are still lacking (Wee, 2002).

CURRENT TECHNOLOGIES IN
PROVIDING THE LAST MILE
BROADBAND CONNECTIVITY

In Malaysia, there are numerous ASP players who
are competing with each other to reach the residential
markets. TMNET, Maxis, Digi, and PenangFON are
some of the major companies. Denniand Gruber (2005)
mention that with the existence of different broadband
companiesand telecommunication players, competition
will drive broadband growth. The last mile broadband
connectivity is still low and needs strong intervention
from the Malaysian government (Mansor, 2004). Typi-
cally, there are two ways in which broadband can be
made accessible to the residents: wired or wireless.

XDSL

Thisbroadband accesstechnology isbased onthe digital
subscriber line (DSL) technology that provides always
on, high-speed data services over existing copper or
fiber wires to residential users.

The term xDSL covers a number of similar yet
competing formsof DSL, includingasymmetric digital
subscriber line (ADSL), symmetrical digital subscriber
line (SDSL), high bitrate digital subscriber line (HDSL),
Rate Adaptive ADSL, and very high speed digital
subscriber line (VDSL). xDSL is drawing significant
attention from implementers and service providers
because it promises delivery of high-bandwidth data
ratesto dispersed locations with relatively small changes
to the existing telecommunication infrastructure. This
is evident according to the analysis done by Dutton,
Gillett, McKnight, and Peltu (2003).
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The most common type of XDSL is know as ADSL,
which is a dedicated, point-to-point, public network
access over twisted-pair copper wire or fiber cable on
the local loop between the ASP and residential users.
It allows users to simultaneously access the Internet
and use the phone or fax at the same time, and al-
lowing uninterrupted telephony services even if the
ADSL fails.

Fiber Optic

Fiber optic technology converts electrical signals
carrying data to light and sends the light through
transparent glass fibers about the diameter of a human
hair. Fiber transmits data at speeds far exceeding cur-
rent DSL or cable modem speeds, typically by tens or
even hundreds of Mbps. The actual speed experienced
will vary depending upon a variety of factors, such as
distance between customers’ workstation to the near-
est fiber terminating equipment and how the service
provider configures the service, including the amount
of bandwidth used.

Wireless Fidelity (Wi-Fi)

Wi-Fiisawireless-based local area network (LAN) that
can be used to offer “hot spot” broadband local access
points to the Internet infrastructure. A basic Wi-Fi an-
tenna can provide signals exchanges with devices such
as laptops or computers over distances of up to about
300 meters, and is extendable by advancing technolo-
gies in antenna design and operation techniques.

Wi-Fitransmitsdataat 2.4 GHz orinextended cases,
5 GHz at up to 54 Mbps. The other advantage of this
broadband access is the lower initial cost as compared
to flexible installation. This is because of the unlicensed
radio spectrum that runs on compact equipment due to
lesser power consumption. This feature is advantageous
for residential areas with limited or no power supplies,
such as developing countries or rural and remote areas
in developed countries.

Worldwide Interoperability for
Microwave Access (WiMAX)

In practical terms, WiMAX would operate similar to
Wi-Fi but at higher speeds, over greater distances, and
for a greater number of users. WiMAX wireless sys-
tem consists of two parts: a tower and a receiver. The

tower is similar to a cell phone transmission tower and
can provide coverage to large areas. The receiver and
antenna can be as small size as a box or can be built
on a laptop to provide broadband accessibility among
residential users.

AWIiIMAX tower station can connect directly to the
Internet using a high-bandwidth, wired connection. It
could also connect to another WiMAX tower using
line-of-sight, microwave link. This connection to a
second tower or known as a backhaul, along with the
ability of a single tower to cover up to 3,000 square
miles, is what allows WiMAX to provide coverage to
remote rural areas.

Basically, there are two main applications of
WIMAX: fixed WiMAX and mobile WiMAX ap-
plications. Fixed are point-to-multipoint connections
enabling broadband access to homes and businesses,
whereas mobile WiMAX offers the full mobility of
cellular network speeds that results in more efficient
throughput, latency, spectral efficiency, and advanced
antennae support. The technical difference between
both is the existence or non-xistence of line of sight,
which influences the data transmission quality.

Third Generation Technology (3G)

3G technologies are another form of wireless broad-
band access. It is based on packet-based transmission
of text, digitized voice, video, and multimedia at data
rates up to and possibly higher than 2 Mbps, offering a
consistentset of services to mobile computer and phone
users that support mobility of users. 3G improves the
datatransmission speed up to 144 Kbps ina high-speed
moving environment, 384 Kbps in alow-speed moving
environment, and 2 Mbps in a stationary environment.
Insimpleterms, 3G services combine high-speed mobile
access with Internet protocol (IP)-based services.

This network provides high-speed data services
over a wide coverage area, enabling notebook users
or mobile phone users to accomplish tasks at the of-
fice, at home, or on the road since it allows roaming
and interconnection facilities between domestic and
international markets.

Satellite
This kind of wireless broadband technology uses radio

frequency satellite link to provide subscribers with
broadband Internet access. This technology is targeted
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mostly for users in a poor or nonexistent terrestrial
infrastructure, where other broadband solutions are
not feasible due to geographical constrains or cost
implications.

Inthe early systems, this technology was capable of
providing users withadownload speed of 400 Kbpsand
anupload speed of 56 Kbps. However, this performance
has been further upgraded and expected to perform at
1 Mbps download and 500 Kbps upload.

The concept of this technology is that a satellite
access service provider substation is being used to
transmit data from residential users. The three major
components in satellite broadband are subscriber side
ground terminal, service provider ground station, and
spacecraft.

FUTURE OF LAST MILE BROADBAND
ACCESS

The future of broadband access lies on next genera-
tion network (NGN), which has the ability to offer
multiservices without being tied to the conventional
methods of service delivery.

In order to meet those customer requirements,
which could vary in products and services requisition,
a multiservices access network (MSAN) can be an
optimal solution.

Apart from this, MSAN also supports NGN ca-
pabilities, which means simultaneously providing
access support to the NGN deployment. This MSAN
equipment can cost effectively deliver a combination
of existing and emerging services like basic telephony,
ADSL broadband, ISDN lines, SDSL broadband, and
other communication technologies.

With MSAN equipment, service delivery can be
efficient and downtime of services can be greatly re-
duced. Thisis because MSAN supports existing access
interfaces like analogue telephony portsand broadband
services, all being integrated into a single platform.
New broadband access can also be incorporated with
minimal upgrading. It is also anticipated that MSAN
can support both wired and fixed-wireless access si-
multaneously, thus could serve as access diversity in
case of failure of an access.

MSAN also can be integrated with other technologies
to provide greater range of services. Certain features
like maintenance strategies and operational factors can
proveto be economically attractive. MSAN equipments
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are scalable and configurable, and the capacity can
be tailored to meet customer demand based on user
population appropriateness and cost implications in a
particular residential area.

For residential areas with over tens of thousands of
subscribers, a very large MSAN is required. However,
small MSANSs are required at areas currently served by
exchanges with up to a few thousand customer lines.
Even smaller MSANs may be required for installation
in street cabinets or other similar enclosures where
large exchanges are no longer required.

Therefore, it is highly advisable that MSAN incor-
porates WiMAX and fiber network support features on
top of the basic telephony and ADSL capabilities.

CONCLUSION

A majority of consumers will sign up for broadband
when value-addingapplicationsand services are readily
available, easily understood, and offered at reasonable
prices. With various initiatives taken by the ASP, local
governments, and also content developer, enhancement
in access technology and increment in residential user
penetration in Malaysia will definitely be able to meet
the National Broadband Plan target.

The various technologies that provide the last mile
broadband connectivity, namely xDSL, fiber technol-
ogy, and wireless technology, have been discussed in
the early parts of this article. In order to both increase
market penetration as well as to provide broadband in-
frastructure readiness to most residential areas, MSAN
is strongly recommended, as it is cost saving, scalable,
and provides extensive coverage to all residents.
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KEY TERMS

ADSL: Asymmetrical digital subscriber line
(ADSL) uses existing copper wire telephone lines to
deliver a broadband service to homes. It is one of the
most viable forms of digital subscriber lines due to its
effectiveness over distance, that is, it does not require
the user to be as close to an exchange as other forms
of DSL. Asymmetric refers to the fact that it provides
a faster downstream (towards the consumer) than up-
stream (towards the exchange) connection.

Application Service Provider (ASP): ASP is a
business that provides computer-based services to
customers over a network. Software offered using an

ASP model is also sometimes called on-demand soft-
ware. The most limited sense of this business is that
of providing access to a particular application program
(such as medical billing) using a standard protocol
such as HTTP.

Cashon Delivery (COD): COD isafinancial trans-
action where the payment of products and/or services
received is done at the time of actual delivery rather
than paid for in advance. The term is mainly applied to
products purchased from a third party, and payment is
made to the deliverer. The concept of cash in this case
is often blurred, because most companies also accept
checks, credit cards or debit cards.

Digital Subscriber Line (DSL): It is an ordinary
telephone line that is improved by expensive equip-
ment, making it capable of transmitting broadband.
DSL comes in many flavours, known collectively as
xDSL.

Fiberto the Premises (FTTP), Fiber to the Home
(FTTH), Fiber to the Curb (FTTC), or Fiber to the
Building (FTTB): A broadband telecommunications
system based on fiber-optic cables and associated
optical electronics for delivery of multiple advanced
services such as of telephone, broadband Internet, and
television across one link all the way.

Internet: Internetisthe worldwide, publicly acces-
sible network of interconnected computer networks that
transmit data by packet switching using the standard
Internet protocol (IP). Itisa “network of networks” that
consists of millions of smaller domestic, academic, busi-
ness, and government networks, which together carry
various information and services, such as electronic
mail, online chat, file transfer, and the interlinked Web
pages and other documents of the World Wide Web.

Local Area Network (LAN): LAN is a computer
network covering asmall geographic area, like ahome,
office, or group of buildings. Each node or computer
in the LAN has its own computing power but it can
also access other devices on the LAN subject to the
permissions it has been allowed. These could include
data, processing power, and the ability to communicate
or chat with other users in the network

Telecommunications Relay Service (TRS): TRS
is an operator service that allows people who are deaf,
hard-of-hearing, speech-disabled, and blind to place
calls to standard telephone users via mobile phone,
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personal computer, or other assistive telephone device.
Most TRS operators use regular keyboardsto transcribe
spoken voice as text for relaying

Video Relay Service (VRS): VRS is a telecom-
munication service that enables real-time two-way
communication between deaf, hard-of-hearing, and
speech-disabled individuals using a videophone and
telephone users.

Virtual private network (VPN): VPN is a private
communications network often used by companies
or organizations to communicate confidentially over
a public network. VPN traffic can be carried over a
public networking infrastructure (e.g., the Internet) on
top of standard protocols, or over a service provider’s
private network with a defined Service level agree-
ment (SLA) between the VPN customer and the VPN
service provider.
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Building Social Relationships in a Virtual

Community of Gamers

Shafiz Affendi Mohd Yusof
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INTRODUCTION

The explosive growth of the Internet has enabled virtual
communities toengage insocial activities suchas meet-
ing people, developing friendships and relationships,
sharing experiences, telling personal stories, or just
listening to jokes. Such online activities are developed
across time and space with people from different walks
of life, age groups, and cultural backgrounds. A few
scholars have clearly defined virtual community as a
social entity where people relate to one another by the
use of a specific technology (Jones, 1995; Rheingold,
1993; Schuler, 1996) like computer-mediated commu-
nication (CMC) technologies to foster social relation-
ships (Wood & Smith, 2001). It is further supported
by Stolterman, Agren, and Croon (1999) who refers to
virtual community as anew social “life form” surfacing
from the Internet and CMC. There are several types
of virtual community such as the virtual community
of relationship, the virtual community of place, the
virtual community of memory, the virtual community
of fantasy, the virtual community of mind/interest, and
the virtual community of transaction (Bellah, 1985;
Hagel & Armstrong, 1997; Kowch & Schwier, 1997).
These types of virtual community all share a common
concept, which is the existence of a group of people
who are facilitated with various forms of CMCs. With
the heightened use of CMCs, people begin to transit
and replicate the same sense of belonging through
meaningful relationships by creating a new form of
social identity and social presence. As emphasized by
Hiltzand Wellman (1997), people can come from many
parts of the world to form “close-knit” relationships in
a virtual community.

The purpose of this article is to understand how
online gamers as a virtual community build social re-
lationships through their participation in online games.
Empirically, several aspects in the context of virtual
community are still not fully understood, such as: (1)
What types of rules, norms, and values are grounded in
virtual community? (2) How do people institutionalize

their members in a virtual community? and (3) Why
do they create social relationships in virtual environ-
ment? The identified gap thus explains why studies
have produced inconsistent findings on the impacts
of online game play (Williams, 2003), in which many
studies in the past have only looked at aggression and
addiction. A more detailed understanding of the social
context of in-game interactions would help to improve
our understanding of the impact of online games on
players and vice versa. Therefore, this article will
present a case study of a renowned online game, Ever
Quest (EQ), with the aim of understanding how players
establish and develop social relationships. In specific,
the Institutional Theory was applied to examine the
social relationships among the players, and a herme-
neutic-interpretive method was used to analyze the
data in order to address the following general research
question, “How is the social world of EQ constituted
in terms of building social relationships?”

BACKGROUND OF EVERQUEST

The virtual community of gamers’ environment in-
vestigated in this study is Ever Quest (EQ). EQ is
the world’s largest premier three-dimensional (3D)
“massively-multiplayer online role-playing game”
more commonly referred to as MMORPG. People are
becoming more attracted to thisnewtype of online game,
whichisasubset of amassively-multiplayer online game
(MMOG) thatenables hundreds or thousands of players
to simultaneously interact in a game world where they
are connected via the Internet. Players interact with
each other through avatars, that is, graphical represen-
tations of the characters that they play. The popularity
of MMORPGs have become evident with the intro-
duction of the broadband Internet. MMORPGs “trace
their roots to non-graphical online multiuser dungeon
(MUD) games, to text-based computer games such as
Adventure and Zork, and to pen and paper role-playing
games like Dungeons & Dragons’ (Wikipedia, 2004,
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para. 2). It is expected that online gaming will grow
from a $127 million industry in 2003 to a $6 billion
industry by the year 2006 (ScreenDigest, 2002).

EQisagamethatattractsanestimated 400,000 play-
ers online each day from around the globe and, at peak
times, more than 100,000 players will be playing EQ
simultaneously (Micheals, 2004). The game’s players
interact with each other inside and outside the game
for game playing, game-related and non-game-related
interactions, and for buying and selling game-related
goods. EQ, as a game, is characterized by well-defined
social structures, roles, interaction rules, and power
relations. EQ, as a virtual community, encompasses
all of the different kinds of virtual community. EQ isa
virtual community of relationship, avirtual community
of place, avirtual community of memory, avirtual com-
munity of fantasy, a virtual community of mind/interest,
and a virtual community of transaction.

After its launch in 1999, EQ became a worldwide
leader in massively-multiplayer online games, and it is
North America’s biggest massively-multiplayer online
game (Micheals, 2004). Since then, EQ and its expan-
sionsthave sold over 2.5 million copies worldwide, and
it has been translated into seven languages. EQ is one
of the largest and most dynamic online fantasy worlds
ever created (Stratics, 2004). The reason for choosing
to study EQ is because of the incredible popularity of
online gaming, which has numerous economic and
societal implications.

CASE STUDY OF EVERQUEST
ONLINE GAMING

The method used was a single case study to examine
the unique social world of EQ. There were, altogether,
157 respondents chosen from the game, discussion
forums, and Web sites. They were invited through
emails to participate in the study. The case study took
six months to complete. Within this approach, multiple
modes of data collection were utilized, including online
guestionnaires, semi-structured interviews, interactions
through discussion forums, analysis of documentation
such as game manuals, monitoring of Web sites, and
non-reactive observations/recordings of chat sessions
in the game. It is useful to note that the interview pro-
tocols for the semi-structured interviews, online chats,
and online questionnaire were all the same. The only
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difference was how it was carried out—through face-
to-face interviews or through the use of information
communication technologies (ICTs).

The respondents were interviewed using an estab-
lished semi-structured protocol. The interview protocol
began with some general questions. First, information
elicited from each respondent was on how they got to
know about EQ. Answers included: through friends,
magazine article or gaming press, word of mouth, co-
worker, came with computer, family members, store
display, online Web site or from Internet, and so forth.
Second, further probing questioning was carried out,
for example, how long have they played the game?
Most of the respondents have played EQ from 1 - 6
years. Third, they were asked what attracted them to
playing EQ. The answers were classified into four
thematic categories: (1) the social aspects of the game;
(2) the game play: (3) the characteristics of the game;
and (4) generalized recreation. After asking about the
general questions, the main issues on social relation-
ships were raised for them to answer. Once saturation
was reached in the answers given by the respondents,
the interview efforts were halted, and the answers (in
text) obtained from the interviews and online question-
naire were analyzed.

BUILDING SOCIAL RELATIONSHIPS IN
A VIRTUAL COMMUNITY OF EQ

Inessence, many of the respondents described the social
aspects of the game, such as friendships, interaction
rules, socialization, leadership skills, relationships,
sense of belonging to a community, teamwork, and the
different cultures. Below are examples quoted from
two respondents:

Friends first and foremost. When I first arrived in (the)
game, | was completely amazed at how far gaming
has progressed, and continue to be amazed even still.
| am a gamer to the core, playing on every platform
since Atari.

| enjoy the interaction with my fellow players. | have
long been a role player (pen and paper style), and EQ
allows meto enjoy that same kind of group camaraderie
and fun at my computer. | also am a big fan of the high
fantasy genre of games.
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Moreover, some of the respondents were attracted
by specific elements of the game play such as questing,
exploration, player versus player (PvP) combat, raid-
ing, competition, killing, advancement, role playing,
and trade-skilling. One informant even talked about
progression as being an attraction:

Progression. Seeing my avatar get better skills, weap-
ons, armor. Seeing new monsters, zones, attempting and
overcoming difficult challenges and encounters.

Athirdattraction is the characteristics of the game itself.
Respondents mentioned various features that attracted
themto the game, such as graphics, atmosphere, fantasy
setting, colors, storyline, immersiveness, virtual world,
virtual economy, and many more. Here is a response
from one informant:

The fantasy setting attracted me first...I have always
been a fan of RPG (role playing game) type games
because of its storyline.

Last, but not least, are the generalized recreation
reasons: relaxation, addiction, escapism, self-satisfac-
tion, ego-building, time-wasting, and others. Here isan
example of a comment that was found amusing:

It’s better than TV and the social aspect. Also, a com-
pulsive competitive streak that’shard to control. IWILL
beat this game damn it!

And another informant just simply had this to say
about what attracted him to EQ:

Fun...fun...fun...fun!

In the subsequent questions, players were asked,
“What do relationships mean in the game?” Respon-
dents gave a variety of answers such as:

It can have so many different meanings, depending on
the people involved. There are, of course, friendships,
partnerships, professional relationships, mentoring.
There are also people who find deeper friendships in
game and have gone on to marry or move in with each
other, (and so forth). Many people have found people
who live near them and have in-life real relationships.
Others have long-distance friendships that carry on
out-of-game. Others still are manipulative and try to

form ““false” relationships and jump between “friends”
in game.

Many of the respondents (34.1%; 31 from 91
responses) interpreted relationships to mean “friend-
ships.” According to respondents, friendships: (1) de-
velop over long periods of time without having directly
meet the other people; (2) develop with someone who
enjoys your company as much as you enjoy theirs;
(3) mean helping each other out; (4) mean sticking
together through the hardships; (5) involve people who
share the same motivations and get along well; (6) may
result in friends that could feasibly last a lifetime; (7)
provide good friends in the game with whom you do
stuff often; (8) develop when there is something in
common such as interests or goals: (9) are made up of
people that you trust; many respondents just defined
relationships as “friends.”

Occasionally, friendships progress to the point
where two people finally end up getting married. The
next closest meaning given by respondents (16.5%)
on relationships is “marriage.” As such below is an
illustration of such phenomenon,

Relationships in a game are the same as in life. Some
people go as far as to get married (both in game and
in life). 1 was a best man for my bro’s wedding in EQ,
then the next day he got married (in) real life (and yes,
he got married (in) real life to the same girl he got
married to (in) EQ life...it was cool :D.

Most “marriage” relationships remain in-game,
however. Some marriages in EQ are purely for role-
playing purposes, like a Paladin marrying a Druid.
They serve no in-game benefit, and no one looking at
the character would be able to tell he/she is married.
Usually the two people plan the role-play event like a
real marriage. They will find allocation for all guests
can get to, get someone to officiate (the GM’s or the
Guides or friends can play the role of the priest/civil
authority) the marriage, and multiple people bring party
supplies, cake, drinks, food, and fireworks. Finding
and choosing a location for guests is always important;
it has to be scenic, and attendable by all races. In the
game, itis perfectly legal for players to have same-sex
marriage and polygamy. The process of getting married,
changing names, and getting divorced is the same as a
normal relationship. As one player admits:

173




Building Social Relationships in a Virtual Community of Gamers

I know of at least one pair of female toons (characters)
that were married, because | was half of that pair. As
with others, that marriage fell apart due to, as was
said, “role-playing differences”. | petitioned to have
my surname changed.

Continuing with relationships, it can also mean a
variety of things in the eyes of the respondents. For
example, relationships can represent: (1) people you
love (9.9%); (2) acquaintances (6.9%); (3) social inter-
action (5.5%); (4) people you met in the past (5.5%);
and (5) people that keep coming back to you (3.9%).
The quote below encapsulates two respondents’ defini-
tions of relationships:

They run the gamut. There are people in game whose
character name | know and that’s all. There are other
people who | meet whenever | travel to their part of
the country for coffee. There’s one person who | was
romantically involved with for quite a while. EQ is a
social environment. Being familiar with the people you
group with and comfortable with how they play their
characters is important when facing new encounters.
I’ve been lucky to meet players whose company | enjoy
and prefer to be around while in game.

A few respondents (14.1%) avoided giving a defi-
nition of relationships. They felt it was not important
and have not paid much attention to it, while on the
other hand the game demands and rewards coopera-
tion. Here is a quote from an informant that captures
this attitude:

I avoid “relationships™. It appeals to some people, but
| draw the line at forming in-game friendships.

In a massively-multiplayer online gaming like EQ,
there is a group of people who are “loners” or people
that do not have relationships with other people, even
though EQ fosters community-building and socializa-
tionamongthe peopleinit. Thisisnotasurprise, because
about 12% (15 outof 122 responses) of respondents said
that they like to play solo instead of being in a guild
(group). In order to succeed in the game, people have
to build relationships because the tasks ahead of them
required a large number of people to kill huge monsters
in the game. These people cannot avoid being a loner
inside the game at higher levels, but they can definitely
be a loner when they are outside the game in the Web
sites which do not require them to do so.
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Although the following answer is amusing, the
ambiguity that the respondents pointed out could do
some harm in the long run for relationship-building.
His response was:

But I don’t get involved in things like that, because the
person you think is a girl could be an old guy.

According to the players in the discussion forums,
this is quite true, since many players choose to play
the opposite sex for their characters instead of their
true gender. It is nearly impossible to identify the true
gender of aplayer unless you communicate with him or
her through a telephone and can hear their true voice.
Even then it can be uncertain, because a male voice can
sound like a female voice and vice versa. Obviously in
the long run, if the relationship continues, the truth will
be known at least to the two parties involved.

Tolerance in this social world is demonstrated by
the factthat playersare allowed same-sex marriage and
polygamy, situations that, while perfectly legal in this
social world, are not the norm and are indeed taboo
in much of the real world. Tolerance is also extended
to players running a character or characters that are
not their real-life gender (for example, a female elf
could be played by a man and vice versa). As pointed
out by Thompson (2004), video games have long al-
lowed players to experiment with new and often taboo
identities.

In online games such as EQ, almost half of the
women characters are actually men—"‘guys who prefer
to cross-dress when they play” (Yee, 2001, para 3).
Motives for playing the opposite gender vary. Some
of the players think that it will benefit them tremen-
dously inside the game, as women characters are more
likely to be treated better and given more help by other
players. But they can also be treated like second-class
citizens; when both a male and a female character have
equal strength in terms of fighting and experience, the
male character will usually win the hearts of the other
group members to lead a raid. Yee (2001) also found
that women who play male characters often “say they
didn’t realize how cold, hierarchical, and impersonal
a lot of male-male bonds can be” (para. 6).

In summary, this study attempted to find out what
players thought of the “social relationships™ in the
game. The players were asked about what relationships
meant in the game, especially “in-game marriage”,
and how relationships would improve their status or
performance in the game.
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FUTURE RESEARCH

In specific perspective, it is useful to note that the con-
cept of leadership has been fully established in fields
suchas management, psychology, sociology, and social
psychology. Yet empirical investigation on the concept
of leadership inthe online or virtual environment isstill
under research and deficient (Avolio & Kahai, 2003;
Cascio & Shurygailo, 2003; Kayworth & Leidner,
2002; Zigurs, 2003), and even more on the concept
of emergent leadership (Yoo & Alavi, 2004). Hence,
it would be fruitful for future research to examine the
issue of emergent leadership in the virtual community
environment in general, and also to focus on this type
of leadership in the online gaming perspective by ad-
dressing question such as: “What styles and types of
leadership emerge in online gaming?”

In order to develop virtual communities, it is also
crucial to focus on processes, rules, and procedural
formation. The formation of virtual community is based
onacollective concept or group orientation. Questions
such as, what purposes does it serve, how is it set up,
and what rules are in place, would be equally inter-
esting to explore. For example, if the future versions
of the game will be oriented more towards powerful
raiding guilds, will the category of people between
guilds disappear, or will they have to make a choice to
belong to one of the guilds? As the game progresses, it
is anticipated that the family guilds will have similar
questions to answer; they may feel that they are not
valued as much, and may walk out of the game. They
may joinagame in which family guilds are given equal
weight, or where every guild is considered as a family
guild. Hence, some key questions are: (1) What are the
factors that make a guild successful, and what happens
to the family guilds in the future if the game is about
raiding? (2) What is the future of the guild? and (3)
Does it affect the social structure of EQ?

CONCLUSION

The emergence of the “online game” virtual commu-
nity has enabled hundreds or thousands of players to
simultaneously interact and build a relationship in this
new, interesting virtual world. What is more intriguing
to discover is the fact that people have developed their
own rules and regulations to facilitate the structure of
their social relationships among and between the play-

ers. Players as communities are simply connected and
interacted via the Internet, although they may be thou-
sands of milesapart from each other. Thus, in this social
world of EQ, many players felt that relationships mean
the “friendships” that they build inside the game. Many
players acknowledge that by knowing other players, it
would help them progress to a higher level in the game.
In fact, players stated that by reaching a higher status
in the game, it had no effect on the relations that they
have established. The second meaning of relationships
givenby playersis “marriage.” Astonishingly, there are
many couples that started their relationship as friends,
got married in the game, and then moved on to real-life
marriage and families outside the game. But there are
cases where the marriage is only built inside the game
and for the fun of role playing, thus not realistic in that
sense. In a nutshell, all these findings have essentially
addressed the proliferation of virtual communities in
online gaming environment.
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KEY TERMS

Case Study: A research design that employs an
in-depth or rich investigation of a phenomenon; the
unit of analysis can be a single or several person/in-
dividual, organizations, or environment/ context to be
examined.

Computer-Mediated Communication (CMC):
Process of human communication via computers in-
volving people, situated in particular contexts, engaging
in process to shape media for a variety of purposes
(December, 1997)

EverQuest: EQ was one of the world’s largest
premier three-dimensional (3D) MMORPG. It is a
game that attracts an estimated 400,000 players online
each day from around the globe and, at peak times,
more than 100,000 players play EQ simultaneously
(Micheals, 2004).

MMOPRG: Massive(ly)-multiplayer online role-
playing games or MMORPGs are virtual persistent
worlds located on the Internet. They are a specific sub-
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set of massive(ly)-multiplayer online games in which
players interact with each other through avatars, that is,
graphical representations of the characters they play.

Online Gaming: Agame that requiresaconnection
to the Internet to play; they are distinct from video and
computer games in that they are normally platform-
independent, relying solely on client-side technolo-
gies (normally called “plug-ins”). Normally all that is
required to play Internet games are a Web browser and
the appropriate plug-in (normally available for free via
the plug-in maker’s Web site).

Social Relationship: Involves dynamics of social
interactions, bounded and regulated by social and cul-
tural norms, between two or more people, with each
having a social position and performing a social role

Virtual Community: A virtual community is
primarily a social entity where people relate to one
another by the use of a specific technology (Rheingold,
1993).

ENDNOTE

1 There are, altogether, 14 expansions of EQ since
its debut in March 16, 1999. The first expansion,
EverQuest: The Ruins of Kunark, was released
April 24, 2000. Since then, it has become a part
of the basic EverQuest package, giving players
more than twenty new zones, a new playable race
of lizard men called the lksar, and selling over
400,000 copies to date. The second expansion,
EverQuest: The Scars of Velious, was released
on December 5, 2000. It provides 19 more zones

of content designed for level 30 characters and
above, and has sold more than 300,000 copies
since itsrelease. The third expansion, EverQuest:
The Shadows of Luclin, sold over 120,000 copies
on its first day at retail, and takes players to the
enchanting moonscape of Luclin. It offers over
28 new adventure zones, all-new items, creatures,
and spells, a new playable character race, and
rideable horses. The fourth expansion, EverQuest:
The Planes of Power, launched on October 21,
2002, and unlocked the door to the most power-
ful deities in Norrath. It sold more than 200,000
units in its first three weeks. The Planes of Power
introduces playerstoanarchingstoryline and epic
adventures. The fifth expansion, EverQuest: The
Legacy of Ykesha, launched on February 24, 2003.
This extension broke new ground by offering
numerous technical advances and improvements
to game play via digital download. The sixth ex-
pansion is EverQuest: Omens of War, launched
in September, 2003. The seventh expansion is
EverQuest:Gate of Discord, launched in February,
2004. The eighth expansion is EverQuest: Omens
of War, launched in September, 2004. The ninth
expansion is EverQuest: Dragons of Norrath,
launched in February, 2005. The tenth expansion
is EverQuest: Depths of Darkhollow, launched
in September, 2005. The eleventh expansion is
EverQuest: Prophecy of Ro (February, 2006); the
twelfth expansion is EverQuest: The Serpent’s
Spine (September, 2006); the thirteenth expansion
is EverQuest: The Buried Sea (February, 2007);
and the latest expansion is EverQuest: Secrets of
Faydwer (November, 2007).
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INTRODUCTION

The existing ways of doing business are constantly
changing. This is due to rapid changes in global econ-
omy. The opportunities in the present global markets
have to be exploited at a rapid pace. The large central-
ized organizations which have established themselves
over a considerable period may find it very difficult to
introduce or diversify their product range in the pres-
ent globalization scenario. They need to realize that
managing technical knowledge, as well as innovative
process in conducting business, is the way to remain
competitive inthe global market. Every business enter-
prise needs unique challenges to face in its sector. It is
high time that they take advantage of the opportunities
availableacrossthe globe by making use of the expertise
of the global virtual teams. This chapter talks about
a model for creation of global innovation model by
global virtual teams who can design a product through
the components of Information and Communication
Technologies (ICT). Schelda Debowski (2006) rightly
states that “Virtual Knowledge teams rely on Informa-
tion technology to communicate” (p. 73).

NEED FOR GLOBAL INNOVATION
MODEL

Business enterprises need to move from a traditional
approach to a new global development approach. This
approach will take care of the entire product develop-
ment process. The product development process is
required to cover from the design through production
to marketing the product. Business enterprises have
to understand the value of sharing resources, reducing
costs. and using advanced technology to gain competi-
tive edge in the market. The knowledge management
framework adds value to the dynamics of business
enterprises. Further, it is useful in the present business
environment where the processes are getting shortened
through rapid technological advancements. The model

recommended inthisarticle providesan overview of the
components of intellectual assets, advanced concepts of
Information and Communication Technologies (ICT)
and global virtual teams. Further, it illustrates how
these components facilitate in creating a global innova-
tion model by a global virtual team. While explaining
about the performance of geographically-dispersed
cross—functional development teams, Deborah Sole
and Amy Edmondson (2002) state that: “Some findings
doindeed suggest that demographically-diverse groups
outperform homogeneous groups” (p. 590).

Intellectual Assets

Intellectual assets or intellectual capital are two
words mentioned frequently in the present knowledge
economy. The word capital or asset suffixed to intel-
lectual is not used in strict accounting terminology. It
is only a term referred to intangible assets. It may be
noted that the meaning of both terms is the same. It
is interesting to note the observation of Nick Bontis
(2002) on intellectual capital: “The intellectual capital
of an organization represents the wealth of ideas and
ability to innovate that will determine the future of the
organization” (p. 628).

The components of intangible assets are generally
classified under four headings. They are: (1) human-
centered assets, (2) infrastructure assets, (3) market
assets, and (4) intellectual property. Itisapt to recall the
observation of Stephen E. Little (2002) on knowledge
creation in global context: “The speed of technical and
infrastructure changes in business practice together
withanew understanding of the centrality of intangible
assets to wealth creation has brought the silicon valley
paradigm of innovation to prominence” (p. 369).

Human-Centered Assets
Special skills, knowledge, and entrepreneurial ability

of the employees of a business enterprise fall under
this heading.
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Infrastructure Assets

Established business process, methods, and information
systems in an organization will enable them to conduct
their business smoothly.

Market Assets

These represent business enterprise brand image, dis-
tribution network, and the agreements such as licensing
and collaboration.

Intellectual Property

Employees contribute their knowledge and special-
ization skill to develop a product or service. This is
considered to be the result of the application of their
minds. It is protected under law as patents, copyright,
and trademarks. These are considered as intellectual
property.

The above classified assets are playing a key role in
the present business scenario. It has become a neces-
sity for business enterprises to formulate a strategy to
make use of their intangible assets for the competitive
advantage in their business. Adopting the concept of
intellectual capital by a business enterprise leads to
innovation and intellectual property.

It is apt to recall the observation of Marcha L.
Maznevski and Nicholas A. Athanasslov (2003) who
state that “the technology part of the knowledge man-
agement infrastructure hasadvanced rapidly in the past
decade, with innovations appearing ever more quickly
in recent years” (p. 197).

GLOBAL VIRTUAL TEAMS

Generally, a team consists of members with different
kinds and levels of skills. The roles and responsibilities
areassignedtothem. The purpose of ateamistowork for
acommon goal. The advanced concepts in information
and collaborative technologies support the members of
global virtual team who are geographically away from
each other and assigned a task to accomplish.

Inthis context, it is interesting to recall the remarks
of Arjan Raven (2003) who states: “when resource
requirements for a task are high, a traditional team
approach may not be the best approach. It may instead
be possible to use a team — COP (Communication of

Practice) hybrid, starting with lower levels of resources
and formalizing the structure as the potential benefits
become clearer. A Pure COP may also be given as an
option to the members who are passionate about the
task and are prepared to take more risks. It is also more
likely that a COP member will see the importance and
potential benefits and will work on the task, even if it
isn’t officially part of his or her job description” (p.
299).

INFORMATION TECHNOLOGY
CAD/CAM

CAD/CAM is aterm which means computer-aided de-
signand computer-aided manufacturing. Itisasoftware
product designed to make use of digital computers to
perform certain functions in design and production.
This concept provides a scope to integrate the two
distinct functions, that is, design and production in
manufacturing organizations. Mikell P. Groover and
Emory W. Zimmers, Jr. (2004) clearly explain that
“Computer-Aided Design (CAD) can be defined as the
use of computer systems to assist in the creation, modi-
fication, analysis, or optimization of design functions
required by the particular user firm” (p. 23). Develop-
ing a new product or redesigning an existing product
is considered to be a market driver for any product
development process. The actual product design is
done through CAD. The steps involved in the process
required for manufacturing a product on the basis of a
design are taken care of by CAM. Finished products
result from adhering to the stepsinthe process followed
in CAM. The steps involved in the process are process
planning, resource scheduling, preparation of bills of
materials, production scheduling, and monitoring the
process through controls.

In the present globalization scenario, customers
across the globe are the Market Drivers. Manufactur-
ing enterprises have started thinking of design of their
products as per the requirements of the market drivers.
On the basis of market requirements, product design
takes place by using CAD Software. The next step
would be planning with process, resource scheduling,
bills of materials, production schedule, and control.
The documentation process for these activities can be
carried outthrough CAM Software. Inthe present CAD
and CAM Systems are based on Interactive Computer
Graphics (ICG). Mikell P. Groover and Emory W. Zim-
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mer, Jr. (2004a) point out that “Interactive Computer
Graphics denotes a user—oriented system in which the
computer isemployed to create, transform, and display
in the form of pictures and symbols” (p. 76).

Multimedia

Multimedia applications need the conventional data
such as information and meta-data to support audio
and video data in the system. Ralf Steinmetz and
KlaraNashrstedt (2007) state that “many hardware and
software components in computers have to be properly
modified, expanded, or replaced to support multimedia
applications” (p. 3).

Itwould be better if larger objects could be split into
smaller piecesand stored in the database. Because of the
large number of bytes required to represent multimedia
data, it is essential that multimedia data be stored and
transmitted in compressed form. For image data, the
most widely-used format is JPEG, named after the
standards body that created it, the Joint Picture Experts
Group. Video data may be stored by encoding each
frame of video in JPEG format. The Moving Picture
Experts Group has developed MPEG series standard for
encoding commonalities among a sequence of frames
to achieve a greater degree of compression. Figure 1
illustrates the layers of the elements of multimedia.

Virtual Reality
Virtual reality is a way of creating a three-dimensional

image of an object or scene. It is possible for the user
to move through or around the image. Virtual reality

Figure 1. Layers in multimedia
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imitates the way the real object or scene looks and
changes. Information system helps to use the informa-
tionin databasestosimulate. The line dividing simulated
tasks and their real-world counterparts is very thin.
While explaining about virtual reality design, Prabhat
K. Andleigh and Kiran Thakar (2006) observe that
“virtual reality systems are designed to produce in the
participant the cognitive effects of feeling immersed in
the environment created by a computer using sensory
inputs such as vision, hearing, feeling, and sensation
of motion” (p. 394). The concept of multimedia is
required in virtual reality application process. The
components of multimedia are tactile (touch), visual
(images), and auditory (sound). The components of
multimedia needed for the development process for
virtual reality are explained in Figure 2.

COLLABORATIVE TECHNOLOGY
Mobile Computing

Mobile computing can be defined as a computing
environment over physical mobility. The concept of
mobile computing will facilitate end users to have
access to data, information, or logical objects through
a device in any network while one is on the move. It
also enables users to perform a task from anywhere
using a computing device which has the features of
mobile computing. Asoke K. Talukder and Roopa R.
Yavagal (2005) point out that Mobile Computing is
used in different contexts with different names. The
most common names are: (i) Mobile Computing; (ii)

GRAPHICS & IMAGES ANIMATION

VIDEO AUDIO & SPEECH

INTEGRATION

OPTICAL STORAGE

SYNCHRONIZATION

NETWORKS

MEDIA SERVER

OPERATING SYSTEMS

COMMUNICATION
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Figure 2. Virtual reality application process

Anywhere, Anytime Information; (iii) Virtual Home
Environment; (iv) Normadic Computing; (v) Pervasive
Computing; (vi) Ubiquitous Computing; (vii) Global
Service Portability; and (viii) Wearable Computers.

GSM (Global System for Mobile Communication)
is considered to be the best digital mobile telecom-
munication system. The three main entities in GSM
architecture are RSS (Radio Sub-System), Network
and Switch Sub-system (NSS), and Operation Sub-
System (OSS). Radio Sub-System consists of radio-
specific elements such as mobile station (MS) and Base
Sub-station System (BSS). Base Transceiver Station
(BTS) facilitates radio equipment such as antennas,
signal processing equipment, and amplifiers for wire-
less transmission. The role of network and switching
sub-system is to connect a wireless network with a
standard public network. NSS consists of the switches
and databases. They are Mobile Service Switching
Center (MSC), Home Location Register (HLR), Visi-
tor Location Register (VLR), and Gateway. The third
entity, OSS (Operation Sub-System) takes care of
network operation and maintenance. The elements in
this entity are Operation Monitoring Center (OMC),
Authentication Center (AUC), and EIR (Equipment
Identity Register). Figure 3 gives an idea of the con-
nectivity between the entities.
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SCREEN MULTIMEDIA
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DATA
A 4
NUMERICAL SIMULATION
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Devices

The convergence of information and telecommunication
technology is responsible for the production of new-
generation computers working on wireless technology.
These devices can make the concept of grid computing
a workable solution in a virtual organization scenario.
While talking about mobile and wireless devices, Jo-
chen Schiller (2004) states: “Eventhough many mobile
and wireless devices are available, there will be many
more in the future. There is no precise classification
of such devices, by size, shape, weight, or computing
power. Currently, the mobile device range is sensors,
embedded controllers, pager, mobile phones, personal
digital assistant, pocket computer, and notebook/laptop”
(pp. 7 -8).

It is interesting to note the observation of Amrit
Tiwana (2005) on the collaborative technology: “The
collaborative platform, along with the communications
network services and hardware, provides the pipeline
to enable the flow of explicated knowledge, its context,
and the medium for conversations. Besides this, the
collaborative platform provides a surrogate channel
for defining, storing, moving, and linking digital ob-
jects, such as conversation threads that correspond to
knowledge units” (p. 225).
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Figure 3. Overview of GSM architecture
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Grid Computing

It would be apt to quote Joshy Joseph and Craig Fel-
lenstein (2004), who clearly explain the concept of
grid computing: “In Foster (1998), the grid concept is
defined as the controlled and coordinated resource shar-
ingand problem-solving in dynamic, multi-institutional
virtual organizations. This sharing of resources ranging
from simple file transfers to complex and collaborative
problem-solving accomplished within controlled and
well-defined conditions and rules for sharing are called
virtual organization” (p. 47). It may be noted from their
explanation that the sharing of resources by dynamic
grouping individuals and multi-groups is the push factor
in global virtual teams for reaching their goal.

ILLUSTRATION CASE STUDY

An Indian-based Roa Cars Ltd. (ROA CAR) has been
manufacturing cars for the Indian market. ROACAR has
decided to go global. This decision has caused them to
look attheir manufacturing design of cars for the global
market. They identified the domain experts located in
Germany and Japan. They have decided to hire the
services of these experts who have rich experience in
the designing of cars for different market segments in
the world. It has been agreed among them that domain
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experts and their team members will operate from their
respective countries. Their role is to design car models
and suggest the componentswith ISO standards required
for manufacturing of the models suggested by them. The
domain experts are expected to guide the employees
of Roa Cars in India for implementation of the design
of the cars given by them. Further, the vendors who
will supply the components as per the standards will
be given access to the bills of materials module for
knowing the quantity of materials and date of supply
by them. Engineering design of the components will
be made available through the system wherever it is
needed. Ithas been decided to make use of the advanced
conceptsin Informationand Collaborative Technologies
for their software model.

Macro Level Design for Engineering
Design and Bill of Material Modules

The following diagram in Figure 4 explains how the
domain experts can make use of the resources of Roa
Cars Ltd. in India from their respective countries. The
software such as CAD/CAM, Multimedia, and Virtual
Reality are required to create application software, for
engineering design and bills of materials module. The
hardware and software resources available in Roa Cars
Ltd. in India will be used by these domain experts who
can take advantage of time differences in the respec-
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Figure 4. Roa auto model
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tive countries. The time differences enable minimizing
of capital expenditure and operational expenditure,
through Grid Computing System.

Data and Design Access by End-Users

The following diagram in Figure 5 explains how the
data and design created by the domain experts in Roa
Auto Model (Figure 4) will be made available to ven-
dors across the globe and the employees of Roa Cars
Ltd. in India under Grid Computing System through
ICT. Multimedia conceptsare applied in the conceptual
design of a car created by the domain experts. A car
for the global market is simulated by domain experts
in a virtual reality environment. A group of evaluators
on the domain experts team will test the functionalities
and features in the simulated car. Once the simulated
car meets the product specification, the next step will
be to design the car by using CAD/CAM software. The
devices such as mobile handsets and mobile laptops
would facilitate the end users of the model developed for
Roa Cars Ltd. to have access to the above model. Many
devices are available with the features of computers
besides voice calls. Categories and features of devices
vary. Some are designed for particular functionalities.
There are devices integrating the functions of differ-

Domain Experts in
Japan

ent devices. These sophisticated devices facilitate in
establishing synergy among business, technology, and
virtual teams.

The enormous competitive pressure in the automo-
bile sector can get most engineering designs and the
requirements of components for less turnaround time
from the domain experts from any part of the world
through information and collaborative technology. This
will provide a wide range of capabilities that address
the above kind of modeling. These advanced types of
solutions will also help to handle complex job schedul-
ing and resource management.

FUTURE TRENDS

The concept of virtual organization is the key to Grid
Computing. The Grid Computing concept talks about
the actual networking services and connection of a
potentially-unlimited number of ubiquitous computing
devices withina “Grid”. This concept is more useful to
global virtual teams who are involved in the product
development in the globalization scenario.
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Figure 5. Model for end users of Roa Cars Ltd.
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CONCLUSION

Anew product can be jointly designed by domain experts
in a global virtual team through a process of continu-
ous exchange between members dispersed across the
globe. Thisprocess helpsin generating alternative ideas
by taking input from different sources and structuring
through virtual reality application. This model pro-
vides an idea for the creation of “Global Innovation
Model”. Further, it helps to structure the work flow by
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visualizing the various phases of the development of a
product. Customer tastes are becoming more homoge-
neous around the globe. Consequently, a manufacturer
can provide a significantly-good product through the
economies of scale with common design. The Global
Innovation Model can increase the chances of success-
fully diffusing knowledge, technology, and process. It
will definitely provide scope for innovation to emerge.
Annabel Z. Dodd (2003) rightly states that “advanced
telecommunications technologies have dramatically
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changed the way business operates, spawning new
services and creating an interconnected worldwide
community” (p. 4).
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KEY TERMS

Authentication Center (AUC): This takes care of
encryption and authentication.

Equipment Identity Register (EIR): This identi-
fies devices in the GSM System.

Gateway: This takes care of the transfer of voice
and data.

Grid Computing: This involves the actual net-
working services and connections of a potentially-
unlimited number of ubiquitous computing devices
within a “Grid”.

Home Location Register (HLR): This takes care
of storage for static information.

Normadic Computing: The computing environ-
ment moves along with the mobile user.

Operationand Maintenance Center (OMC): This
monitors and controls other network entities.

Personal Digital Assistant (PDA): This is a small
pen-input device designed for workers on the move.
It allows voice and data communication.

Pervasive Computing: Thisisanew dimension of
personal computing that integrates mobile communica-
tion, ubiquitous embedded computer systems, consumer
electronics, and the power of the Internet.

Ubiquitous Computing: This term was coined by
Mark Weiser, and means a “disappearing” everyplace
computing environment which nobody will notice as
being present. User will be able to use both local and
remote services.
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Visitor Location Register (VLR): Thisisadynamic
database for the users of mobile equipments.
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Everything that surrounds us is technology!

Be it or not natural,

1t influences the environment we live in.

Here is a serious reason for every technology to be
calm!

INTRODUCTION

The evolution of the human society over the last 50,000
years has been greatly influenced by technology. The
last 200 years have broughtabout technological achieve-
mentsatabreathtaking speed. Foraboutsix decades, we
have been the beneficiaries of the informationtechnolo-
gies, which have acquired, over the last 20-25 years,
due to the communication technology, an exponential
proliferation. In an ideal world, computers will blend
into the landscape, will inform but not overburden you
with information, and make you aware of them only
when you need them. Therefore, the human being is a
mere subject of technology, and his everyday life has
become increasingly stressing.

In order to diminish this stress, solutions have been
considered, designed to “tame” the technologies that the

human being uses, so as to become calm technologies,
that is, technologies that affect neither the human life
nor the environment.

We can say that everything that surrounds us is
technology! Be it or not natural, It influences the envi-
ronment we live in. Here is a serious reason for every
technology to be calm!

Thisarticle basically deals with the concept of calm
technologies and with the characteristics that should
be emphasized in the field of the information and com-
munication technologies aimed at turning them into
calm technologies.

Is There a Law of Global Calmness?

We believe YES! From a distance, any system leaves
us with the impression that it is dominated by a global
silence. Yet sometimes, there occur phenomena and
processes that influence this global silence. We mean,
forinstance, the occurrence of asupernovainour galaxy
(for example, the observations of the Chinese of 1054
A.D. about the appearance of a supernova).

We believe that our universe is a calm universe. At
its turn, our solar system is a system with a high degree

Figure 1. Galaxies seen from 8 million light years! (left), and 2 million galaxies? (right)

The APM Galaxy
Ma. t
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of calmness, that is, planets have stable routes and are
not “absorbed” by their sun and there are “suppliers”
of global calmness (we mean the giant planets that
draw “intruders” into the system).

As for the Earth, seen from space it seems a huge
“oasis of calmness,” where almost nothing happens.
As we get closer, we see this calmness affected by
natural phenomena and processes or by the avalanche
of technologies invented by man.

Regarding the appearance of life, we think that it
appeared there where it was best and favorable for its
development, against a background of minimal global
calmness. Any perturbation of this minimal calmness
leads irreversibly to life damaging. We sustain that
life could not have appeared on Earth if this had not
made available to it a quiet, calm environment. To this
respect, specialists believe that the disappearance of
dinosaurs is the result of the clash between Earth and
a large body (of about 10 km) that would have led to
the troubling of the existing calmness on Earth, with
direct effects on the life of that time.

We can say that everything that surrounds us is
technology! Be it or not natural, It influences the envi-
ronment we live in. Here is a serious reason for every
technology to be calm!

Therefore, we all agree that the technologies used
by man in day to day life are dangerous, as they over-
lap with natural processes and phenomena and may
influence negatively the minimal conditions to maintain

life. This is why we have to prevent our technologies
from disturbing this calmness.

Generally speaking, we think that in all systems
there is an orientation to a global calmness specific to
its own development stage. In other words, we may
say that there is a law of global calmness to which
any system is directed.

What are Calm Technologies and Why
This Technology?

By technology, as arestricted meaning, it is understood
as a practical scientific application to the purpose of
achieving some objectives, especially commercial or
industrial ones. In French, technology means the total
processes, methods, operations, and so forth, used in
order to obtain a product (Romanian Academy [RA],
2003). As a general meaning, by technology, in our
opinion, we should understand any process of trans-
formation applied to some resources by the application
of some methods, techniques, and procedures, in order
to attain certain objectives.

Itisobvious thatany technology carries both advan-
tages and disadvantages for the environment in which
it is produced or applied. Therefore, any technology
is characterized by a certain technological aggressive-
ness, that is, the extent to which it affects or does not
affect the environment in which it was produced or it
was applied.

Figure 2. Earth seen from the cosmos (nssdc.gsfc.nasa.gov)
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Speaking about the existing technologies, we may
make distinctions between aggressive technologies and
calm technologies from the viewpoint of the degree in
which they affect or not, directly or indirectly, on the
spot or in time, locally or globally, the environment in
which they were produced or applied.

By calm technology, we understand that technol-
ogy that does not affect life or environment in which
(or for which) it produced. An aggressive technology
is the technology that is not calm.

In order to perpetuate life in the long run, it is
necessary to focus increasingly on the calm side of
every technology applied, used, or created by man
for meeting his needs. The necessity to resort to calm
technologies is justified by the short-term implications
of the disadvantages specific to any technology.

By this study, we do not undertake to exhaustively
tackle the disadvantages of a certain technology, but
we rather want to tackle the issue of the necessity of
the orientation of technologies to the calm side to make
things better at a local and at a global level.

About Information Technology
Definitions

At this time, there is no unanimous opinion in defin-
ing information technologies; however, the most
relevant of them is to understand them as collections
oftechnological fields that develop simultaneously and
interdependently. Some of the mostimportant fields are
computer science, electronics, and communications.

Boar (2001) believes that information technolo-
gies enable the preparing, collection, transportation,
searching, memorizing, accessing, presenting and
transforming the information in any format whatso-
ever (voice, graphics, text, video and image). These
operations may be made by people alone, people and
equipment and/or equipment alone.

Generally speaking, we may say that the information
society can be defined as an information-based society.
Inamodern meaning, we may speak of an information-
based society since the use of computers in economy,
after the building of the ENIAC in 1947, that is, since
the second half of the 50s of the last century.

We may say that the global information society is
plainly the human society in the time of analysis with
the informational modernism print specific to the in-
formation avalanche.

Waves of Information Technologies

The following years will bring about essential changes
in our everyday life. Thus, the use of electronic com-
puters will be extended to all activity fields, due to an
increase by almost 100 thousand times of the current
performance, until it reaches the performance of the
human brain, together with a reduction of its size to
the shape of a chip. The name of this computer will be
system-on-a-chip, and its price will be so small that
its package will be more expensive than the system
itself. At the same time, the information and commu-
nication technologies, together with the discoveries of
new materials, shall lead to the so-called Cyberspace,
whose spine will be the INTERNET and the virtuality
through digitization.

At network level, performance will be amazing.
Thus, many types of networks are meant to fulfill
people’sdreamsaboutawholly or partially cyber-based
world and about an information superhighway (Eckes
& Zeiler, 2003; Josserand, 2004).

In other words, the grounds of tomorrow’s society
will be constituted by information and computer-me-
diated communications. Moschella (1995 - as cited
in O’Brien, 1999) has drawn up a global information
society transition chart and he reckons that human-
ity, in order to reach that point, must go through four
waves, namely:

. Computerized Enterprises, corresponding to the
period 1970-2010.
. Networked KnowledgeWorkers, which started in

1980.

. Global Internetworked Society, started around
1992-1993.

. Global Information Society, which will begin
after 2010.

As it is presented in Figure 3, until 2010 we will
be crossing a period of time when the first three waves
superpose, which means we are in a transition period
with its specific risks and advantages. Thus, as we can
see, humanity has not even gone through the first stage,
but two other have already been started and in 2010,
the fourth will start as well. In other words, until 2010,
the human society is crossing a continuous transition
process toward this information world-wide covering.
Therefore, the traces of modernity will become even
more obvious as we approach 2010, when the first wave
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Figure 3. The four waves of information technology
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of the simple information technology is completed and
the fourth wave is more and more present, namely the
global information society wave.

Where will Information Technology
Development Lead us to?

We may say at this moment that all the human activity
areas have been directly or indirectly influenced by
information technology development. Therefore, in
most of these areas, new development opportunities,
new research approaches, new work, and expression
technologies have occurred. This is the human society
evolution stage where information technology is found
in all the other technologies. And yet, this seems to be
only the beginning!

If we analyze the evolution of society by means of
the classical comparison: data — information — knowl-
edge, then we will be able to discuss the technology of
knowledge, the society of knowledge or the intelligent
society (Bergeron, 2002; Cornish, 2004; Demchenko,
1997).

By corroborating the above-mentioned ideas, we
believe that the following wave of information technolo-
gies might start around 2035 - 2040 and may be called
the intelligence and knowledge stage. This stage will
have as its center of attention information exploitation
in order to reach the desired level of intelligence for a
certain entity. This will be the period when the capaci-
ties of the human brain are reached to a certain extent,
when the concept of bio-techno-system is generalized,
that is, hybrid systems between biological systems

Figure 4. The following wave after the globally information-based society
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and technical systems, by means of computer science
(Tugui & Fatu, 2004).

Therefore, we foresee evenmore interesting achieve-
ments of artificial intelligence, widely used invisible
technologies, and hybrid bio-techno-system technolo-
gies with computerized interface.

Multimedia, interoperability, and intelligence sci-
ence hold the attention of the information world today.
The jump to tomorrow’s technologies will require the
incorporation of the computer as a common item of
such technologies. Thus, the computer will remain
omnipresent in the background as a facilitator. It has
been said that a characteristic quality of tomorrow’s
technologies is that they will be calm.

There have been more and more voices lately sup-
porting the need for these technologies to become calmer
and calmer, that is, a technology with no influence on
the environment, individual, and society.

Calm Technology and IT&C
Historical Clues

The idea of calm technology originates in the writings
of Weiser (1991) of Xerox PARC, who in 1991 in his
article “The Computer for the 21 Century,” tackled in
detail the concept of ubiquitous computing (UC) in
one’sdaily life. Weiser with Brown (1995) collaborated
in December 1995 with the publication of the book
“Designing Calm Technology.” These publications
laid the conceptual basis of a future society dominated
by calm technologies and the Internet. Afterwards,
other specialists have continued to develop the concepts
launched by Weiser and Brown.

In 1997, on the anniversary of 50 years of comput-
ing, the same article was published under the name,
“The Coming Age of Calm Technology,” in the book
“Beyond Calculation: The Next Fifty Years in Comput-
ing” (in Denning & Metcalfe, 1997). Afterwards, other
specialists added their ideas to the concept of Calm
Technology, including Hermans (1998), in “Desperately
Seeking: Helping Hands and Human Touch.”

The Evolving Human-Computer Relationship

Internet, Internet2, intranets, extranets, cyberspace
... itis hard not to have heard or read about one of these
terms in the media (Norman, 1994). Several trends
categorize computer use in the information era:

1. Mainframe stage. Computers were used by ex-
perts behind closed doors, and regarded as rare
and expensive assets. This stage was the begin-
ning of the information era. The human-computer
relationship was one of several humanstoasingle
computer.

2. Personal computing stage. In this stag