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Preface

The world is teeming with machines that grow crops, process our food, drive us to

work, assemble products, clean our homes, and perform thousands of other daily

tasks. They are complex systems built on a myriad of electronic, mechanic, and

software components, each one prone to malfunction and even fail at any given

time. Robust, fault tolerant control of such machines is key to guaranteeing their

performance and avoiding accidents. Robotic manipulators, in particular, are

especially important when it comes to robust, fault tolerant control. Our society

relies on these machines for a large variety of industrial operations; any

unscheduled downtime caused by a faulty component can have significant

economic costs—not to mention the consequences of a potential injury.

Robust and fault tolerant systems have been studied extensively by academic

and industrial researchers and many different design procedures have been

developed in order to satisfy rigorous robustness criteria. An important class of

robust control methods, introduced by G. Zames in 1980, is based on H1 theory.

The main concept behind this approach is the robustness of the control system to

internal uncertainties and exogenous disturbances. Hundreds of works were

written extending the seminal results obtained by Prof. Zames. Some of them are

sufficiently elegant and effective to be of value in industrial environments.

Transforming theory into practice, however, is not a trivial task, as the mathe-

matics involved in robust control can be daunting. This monograph proposes to

bridge the gap between robust control theory and applications, with a special focus

on robotic manipulators.

The book is organized in nine chapters. In Chap. 1 we present the experimental

robot manipulator system used throughout the book to illustrate the various control

methodologies discussed. We also present there the simulation and control envi-

ronment we use to develop and test the methodologies. The environment, named

CERob for Control Environment for Robots, is a freeware included with this book

and available at http://extras.springer.com. The remaining eight chapters are

divided in three parts. Part 1 (Chaps. 2–4) deals with robust control of regular,

fully-actuated robotic manipulators. Part 2 (Chaps. 5–6) deals with robust fault

tolerant control of robotic manipulators, especially the post-failure control
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problem. Finally, Part 3 (Chaps. 7–9) deals with robust control of cooperative

robotic manipulators.

In Chaps. 2, 3, and 4 we present model-based linear, non-linear, adaptive, and

neural network-based H1 controllers for robotic manipulators. Models based on

the Lagrange–Euler formulation and neural networks are used to enable robust

control of robots where performance, stability and convergence are guaranteed.

One interesting scenario in robot modeling is when the neural network works as a

complement of the Lagrange–Euler equations to decrease modeling errors. In these

chapters we also explore the use of output feedback controllers, motivated by the

fact that in some cases sensors are not available to measure the full array of

variables needed for robot control.

In Chaps. 5 and 6 we present strategies to control the position of underactuated

manipulators, or manipulators equipped with both regular (active) and failed

(passive) joints based on linear parameter-varying models and linear matrix

inequalities, and also on game theory. The objective in these chapters is to

demonstrate that the system is able to reject disturbances while achieving good

position tracking performance. For robotic systems subject to faults, we present a

fault tolerant methodology based on linear systems subject to Markovian jumps.

We describe in detail the design of H2;H1, and mixed H2=H1 trajectory-

following controllers for manipulators subject to several consecutive faults.

In Chaps. 7, 8, and 9 we consider actuated and underactuated cooperative

manipulators. One of the most important issues in the robust control of cooperative

manipulators is the relationship between disturbance rejection and control of

squeeze forces on the load, particularly when the manipulator is underactuated.

Throughout the book we illustrate the concepts presented with simulations and

experiments conducted with two 3-link planar robotic manipulators especially

designed to pose as fully-actuated or underactuated devices.

São Carlos, Brazil Adriano A. G. Siqueira

São Carlos, Brazil Marco H. Terra

Pittsburgh, USA Marcel Bergerman
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Part I

Fully Actuated Robot Manipulators



Chapter 2

Linear H‘ Control

2.1 Introduction

One of the most traditional techniques used for manipulator control is the com-

puted torque method (see [6, 8, 9, 12] and references therein). It is based on the

nominal dynamic model of the manipulator, and basically transforms the multi-

variable nonlinear plant into a set of decoupled linear systems. The computed

torque method is attractive because of its simple and elegant mathematical

derivation and for providing excellent control performance in the absence of

modeling errors and external disturbances.

In real-world applications, however, modeling uncertainties and external dis-

turbances degrade considerably the performance achievable by a computed torque-

controlled system [11]. This can be overcome by adding an outer-loop, frequency

domain-based, robust controller to the computed torque formulation. In this

chapter we present one such formulation based on an H1 linear controller.

We demonstrate its effectiveness by comparing it to a linear H2 controller.

The interested reader may consult [1, 2, 4, 5, 7, 8, 14, 16–19] for more details.

This chapter is organized as follows. In Sect. 2.2 we describe the combined

computed torque plus H1 linear control formulation as applied to the types of

robotic manipulators presented in Chap. 1. In Sect. 2.3 we provide guidelines for

synthesis of the H1 linear controller. In Sect. 2.4 we present actual results

obtained when applying the formulation to the UARM.

2.2 Combined Computed Torque Plus Linear Robust Control

The fundamental concept behind computed torque control is feedback linearization

of nonlinear systems. For an n-link, open chain, serial robotic manipulator, the

nonlinear dynamic model is given by Eq. 1.1:

A. A. G. Siqueira et al., Robust Control of Robots,

DOI: 10.1007/978-0-85729-898-0_2, � Springer-Verlag London Limited 2011
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s ¼ MðqÞ€qþ Cðq; _qÞ _qþ Fð _qÞ þ GðqÞ: ð2:1Þ

For convenience we rewrite Eq. 2.1 as:

s ¼ MðqÞ€qþ bðq; _qÞ; ð2:2Þ

where bðq; _qÞ is a vector composed of all non-inertial torques. In practical

applications one can never know exactly the numerical values of the elements in

M and b. We then redefine Eq. 2.2 so that the torque vector is now a function of the

estimate of the inertia matrix and non-inertial torques:

s ¼ M̂ðqÞs0 þ b̂ðq; _qÞ: ð2:3Þ

Assuming that the manipulator is programmed to follow a desired trajectory

defined a priori, we can compute s0 based on the classical proportional-derivative

(PD) controller:

s0 ¼ Kpðq
d � qÞ þ Kdð _q

d � _qÞ þ €qd; ð2:4Þ

where qd; _qd and €qd are the desired trajectory’s position, velocity and acceleration,

respectively; Kp 2 R
n�n and Kd 2 R

n�n are the proportional and derivative gains

(in this chapter designed as diagonal matrices). Combining Eqs. 2.2–2.4 we obtain:

€eþ Kd _eþ Kpe ¼ M̂�1ðqÞ½ðMðqÞ � M̂ðqÞÞ€qþ ðbðq; _qÞ � b̂ðq; _qÞÞ�: ð2:5Þ

where e is the position error e ¼ qd � q: In addition to modeling uncertainties,

real-world robots are subject to internal and external disturbances such as fric-

tion, torque discretization, and load variations in the end-effector, among others.

We lump all these effects in a disturbance torque vector w and add them to

Eq. 2.5 as:

€eþ Kd _eþ Kpe ¼ M̂ðqÞ�1½ðMðqÞ � M̂ðqÞÞ€qþ ðbðq; _qÞ � b̂ðq; _qÞÞ þ w�: ð2:6Þ

Note in Eq. 2.6 that if we had perfect knowledge of the manipulator parameters

(MðqÞ ¼ M̂ðqÞ and bðq; _qÞ ¼ b̂ðq; _qÞ) and if there did not exist external distur-

bances (w ¼ 0), the right side would vanish and the computed torque method

would provide perfect trajectory tracking. The state and output equations for this

ideal system, controlled through an input signal uðtÞ; are given by:

_~x ¼ Ap~xþ Bpu; ð2:7Þ

y ¼ Cp~xþ Dpu; ð2:8Þ

where ~x 2 R
m is the state of the manipulator defined as

~x ¼
e

_e

� �
¼

qd � q

_qd � _q

� �
; ð2:9Þ

and the matrices Ap 2 R
m�m; Bp 2 R

m�n; Cp 2 R
n�m and Dp 2 R

n�n as
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Ap ¼
0 I

�Kp �Kd

� �
; Bp ¼

0

I

� �
; Cp ¼ I 0½ �;

and Dp ¼ 0: Figure 2.1 presents a block diagram of this idealized control

system.

To deal with modeling uncertainties and external disturbances, the computed tor-

que controller can be combined with a frequency domain-based outer-loop controller,

KðsÞ; as illustrated in Fig. 2.2, where K� represents its time-domain realization.

The weighting function WeðsÞ is used to shape the system performance in the

frequency domain. The weighting function WDðsÞ is used to shape the multipli-

cative unstructured uncertainties in the input of the system. Details of structured

and unstructured uncertainties concepts can be found in [17]. The portion of

Fig. 2.2 delimited by the dotted line is the augmented plant PðsÞ; used to design

linear controllers (e.g., H2; H1; and H2=H1). Note that the plant PðsÞ and the

weighting functionsWeðsÞ andWDðsÞ are also represented in Fig. 2.2 by their time-

domain realizations P�; W�
e ; and WD�; respectively.

Here we present a design procedure based on the H1 formulation. (An H2

controller can be easily derived from the H1 one, as we will show in the sequel.)

The design of the robust controller is performed in two steps. First, the computed

torque method is used to pre-compensate the dynamics of the nominal system.

Then, the H1 controller is used to post-compensate the residual error which is not

completely removed by the computed torque method. As we will show, the

combined controller is able to perform robust tracking control.

We start by finding a state-space realization of the augmented plant PðsÞ
through the definition of Kp; Kd; WeðsÞ; and WDðsÞ: The performance objectives

WeðsÞ and WDðsÞ are respectively related to the frequency response of the sensi-

tivity function:

SðsÞ ¼ ðI þ PðsÞKðsÞÞ�1;

Fig. 2.1 Block diagram

of the computed torque

controller applied to an ideal,

disturbance-free manipulator
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where KðsÞ is the robust controller, and of the complementary sensitivity function

TðsÞ ¼ I � SðsÞ:

To define WeðsÞ; we select a bandwidth xb; a maximum peak Ms; and a small

�[ 0: With these specifications in hand, the following performance-shaping,

diagonal weighting matrix can be determined:

WeðsÞ ¼

We;1ðsÞ 0 ::: 0

0 We;2ðsÞ ::: 0

..

. ..
. . .

. ..
.

0 0 ::: We;nðsÞ

2
6664

3
7775; ð2:10Þ

We;iðsÞ ¼
sþ xb

Msðsþ xb�Þ
;

where i ¼ 1; . . .; n: To define WDðsÞ; we select the maximum gain Mu of KðsÞSðsÞ;
the controller bandwidth xbc and a small �1 [ 0 such that:

WDðsÞ ¼

WD;1ðsÞ 0 ::: 0

0 WD;2ðsÞ . . . 0

..

. ..
. . .

. ..
.

0 0 . . . WD;nðsÞ

2
6664

3
7775; ð2:11Þ

WD;iðsÞ ¼
sþ xbc

Muð�1sþ xbcÞ
:

M

K*
u

Robot

.
q

.
e

.
qd

.

bw
+

++

+

++

+

+

W *

KV

KP

.
qd

+

-+

-

qd

q

e

We*

e

+
u

P*

^

^

Fig. 2.2 Block diagram of

the complete control structure

scheme
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Figure 2.3 shows the frequency responses of W�1
e ðsÞ and W�1

D
ðsÞ: In the H1

design procedure, they are selected in order to guarantee:

jjSjj1 � jjW�1
e jj1 ð2:12Þ

and

jjTjj1 � jjW�1
D

jj1: ð2:13Þ

The H1 norm of a given transfer function GðsÞ is defined as:

kGk1 ¼ sup
x2R

�rfGðjxÞg; ð2:14Þ

where sup �rf:g denotes the supremum of the maximum singular value.

As we are interested in the state-space form of the augmented system PðsÞ; we
redefine the control system in the time domain as:

_xðtÞ ¼ AxðtÞ þ B1wðtÞ þ B2uðtÞ; ð2:15Þ

zðtÞ ¼ C1xðtÞ þ D11wðtÞ þ D12uðtÞ; ð2:16Þ

Frequency (rad/s)

Ms.ε (dB)

Ms (dB)

ω
b
.ε ω

b

W
e,i

−1
(s)

Frequency (rad/s)

Mu (dB)

Mu.ε
1
(dB)

ω
bc

ω
bc

/ε
1

W
∆,i

−1
(s)

Fig. 2.3 Frequency responses of W�1
e ðsÞ and W�1

D
ðsÞ
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yðtÞ ¼ C2xðtÞ þ D21wðtÞ þ D22uðtÞ; ð2:17Þ

where

A ¼

0 I 0 0

�Kp �Kd 0 0

0 0 AWD
0

BWe
0 0 AWe

2
664

3
775; B1 ¼

0 0

I 0

0 0

0 BWe

2
66664

3
77775
; B2 ¼

0

I

BWD

0

2
664

3
775;

ð2:18Þ

C1 ¼
DWe

0 0 CWe

0 0 CWD
0

� �
; C2 ¼ I 0 0 0½ �;

D11 ¼
0 DWe

0 0

� �
; D12 ¼

0

DWD

� �
; D21 ¼ 0 I½ �; D22 ¼ 0½ �;

ðAWD
; BWD

; CWD
; DWD

Þ is the state-space realization of the weighting function

WDðsÞ; and ðAWe
; BWe

; CWe
; DWe

Þ of WeðsÞ: The transfer function PðsÞ of the

augmented plant (2.15)–(2.17), used in the design of the robust controller, is

given by:

PðsÞ ¼ CðsI � AÞ�1
Bþ D; ð2:19Þ

where

C ¼

DWe
0 0 CWe

0 0 CWD
0

I 0 0 0

2
64

3
75; B ¼

0 0 0

I 0 I

0 0 BWD

0 BWe
0

2
6664

3
7775;

D ¼

0 DWe
0

0 0 DWD

0 I 0

2
64

3
75;

and the matrix A is given in (2.18).

2.3 Linear H‘ Controllers

In this section we present the basics of linear H1 control design. We refer the

reader to the vast literature on the subject for more details (e.g., [14, 16]). The

system is represented by the block diagram in Fig. 2.4, which shows the plant PðsÞ
and the controller KðsÞ: The plant has two sets of input signals, the internal input

u and the external input w, and two sets of output signals, the measured signal

y and the regulated output z.
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The objective of an H1 controller is to guarantee that the H1 norm of a

multivariable transfer function TzwðsÞ is limited by a level of attenuation c;
kTzwðsÞk1\c: The parameter c indicates the level of robustness of the control

system, or how much the input disturbances are attenuated in the output of the

system. The following assumptions are required to design a simplified version of

the H1 controller, based on the system (2.15)–(2.17):

(A1) ðA;B2Þ is stabilizable and ðC2;AÞ is detectable;
(A2) D11 ¼ 0 and D22 ¼ 0;

(A3) DT
12C1 ¼ 0 and B1D

T
21 ¼ 0;

(A4) D12 ¼
0

I

� �
and D21 ¼ 0 I½ �;

(A5)
A� jxI B2

C1 D12

� �
has full column rank for all x 2 R;

(A6)
A� jxI B1

C2 D21

� �
has full row rank for all x 2 R:

To synthesize the H1 controller we need the X1 and Y1 that solve the fol-

lowing two algebraic Riccati equations associated with the state feedback control

and the state estimate of the robot:

A stabilizing solution for this controller can be found if the matrices X1 and Y1

are positive semi-definite and the spectral radius of X1Y1 satisfies qðX1Y1Þ� c2:
The design problem consists of finding minimum c that obeys this inequality, thus

yielding the ‘‘best’’ robustness. The family of all stabilizing controllers K1 that

P

K

w

uy

zFig. 2.4 Block diagram

for H1 control systems

X1ðA� B2D
T
12C1Þ þ ðA� B2D

T
12C1Þ

T
X1

þ X1ðc�2B1B
T
1 � B2B

T
2 ÞX1 þ ĈT

1 Ĉ1 ¼ 0 ð2:20Þ

and

ðA� B1D
T
21C2ÞY1 þ Y1ðA� B1D

T
21C2Þ

T

þ Y1ðc�2C1C
T
1 � C2C

T
2 ÞY1 þ B̂1B̂

T
1 ¼ 0; ð2:21Þ

where Ĉ1 ¼ ðI � D12D
T
12ÞC1 and B̂1 ¼ B1ðI � DT

21D21Þ:
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satisfy jjFðP;KÞjj1 � c is given by K1 ¼ FðJ;QÞ where Q is any stable transfer

function such that jjQjj1\c;Fð:::Þ represents a linear fractional transformation, and

Note that the matrices in (2.19) do not always satisfy the assumptions aforemen-

tioned. In [14], and references therein, the authors provide a procedure to guarantee that

these assumptions hold. This procedure is based on strict system equivalence transfor-

mations. The MATLABr function hinfsyn, which is used to design the H1 con-

troller, incorporates the algorithm used in that procedure.We omit the details here for

brevity. In the next section we show examples of how to use the function hinfsyn.

According to [7],H2 controllers are a special case ofH1 controllers. By setting

the attenuation level c to 1 in Eqs. 2.20 and 2.21, the resulting Ricatti equations

become the ones of classical H2 controllers. We use this result in the following

Examples section.

2.4 Examples

In this section we present practical examples that illustrate the application of the

combined computed torque plus linear H1 controller to the UARM robotic

manipulator, including the MATLABr code used to design the robust controller.

2.4.1 Design Procedures

The controller design procedure is automated within the CERob simulator. After

launching the software, select the Controller Design option in the Controller

menu. The design dialog box is shown in Fig. 2.5.

J ¼
J11 J12
J21 J22

� �
; ð2:22Þ

where

J11 ¼ Aþ B2F1 þ c�2B1B
T
1X1 þ Z1H1ðC2 þ c�2D21B

T
1X1Þ;

J12 ¼ �Z1H1 � Z1ðB2 þ c�2Y1CT
1D12

� �
;

J21 ¼
F1

�ðC2 þ c�2D12B
T
1X1Þ

� �
; J22 ¼

0 I

I 0

� �

F1 ¼ �ðBT
2X1 þ DT

12C1Þ; H1 ¼ �ðY1CT
2 þ B1D

T
21Þ;

Z1 ¼ ðI � c�2Y1X1Þ�1:
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As discussed previously in this chapter, the design procedure can be summa-

rized as:

1. Select the gains Kp and Kd and compute the nominal plant (Ap; Bp; Cp; and Dp)

given by Eq. 2.7;

2. Select Ms; xb and e in (2.10) and Mu; xbc and e1 in (2.11);

3. Compute the augmented plant (2.15)–(2.17) and H1 controller;

4. Compute the sensitivity function SðsÞ and the complementary sensitivity

function TðsÞ: Plot the graph of SðsÞ versus W�1
e ðsÞ and TðsÞ versus

W�1
D

ðsÞ;
5. Check that conditions (2.12) and (2.13), respectively, are satisfied; if not, return

to step 1.

These steps are performed by the CERob control environment using the

MATLABr Robust Control Toolbox. The commands sysic and hinfsyn are used to

generate the augmented plant and to design the H1 controller, respectively.

Details of the algorithms used in these functions can be found in [1, 5]. The

following box shows the code used to design the controller (available in the

directory CERobnUnderactuatedSimulator).

Fig. 2.5 Controller Design box for linear H1 controller
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Figure 2.6 presents the resulting sensitivity function SðsÞ and the complementary

sensitivity function TðsÞ; computed using the default parameters shown in Fig. 2.5.

Note that both SðsÞ and TðsÞ are strictly lower than the weighting functionsW�1
e ðsÞ

and W�1
D

ðsÞ; respectively, for all frequencies and therefore satisfy Eqs. 2.12 and

2.13. The H2 controller is designed based on the same code considering c ! 1:
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2.4.2 Experimental Results

The combined computed torque plus H1 or H2 controllers were applied to the

UARM on a trajectory with starting position qð0Þ ¼ ½0� 0� 0��T and desired

position qðTÞ ¼ ½�20� 30� � 30��T with T ¼ ½4:0 4:0 4:0�s: To test the con-

trollers’ disturbance rejection properties we add, to the torques computed by the

robust controllers, exponentially attenuated sinusoidal torque disturbances of the

form:

sdi ¼ Aie

�ðt�tfi
Þ2

2r2
i sinðxitÞ;

where Ai is the maximum disturbance amplitude for joint i, tfi and ri are respec-

tively the mean and standard deviation of the attenuation function, and xi is

the frequency of the sinusoid. Figure 2.7 presents the torque disturbances for
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Fig. 2.6 Sensibility function SðsÞ versus W�1
e ðsÞ and complementary sensibility function TðsÞ

versus W�1
D

ðsÞ
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A ¼ ½0:02 � 0:01 0:005� N, x ¼ ½10 7:5 5� rad/s, tfi ¼ 2 s, and ri ¼ 0:6;
for i ¼ 1; . . .; 3: These values were chosen so that the maximum values of the

torque disturbances represent at least 20% of the maximum applied torques during

experiments performed without disturbances.

The parameters used to design the linear H2 and H1 controllers are presented

in Tables 2.1 and 2.2. The experimental results obtained when the manipulator

was not subject to torque disturbances are shown in Figs. 2.8, 2.9, 2.10 and 2.11.

Note that the joint positions track the desired trajectories and reach the set-points

within the specified time.

The experimental results for the case where external disturbances are applied

are shown in Figs. 2.12, 2.13, 2.14 and 2.15. One can clearly note the decrease in

performance, which is anticipated given the high disturbance values compared to

the nominal torques. Still, the joint positions reach the set-points once the dis-

turbances are attenuated.
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T
o
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Joint 1
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Fig. 2.7 Torque

disturbances

Table 2.1 Kp and Kd gains for the H2 and H1 controllers

Controller Kp Kd

Linear H2 control 20 0 0

0 30 0

0 0 50

2
4

3
5

6 0 0

0 8 0

0 0 10

2
4

3
5

Linear H1 control 20 0 0

0 30 0

0 0 55

2
4

3
5

6 0 0

0 8 0

0 0 10:5

2
4

3
5

Table 2.2 Performance parameters for the H2 and H1 controllers

Controller Ms xb (rad/s) e Mu xbc (rad/s) e1

H2 and H1 controls 2.2 0.44 10�5 100 70 10�4
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To compare the performance of H1 and H2 controllers with and without

disturbances, we define the following two performance indexes that measure the

joint position errors and amount of torque applied to each joint:
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Fig. 2.14 Joint positions,
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disturbances
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Performance Indexes

• L2 norm of the error state vector

L2½~x� ¼
1

tr

Ztr

0

k~xðtÞk22dt

0
@

1
A

1
2

; ð2:23Þ

where ~xðtÞk k2¼ ~xðtÞT~xðtÞ is the Euclidean norm and tr is the time it takes for

all joints to reach the set-point.
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The L2 norm measures the joint position errors and is widely used to compare

the performance of controllers (see, for example, [3, 10, 13, 15]). The sum of

applied torques index is an indirect measure of the energy consumption of the

robot.

We repeated the experiments described above five times, and computed the

average of each performance index; the results are shown in Table 2.3. The

experimental results shown in Figs. 2.8, 2.9, 2.10, 2.11, 2.12, 2.13, 2.14 and 2.15

correspond to the samples that are closest to the mean values of L2ð~xÞ and E½s�
shown in Table 2.3.

Note that when the manipulator is subject to disturbances L2½x� norm of the

linear H2 controller increases in 26%, whereas the increase of the same index for

the H1 controller was only 7%. The increase in sum of applied torques was

approximately 8% and 2% for H2 and H1 controllers, respectively. In other

words, the H1 controller provides greater robustness to external disturbances.

This example illustrates the main motivation of this book, that is, to develop linear

and nonlinear robust controllers based on H1 approaches for robotic

manipulators.
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Chapter 3

Nonlinear H‘ Control

3.1 Introduction

In this chapter we present a set of nonlinear H1 control methodologies for robot

manipulators. In few words, nonlinear H1 control consists in guaranteeing a pre-

defined level of attenuation of the effects of the disturbance in the system output.

We deal with two fundamental approaches in this class of controllers: the first is

based on game theory and the second is based on linear parameter varying (LPV)

techniques.

The H1 control of manipulators based on game theory we are considering in

this chapter was developed in [4], taking into account the optimal solution pre-

sented in [7]. This approach provides an explicit global solution for the control

problem, formulated as a minimax game. The solution proposed in [4] was applied

to a fully-actuated experimental manipulator with high inertia in [8]. The approach

based on LPV techniques provides a systematic way to design controllers that

schedule the varying parameters of the system and achieve the H1 performance

[9]. The nonlinear dynamics can be represented as an LPV system in which the

parameters are a function of the state, named quasi-LPV representation.

The presentation of both approaches in this chapter is motivated by the fact that

the first one provides a constant gain, similar to the results obtained with feedback

linearization procedures, while the second one provides a time-varying gain which

is a result of the solution of several coupled Riccati inequalities. We investigate

the robustness of both approaches through experimental results.

This chapter is organized as follows: Sect. 3.2 presents the quasi-LPV repre-

sentation of robot manipulators. Section 3.3 presents the H1 control via game

theory proposed in [4], as well as a variant based on mixed H2=H1 control.

Section 3.4 presents the H1 control for LPV systems. Section 3.5 presents

guidelines to implement the proposed controllers and the results obtained on the

UARM.

A. A. G. Siqueira et al., Robust Control of Robots,
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Specific notations used in this chapter include: a matrix C is said to be skew-

symmetric when C ¼ �CT ; and L2 will be used to denote the set of bounded-

energy signals, i.e., L2ð0;TÞ ¼ fw :
R T

0
wðtÞk k2dt\1g:

3.2 Quasi-LPV Representation of Robot Manipulators

The dynamic equation of a robot manipulator is given by Eq. 1.1:

s ¼ MðqÞ€qþ Cðq; _qÞ _qþ Fð _qÞ þ GðqÞ: ð3:1Þ

In this section we are interested in formulating the manipulator model in terms

of nominal parameters, parametric uncertainties and exogenous disturbances. We

can divide the parameter matrices MðqÞ; Cðq; _qÞ; Fð _qÞ; and GðqÞ into a nominal

and a perturbed part:

MðqÞ ¼ M0ðqÞ þ DMðqÞ;

Cðq; _qÞ ¼ C0ðq; _qÞ þ DCðq; _qÞ;

Fð _qÞ ¼ F0ð _qÞ þ DFð _qÞ;

GðqÞ ¼ G0ðqÞ þ DGðqÞ;

where M0ðqÞ; C0ðq; _qÞ; F0ð _qÞ; and G0ðqÞ are the nominal matrices, and

DMðqÞ; DCðq; _qÞ; DFð _qÞ; and DGðqÞ are the parametric uncertainties. With these

uncertainties and adding a finite energy exogenous disturbance, sd; after some

algebra, Eq. 3.1 can be rewritten as:

sþ dðq; _q; €qÞ ¼ M0ðqÞ€qþ C0ðq; _qÞ _qþ F0ð _qÞ þ G0ðqÞ; ð3:2Þ

with

dðq; _q; €qÞ ¼ �ðDMðqÞ€qþ DCðq; _qÞ _qþ DFð _qÞ þ DGðqÞ � sdÞ:

In order to express this equation in a form appropriate for the nonlinear control

methods we are dealing with in this chapter, the following state tracking error is

defined:

~x ¼
q� qd

_q� _qd

� �
¼

~q
_~q

� �
; ð3:3Þ

where qd and _qd 2 <n are the desired reference trajectory and the corresponding

velocity, respectively. The variables qd; _qd and €qd; the desired acceleration, are

assumed to be within the physical and kinematics limits of the manipulator. The

dynamic equation for the state tracking error is given from Eqs. 3.2 and 3.3 as:

_~x ¼ Aðq; _qÞ~xþ Buþ Bw ð3:4Þ
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with

Aðq; _qÞ ¼
0 In

0 �M�1
0 ðqÞC0ðq; _qÞ

� �
;

B ¼
0

In

� �
;

u ¼ M�1
0 ðqÞðs�M0ðqÞ€q

d � C0ðq; _qÞ _q
d � F0ð _qÞ � G0ðqÞÞ;

w ¼ M�1
0 ðqÞdðq; _q; €qÞ:

The applied torque is given by:

s ¼ M0ðqÞð€q
d þ uÞ þ C0ðq; _qÞ _q

d þ F0ð _qÞ þ G0ðqÞ:

Although the matrices M0ðqÞ and C0ðq; _qÞ explicitly depend on the joint

positions, we can consider them as functions of the position and velocity errors [7]:

M0ðqÞ ¼ M0ð~qþ qdÞ ¼ M0ð~x; tÞ;

C0ðq; _qÞ ¼ C0ð~qþ qd; _~qþ _qdÞ ¼ C0ð~x; tÞ:

Hence, Eq. 3.4 is a quasi-LPV representation for the robot manipulator with

Að~x; tÞ representing the state transition matrix.

3.3 H‘ Control via Game Theory

In this section, we utilize a classical solution based on game theory for the H1

control problem of a robot manipulator derived from Eq. 3.4. We also discuss a

variant based on mixed H2=H1 control.

3.3.1 H‘ Control

Following [4] and [7], the solution for the H1 control takes into account a state

transformation given by:

~z ¼
~z1
~z2

� �
¼ T0~x ¼

T1
T2

� �
~x ¼

I 0

T11 T12

� �
~q
_~q

� �
; ð3:5Þ

where T11; T12 2 <n�n are constant matrices to be determined. With this trans-

formation, the dynamic equation of the state tracking error can be rewritten as:

_~x ¼ ATð~x; tÞ~xþ BTð~x; tÞuþ BTð~x; tÞw; ð3:6Þ
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with

ATð~x; tÞ ¼ T�1
0

�T�1
12 T11 T�1

12

0 �M�1
0 ðqÞC0ðq; _qÞ

" #
T0;

BTð~x; tÞ ¼ T�1
0

0

M�1
0 ðqÞ

" #
;

u ¼ M0ðqÞT2 _~xþ C0ðq; _qÞT2~x;

w ¼ M0ðqÞT12M
�1
0 ðqÞdðq; _q; €qÞ:

The relationship between the applied torques and the control input is

given by:

s ¼ M0ðqÞ€qþ C0ðq; _qÞ _qþ F0ð _qÞ þ G0ðqÞ; ð3:7Þ

with

€q ¼ €qd � T�1
12 T11

_~x� T�1
12 M

�1
0 ðqÞ C0ðq; _qÞB

TT0~x� u
� �

: ð3:8Þ

The objective of the robust control considered in this section is to attenuate the

effects of the disturbance w on the position and velocity of the manipulator joints

through the state feedback control u ¼ Fð~xÞ~x: With this strategy in mind, and

subject to the tracking error dynamics, the following performance criterion, which

includes a desired disturbance attenuation level c; is proposed in [4]:

min
uð�Þ2L2

max
0 6¼wð�Þ2L2

R1
0

1
2
~xTðtÞQ~xðtÞ þ 1

2
uTðtÞRuðtÞ

� �
dtR1

0
1
2
wTðtÞwðtÞ

� �
dt

� c2; ð3:9Þ

where Q and R are positive definite symmetric weighting matrices and ~xð0Þ ¼ 0:
This performance criterion represents the classical minimax optimization problem

with weighting matrices introduced in the output and in the control input terms.

According to game theory, a solution to this problem can be found if there exists a

continuously differentiable Lyapunov function Vð~x; tÞ that satisfies the following

Bellman-Isaacs equation [2]:

�
oVð~x; tÞ

ot
¼ min

uð�Þ
max
wð�Þ

Lð~x; u;wÞ þ
oVð~x; tÞ

o~x

� �T

~x

( )
;

with terminal condition Vð~xð1Þ;1Þ ¼ 0 and Lð~x; u;wÞ ¼ 1
2
~xTðtÞQ~xðtÞ þ 1

2
uTðtÞ

RuðtÞ � 1
2
c2wTðtÞwðtÞ: Selecting a Lyapunov function of the form:

Vð~x; tÞ ¼
1

2
~xTPð~x; tÞ~x; ð3:10Þ
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where Pð~x; tÞ is a positive definite symmetric matrix for all ~x and t, the Bellman-

Isaacs equation becomes the following Riccati equation:

_Pð~x; tÞ þ Pð~x; tÞATð~x; tÞ þ ATð~x; tÞPð~x; tÞ

þ Pð~x; tÞBTð~x; tÞ R�1 �
1

c2
I

� �
BTð~x; tÞPð~x; tÞ þ Q ¼ 0: ð3:11Þ

With an appropriate choice of the matrix Pð~x; tÞ and by use of the skew-

symmetric matrix C0ðq; _qÞ �
1
2
_M0ðq; _qÞ; the Riccati equation can be simplified to

an algebraic matrix equation. In [4, 7], the Pð~x; tÞ selected as solution for this

problem is defined as:

Pð~x; tÞ ¼ TT
0

K 0

0 M0ð~x; tÞ

� �
T0; ð3:12Þ

where K is a positive definite symmetric constant matrix. The simplified algebraic

equation is given as:

0 K

K 0

� �
� TT

0 B R�1 �
1

c2
I

� �
BTT0 þ Q ¼ 0: ð3:13Þ

The H1 robust control is obtained through the following simple and elegant

procedure:

u� ¼ �R�1BTT0~x: ð3:14Þ

One can note that the resulting control input u is actually a static gain. The

terminal condition is satisfied for the choice of Pð~x; tÞ as in Eq. 3.12 [4]. Then, to

solve the algebraic Eq. 3.13, we can adopt as solution the following T0 and

K matrices:

T0 ¼
I 0

RT
1Q1 RT

1Q2

� �
ð3:15Þ

and

K ¼
1

2
QT

1Q2 þ QT
2Q1

� �
�
1

2
QT

21 þ Q12

� �
;

with the conditions K[ 0 and R\c2I: Matrix R1 is the result of the Cholesky

factorization:

RT
1R1 ¼ R�1 �

1

c2
I

� ��1

ð3:16Þ
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and the positive definite symmetric matrix Q is factored as

Q ¼
QT

1Q1 Q12

QT
12 QT

2Q2

� �
: ð3:17Þ

Some remarks can be made about the selection of the weighting matrices

Q1; Q2; and R and the attenuation level c:

• There exists a compromise between the parameter c and the weighting matrix R:

firstly R is selected and then c is adjusted according to the constraint R\c2I:
• As c ! 1 the resulting controller approximates the H2 controller, which does

not guarantee disturbance attenuation.

• In order to satisfy the conditions K[ 0 and R\c2I; and to obtain a feasible

solution to the Cholesky factorization, it is easier to select the weighting

matrices Q1; Q2; and R as diagonal matrices, and Q12 ¼ 0: Let Q1 ¼
g1In; Q2 ¼ g2In; and R ¼ rIn: With these choices and considering Eqs. 3.7, 3.8,

and 3.14, the applied torque becomes

s ¼ M0ðqÞ €qd �
g1
g2

_~x2

� �
þ C0ðq; _qÞ _qd �

g1
g2

~x2

� �

þ F0ð _qÞ þ G0ðqÞ �
1

r
In

g1
g2

In

� �
~x: ð3:18Þ

• If off-diagonal elements are added to the matrix Q2; even when Q2 remains

positive definite, matrix T�1
12 may contain negative elements. In this case,

positive feedback may appear in the control law (Eq. 3.7).

3.3.2 Mixed H2=H‘ Control

The mixed H2=H1 nonlinear control aims to minimize a quadratic cost while

attenuating disturbances. This problem was solved in [3] based on game theory. In

the mixed case, the H2 optimal control must be obtained while ensuring that the

H1 performance criterion is satisfied. Given a desired disturbance level c[ 0 and

weighting matrices Q1; Q2; and R, the mixed H2=H1 control problem is solved if

there exist a controller u such that the H2 optimal cost

min
uðtÞ

J2ðu;wÞ ð3:19Þ

can be achieved under the H1 constraint:

max
wðtÞ2L2½0;tf �

J1ðu;wÞ�~xTð0ÞP~xð0Þ; ð3:20Þ
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with

J2ðu;wÞ ¼ ~xTðtf ÞQ2f~xðtf Þ þ

Ztf

0

ð~xTðtÞQ2~xðtÞ þ uTðtÞRuðtÞÞdt

and

J1ðu;wÞ ¼ ~xTðtf ÞQ1f~xðtf Þ þ

Ztf

0

ð~xTðtÞQ1~xðtÞ þ uTðtÞRuðtÞÞdt

� c2
Ztf

0

wTðtÞwðtÞdt;

where P ¼ PT
[ 0; Q1f ¼ QT

1f [ 0; and Q2f ¼ QT
2f [ 0: The solution for this

problem is given by the following coupled algebraic equations:

0 K1

K1 0

� �
� TT

0 B R�1 �
1

c2
In

� �
BTT0 þ Q1 ¼ 0 ð3:21Þ

and

0 K2

K2 0

� �
� TT

0 B R�1 �
2

c2
In

� �
BTT0 þ Q2 ¼ 0; ð3:22Þ

where B ¼ ½In 0�T : The optimal control and the worst-case disturbance are

given by:

u� ¼ �R�1BTT0~x; w� ¼
1

c2
BTT0~x:

To solve Eqs. 3.21 and 3.22 some constraints are required to compute the

matrices Q1; Q2; and R. Subtracting Eq. 3.22 from 3.21 yields:

0 K1 � K2

K1 � K2 0

� �
�

1

c2
TT
0 BB

TT0 þ Q1 � Q2 ¼ 0:

Since ð1=c2ÞTTBBTT is positive definite, the constraint, Q1 [Q2 [ 0; must

hold. The positive definite symmetric matrices Q1 and DQ can be factored as:

Q1 ¼
QT

11Q11 Q12

QT
12 QT

22Q22

� �
; DQ ¼

DQT
11DQ11 DQ12

DQT
12 DQT

22DQ22

� �

where DQ ¼ Q1 � Q2: The solutions of Eqs. 3.21 and 3.22 are given by

T0 ¼
In 0

cDQ11 cDQ22

� �
; ð3:23Þ
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K1 ¼
1

2
QT

11Q22 þ QT
22Q11

� �
�
1

2
QT

12 þ Q12

� �
; ð3:24Þ

and

K2 ¼
1

4
QT

11Q22 þ QT
22Q11

� �
�
1

4
QT

12 þ Q12

� �
; ð3:25Þ

where K1 and K2 are positive definite matrices ðQT
11Q22 þ QT

22Q11 [QT
12 þ Q12Þ:

To guarantee that these two coupled equations are solvable, the matrix R must be

of the form:

R ¼ c2½In þ ðQ11DQ
�1
11 Þ

TðQ11DQ
�1
11 Þ�

�1: ð3:26Þ

3.4 H‘ Control via Linear Matrix Inequalities

In this section we present another class of nonlinear H1 controllers. The designs

we consider here are based on state and on output feedback approaches. We deal

with linear parameter-varying (LPV) systems whose control procedure is synthe-

sized in terms of linear matrix inequalities (LMIs). It is important to emphasize an

interesting difference between this approach and the solution we presented in Sect.

3.3, based on game theory. The solutions obtained through game theory are based

on algebraic Riccati equations in which the controller gain is fixed, independently

of parameter variations in the manipulator. In the solutions provided in this section

we solve a convex optimization problem through a set of LMIs and as a by-product

we obtain a time-varying controller gain. The advantage of this procedure is that

we can incorporate the parameters’ derivatives in the derivation of the controller.

The optimization problem in this approach is based on the following nonlinear

system with exogenous disturbances w 2 <p; control inputs u 2 <m; and output

variables z 2 <q :

_x ¼ f ðxÞ þ b1ðxÞwþ b2ðxÞu;

z ¼ hðxÞ þ d1ðxÞwþ d2ðxÞu;
ð3:27Þ

where f ð0Þ ¼ 0 and hð0Þ ¼ 0; and x 2 <n are state variables. We assume that

f ð�Þ; bið�Þ; hð�Þ; dið�Þ are continuously differentiable functions. The performance

of the system (3.27) is defined by adjusting the controller to guarantee that the L2

gain between the disturbance and the output is satisfied, that is,

ZT

0

zðtÞk k2dt� c2
ZT

0

wðtÞk k2dt; ð3:28Þ
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for all T � 0 and all w 2 L2ð0;TÞ with the system starting from xð0Þ ¼ 0: Note that
condition (3.28) is equivalent to the quadratic functional proposed in Eq. 3.9. The

parameter c assumes an equivalent role to that defined in the standard H1 criteria

for linear systems. In virtue of this we can consider that this functional defines an

equivalent nonlinear H1 control problem.

3.4.1 State Feedback H‘ Control for LPV Systems

For the control system we consider in this section, we assume that positions and

velocities of the manipulator joints are measured properly through sensors. Con-

sider the following LPV model:

_x

y

z

2
4
3
5 ¼

AðqðxÞÞ B1ðqðxÞÞ B2ðqðxÞÞ
C1ðqðxÞÞ 0 0

C2ðqðxÞÞ 0 I

2
4

3
5

x

w

u

2
4

3
5; ð3:29Þ

where x is the state vector, u is the control input vector, w is the external input

vector, y and z are the output variables, and qðxÞ is the parameter varying vector.

Assume that the underlying parameter qðxÞ varies in the allowable set:

Fm
P ¼ qðxÞ 2 C1ð<n;<mÞ : qðxÞ 2 P; _qij j � mi

� 	
; ð3:30Þ

for i ¼ 1; . . .; k; where P 	 <m is a compact set, m ¼ ½m1 � � � mm�
T
with mi � 0 and

miðqÞ� _qi � miðqÞ; i ¼ 1; . . .;m: We denote by C1ð<n;<mÞ the set of continuously
differentiable functions that map <n to <m: The state feedback control problem

considered here aims at finding a continuous function FðqÞ such that the closed

loop system has an L2 gain less than or equal to c under a state feedback law

u ¼ FðqÞx: According to [9],

if there exists a continuously differentiable matrix function XðqðxÞÞ[ 0

that satisfies:

EðqðxÞÞ XðqðxÞÞCT
1 ðqðxÞÞ B1ðqðxÞÞ

C1ðqðxÞÞXðqðxÞÞ �I 0

BT
1 ðqðxÞÞ 0 �c2I

2
4

3
5\0; ð3:31Þ

where

EðqðxÞÞ ¼ �
Xm

i¼1

miðqÞ
oXðqðxÞÞ

oqi
� B2ðqðxÞÞB

T
2 ðqðxÞÞ

þ bAðqðxÞÞXðqðxÞÞ þ XðqðxÞÞbAðqðxÞÞT
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Under the assumption that the underlying parameter qðxÞ varies within the

allowable set Fm
P; we can combine the effect of the positions and velocities

derivatives of the manipulator through the summation
Pm

i¼1 miðqÞ—representing

that every combination of miðqÞ and miðqÞ should be included in the inequality.

Hence, Eq. 3.31 actually represents 2m inequalities. The solution of this set of

LMIs characterizes an infinitesimal convex optimization problem, which is hard to

solve numerically. With some approximations, a practical scheme was developed

in [9] to compute these LMIs based on basis functions related to the XðqðxÞÞ and

on the grid of the parameter set P. First we need to choose a set of C1 basis

functions /iðqÞf gMi¼1 for XðqðxÞÞ in order to rewrite it as:

XðqðxÞÞ ¼
XM

i¼1

/iðqðxÞÞXi; ð3:32Þ

where Xi 2 Sn�n is the coefficient matrix for /iðqðxÞÞ: Applying this matrix

XðqðxÞÞ in Eq. 3.31, the constraint turns into a LMI in terms of the matrix variables

Xif gMi¼1; when the parameter qðxÞ is fixed, and we can define the following

and bAðqðxÞÞ ¼ AðqðxÞÞ � B2ðqðxÞÞC2ðqðxÞÞ; then the closed loop system

has L2 gain � c under the state feedback control law

uðtÞ ¼ �ðB2ðqðxÞÞX
�1ðqðxÞÞ þ C2ðqðxÞÞÞxðtÞ:

Optimization problem:

min
Xif gMi¼1

c2

subject to

E�ðqÞ
PM

j¼1 /jðqÞXjC
T
1 ðqÞ B1ðqÞ

C1ðqÞ
PM

j¼1 /jðqÞXj �I 0

BT
1 ðqÞ 0 �c2I

2
64

3
75\0;

XM

j¼1

/jðqÞXj [ 0; ð3:33Þ

where

E�ðqÞ ¼ �
Xm

i¼1

miðqÞ
oXðqðxÞÞ

oqi
� B2ðqÞB

T
2 ðqÞ

þ
XM

j¼1

/jðqÞðbAðqÞXj þ Xj
bAðqÞTÞ:
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To solve this infinite dimensional optimization problem, we can grid the

parameter set P along L points qkf gLk¼1 in each dimension. Since Eq. 3.31 consists

of 2m entries, a total of ð2m þ 1ÞLm matrix inequalities in terms of the matrices

Xif g should be solved. This computation has a few obvious limitations. The

number of parameters and the number of points L should be chosen such that the

solution is reached in a feasible number of iterations. A lower limit for L so that it

is possible to find a global solution for all LMIs was proposed in [9]. Another

problem is the lack of guidance in choosing the basis functions /i: In terms of the

robotic applications we are considering in this chapter, an useful procedure is to

define these functions according to the variables that define the dynamics of the

robot manipulator—for example, sinðqiÞ and cosðqiÞ which appear in the inertial,

centripetal, and Coriolis matrices. Section 3.5 in this chapter presents some

examples.

3.4.2 Output Feedback H‘ LPV Control

In this section, we present an approach for controlling robotic manipulators based

on output feedback techniques and on LPV systems. In this formulation, the

controller aims to stabilize the closed loop system while guaranteeing that the L2

gain between the disturbance and the output of the system is bounded by an

attenuation level c: Output feedback control of robotic applications is interesting

from the point of view of economy of sensors. The designer can avoid, for

example, installing joint velocity sensors and rely instead on position sensors only.

The LPV-based representation in this control strategy is justified with the same

arguments used in the state-feedback control aforementioned: it is close to the

Lagrange–Euler equations, in which positions and velocities of the robot manip-

ulator are part of the parameter matrices of the model. To apply the control

techniques presented in [1], the robot manipulator needs to be represented in the

following form:

_x ¼ AðqðxÞÞxþ B1ðqðxÞÞwþ B2ðqðxÞÞu;

z ¼ C1ðqðxÞÞxþ D11ðqðxÞÞwþ D12ðqðxÞÞu;

y ¼ C2ðqðxÞÞxþ D21ðqðxÞÞw;

ð3:34Þ

where qðxÞ ¼ q1ðxÞ; . . .; qNðxÞ½ �T belongs to a convex space P, and qiðxÞ;
i ¼ 1; . . .;N; are the time-varying parameters satisfying j _qiðxÞj� mi with

mi � 0; i ¼ 1; . . .;N; the bounds of the parameter variation rates. Consider as

system disturbances the desired position, qd; and the combined torque disturbance,

d; that is: w ¼ ½dT ðqdÞT �T : The system outputs, z, are the position error, qd � q;

and the control input, u. The control output is the position error, y ¼ qd � q; since
only the position is measured directly. In this case, the manipulator can be

described by (3.34) with:
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AðqðxÞÞ ¼ Aðq; _qÞ; B1ðqðxÞÞ ¼ BðqÞ 0½ �; B2ðqðxÞÞ ¼ BðqÞ;

C1ðqðxÞÞ ¼
0 �I

0 0

� �
; C2ðqðxÞÞ ¼ 0 � I½ �; D11ðqðxÞÞ ¼

0 I

0 0

� �
;

D12ðqðxÞÞ ¼ 0 I½ �T ; D21ðqðxÞÞ ¼ 0 I½ �; D22ðqðxÞÞ ¼ 0;

where Aðq; _qÞ and BðqÞ are obtained from (3.4). In [1], the authors propose two

H1 control techniques to solve this control problem. We use the approach named

projected characterization, which is based on fundamental results developed in

[5], to control a manipulator based on the LPV model (3.34). The controller

dynamics are defined as:

_xK
u

� �
¼

AKðqðxÞ; _qðxÞÞ BKðqðxÞ; _qðxÞÞ
CKðqðxÞ; _qðxÞÞ DKðqðxÞ; _qðxÞÞ

� �
xK
y

� �
: ð3:35Þ

To obtain the controller we must first solve a set of LMIs in XðqðxÞÞ and YðqðxÞÞ
minimizing c according to the following

Projected characterization algorithm:

NX 0

0 I

� �T _X þ XAþ ATX XB1 CT
1

BT
1X �cI DT

11

B1 D11 �cI

2
64

3
75

NX 0

0 I

� �
\0; ð3:36Þ

NY 0

0 I

� �T � _Y þ YAT þ AY YCT
1 B1

C1Y �cI D11

BT
1 DT

11 �cI

2
64

3
75

NY 0

0 I

� �
\0; ð3:37Þ

X I

I Y

� �
[ 0; ð3:38Þ

where NX and NY designate any bases of the null spaces of ½C2 D21� and

½BT
2 DT

12�; respectively. After finding X and Y, compute DK to satisfy:

rmaxðD11 þ D12DKD21Þ\c ð3:39Þ

and set Dcl :¼ D11 þ D12DKD21; compute bAK ; bBK and bCK through

0 D21 0

DT
21 �cI DT

cl

0 Dcl �cI

2
4

3
5 bBT

K

I

� �
¼ �

C2

BT
1X

C1 þ D12DKC2

2
4

3
5; ð3:40Þ

0 DT
12 0

D12 �cI Dcl

0 DT
cl �cI

2
4

3
5 bCK

I

� �
¼ �

BT
2

C1Y

ðB1 þ B2DKD21Þ
T

2
4

3
5; ð3:41Þ
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Note that the matrices in this algorithm depend on qðxÞ; this dependency was

omitted for convenience. The LMI problem defined through Eqs. 3.36–3.38 is

infinite-dimensional, since the parameter vector qðxÞ varies continuously. To solve

this problem, we can divide the parameter space, P, in several points. The vari-

ables XðqðxÞÞ and YðqðxÞÞ will be a solution if both satisfy the LMIs for all points.

There is no systematic rule that defines how XðqðxÞÞ and YðqðxÞÞ vary upon qðxÞ;
although this problem is usually solved using basis functions to describe the

unknown matrices, which lead them to be written as:

XðqðxÞÞ ¼
XM

i¼1

/iðqðxÞÞXi;

YðqðxÞÞ ¼
XM

i¼1

wiðqðxÞÞYi;

ð3:43Þ

where /iðqðxÞÞf gMi¼1 and wiðqðxÞÞf gMi¼1 are differentiable functions of qðxÞ
(see [1] for details). Note that to obtain the best performance with this con-

troller, the choice of mi (in order to guarantee j _qiðxÞj� mi) should be checked

a posteriori.

3.5 Examples

In this section we present the application of the H1 and H2=H1 control

approaches discussed in this chapter to the UARM. We present guidelines to select

the weighting matrices when using game theory and to select basis functions when

using linear matrices inequalities.

bAK ¼� ðAþ B2DKC2Þ
T þ ½XB1 þ bBKD21ðC1 þ D12DKC2Þ

T �

�
�cI DT

cl

Dcl �cI

� ��1
ðB1 þ B2DKD21Þ

T

C1Y þ D12
bCK

" #
; ð3:42Þ

where I means that the respective entries are not important to the compu-

tation of the controller. N and M are solved through the factorization

problem I � XY ¼ NMT : Finally, compute AK ; BK ; and CK as:

AK ¼ N�1ðX _Y þ bAK � XðA� B2DKC2ÞY � bBKC2Y � XB2
bCKÞM

�T ;

BK ¼ N�1ðbBK � XB2DKÞ;

CK ¼ ðbCK � DKC2YÞM
�T :
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3.5.1 Design Procedures

The implementation of theH1 controller via game theory is relatively simple. The

control design parameters can be selected in the Control Environment for Robot

Manipulators through the Controller Design box (Fig. 3.1), by pressing the

Controller Design button and selecting NLH-Game Theory in the menu

Controller. The following parameters can be selected:

• gamma: Defines the value of the attenuation level c:
• r: Defines the positive definite symmetric weighting matrix R. For simplicity,

R is considered of the form rIn:
• Q1: Defines the positive definite symmetric weighting matrix Q1:
• Q2: Defines the positive definite symmetric weighting matrix Q2:

Matrices T0; T11; and T12 are obtained following the steps described in

Sect. 3.3. The Cholesky factorization, Eq. 3.16, is computed by the Matlab

function Y = chol(X). If X is positive definite, this function results in an upper

triangular matrix Y so that YTY ¼ X: An error message is printed if X is not

positive definite. For the proposed controller, the user must select r\c2 to satisfy

this condition. From Eqs. 3.3 and 3.17, note that matrices Q1 and Q2 are related

with the joint velocity and position errors, respectively. Also, from the solution of

the algebraic Eq. 3.15 and the control action (3.14), matrices Q1 and Q2 work

Fig. 3.1 Controller Design box for H1 control via game theory
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directly in the joint velocity and position corrections, acting like a PD controller.

On the other hand, matrix R works in both position and velocity errors through the

matrix R1:
For the H1 controller via quasi-LPV representation, the user can select the

following control parameters through the Control Design box shown in Fig. 3.2:

• L: Defines the number of points in the grid of the parameter set P.

• rho1max: Defines the maximum absolute value for the first element of the

parameter vector q defined in Sect. 3.5.3. The parameter range is defined as

q1 2 �q1max ; q1max

 �

:

• rho2max: Defines the maximum absolute value for the second element of

parameter q:
• Vmax: Defines the maximum value for the variation rates of the parameters qi: It
is considered the same value for all parameters.

• gamma: Defines the value for the attenuation level c:

The H1 controller via quasi-LPV representation is designed via the following

steps. First, the dynamic matrices AðqÞ; B1ðqÞ; B2ðqÞ; C1ðqÞ; and C2ðqÞ are

computed for each point of the grid defined by the parameter set. The number of

points in the grid is specified by the control parameters L, rho1lim and rho2lim.

The following Matlab code performs the computation of the grid points and the

dynamic matrices; this code is found in the directory CERobnUnderactuated
Simulator.

Fig. 3.2 Controller Design box for H1 controller via quasi-LPV representation
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The second step in the controller design procedure is the computation of the

matrices Xi; which define the controller itself. These matrices satisfy the set of

LMIs defined by Eq. 3.32. The number of variables Xi is specified by the number

of basis functions /iðqðxÞÞ defined in the code above. For the examples shown in

this book, three basis functions are used: /1ðqðxÞÞ ¼ 1; which corresponds to the

fixed component of XðqÞ; /2ðqðxÞÞ ¼ cosð~q2Þ and /3ðqðxÞÞ ¼ cosð~q3Þ; which

correspond to the variable component of XðqÞ and are in accordance with the

practical procedure mentioned in Sect. 3.4.1. The solution of the LMI problem is

found using the LMI Toolbox developed by Gahinet et al. [6]. The following

Matlab code performs the definition of the LMIs and the computation of the

controller solution.
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3.5.2 Controller Design via Game Theory

For all experimental results of the controllers based on game theory we provide in

this subsection we adopt the initial position qð0Þ ¼ ½0
 0
 0
�T and desired final

position qðTÞ ¼ ½�20
 30
 � 30
�T ; where the vector T ¼ ½3:4 4:0 4:0� s contains
the trajectory duration time for each joint. Exogenous disturbances of the fol-

lowing form are introduced at td ¼ 1:5 s:

sd ¼

�0:08e�2ðt�tdÞsinð2pðt � tdÞÞ

0:04e�2ðt�tdÞsinð2pðt � tdÞÞ

�0:02e�2ðt�tdÞsinð2pðt � tdÞÞ

2
664

3
775:

The maximum disturbance peak is approximately 40% of the torque value at

t ¼ 2:0 s: In all graphics presented in the remainder of this book, the dashed line

represents joint 1, the solid line represents joint 2 and the dotted line represents

joint 3.

H1 control: For the H1 controller designed via game theory, described in

Sect. 3.3, the attenuation level found according to Eq. 3.16 is c ¼ 2:2: The

weighting matrices used are:

Q1 ¼ 2I3; Q2 ¼ I3; Q12 ¼ 0; and R ¼ 3:5I3:

Mixed H2=H1 control: The experiment for this controller is performed based

on the following weighting matrices:

R ¼

4:14 0 0

0 4 0

0 0 3:86

2
64

3
75; Q1 ¼

0:15 0 0 0 0 0

0 0:2 0 0 0 0

0 0 0:25 0 0 0

0 0 0 0:6 0 0

0 0 0 0 0:8 0

0 0 0 0 0 1

2
666666664

3
777777775

;

and Q2 ¼
I3 0

0 4I3

� �
: The level of attenuation c is determined from Eq. 3.26. The

experimental joint positions and applied torques are shown in Figs. 3.3, 3.4, 3.5

and 3.6. Table 3.1 shows the values of the cost functions J1 and J2; see Eqs. 3.19

and 3.20, and level of attenuation c for the H1 and mixed H2=H1 controllers.

Note that we consider also an H2 controller which is easily obtained considering

c ! 1 in the H1 controller. We observe that the disturbance rejection constraint,

J1 � 0; is satisfied for both H1 and mixed H2=H1 controllers. The greater H1

controller capability to attenuate disturbances, represented by a lower value of c; is
confirmed by the lower value of the performance index J1:
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3.5.3 Controller Design via Linear Matrix Inequalities

State Feedback Control: To apply the control algorithm described in Sect. 3.4, the

manipulator should be represented by Eq. 3.29. The parameters qð~xÞ chosen are

the state representing the position errors of joints 2 and 3, i.e.,

qð~xÞ ¼ ~q2 ~q3½ �T :

This choice is based on the fact that the inertia matrix MðqÞ and the Coriolis

matrix Cðq; _qÞ are functions of the positions of joints 2 and 3. Consequently, they

are functions of the position errors. The system outputs, z1 and z2; are the position
and velocity errors and the control variable, u, respectively. Hence, the system can

be described by:

AðqðxÞÞ ¼ Aðqð~xÞÞ;

B1ðqðxÞÞ ¼ B;

B2ðqðxÞÞ ¼ B;

C1ðqðxÞÞ ¼ I6;

C2ðqðxÞÞ ¼ 0;

where the matrices Aðqð~xÞÞ and B are defined in Eq. 3.4. The compact set P is

defined as qð~xÞ 2 �30; 30½ �
� �30; 30½ �
: The parameter variation rate is bounded

by _qj j � 50
=s: The basis functions selected are
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Table 3.1 Cost functions,

J1 and J2; and attenuation

level, c

H2 H1 H2=H1

J1 – -1.87 -0.563

J2 0.027 – 0.087

c – 2.2 3.0
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/1ðqð~xÞÞ ¼ 1;

/2ðqð~xÞÞ ¼ cosð~q2Þ;

/3ðqð~xÞÞ ¼ cosð~q3Þ:

The matrix Xðqð~xÞÞ; when represented in this basis is given by:

Xðqð~xÞÞ ¼ /1ðqð~xÞÞX1 þ /2ðqð~xÞÞX2 þ /3ðqð~xÞÞX3:

The parameter space is divided in L ¼ 5 grid points in each dimension, which

means that 125 LMIs have to be solved for the Xi variables. The best attenuation

level found is c ¼ 1:2: Experimental results (joint positions and applied torques)

are shown in Figs. 3.7 and 3.8.

Output Feedback Control: The selected parameters for this controller, which

are part of the state vector are:
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qð~xÞ ¼ ~q2 ~q3½ �T :

56 3 Nonlinear H1 Control



The parameter space P is defined as qð~xÞ 2 30 � 30½ �
� 30 � 30½ �
: The

parameter variation rate is bounded by _qj j � 90
=s: The unknown matrices Xðqð~xÞÞ
and Yðqð~xÞÞ were defined as follows:

Xðqð~xÞÞ :¼ /1ðqð~xÞÞX1;

Yðqð~xÞÞ :¼ w1ðqð~xÞÞY1 þ w2ðqð~xÞÞY2 þ w3ðqð~xÞÞY3;

where /1ðqð~xÞÞ ¼ 1; w1ðqð~xÞÞ ¼ 1; w2ðqð~xÞÞ ¼ sinðq2Þ þ cosðq2Þ; andw3ðqð~xÞÞ ¼
sinðq3Þ þ cosðq3Þ:

For the algorithm described in Eqs. 3.35–3.42, the matrices bAk; bBk; bCk; and Dk

are assumed to be constant. They do not depend on the basis functions, like X does,

when /1ðqð~xÞÞ is set to 1. The parameter space was divided in L ¼ 5 grid points

for each parameter. The best levels of attenuation found was c ¼ 2:359: Experi-
mental results (joint positions and applied torques) are shown in Figs. 3.9 and

3.10.

We compare the performance of the four nonlinear H1 controllers presented

in this section using the performance indexes defined in Eqs. 2.23 and 2.24. A

total of five experiments were performed for each controller to compute a mean

value for the L2 norm and the sum of the applied torques E½s�: The experi-

mental results shown in Figs. 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9 and 3.10 corre-

spond to the samples that are closest to the mean values of L2ð~xÞ and E½s�;
shown in Table 3.2.

Note that the nonlinear H1 controllers based on the game theory presents

the best L2½~x� norm value, which can be confirmed by the best desired tra-

jectory tracking shown in the graphics. Also, the H2=H1 controller presented

the lowest energy consumption, which is explained by the H2 component of

this functional.
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Table 3.2 Performance

indexes
Controller L2½~x� E½s� (N m s)

H1 control through game theory 0.0149 0.3709

Mixed H2=H1 control 0.0141 0.2917

State feedback LPV control 0.0271 0.3945

Output feedback LPV control 0.0266 0.3575
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Chapter 4

Adaptive Nonlinear H‘ Control

4.1 Introduction

Generally speaking, three classes of control strategies are available in the literature

for robotic manipulators. They are categorized according to the level of knowledge

the designer has about the dynamic model of the robot (see for instance [1–11],

and references therein). Strategies in the first class consider that both the mathe-

matical model and the values of the kinematic and dynamic parameters are well

known and available to the controller. Parametric uncertainties are treated as

perturbations acting on the system to be suppressed by a robust controller. The

controllers presented so far in this book belong in this class.

The second class of control strategies considers that the analytical expressions

of the dynamic model of the manipulator are known, but the parameters values

used in the controller design are imprecise. In this case, an adaptive control law

can be used to estimate the uncertain parameters. The linear parameterization

property has been extensively used to deal with this problem [6, 11]; it states that

the dynamic model of robotic manipulators can be expressed as the product of a

signal-dependent matrix, namely the regression matrix, and a parameter-dependent

vector which contains the uncertain parameters. These parameters are updated on-

line by an error-based control law.

Controllers in the third class consider that both the dynamic model of the

manipulator and its parameters’ values are unknown. In this case, control strategies

such as neural networks, fuzzy logic, and genetic algorithms, have been used to

estimate the dynamic model of the manipulator, see for instance [2, 3].

Adaptive nonlinear H1 controllers for robot manipulators are proposed in

[2–4]; they fall within both the second and third classes of controllers afore-

mentioned. A model-based adaptive algorithm is proposed in [4], where a robust

tracking design considers that the unknown parameters can be learned by classical

adaptive update laws. In [3], an adaptive neural-network tracking control with a

guaranteed H1 performance is developed. The neural network is employed to

approximate the robot dynamics and the torque disturbances; the H1 controller is

A. A. G. Siqueira et al., Robust Control of Robots,

DOI: 10.1007/978-0-85729-898-0_4, � Springer-Verlag London Limited 2011
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designed to attenuate the effect of the approximation (generated by the neural

network algorithm and considered as the disturbance to be attenuated) on the

tracking error.

In this chapter, we assume that the nominal model of the robot manipulator is

known and we estimate only the uncertain part of the robot dynamics through

approaches based on linear parameterization and neural networks [7].

This chapter is organized as follows: Sect. 4.2 describes the adaptive control

strategy based on the linear parameterization property, with an H1 attenuation.

Section 4.3 presents the set of neural networks used to estimate the robot dynamics

and the solution for the adaptive neural network-based control problem. Section 4.4

presents the results of applying the proposed controllers to the UARM robot.

4.2 Adaptive H‘ Control

One of the most widely used adaptive control strategies for robot manipulators

takes advantage of the robot’s dynamic model linear parameterization property:

Property 4.1 Consider the dynamic matrices of a robot manipulator, M(q),

Cðq; _qÞ; Fð _qÞ; and G(q) and a given joint trajectory, qs 2 <n; with its

derivatives, _qs and €qs: It is always possible to find an n�p-dimensional

matrix of known functions, Yð€qs; _qs; qsÞ; and a p-dimensional vector with

components depending on manipulator parameters, h; such that:

MðqsÞ€qs þ Cðqs; _qsÞ _qs þ Fð _qsÞ þ GðqsÞ ¼ Yð€qs; _qs; qsÞh: ð4:1Þ

For the adaptive nonlinear H1 controllers described in this chapter, the

dynamic equation of the state tracking error for a robot manipulator must be

written in a suitable form. Consider again the dynamic equation of a robot

manipulator with exogenous torque disturbance:

sþ sd ¼ MðqÞ€qþ Cðq; _qÞ _qþ Fð _qÞ þ GðqÞ:

Taking into account the formulation presented in Sect. 3.3 for the state tracking

error (3.3) and the state transformation (3.5), the state space equation is given as:

_ex ¼ ATðex; tÞex þ BTðex; tÞuþ BTðex; tÞw; ð4:2Þ

with

ATðex; tÞ ¼ T�1
0

�T�1
12 T11 T�1

12

0 �M�1
0 ðqÞC0ðq; _qÞ

" #
T0;

BTðex; tÞ ¼ T�1
0

0

M�1
0 ðqÞ

� �
;
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u ¼ T12ð�f ðxeÞ þ sÞ;

w ¼ MðqÞT12M
�1ðqÞsd;

f ðxeÞ ¼ MðqÞð€qd � T�1
12 T11

_eqÞ þ Cðq; _qÞð _qd � T�1
12 T11eqÞ þ Fð _qÞ þ GðqÞ;

and xe ¼ ð€qdÞTð _qdÞTðqdÞT _qTqT
� �T

: The resulting applied torques are given by s ¼

f ðxeÞ þ T�1
12 u: These torques are essentially the same presented in Eq. 3.7 for the

nonlinear H1 control. The difference is that, here, we use the complete dynamic

matrices (MðqÞ; Cðq; _qÞ; Fð _qÞ; and G(q)) instead of the nominal dynamic matri-

ces (M0ðqÞ; C0ðq; _qÞ; F0ð _qÞ; and G0ðqÞ). We can consider the model-based term

f ðxeÞ as composed of nominal and uncertain terms defined by:

f ðxeÞ ¼ f0ðxeÞ þ Df ðxeÞ; ð4:3Þ

where

f0ðxeÞ ¼ M0ðqÞð€q
d � T�1

12 T11
_eqÞ þ C0ðq; _qÞð _q

d � T�1
12 T11eqÞ þ F0ð _qÞ þ G0ðqÞ;

Df ðxeÞ ¼ DMðqÞð€qd � T�1
12 T11

_eqÞ þ DCðq; _qÞð _qd � T�1
12 T11eqÞ þ DFð _qÞ þ DGðqÞ:

The controller design presented in Sect. 3.3 considers the uncertain terms as

part of the disturbance w. Here, the assumption of linear parameterization of

Df ðxeÞ is used to design an adaptive control law to learn the behavior of this

uncertain term. According to Property 4.1, Df ðxeÞ can be expressed as:

Df ðxeÞ ¼ Yð€qd; _qd; qd; _q; qÞh: ð4:4Þ

The adaptive controller described aims to estimate the uncertain part Df ðxeÞ and
to satisfy a desired H1 tracking performance. Considering the above formulation,

we are able to state the

Adaptive Nonlinear H1 Control Problem: Given a level of attenuation c;
find an adaptive state feedback controller:

_̂
h ¼ aðt;exÞ; s ¼ f0ðxeÞ þ Y ĥþ T�1

12 u;

such that the closed-loop system satisfies the following performance index

ZT

0

exTQex þ uTRu
� �

dt � exTð0ÞP0exð0Þ þ ehTð0ÞS0ehð0Þ

þ c2
ZT

0

ðwTwÞdt;
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for some matrices Q ¼ QT
[ 0; R ¼ RT

[ 0; P0 ¼ PT
0 [ 0; and S0 ¼ ST0 [

0; where eh ¼ h� ĥ denotes the parameter estimation error and ĥ is the

estimated parameter vector.

The solution for this nonlinear control problem can be found following the

game theory-based derivation presented in Chap. 3 and the adaptive controller

proposed in [4]. For this purpose, consider the following Lyapunov function:

Vðex; tÞ ¼ 1

2
exTPðex; tÞex þ 1

2
ehTSeh;

where Pðex; tÞ is the positive definite symmetric solution of the Riccati equation

3.11. The adaptive control law

_̂
h ¼ �S�1YTT12B

T
Tðex; tÞPðex; tÞex;

s ¼ f0ðxeÞ þ Y ĥ� T�1
12 R

�1BT
Tðex; tÞPðex; tÞex;

ð4:5Þ

is a solution for the adaptive nonlinear H1 control problem, for any positive

definite symmetric matrix S. Analogously to Sect. 3.3 and based on the solution of

the algebraic equation (3.13), we can find the following

Simplified solution:

_̂
h ¼ �S�1YTT12B

TT0ex;
s ¼ f0ðxeÞ þ Y ĥ� T�1

12 R
�1BTT0ex:

ð4:6Þ

In order to guarantee that the estimated parameter vector ĥðtÞ is inside a given

constraint region for all t, projection algorithms must be used in this control

approach. Consider a pre-assigned constraint region X
ĥ
of the parameter ĥ; with

X
ĥ
¼ fĥ : ĥT ĥ�M

ĥ
þ dg for some M

ĥ
[ 0 and d[ 0: A projection algorithm can

be given as [2]:

Proj½U� ¼

U; if ĥT ĥ�M
ĥ
or

ĥT ĥ[M
ĥ
and ĥTU� 0;

U�
ðĥT ĥ�M

ĥ
ÞĥTU

dĥT ĥ
ĥ; otherwise;

8
>>><
>>>:

ð4:7Þ

where U ¼ �S�1YTT12B
TT0ex:
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4.3 Neural Network-Based H‘ Control

When themathematicalmodel of the roboticmanipulator is only partially known—for

example, when friction components cannot be fullymodeled—neural networks can be

used to estimate the unknown elements of the model. One advantage of neural net-

work-based strategies is that they do not need information on the system analytical

model. In this section, a neural networkDf ðxe;HÞ;whereH is a vector containing the

tunable network parameters, is used to approximate the uncertain term Df ðxeÞ in
(4.3). This is an alternative approach to the linear parameterization presented earlier.

We define n neural networks Dfkðxe; hkÞ; k ¼ 1; . . .; n composed of nonlinear

neurons in every hidden layer and linear neurons in the input and output layers,

with adjustable parameters hk in the output layers [2, 3]. The single-output neural

networks are of the form:

Dfkðxe; hkÞ ¼
Xpk

i¼1

H
X5n

j¼1

wk
ijxej þ mk

i

 !
hki ¼ nTk hk; ð4:8Þ

where

nk ¼

nk1

..

.

nkpk

2
64

3
75 ¼

H
P5n

j¼1 w
k
1jxej þ mk

1

� 	

..

.

H
P5n

j¼1 w
k
pk j
xej þ mk

pk

� 	

2
6664

3
7775; hk ¼

hk1

..

.

hkpk

2
64

3
75;

and pk is the number of neurons in the hidden layer, the weights wk
ij and the biases

mk
i for 1� i� pk; 1� j� 5n and 1� k� n are assumed to be constant and speci-

fied by the designer, and Hð:Þ is the hyperbolic tangent function

HðzÞ ¼
ez � e�z

ez þ e�z
:

Note that in Eq. 4.8, 5n represents five state variables: position, velocity, and the

desired position, velocity and acceleration of n joints. The complete neural net-

work is denoted by:

Df ðxe;HÞ ¼

Df1ðxe; h1Þ

Df2ðxe; h2Þ

..

.

Dfnðxe; hnÞ

2
66664

3
77775
¼

nT1h1

nT2h2

..

.

nTnhn

2
666664

3
777775
;

¼

nT1 0 . . . 0

0 nT2
..
.

0

..

. ..
. . .

. ..
.

0 0 . . . nTn

2
6666664

3
7777775

h1

h2

..

.

hn

2
66664

3
77775
¼ NH: ð4:9Þ
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We assume that there exists a parameter value H
I 2 XH such that Df ðxe;H

IÞ
can approximate Df ðxeÞ as close as possible, where XH is a pre-assigned constraint

region. When neural networks are used, one possible way of achieving H1 per-

formance is to consider the approximation error df ðxeÞ ¼ Df ðxe;H
IÞ � Df ðxeÞ as

a disturbance. This approach was used in [3], where the complete robot dynamic

term f ðxeÞ is approximated by a neural network. Since the the approximation error

includes the effects of the uncertain dynamics, however, the necessary property

that the disturbance be square-integrable is not simple to be demonstrated.

An alternative procedure is to consider that the approximation error is bounded

by a state-dependent function, that is, there exists a function kðxeÞ[ 0 such that

df ðxeÞi


 

� kðxeÞ; for all 1� i� n: With this weaker assumption, it is possible to

include a variable structure control (VSC) into the control strategy and the dis-

turbance remains square-integrable, since it is composed only of the external

torque disturbances.

With these assumptions, the adaptive control problem with H1 performance

for robotic manipulators can be reformulated as follows.

Considering the results of the previous section and the Lyapunov function

Vðex; tÞ ¼ 1

2
exTPðex; tÞex þ 1

2
ehTZeh;

Adaptive Neural Network Nonlinear H1 Control Problem: Given a level

of attenuation c; find an adaptive neural network state feedback controller

_H ¼ bðt; exÞ;
s ¼ f0ðxeÞ þ NHþ T�1

12 uþ T�1
12 kðxeÞus;

such that the following performance index is achieved:

ZT

0

exTQex þ uTRu
� �

dt� exTð0ÞP0exð0Þ þ eHTð0ÞZ0 eHð0Þ

þ c2
ZT

0

ðwTwÞdt;

for some matrices Q ¼ QT
[ 0;R ¼ RT

[ 0;P0 ¼ PT
0 [ 0; and Z0 ¼

ZT
0 [ 0; where eH ¼ H�H

� denotes the neural parameter estimation error,

and us is the VSC control used to eliminate the effect of the approximation

error. u and us are defined in the following.
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where Pðex; tÞ is the solution of the Riccati equation 3.11, the adaptive neural

network control law

_H ¼ �Z�1
N
TT12B

T
Tðex; tÞPðex; tÞex;

s ¼ f0ðxeÞ þ NH� T�1
12 R

�1BT
Tðex; tÞPðex; tÞex

� T�1
12 kðxeÞsgnðB

T
Tðex; tÞPðex; tÞexÞ;

is a solution for the adaptive neural network nonlinear H1 control problem, for

any positive definite symmetric matrix Z. Note that the control inputs u and us
result in:

u ¼ �R�1BT
Tðex; tÞPðex; tÞex;

us ¼ �sgnðBT
Tðex; tÞPðex; tÞexÞ:

Again, we can compute a

As cited in [3, p. 17], neural network systems may yield a poor approximation of a

nonlinear continuous function if there exist some discontinuous uncertainties in the

function, causing instability in the control system. It was emphasized in that reference

that theH1 attenuation property solves this problem. The same stability property is

guaranteed in the procedure proposed in this section, mainly because the neural

network is used only to ameliorate the performance of the mathematical model.

4.4 Examples

In this section we present practical guidelines to implement the adaptive control

strategies described in this chapter. These guidelines show how to compute the

regression matrix and the adaptive parameter vector for the model-based meth-

odology (Sect. 4.2), and the neural networks for the network-based one (Sect. 4.3).

The proposed controllers can be designed by the user through the Control Envi-

ronment for Robots (CERob). We present experimental results obtained with the

UARM manipulator.

Simplified solution:

_H ¼ �Z�1
N
TT12B

TT0ex;
s ¼ f0ðxeÞ þ NH� T�1

12 R
�1BTT0ex � T�1

12 kðxeÞsgnðB
TT0exÞ;

ð4:10Þ

where T0 is a solution of Eq. 3.13. The projection algorithm described in

Sect. 4.2 (Eq. 4.7) is also used in order to guarantee that the parameter H is

constrained to the compact set XH:
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4.4.1 Design Procedures

The most important issues related to the design of model-based adaptive control

strategies are the definition of the estimation parameter vector h and the compu-

tation of the regression matrix. As a starting point, the estimation parameters can

be selected as the manipulators dynamic parameters or a (possibly nonlinear)

combination of them. For example, the linear parameterization of the three-link

robot manipulator UARM used to obtain the results presented in Sect. 4.4.2 is:

h1 ¼ Dðm1l
2
c1Þ; h2 ¼ Dðm2l

2
1Þ; h3 ¼ Dðm2l1lc2Þ;

h4 ¼ Dðm3l
2
1Þ; h5 ¼ Dðm3l

2
c3Þ; h6 ¼ Dðm3l1lc3Þ;

h7 ¼ DI1; h8 ¼ DI3; h9 ¼ Df1;
h10 ¼ Df2; h11 ¼ Df3:

With this selection, the regression matrix Yð€qd; _qd; qd; _q; qÞ is given by:

Yð�Þ ¼
Y11ð�Þ Y12ð�Þ � � � Y1;11ð�Þ
Y21ð�Þ Y22ð�Þ � � � Y2;11ð�Þ
Y31ð�Þ Y32ð�Þ � � � Y3;11ð�Þ

2
4

3
5;

where

Y11ð�Þ¼2y11þy12; Y12ð�Þ¼y11;

Y13ð�Þ¼2cosðq2Þy11þcosðq2Þy12�sinðq2Þ _q2y21�sinðq2Þð _q1þ _q2Þy22;

Y14ð�Þ¼ð2þ2cosðq2ÞÞy11þð1þcosðq2ÞÞy12�sinðq2Þ _q2y21�sinðq2Þð _q1þ _q2Þy22;

Y15ð�Þ¼y11þy12þy13;

Y16ð�Þ¼ð2cosðq2þq3Þþ2cosðq3ÞÞy11þðcosðq2þq3Þþ2cosðq3ÞÞy12
þðcosðq2þq3Þþcosðq3ÞÞy13�sinðq2þq3Þ _q2y21
�ðsinðq2þq3Þþsinðq3ÞÞ _q3y21�sinðq2þq3Þð _q1þ _q2Þy22
�ðsinðq2þq3Þþsinðq3ÞÞ _q3y22�ðsinðq2þq3Þþsinðq3ÞÞð _q1þ _q2þ _q3Þy23;

Y17ð�Þ¼2y11þy12; Y18ð�Þ¼y11þy12þy13;

Y19ð�Þ¼ _q1; Y1;10ð�Þ¼0; Y1;11ð�Þ¼0;

Y21ð�Þ¼2y11þy12; Y22ð�Þ¼0;

Y23ð�Þ¼cosðq2Þy11þsinðq2Þ _q1y21;

Y24ð�Þ¼ð1þcosðq2ÞÞy11þy12þsinðq2Þ _q1y21;

Y25ð�Þ¼y11þy12þy13;

Y26ð�Þ¼ðcosðq2þq3Þþ2cosðq3ÞÞy11þ2cosðq3Þy12þcosðq3Þy13þsinðq2þq3Þ _q1y21
�sinðq3Þ _q3y21�sinðq3Þ _q3y22�sinðq3Þð _q1þ _q2þ _q3Þy22;

Y27ð�Þ¼y11þy12; Y28ð�Þ¼y11þy12þy13;

Y29ð�Þ¼0; Y2;10ð�Þ¼ _q2; Y2;11ð�Þ¼0;

Y31ð�Þ¼0; Y32ð�Þ¼0; Y33ð�Þ¼0; Y34ð�Þ¼0;

Y35ð�Þ¼y11þy12þy13;
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Y36ð�Þ¼cosðq2þq3Þy11þcosðq3Þy11þcosðq3Þy12þsinðq2þq3Þ _q1y21þsinðq3Þ _q1y21

�sinðq3Þ _q2y21þsinðq3Þð _q1þ _q2Þy22;

Y37ð�Þ¼0; Y38ð�Þ¼y11þy12þy13;

Y39ð�Þ¼0; Y3;10ð�Þ¼0; Y3;11ð�Þ¼ _q3;

and
y11 ¼ ð€qd1 � T�1

12 T11
_eq1Þ; y12 ¼ ð€qd2 � T�1

12 T11
_eq2Þ;

y13 ¼ ð€qd3 � T�1
12 T11

_eq3Þ; y21 ¼ ð _qd1 � T�1
12 T11eq1Þ;

y22 ¼ ð _qd2 � T�1
12 T11eq2Þ; y23 ¼ ð _qd3 � T�1

12 T11eq3Þ:

The MATLAB� code used to compute the above function can be found in the

file CERobnUnderactuatednpr3l_adap.m, along with all other files men-

tioned in this section.

The implementation of the adaptive nonlinear H1 controller follows the

expressions in Eq. 4.6, with the inclusion of the projection algorithm. This algo-

rithm prevents the estimation parameter vector to increase without bounds. In the

following MATLAB� code, the constraint region is defined by Mtheta and

delta, respectively, M
ĥ
and d in (4.7).
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The controller gains T11, T12, and T0 used in this code are computed

according to Sect. 3.3 through the selection of the weighting matrices Q and

R. These matrices and the adaptive gain S, along with the constraint region

parameters, can be added by selecting Adaptive Hinf in the menu Con-

troller and pressing the Controller Design button (see Fig. 4.1).

To implement the adaptive neural network-based controller, the main difference

resides in the computation of matrix N; used in the adaptation law. This matrix is

given by a set of neural networks, whose inputs are the desired joint accelerations,

velocities and positions, and the actual joint velocities and positions. The fol-

lowing MATLAB� code shows how to compute N for a general robot manipulator

with n joints and considering pk neurons in the hidden layer. We show in Sect.

4.4.3 the special case where n ¼ 3 and pk ¼ 7:

Fig. 4.1 Controller design box for the adaptive nonlinear H1 controller
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The neural network parameters can be selected by choosing Adaptive NN

Hinf in the menu Controller and pressing the Controller Design button.

4.4.2 Model-Based Controller

In this section, we present the results obtained with the implementation of the

adaptive nonlinear H1 control on the robotic manipulator UARM [10]. The

parameter vector, h; is defined as a combination of the dynamic parameters of

the manipulator in order to derive the linear parameterization of Df ðxeÞ: The

structure of h and the related regression matrix Yð�Þ for the results presented here

are those shown in Sect. 4.4.1.

For the experiments presented in this section and the next one, an external

disturbance of the following form is added at td ¼ 2s; where l ¼ 0:72:

sd ¼

0:04e
�ðt�td Þ

2

2l2 sinð3:2ptÞ

0:04e
�ðt�td Þ

2

2l2 sinð2:4ptÞ

0:02e
�ðt�td Þ

2

2l2 sinð1:6ptÞ

2
6664

3
7775:

The robot motion is performed considering an initial position qð0Þ ¼ ½0� 0� 0��T

and desired final position qðTf Þ ¼ ½�20� 30� �30��T ; where the vector Tf ¼
½4:0 4:0 4:0� s contains the trajectory duration time for each joint. Figures 4.2 and

4.3 show the experimental results for the adaptive nonlinear H1 control, with

hð0Þ ¼ ½0. . .0�T11�1; S ¼ 100; c ¼ 2; and weighting matrices R ¼ 3:6I3 and
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Q ¼
30I3 0

0 30I3

� �
:

4.4.3 Neural Network-Based Controller

To implement the adaptive nonlinear H1 control via neural networks in the three-

link robot manipulator UARM, three neural networks (Dfkðxe; hkÞ; k ¼ 1; . . .; 3)
must be computed. The inputs of the neural networks are the elements of xe; i.e.,
the desired joint accelerations, velocities and positions, and the actual joint

velocities and positions. Define the following auxiliary variable to deal with the

input signals:

w ¼
X3

i¼1

ðqi � qdi Þ þ
X3

i¼1

ð _qi � _qdi Þ �
X3

i¼1

€qdi : ð4:11Þ

This variable is the input for the hyperbolic tangent functions working here as

the activation functions of the hidden layer. The weights wk
ij assume the values

1 and -1, respectively, for the actual and desired joint variables. The number of

neurons in the hidden layer plays an important role in the effectiveness of the

neural networks as function approximators. From the study presented in [3],

confirmed here by the experimental results, seven hidden layer neurons present the

best results in terms of the parameter estimation process. The matrix N can be

computed as:

N ¼
nT1 0 0

0 nT2 0

0 0 nT3

2
4

3
5;
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where nT1 ¼ ½n11; . . .; n17�; n
T
2 ¼ ½n21; . . .; n27� and nT3 ¼ ½n31; . . .; n37�; with nki; i ¼

1; . . .; pk; computed according to (4.8). The biases mk
i assume the values

�1:5; �1; �0:5; 0; 0:5; 1 and 1:5; respectively, from the first to seventh

neurons, for all neural networks. The network parameters H are defined as:

H ¼
h1
h2
h3

2
4

3
5;

with

h1 ¼ h11 h12 h13 h14 h15 h16 h17½ �T ;

h2 ¼ h21 h22 h23 h24 h25 h26 h27½ �T ;

h3 ¼ h31 h32 h33 h34 h35 h36 h37½ �T :

To apply the variable structure controller, we assume that the approximation

error is bounded by the state-dependent function kðxeÞ defined as:

kðxeÞ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ex21 þ ex22

q
: ð4:12Þ

The results for the adaptive neural network nonlinear H1 control, with Hð0Þ ¼

½0 � � � 0�T21�1; Z ¼ 10; and c; R and Q as defined in Sect. 4.4.2, are shown in

Figs. 4.4 and 4.5.

We compare the performance of the two adaptive nonlinear H1 controllers by

looking at the values of the performance indexes L2½ex� and E½s�: As in Chap. 3,

five experiments were performed with each controller and an average of the

indexes was computed. The experimental results shown in Figs. 4.2, 4.3, 4.4 and

4.5 correspond to the samples that are closest to the mean values of L2ðexÞ and E½s�
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(Table 4.1). Note that the adaptive neural network nonlinear H1 control presents

the best result with respect to the L2 performance index. However, the total energy

spent, indicated by the total torque index, is greater for this controller than for the

adaptive H1 control based on linear parameterization. This is natural since the

controller needs to devote an extra effort to more efficiently attenuate the effects of

the external disturbances on the tracking error. The difference, however, is all but

negligible.
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Table 4.1 Performance

indexes
Controller L2½ex� E½s� (Nm s)

Adaptive nonlinear H1 0.0245 0.2235

Adaptive neural network nonlinear H1 0.0227 0.2257

72 4 Adaptive Nonlinear H1 Control



References

1. Bergerman M (1996) Dynamics and control of underactuated manipulators. Ph.D. Thesis,

Carnegie Mellon University, Pittsburgh, p 129

2. Chang YC (2000) Neural network-based H1 tracking control for robotic systems. IEE Proc

Control Theory Appl 147(3):303–311

3. Chang YC, Chen BS (1997) A nonlinear adaptive H1 tracking control design in robotic

systems via neural networks. IEEE Trans Control Syst Technol 5(1):13–29

4. Chen BS, Chang YC, Lee TC (1997) Adaptive control in robotic systems with H1 tracking

performance. Automatica 33(2):227–234

5. Chen BS, Lee TS, Feng JH (1994) A nonlinear H1 control design in robotic systems under

parameter perturbation and external disturbance. Int J Control 59(2):439–461

6. Craig JJ (1985) Adaptive control of mechanical manipulators. Addison-Wesley, Reading

7. Ge SS, Lee TH, Harris CJ (1998) Adaptive neural network control of robotic manipulators.

World Scientific, Singapore

8. Lewis FL, Abdallah CT, Dawson DM (2004) Robot manipulator control: theory and practice.

Marcel Dekker, Inc., New York

9. Postlethwaite I, Bartoszewicz A (1998) Application of non-linear H1 control to the Tetrabot

robot manipulator. Proc Inst Mech Eng: Part I. J Syst Control Eng 212(16):459–465

10. Siqueira AAG, Petronilho A, Terra MH (2003) Adaptive nonlinear H1 techniques applied to

a robot manipulator. In: Proceedings of the IEEE conference on control applications,

Istanbul, Turkey

11. Slotine JJ, Li W (1987) On the adaptive control of robot manipulators. Int J Rob Res

6(3):49–59

References 73



Part II

Fault Tolerant Control of Robot
Manipulators



Chapter 5

Underactuated Robot Manipulators

5.1 Introduction

In this book we use the term underactuated manipulators to denote open, serial

chain robotic manipulators with more joints than actuators. In general, underac-

tuation can occur as a result of failures, as a consequence of the system’s

mechanical design, or as an inherent property of the system. Examples of

manipulators in each category include: regular industrial manipulator with a failed

joint motor; hyper-redundant snake-like robots purposely designed with some

unactuated joints; and space manipulators mounted on free-floating satellites.

Several references present the particularities of each type of underactuation; a

representative sample includes [1–7]. Underactuation usually introduces nonhol-

onomic constraints in the system’s dynamic equation. These are non-integrable

constraints involving the system state’s first- or second-order (or higher) deriva-

tives that allow one to control more degrees of freedom (DOF) than the number of

actuators available. (According to [8], the term holonomous was coined by

Heinrich Hertz (1857–1894)).

Although it may not seem obvious at first, in many cases it is possible to control

the position of all joints of an underactuated manipulator thanks to the dynamic

coupling between the joints. Here, we consider that the unactuated joints are

equipped with on/off brakes. Controling the positions of all joints of an under-

actuated manipulator is a multi-step process. First, unactuated joints are unlocked

and their positions controlled via their dynamic coupling with the actuated ones.

As they reach their target positions, they are locked in place. Once all unactuated

joints have converged to their desired positions, and are all locked, the actuated

joints can be controlled as if the manipulator were fully actuated. In this chapter

we present this phased approach in more detail; the number of control phases

necessary to control the position of all joints depends on the number of actuated

and unactuated joints in the system.

The fact that not all joints are actuated may reduce the system’s robustness

against disturbances and modeling uncertainties. This represents the main
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motivation for this chapter: to improve the robustness of underactuated manipu-

lators through nonlinear H1 techniques. We start by defining in Sect. 5.2 three

different ways of grouping an underactuated manipulator’s active and passive

joints into appropriate vectors that allow us to cast its dynamic model in a quasi-

linear parameter varying (quasi-LPV) form. Based on this quasi-LPV model, we

present in Sect. 5.3 an H1 control method via linear matrix inequalities (LMIs)

that can be used to design the controller’s gains. Then in Sect. 5.4 we present an

H1-based controller via game theory that can be used to independently control the

actuated and unactuated joints. In Sect. 5.5 we present an alternative adaptive H1

control methodology based on the mathematic model of the underactuated

manipulator and on neural networks. Finally, in Sect. 5.6 we present examples of

the application of these controllers to the UARM in a configuration with one

passive and two active joints.

5.2 Quasi-LPV Representation of Underactuated Manipulators

Consider a manipulator with n joints, of which na are actuated and np are not,

where na þ np ¼ n: The unactuated joints are equipped with on/off brakes and are

termed passive joints; the actuated ones are termed active joints. At any given

instant, up to na joints can be controlled simultaneously [1]. The na joints being

controlled are grouped in the vector qc 2 <na ; the vector of controlled joints. All

others are grouped in the vector qr 2 <np ; the vector of remaining joints. There are

three possible ways to construct the vector qc [2]:

1. qc contains only passive joints. All passive joints not in qc (if any) are kept

locked.

2. qc contains both passive and active joints. Again, all passive joints not in qc (if

any) are kept locked.

3. qc contains only active joints. All passive joints are kept locked.

With this in mind, the manipulator’s dynamic equation

sþ dðq; _q; €qÞ ¼ M0ðqÞ€qþ C0ðq; _qÞ _qþ F0ð _qÞ þ G0ðqÞ ð5:1Þ

can be partitioned as:

sa

0

� �
þ

daðq; _q; €qÞ

duðq; _q; €qÞ

� �
¼

MacðqÞ MarðqÞ

MucðqÞ MurðqÞ

� �
€qc

€qr

� �

þ
Cacðq; _qÞ Carðq; _qÞ

Cucðq; _qÞ Curðq; _qÞ

� �
_qc

_qr

� �
þ

Fað _qÞ

Fuð _qÞ

� �
þ

GaðqÞ

GuðqÞ

� �
;

ð5:2Þ

where the indices a and u represent the active and free (unlocked) passive joints,

respectively. For simplicity, the index 0 representing the nominal system is
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omitted. The matrices with indices ac, ar, uc and ur relate torques and accelera-

tions in the active and passive joints to those in the controlled and remaining

joints. For example, Mac transforms torque in the active joints to accelerations in

the controlled joints, and is at the core of the dynamic coupling-based multi-step

control approach described above.

Factoring €qr in the second line of (5.2) and substituting the result back in its first

line, we obtain:

sa þ dðq; _q; €qÞ ¼ M0ðqÞ€qc þ C0ðq; _qÞ _qc þ D0ðq; _qÞ _qr þ F0ðq; _qÞ þ G0ðqÞ; ð5:3Þ

where

M0ðqÞ ¼ MacðqÞ �MarðqÞM
�1
ur ðqÞMucðqÞ;

C0ðq; _qÞ ¼ Cacðq; _qÞ �MarðqÞM
�1
ur ðqÞCucðq; _qÞ;

D0ðq; _qÞ ¼ Carðq; _qÞ �MarðqÞM
�1
ur ðqÞCurðq; _qÞ;

F0ðq; _qÞ ¼ Fað _qÞ �MarðqÞM
�1
ur ðqÞFuð _qÞ;

G0ðqÞ ¼ GaðqÞ �MarðqÞM
�1
ur ðqÞGuðqÞ;

dðq; _q; €qÞ ¼ daðq; _q; €qÞ �MarðqÞM
�1
ur ðqÞduðq; _q; €qÞ:

Recall that the objective is to control the positions of the joints in qc via their

dynamic coupling with qa; irrespective of the nature of the joints in qc (active or

passive). Toward this goal the state tracking error can be defined as:

~xc ¼
qc � qdc
_qc � _qdc

� �
¼

~qc
_~qc

� �
; ð5:4Þ

where qdc and _qdc 2 <na are respectively the desired reference position and velocity

of the controlled joints. There is no reference position defined for the remaining

joints. Hence, a quasi-linear parameter varying (quasi-LPV) representation of the

underactuated manipulator can be defined as follows:

_~xc ¼ Aðq; _qÞ~xc þ Buþ Bw;

y ¼ C1~xc;

z ¼ C2~xc þ u;

ð5:5Þ

where

Aðq; _qÞ ¼
0 Ina

0 �M
�1

0 ðqÞC0ðq; _qÞ

" #
;

B ¼
0

Ina

� �
;

w ¼ M
�1

0 ðqÞdðq; _q; €qÞ;

u ¼ M
�1

0 ðqÞðsa �M0ðqÞ€q
d
c � C0ðq; _qÞ _q

d
c � D0ðq; _qÞ _qr � F0ð _qÞ � G0ðqÞÞ:
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From (5.5), the applied torque is given by:

sa ¼ M0ðqÞ€q
d
c þ C0ðq; _qÞ _q

d
c þ D0ðq; _qÞ _qr þ F0ð _qÞ þ G0ðqÞ þM0ðqÞu: ð5:6Þ

As in Chap. 3, although the matrix M0ðqÞ explicitly depends on the joint

positions, we can consider it as function of the position error M0ðqÞ ¼

M0ðqc; qrÞ ¼ M0ð~qc þ qdcðtÞ; qrÞ ¼ M0ð~xc; qr; tÞ: The same can be considered for

C0ðq; _qÞ; except that C0ðq; _qÞ is also a function of _qr:

5.3 H‘ Control via Linear Matrix Inequalities

The role of the H1 controller is to guarantee that the controlled joints reach their

desired positions while holding the following inequality true:

ZTf

0

zðtÞk k2dt� c2
ZTf

0

wðtÞk k2dt; ð5:7Þ

for all Tf � 0 and all w 2 L2ð0; Tf Þ with the system starting from ~xcð0Þ ¼ 0: The
parameter c in this inequality assumes a role equivalent to that defined in

the standard H1 criterion for linear systems: it establishes a level of attenuation of

the input disturbances on the output of the system. In this section we assume that

all joints are equipped with the appropriate sensors to measure joint position and

velocity. This assumption will be relaxed in future chapters when we study fault-

tolerance control for underactuated manipulators. The state feedback control

problem considered here aims to find a continuous function Fðqð~xcÞÞ such that the

closed loop system has an L2 gain less than or equal to c under a state feedback

law u ¼ Fðqð~xcÞÞ~xc; where qð~xcÞ belongs to the set defined in Eq. 3.30.

According to [9] and [10], if there exists a continuously differentiable matrix

function Xðqð~xcÞÞ[ 0 that satisfies

Eðqð~xcÞÞ Xðqð~xcÞÞC
T

1 B

C1Xðqð~xcÞÞ �I 0

B
T

0 �c2I

2
64

3
75\0; ð5:8Þ

where

Eðqð~xcÞÞ ¼ �
Xm

i¼1

miðqÞ
oXðqð~xcÞÞ

oqi
� BB

T

þ bAðqð~xcÞÞXðqð~xcÞÞ þ Xðqð~xcÞÞ
bAðqð~xcÞÞT ;
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For the underactuated control case, we define different underlying parameters

qð~xcÞ according to the nature of the joints being controlled. In each control phase,

the combination of the positions and velocities of the manipulator is given by the

summation
Pm

i¼1 miðqð~xcÞÞ; which represents that every combination of miðqð~xcÞÞ
and miðqð~xcÞÞ should be included in the inequality (5.8) (recal that

miðqÞ� _qi � miðqÞ; i ¼ 1; . . .;m). The solutions of each set of LMIs, for each

control phase, follow the same reasoning described in Sect. 3.4. First, select a set

of basis functions fiðqð~xcÞÞf gMi¼1 for Xðqð~xcÞÞ and rewrite it as:

Xðqð~xcÞÞ ¼
XM

i¼1

fiðqð~xcÞÞXi; ð5:9Þ

where Xi 2 Sn�n is the coefficient matrix for fiðqð~xcÞÞ: Inserting Xðqð~xcÞÞ in (5.8),

the constraints turn into an LMI in terms of the matrix variables Xif gMi¼1; when the

parameter qð~xcÞ is fixed, and we can define the following optimization problem

min
Xif gMi¼1

c2

subject to

E�ðqð~xcÞÞ
PM

j¼1 fjðqð~xcÞÞXjC
T
1 ðqð~xcÞÞ Bðqð~xcÞÞ

C1ðqð~xcÞÞ
PM

j¼1 fjðqð~xcÞÞXj �I 0

B
T
ðqð~xcÞÞ 0 �c2I

2
64

3
75\0;

XM

j¼1

fjðqð~xcÞÞXj [ 0; ð5:10Þ

where

E�ðqð~xcÞÞ ¼�
Xm

i¼1

miðqð~xcÞÞ
oXðqð~xcÞÞ

oqi

þ
XM

j¼1

fjðqð~xcÞÞðbAðqð~xcÞÞXjþXj
bATðqð~xcÞÞÞ�Bðqð~xcÞÞB

T
ðqð~xcÞÞ:

ð5:11Þ

and bAðqðxcÞÞ ¼ Aðqð~xcÞÞ � BC2; then the closed loop system has L2

gain � c under the state feedback control law:

uðtÞ ¼ �ðBX�1ðqð~xcÞÞ þ C2Þ~xcðtÞ:
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The procedure to solve this optimization problem is identical to the one described

in Sect. 3.4, and should be applied to each control phase according to the nature of the

joints in the vector qc: We present a detailed example later in this chapter.

5.4 H‘ Control via Game Theory

Fully-actuated manipulator control via game theory requires that C0ðq; _qÞ �
1
2
_M0ðq; _qÞ be a skew-symmetric matrix. The partition used in Eq. 5.2, however,

does not guarantee that this property is satisfied in the underactuated case.

Therefore, we introduce a new partition of Eq. 5.1 that maintains that matrix’s

skew-symmetry:

sc

sr

� �
þ

dcðq; _q; €qÞ

drðq; _q; €qÞ

� �
¼

MccðqÞ McrðqÞ

MrcðqÞ MrrðqÞ

� �
€qc

€qr

� �

þ
Cccðq; _qÞ Ccrðq; _qÞ

Crcðq; _qÞ Crrðq; _qÞ

� �
_qc

_qr

� �
þ

Fcð _qÞ

Frð _qÞ

� �
þ

GcðqÞ

GrðqÞ

� �
;

ð5:12Þ

where sc are the controlled joint torques and sr are the remaining joint torques. As

we have shown in Chap. 3, we solve the H1 underactuated manipulator control

problem via game theory through the following state transformation:

~z ¼
~z1
~z2

� �
¼ T0~xc ¼

T1
T2

� �
~xc ¼

I 0

T11 T12

� �
~qc
_~qc

� �
; ð5:13Þ

where T11; T12 2 <n�n are constant matrices to be determined. The control input

can then be selected as:

u ¼ MccðqÞT2 _~xc þ Cccðq; _qÞT2~xc: ð5:14Þ

Considering the second line of Eq. 5.12 and the state tracking error (5.4), the

state transformation (5.13) can be used to generate the following dynamic equation

of the underactuated manipulator:

_~xc ¼ ATð~xc; tÞ~xc þ BTð~xc; tÞuþ BTð~xc; tÞw; ð5:15Þ

where

ATð~xc; tÞ ¼ T�1
0

�T�1
12 T11 T�1

12

0 �M�1
cc ðqÞCccðq; _qÞ

" #
T0;

BTð~xc; tÞ ¼ T�1
0

0

M�1
cc ðqÞ

� �
;

w ¼ MccðqÞT12M
�1
cc ðqÞdcðq; _q; €qÞ:
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Note that we are considering MccðqÞ in terms of controlled positions, and as a

consequence the matrix ATð~xc; tÞ is also given in terms of controlled positions.

From Eq. 5.14, the control acceleration is given by:

€qc ¼ €qdc � T�1
12 T11

_~xc � T�1
12 M

�1
cc ðqÞ Cccðq; _qÞB

TT0~xc � u
� �

: ð5:16Þ

Equation 5.16 gives the necessary accelerations for the controlled joints to

follow the desired reference trajectory, from which the torques in the active joints

can be calculated. First, rewrite Eq. 5.2 as:

sa
0

� �
þ

daðq; _q; €qÞ
duðq; _q; €qÞ

� �
¼

MacðqÞ MarðqÞ
MucðqÞ MurðqÞ

� �
€qc
€qr

� �
þ

baðq; _qÞ
buðq; _qÞ

� �
; ð5:17Þ

where bðq; _qÞ ¼ Cðq; _qÞ þ Fð _qÞ þ GðqÞ; then factor out €qr in the second line and

substitute it in the first one to obtain

sa ¼ MacðqÞ �MarðqÞM
�1
ur ðqÞMucðqÞ

� �
€qc þ baðq; _qÞ

� daðq; _q; €qÞ �MarðqÞM
�1
ur ðqÞðbuðq; _qÞ � duðq; _q; €qÞÞ: ð5:18Þ

The optimal control law for the underactuated case is based on the same the-

oretical arguments developed for the fully-actuated case (see Chap. 3 for more

details):

�u� ¼ �R�1�BTT0~xc; ð5:19Þ

where the matrix �B is given in Eq. 5.5. The matrix Pcð~xc; tÞ is given by

Pcð~xc; tÞ ¼ TT
0

Kc 0

0 Mccð~xc; tÞ

� �
T0;

where Kc is a positive definite symmetric constant matrix which solves the

analogousH1 control problem for the underactuated case. The guidelines to select

T0 and Kc for each control phase follow the approach described in Sect. 3.3. Note

that the skew-symmetry of the matrix Cccðq; _qÞ �
1
2
_Mccðq; _qÞ is guaranteed, as is

necessary in this formulation.

5.5 Adaptive H‘ Control

In this section, the adaptive H1 control methodologies described in Chap. 4 are

applied to the underactuated manipulators. Here too it is important that matrix

Cðq; _qÞ � 1
2
_Mðq; _qÞ be skew-symmetric, which holds when partition (5.12) is used.

When dealing with adaptive controllers, one must find a state space equation

relating the control input to the torque applied to the active joints; this is the

subject of the next sections.
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5.5.1 Model-Based Control

To apply the adaptive control methods to the passive joints of an underactuated

manipulator, we must find a new representation of Eq. 5.1. For convenience, the

Coriolis and centripetal torques are represented as: Dðq; _qÞ _q; with Dðq; _qÞ 2 <nxn:
With qc composed only by passive joints, Eq. 5.1 can be partitioned as:

0

sr

� �
þ

dc

dr

� �
¼

MccðqÞ McrðqÞ

MrcðqÞ MrrðqÞ

� �
€qc

€qr

� �

þ
Dccðq; _qÞ Dcrðq; _qÞ

Drcðq; _qÞ Drrðq; _qÞ

� �
_qc

_qr

� �
þ

Fcð _qÞ

Frð _qÞ

� �
þ

GcðqÞ

GrðqÞ

� �
;

ð5:20Þ

where sc ¼ 0 because only the passive joints are being controlled, and the

dependence of d on ðq; _q; €qÞ is omitted for brevity. Factoring out €qr in the first line

of Eq. 5.20 and substituting it in the second one we obtain:

sa þ d ¼ MðqÞ€qc þ Dðq; _qÞ _qc þ Eðq; _qÞ _qr þ Fð _qÞ þ GðqÞ; ð5:21Þ

with sa ¼ sr and

MðqÞ ¼ MrcðqÞ �MrrðqÞM
�1
cr ðqÞMccðqÞ;

Dðq; _qÞ ¼ Drcðq; _qÞ �MrrðqÞM
�1
cr ðqÞDccðq; _qÞ;

Eðq; _qÞ ¼ Drrðq; _qÞ �MrrðqÞM
�1
cr ðqÞDcrðq; _qÞ;

Fð _qÞ ¼ Frð _qÞ �MrrðqÞM
�1
cr ðqÞFcð _qÞ;

GðqÞ ¼ GrðqÞ �MrrðqÞM
�1
cr ðqÞGcðqÞ;

d ¼ drðq; _q; €qÞ �MrrðqÞM
�1
cr ðqÞdcðq; _q; €qÞ:

Considering (5.21), the state tracking error (5.4), and the state transformation

(5.13), a new dynamic equation of the underactuated manipulator can be written as:

_~xc ¼ ATð~xc; tÞ~xc þ BTð~xc; tÞT12ð�F0ðxeÞ þ saÞ þ BTð~xc; tÞd; ð5:22Þ

with

ATð~xc; tÞ ¼ T�1
0

�T�1
12 T11 T�1

12

0 �M0ðqÞ
�1
D0ðq; _qÞ

" #
T0;

BTð~xc; tÞ ¼ T�1
0

0

M
�1

0 ðqÞ

� �
;

d ¼ M0ðqÞT12M
�1

0 ðqÞðdþ DFðxeÞÞ;
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F0ðxeÞ ¼ M0ðqÞð€q
d
c � T�1

12 T11
_~qcÞ þ D0ðq; _qÞð _q

d
c � T�1

12 T11~qcÞ

þ E0ðq; _qÞ _qr þ F0ð _qÞ þ G0ðqÞ;

DFðxeÞ ¼ DMðqÞð€qdc � T�1
12 T11

_~qcÞ þ DDðq; _qÞð _qdc � T�1
12 T11~qcÞ

þ DEðq; _qÞ _qr þ DFð _qÞ þ DGðqÞ;

where M0ðqÞ; D0ðq; _qÞ; E0ðq; _qÞ; F0ð _qÞ; and G0ðqÞ are the nominal variables of

Eq. 5.20. Note that we added in this equation parametric uncertainty variables

DMðqÞ; DDðq; _qÞ; DEðq; _qÞ; DFð _qÞ; and DGðqÞ related with MðqÞ; Dðq; _qÞ;

Eðq; _qÞ; Fð _qÞ; and GðqÞ; respectively.

When only passive joints are controlled, the inertia matrixM0ðqÞ will always be
negative definite. In order to solve the nonlinear H1 control problem for under-

actuated manipulators, following the reasoning presented in Sect. 5.4, the solution

of the related Riccati equation, Pcð~xc; tÞ; must be a positive definite symmetric

matrix for all ~xc and t. Here, Pcð~xc; tÞ is selected as:

Pcð~xc; tÞ ¼ TT
0

Kc 0

0 �M0ð~xc; tÞ

� �
T0;

where Kc is a positive definite symmetric constant matrix. Additionally, to sim-

plify the Riccati equation the matrix Dðq; _qÞ must be such that Nðq; _qÞ ¼

Dðq; _qÞ � 1
2
_Mðq; _qÞ is skew-symmetric. This can be satisfied with a suitable defi-

nition of the matrices Dccðq; _qÞ and Drcðq; _qÞ resulting from the partition of Dðq; _qÞ
in Eq. 5.21. The other entries of Dðq; _qÞ; Drrðq; _qÞ and Dcrðq; _qÞ; are determined

such that Dðq; _qÞ _q ¼ Vðq; _qÞ: The applied torque in the active joints for the non-

linear H1 control is given by:

sr ¼ F0ðxeÞ þ T�1
12 R

�1BTT0~xc:

For the adaptive nonlinear H1 control, DFðxeÞ can be written as:

DFðxeÞ ¼ Yðq; _q; _qdc � T12T11~qc; €q
d
c � T�1

12 T11
_~qcÞh: ð5:23Þ

Finally, the adaptive control law is given by:

_̂
h ¼ S

�1
Y
T
T12B

TT0~xc;

sr ¼ F0ðxeÞ þ Y
^
hþ T�1

12 R
�1BTT0~xc:
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5.5.2 Neural Network-Based Control

For the adaptive neural network-based nonlinear H1 control described in Chap. 4,

we consider, in the underactuated case, DFðxeÞ according to (5.8) written as:

DFðxe;HÞ ¼ NH;

with N and H given in Eq. 4.9 of Sect. 4.3.

5.6 Examples

To validate the controllers proposed in this chapter we present their application to

the three-link planar underactuated manipulator UARM. We consider that one

joint is passive and two are active. Accordingly, the multi-step control approach

consists of the following phases.

1. Control the position of the passive joint and one active joint until the passive

joint reaches its set-point and is locked in place.

2. Control the position of the active joints as if the manipulator were fully-

actuated.

5.6.1 Design Procedure

The underactuated configuration selected in the tests presented here consists of

joints 1 and 3 active and joint 2 passive, or APA for short. In this case na ¼ 2; and
therefore at most two joint positions can be controlled during each control phase.

In phase 1, named APAu; the vector of controlled joints is selected as

qc ¼ ½q2 q3�
T
; in other words, in phase 1 we control the position of the passive

joint and one of the active joints. In phase 2, named APAl; qc ¼ ½q1 q3�
T
with joint

2 locked in place as it has already reached its set-point.

The nonlinear H1 adaptive control law and the applied torque in the active

joints are given by:

_
H ¼ Z

�T
N
T
T12B

TT0~xc;

sr ¼ f 0ðxe;HÞ þ NHþ T�1
12 R

�1BTT0~xc þ T�1
12 kðxeÞsgnðB

TT0~xcÞ;

where kðxeÞ is a function such that ðdFðxeÞÞi
�� ��� kðxeÞ; for all 1� i� n; and

dFðxeÞ is the approximation error generated by the neural network.
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From a programming perspective it is important that the matrices in the

underactuated manipulator’s dynamic equation be appropriately partitioned

according to each control phase. The following MATLABrcode presents an

example extracted directly from the Underactuated Manipulator Control Envi-

ronment:
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The proposed controllers can also be designed via the Controller Design box

of the UMCE, presented in Chap. 3. Figure 5.1 shows the necessary control

parameters for the adaptive H1 controller. The controllers for the two control

phases of the APA configuration are designed simultaneously, using the guidelines

shown in Chaps. 3 and 4.

5.6.2 LMI-Based Control

We implemented the LMI-based position control method described in Sect. 5.3 on

the UARM in the APA configuration. In control phase 1 qð~xcÞ is selected as the

state representing the position errors of joints 2 and 3, i.e.,

Fig. 5.1 Controller design box for the adaptive H1 controller
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qð~xcÞ ¼ ~q2 ~q3½ �T :

The system outputs, z1 and z2; are the position and velocity errors of the con-

trolled joints and the control variable, u, respectively. Hence, the system can be

described by:

AðqðxÞÞ ¼ Aðqð~xcÞÞ;

B1ðqðxÞÞ ¼ B;

B2ðqðxÞÞ ¼ B;

C1ðqðxÞÞ ¼ I4;

C2ðqðxÞÞ ¼ 0;

where the matrices Aðqð~xcÞÞ and B are defined in (5.5). The parameter space is

divided in L ¼ 5 grid points. The best attenuation level is c ¼ 1:35: In control

phase 2 the state vector is given by:

qð~xcÞ ¼ ~q3 _~q3
� �T

;

where ~q3 and _~q3 are the position and velocity errors of joint 3. Again, the position

and velocity errors of the controlled joints and the control variable, u, are the

outputs of the system. We define qð~xcÞ 2 ½�30; 30�� � ½�50; 50��=s: The parameter

variation rate is bounded by _qj j � ½50�=s 30�=s2�: The basis functions selected for

both control phases are:

f1ðqð ~xcÞÞ ¼ 1;

f2ðqð ~xcÞÞ ¼ cosð~q3Þ;

f3ðqð ~xcÞÞ ¼ cosð _~q3Þ:

The parameter space is again divided in L ¼ 5 grid points. The best level of

attenuation in this phase is c ¼ 1:80: The solutions to the LMI problem for the first

and second control phases are given by:

X1 ¼

0:0893 �0:0369 �0:0660 0:0725
�0:0369 0:1359 0:0288 �0:1667
�0:0660 0:0288 0:1693 �0:0160
0:0725 �0:1667 �0:0160 0:4121

2
664

3
775;

X2 ¼

0:0447 �0:0112 �0:0036 0:0320
�0:0112 0:0110 �0:0085 �0:0401
�0:0036 �0:0085 0:0035 0:0121
0:0320 �0:0401 0:0121 0:0412

2
664

3
775;

5.6 Examples 89



X3 ¼

�0:0094 0:0214 �0:0152 �0:0174

0:0214 0:0128 0:0158 0:0438

�0:0152 0:0158 �0:0087 �0:0402

�0:0174 0:0438 �0:0402 �0:0588

2
664

3
775;

and

X1 ¼

0:2306 0:0115 �0:1994 �0:0008

0:0115 0:2177 �0:0194 �0:1812

�0:1994 �0:0194 0:3850 0:0059

�0:0008 �0:1812 0:0059 0:3452

2
664

3
775;

X2 ¼

�0:0121 �0:0393 0:0151 0:0386

�0:0393 0:0023 0:0386 �0:0025

0:0151 0:0386 �0:0206 0:0084

0:0386 �0:0025 0:0084 0:0050

2
664

3
775;

X3 ¼

�0:0174 0:0241 0:0158 0:0051

0:0241 0:0144 �0:0431 �0:0055

0:0158 �0:0431 �0:0176 0:0183

0:0051 �0:0055 0:0183 0:0037

2
6664

3
7775;

respectively. The control law is implemented as:

uðtÞ ¼ � B
0

Ina

� �
ðX1 þ X2cosð~q3Þ þ X3cosð _~q3ÞÞ

�1

	 

~xcðtÞ:

In the experiment, the initial position and the desired final position adopted

were, respectively, qð0Þ ¼ ½0� 0� 0��T and qðT1; T2Þ ¼ ½20� 20� 20��T ; where

T1 ¼ ½1:0 1:0� s and T2 ¼ ½5:0 5:0� s are the trajectory duration time for phases 1

and 2, respectively. An external disturbance sd of the following form is introduced

in joints 1 and 3 starting at 0:3 s:

sd ¼
0:5e�4tsinð4ptÞ

�0:05e�6tsinð4ptÞ

� �
:

The peak of the disturbance signal is approximately equal to 30% of the torque

value at t ¼ 0:3 s. Figures 5.2 and 5.3 present the resulting joint positions and

applied torques.

5.6.3 Game Theory-Based Control

Similar experiments were run with the UARM in configuration APA with the H1

controller via game theory presented in Sect. 5.4. In control phase 1 the best
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attenuation level is c ¼ 1:9 for weighting matrices Q1 ¼ 4I2;Q2 ¼ I2;Q12 ¼ 0;
and R ¼ 3:5I2: In control phase 2 the best attenuation level is c ¼ 1:9 for the same

weighting matrices. The experimental results are shown in Figs. 5.4 and 5.5,

respectively. Note that in control phase 1, MccðqÞ is a function of the positions of

joints 2 and 3, as in Eq. 5.15, i.e.,

MccðqÞ ¼ ½M22ðqÞ M23ðqÞ; M32ðqÞ M33ðqÞ�:

In control phase 2, joint 2 is locked and MccðqÞ ¼ ½M11ðqÞ M13ðqÞ; M31ðqÞM33ðqÞ�
is a function only of q3; which is a controlled joint in this phase. Hence, matrix

MccðqÞ is a function only of the controlled joints during both control phases of this

configuration (APA).
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Comparing Figs. 5.2, 5.3 and 5.4,5.5 one can see that the LMI-based controller

is more robust to the external disturbance than the game theory-based one. Note,

for example, that for the latter the positions of joints 2 and 3 oscillate more in the

presence of the disturbance. This is partly due to the fact that the game theory-

based control law has a static gain, which makes it less effective in terms of

disturbance rejection—similarly to feedback linearization control laws. The

greater robustness of the LMI-based controller can also be verified by comparing

the values of c obtained with both methods (Table 5.1). It is important to note,

however, that a disadvantage of the LMI-based controller is the more complex

design procedure, especially the selection of the basis functions.

The experiments described above were repeated five times and the mean

values of L2½ex� and E½s� calculated for each controller (see Table 5.2).

The values confirm the visual analysis from the graphs, i.e., that the H1 control
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via Linear Matrix Inequalities presents the best tracking performance, albeit at a

higher energy cost.

5.6.4 Model-Based Adaptive Controller

In this and the next sections we validate the adaptive controllers presented in Sect.

5.5. Again we consider the underactuated manipulator in configuration APA. Due

to the controllers’ structure, however, in control phase 1 or APAu;we use qc ¼ ½q2�
and qr ¼ ½q1�; i.e., the passive joint is controlled by applying torque to joint 1

while joint 3 is kept locked. In control phase 2, or APAl; joint 2 is locked and the

manipulator is controlled as if it were fully-actuated.

As we discussed in Sect. 5.3, Dðq; _qÞ must be selected such that Nðq; _qÞ is skew-

symmetric. In this case MðqÞ and Dðq; _qÞ are scalars given by:

MðqÞ ¼ M12ðqÞ �
M11ðqÞM22ðqÞ

M21ðqÞ
ð5:24Þ

and

Dðq; _qÞ ¼ D12ðq; _qÞ �
M11ðqÞD22ðq; _qÞ

M21ðqÞ
; ð5:25Þ

where MijðqÞ and Dijðq; _qÞ are the ij entries in matrices MðqÞ and Dðq; _qÞ;

respectively. Nðq; _qÞ ¼ Dðq; _qÞ � 1
2
_Mðq; _qÞ is given by

Table 5.1 Values of c obtained for LMI- and game theory-based H1 control of a three-link

underactuated manipulator in configuration APA

Controller Phase 1 Phase 2

Linear matrix inequalities 1.35 1.80

Game theory 1.90 1.90

Table 5.2 Performance indexes for LMI- and game theory-based H1 control of a three-link

underactuated manipulator in configuration APA

Controller L2½ex� E½s� (N m s)

Linear matrix inequalities 0.042 1.274

Game theory 0.049 0.929
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Nðq; _qÞ ¼ D12ðq; _qÞ �
M11ðqÞD22ðq; _qÞ

M21ðqÞ
�
1

2
_M12ðq; _qÞ

þ
1

2

_M11ðq; _qÞM22ðqÞ

M21ðqÞ
þ
1

2

M11ðqÞ _M22ðq; _qÞ

M21ðqÞ

�
1

2

M11ðqÞM22ðqÞ _M21ðq; _qÞ

M2
21ðqÞ

: ð5:26Þ

Since Nðq; _qÞ is a scalar, it can only be skew-symmetric if it is equal to zero.

Therefore D12 and D21 are selected such that the following conditions are

satisfied:

D12 ¼
1

2
_M12ðq; _qÞ �

1

2

_M11ðq; _qÞM22ðqÞ

M21ðqÞ
; ð5:27Þ

D22 ¼
1

2
_M22ðq; _qÞ �

1

2

M22ðqÞ _M21ðq; _qÞ

M21ðqÞ
: ð5:28Þ

The remaining entries in Dðq; _qÞ can be computed from Vðq; _qÞ ¼ Dðq; _qÞ _q as:

D11ðq; _qÞ ¼
V1ðq; _qÞ � D12ðq; _qÞ _qc2

_qc1
; D13 ¼ 0;

D21ðq; _qÞ ¼
V2ðq; _qÞ � D22ðq; _qÞ _qc2

_qc1
; D23 ¼ 0:

Recall that joint 3 is kept locked in control phase 1; therefore, the third line of

Dðq; _qÞ has no influence on the control system and, for convenience, can be

selected as the third line of Cðq; _qÞ:
The best level of attenuation for the Model-based Adaptive Controller is c ¼ 2

for both control phases. The weighting matrices are Q1 ¼ 40; Q2 ¼ 1; Q12 ¼ 0;
and R ¼ 3 in control phase 1 and Q1 ¼ 3I2; Q2 ¼ I2;Q12 ¼ 0; and R ¼ 3I2 in

control phase 2.

In the experiments shown below, the initial position and the desired final

position are, respectively, qð0Þ ¼ ½0� 0� 0��T and qðT1; T2Þ ¼ ½30� 20� 10��T ;

where T1 ¼ 1:0 s and T2 ¼ ½4:0 2:0� s are the trajectory duration time for control

phases 1 and 2, respectively. An external disturbance, sd; is introduced as:

sd ¼

0:1e

�ðt�td1
Þ2

2l2
1 þ 0:08e

�ðt�td2
Þ2

2l2
1

 !
sinð7ptÞ

0:05e

�ðt�td1
Þ2

2l2
2 sinð8ptÞ

0:02e

�ðt�td2
Þ2

2l2
2 sinð8ptÞ

2
66666664

3
77777775

;

where td1 ¼ 0:6 s; td2 ¼ 2:5 s; l1 ¼ 0:4; and l2 ¼ 0:3:
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The parameters h and h and the regression matrices Y and Y for both control

phases 1 and 2 are listed in the appendix to this chapter. The experimental results

obtained with hð0Þ ¼ ½0. . .0�T7�1 and S ¼ 100; and hð0Þ given by the values of h at

the end of phase 1 and S ¼ 100; are shown in Figs. 5.6 and 5.7.

5.6.5 Neural Network-Based Adaptive Controller

For the adaptive neural network-based nonlinear H1 control, matrix N in control

phase 1 is selected as
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N ¼ n2½ �

and matrix N in control phase 2 is selected as

N ¼
n1 0

0 n3

� �
; ð5:29Þ

where n1 ¼ ½n11; . . .; n17�; n2 ¼ ½n21; . . .; n27�; n3 ¼ ½n31; . . .; n37�; with ni1; . . .; ni7
(for i ¼ 1; 2; 3Þ defined as for the fully-actuated case (Chap. 4). In control phase 1

the neural network parameter vector H is

H ¼ H21 H22 H23 H24 H25 H26 H27

� �T
;
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and in control phase 2 the parameter vector H is

H ¼
H1

H3

� �
;

with

H1 ¼ H11 H12 H13 H14 H15 H16 H17½ �T ;

H3 ¼ H31 H32 H33 H34 H35 H36 H37½ �T :

The results for the adaptive neural network-based controller are shown in Figs.

5.8 and 5.9. As before, we conducted five experiments with each adaptive con-

troller. Table 5.3 presents the mean values of L2½ex� and E½s� for each one.

The adaptive neural network-based nonlinear H1 controller presents a slightly

better result with respect to the L2 performance index, but also presents greater

energy spending.

Appendix

The variables used in the adaptive H1 controller are as follows:

• Parameter vector h for control phase 1: h1 ¼ Dðm2lc
2
2Þ; h2 ¼ Dðm3l

2
2Þ; h3 ¼

Dðm3lc
2
3Þ; h4 ¼ Dðm3l2lc3Þ; h5 ¼ DI2; h6 ¼ DI3; and h7 ¼ Df2:

• Matrix Yð	Þ for control phase 1:

Yð	Þ ¼ Y11ð	ÞY12ð	ÞY13ð	ÞY14ð	ÞY15ð	ÞY16ð	ÞY17ð	Þ
� �

;

where Y11ð	Þ ¼ y11; Y12ð	Þ ¼ y11; Y13ð	Þ ¼ y11; Y14ð	Þ ¼ 2cosðq3Þy11 � sinðq3Þ

_q3y21; Y15ð	Þ ¼ y11; Y16ð	Þ ¼ y11; Y17ð	Þ ¼ _q2; y11 ¼ €qd2 � T�1
12 T11

_~q2; and y21 ¼

_qd2� T�1
12 T11~q2:

• Parameter vector h for control phase 2: h1 ¼ Dðm1lc
2
1Þ; h2 ¼ Dðm2l

2
1Þ; h3 ¼

Dðm2l1lc2Þ; h4 ¼ Dðm3l
2
1Þ; h5 ¼ Dðm3lc

2
3Þ; h6 ¼ Dðm3l1lc3Þ; h7 ¼ DI1; h8 ¼ DI3;

h9 ¼ Df1; and h10 ¼ Df3:

Table 5.3 Performance indexes for adaptive model- and neural network-based H1 control of a

three-link underactuated manipulator in configuration APA

Controller L2½ex� E½s� (N m s)

Model-based 0.0249 1.404

Neural network-based 0.0243 1.415
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• Matrix Yð	Þ for control phase 2:

Yð	Þ¼
Y11ð	Þ Y12ð	Þ Y13ð	Þ Y14ð	Þ Y15ð	Þ Y16ð	Þ
Y21ð	Þ Y22ð	Þ Y23ð	Þ Y24ð	Þ Y25ð	Þ Y26ð	Þ

�
Y17ð	Þ Y18ð	Þ Y19ð	Þ Y1;10ð	Þ
Y27ð	Þ Y28ð	Þ Y29ð	Þ Y2;10ð	Þ

�
;

Y11ð	Þ ¼ 2y11; Y12ð	Þ ¼ y11;

Y13ð	Þ ¼ 2cosðq2Þy11 � sinðq2Þ _q2y21 � sinðq2Þð _q1 þ _q2Þy22;

Y14ð	Þ ¼ ð2þ 2cosðq2ÞÞy11 � sinðq2Þ _q2y21;

Y15ð	Þ ¼ y11 þ y12;

Y16ð	Þ ¼ ð2cosðq2 þ q3Þ þ 2cosðq3ÞÞy11

þ ðcosðq2 þ q3Þ þ cosðq3ÞÞy12 � sinðq2 þ q3Þ _q2y21

� ðsinðq2 þ q3Þ þ sinðq3ÞÞ _q3y21

� ðsinðq2 þ q3Þ þ sinðq3ÞÞð _q1 þ _q2 þ _q3Þy22;

Y17ð	Þ ¼ 2y11; Y18ð	Þ ¼ y11 þ y12;

Y19ð	Þ ¼ _q1; Y1;10 ¼ 0;

Y21ð	Þ ¼ 0; Y22ð	Þ ¼ 0; Y23ð	Þ ¼ 0;

Y24ð	Þ ¼ 0; Y25ð	Þ ¼ y11 þ y12;

Y26ð	Þ ¼ ðcosðq2 þ q3Þ þ cosðq3ÞÞy11

þ ðsinðq2 þ q3Þ þ sinðq3ÞÞ _q1y21 þ sinðq3Þ _q2y21;

Y27ð	Þ ¼ 0; Y28ð	Þ ¼ y11 þ y12; Y29ð	Þ ¼ 0; Y2;10 ¼ _q2;

where y11 ¼ €qd1 � T�1
12 T11

_~q1; y12 ¼ €qd3 � T�1
12 T11

_~q3; y21 ¼ _qd1 � T�1
12 T11~q1; and

y22 ¼ _qd3 � T�1
12 T11~q3:
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Chapter 6

Markov Jump Linear Systems-Based

Control

6.1 Introduction

A large number of dynamic systems are inherently vulnerable to abrupt changes in

their structures caused by, for example, component failures, sudden environmental

disturbances, and abrupt variation of the operating point of a nonlinear plant. This

class of systems can be modeled by a set of linear systems with transitions among

models determined by a Markov chain taking values in a finite set. An important

point in this process is to develop Markovian jump models with probability

matrices of Markovian state transitions.

In this chapter, we present fault tolerant systems based on Markovian control

theory for three-link manipulator robots. We present procedures to model the

changes in the operating points of the system and to model the probability of a

fault occurrence. Both models are grouped in a single Markovian jump model. We

assume that the fault is detected and isolated with the filtered torque prediction

error approach proposed in [9].

The framework presented consists of a complete Markovian jump model of a

three-link manipulator, incorporating all possible fault combinations. Additionally,

we compare the performance of four Markovian controllers, H2; H1; mixed

H2=H1 based on state-feedback [4, 6, 7], and a H1 output feedback-based

approach [8]. We present two sets of experiments, one where only one fault occurs

and one where two faults occur in sequence. The results presented in this chapter

show that it is possible to accommodate a sequence of abrupt changes in the

manipulator without the necessity of stopping it completely to modify the control

strategy after a fault occurs. This is in contrast with our earlier work where we

showed that, when the manipulator is moving, deterministic controllers cannot

guarantee stability after a fault [11]. Those experiments are reproduced here using

A. A. G. Siqueira et al., Robust Control of Robots,

DOI: 10.1007/978-0-85729-898-0_6, � Springer-Verlag London Limited 2011
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the computed torque plus linear H1 controllers for robotic manipulators with free

joint faults.

This chapter is organized as follows: Sect. 6.2 motivates the development of the

Markovian jump model through a working example; Sect. 6.3 presents the com-

plete Markovian jump model for a three-link robotic manipulator; Sect. 6.4 pre-

sents the equations used to compute the H2; H1; and mixed H2=H1 controllers;

Sect. 6.5 presents an H1 output feedback control approach for Markovian jump

linear systems; and Sect. 6.6 presents the results of the these Markovian controllers

applied to the UARM.

6.2 Motivation

To motivate the Markovian controllers developed in this chapter, we initially try to

control the three-link manipulator using a mixed computed torque plus linear H1

deterministic control strategy, described in detail in Chap. 2. The manipulator

starts operation in fully-actuated mode with initial position qð0Þ ¼ ½0� 0� 0��T and

desired final position qðTÞ ¼ ½20� 20� 20��T ; where T ¼ ½4:0 4:0 4:0� s is the

duration of the motion. When all joints reach approximately 15� at tf ¼ 2:2 s; we
introduce an artificial free joint fault in the second joint by disabling the joint’s

actuator. We assume that fault detection is perfect and instantaneous.

The deterministic control strategy is applied before and after the fault occur-

rence. If the robot stops completely when the fault is detected and before the post-

fault control strategy is applied, the stability is guaranteed and the robot reaches

the desired position. On the other hand, if the robot continues moving through the

fault, the controller cannot guarantee the stability of the system (see Figs. 6.1 and

6.2). As we will show at the end of this chapter, the Markovian controller is able to
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bring the robot to its desired position without interruption in the motion even in the

presence of multiple faults.

6.3 Markovian Jump Linear Model

We start with the dynamic model of the fully-actuated manipulator with n joints

s ¼ MðqÞ€qþ bðq; _qÞ: ð6:1Þ

When free joints are present, the dynamic model can be represented as in Eq. 5.17:

sa
0

� �
¼

MacðqÞ MarðqÞ
MucðqÞ MurðqÞ

� �
€qc
€qr

� �
þ

baðq; _qÞ
buðq; _qÞ

� �
ð6:2Þ

(the locked passive joints do not contribute to the motion of the system, and

therefore are eliminated from the model). Isolating the vector €qr in the second line

of (6.2) and substituting in the first line, we obtain the
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Fig. 6.2 Applied torques,

computed torque plus linear

H1 control with fault

occurrence

Active joints torque vector:

sa ¼ MðqÞ€qc þ bðq; _qÞ; ð6:3Þ

where

MðqÞ ¼ MacðqÞ �MarðqÞM
�1
ur ðqÞMucðqÞ;

bðq; _qÞ ¼ baðq; _qÞ �MarðqÞM
�1
ur ðqÞbuðq; _qÞ:
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The linearization of the manipulator dynamics, represented by (6.3), around an

operating point ðq0; _q0Þ; is given by:

_x ¼ �Aðq; _qÞxþ �BðqÞs;

where

�Aðq; _qÞ ¼
0 I

� o

oq
ðM

�1
ðqÞbðq; _qÞÞ �M

�1
ðqÞ o

o _q
ðbðq; _qÞÞ

� �����
ðq0; _q0Þ

;

�BðqÞ ¼
0

M
�1
ðqÞ

� �����
ðq0Þ

; x ¼
qd � q

_qd � _q

� �
;

and qd is the desired trajectory. A proportional-derivative (PD) controller of the

form s ¼ ½KP KD�xþ u (where u is an external control input) can be introduced to

pre-compensate model uncertainty. Hence, the dynamic equation of the manipu-

lator can be written as:

The state feedback H2; H1 and mixed H2=H1 controllers presented in this

chapter were developed for discrete time systems. Therefore, we discretize (6.4) as:

xðk þ 1Þ ¼ Aðq; _qÞxðkÞ þ BðqÞsðkÞ;

zðkÞ ¼ CxðkÞ þ DsðkÞ:
ð6:5Þ

Extended linearized system:

_x ¼ eAðq; _qÞxþ eBðqÞu;
z ¼ eCxþ eDu;

ð6:4Þ

where

~Aðq; _qÞ¼
0

� o

oq
�M�1ðqÞ�bðq; _qÞð Þþ �M�1ðqÞKP

I

� �M�1ðqÞ o

o _q
�bðq; _qÞð Þ�KD

h i� �����
�q0

;

eBðqÞ ¼ �BðqÞ; eC ¼
aI 0

0 0

� �
;

eD ¼
0

bI

� �
; s ¼ KP KD½ �xþ u;

where �q0 ¼ ðq0; _q0Þ; z is the output variable of the manipulator and a and b

are constants defined by the designer to adjust the Markovian controllers.
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The Markovian jump model developed in this section describes the changes in

the linearization points of the plant (6.5), and the probability of a fault occurrence

for a three-link manipulator [10, 12]. Although the changes in the system linear-

ization points are not genuine stochastic events, in contrast with a fault occurrence,

the Markovian techniques can be applied in this case since the jump probability is

related with the expected mean time the system is supposed to lie in each state of

the Markovian chain.

6.3.1 Configuration After Fault Occurrence

For a 3-link manipulator robot, seven possible fault configurations can occur:

AAP, APA, PAA, APP, PAP, PPA, and PPP, where A means that the corre-

sponding joint is active and P means that it is passive. For example, in the AAP

configuration joints 1 and 2 are active and joint 3 is passive.

In the faulty configurations AAP, APA, and PAA, na ¼ 2; therefore, two

control phases are necessary to control all joints to the set-point (see Chap. 5 and

[1, 2, 3] for details). In the first control phase, the vector of controlled joints, qc;
contains the passive joint and one active joint. In the second control phase, qc
contains the active joints and the passive joint is kept locked since it has already

reached the set-point. Table 6.1 summarizes the joints controlled in the two control

phases for each configuration.

The first control phase is denoted by the configuration name followed by the

subscript u (to indicate that the passive joint is unlocked); and the second phase by

the subscript l (to indicate that the passive joint is locked). For example, APAu and

APAl represent the first and the second control phases of the configuration APA,

respectively.

In the faulty configurations APP, PAP, and PPA, na ¼ 1; therefore three control

phases are necessary to control all joints to the set-point. In the first control phase,

the vector of controlled joints, qc; contains one passive joint. In the second control

phase, the other passive joint is selected to form the vector of controlled joints. In

the last control phase, the active joint is controlled. The passive joints not being

controlled in each control phase are kept locked. Table 6.2 summarizes the joints

controlled in the three control phases for each configuration.

The first control phase is denoted by the configuration name followed by the

subscript u1; the second control phase by the subscript u2; and the third control

phase by the subscript l. For example, PPAu1; PPAu2; and PPAl represent the first,

the second and the third control phases of the configuration PPA, respectively.

Table 6.1 Controlled joints

in configurations AAP, APA,

and PAA

Configuration Control phase 1 Control phase 2

AAP 1, 3 1, 2

APA 2, 3 1, 3

PAA 1, 3 2, 3
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6.3.2 Linearization Points

To define the linearization points, the workspace of each joint is divided in sectors,

denoted sec. For each combination of sec/2 for each joint, we define a linearization

point for the manipulator. The choice of these sectors and the number of sectors,

nsec; needs to be done in order to guarantee the effectiveness of the Markovian

jump model. In the experiments shown in this chapter, the workspace of each joint

is divided in two sectors, with sec ¼ 10� (the set-point is defined as 20� for each

joint, with initial position 0�). We define a central point for each sector at 5� for the

first sector and 15� for the second one. All the possible combinations of posi-

tioning of the three joints, q1; q2; q3; at these two points are used to map the

manipulator workspace. Setting the velocities to zero, we end up with eight lin-

earization points, shown in Table 6.3.

6.3.3 Markovian States

The Markovian states are the manipulator’s discrete dynamic model (6.5) linearized

around the eight points for all control phases of all configurations. Recall that con-

figurationAAAhasone control phase, faulty configurationsAAP,APA, andPAAhave

each two control phases (for a total of six), faulty configurations PPA, PAP, and PPA

have each three control phases (for a total of nine), and configuration PPP represents

only one state, independently of howmany linearization points are used. Therefore the

Markovian jump model has 8� ð1þ 6þ 9Þ þ 1 ¼ 129 states. Accordingly, the

number of Markovian states for an n-link manipulator, TMS; is given by:

Table 6.3 AAA–APA Markovian states and linearization points

Markovian states Linearization Points

AAA APAu APAl q1 q2 q3 _q1 _q2 _q3

1 9 17 5 5 5 0 0 0

2 10 18 15 5 5 0 0 0

3 11 19 5 15 5 0 0 0

4 12 20 15 15 5 0 0 0

5 13 21 5 5 15 0 0 0

6 14 22 15 5 15 0 0 0

7 15 23 5 15 15 0 0 0

8 16 24 15 15 15 0 0 0

Table 6.2 Controlled joint

in configurations APP, PAP,

and PPA

Configuration Control

phase 1

Control

phase 2

Control

phase 3

APP 2 3 1

PAP 1 3 2

PPA 1 2 3
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TMS ¼ 1þ nlp �
Xn�1

i¼1

ðncpi � nfciÞ þ 1

 !
; ð6:6Þ

where nfci ¼
n!

i!ðn�iÞ! is the number of possible fault configurations for i faults,

ncpi ¼ ceilð n
n�i

Þ is the number of control phases for a configuration with i faults

(ceil(x) rounds x to the nearest integer towards infinity) and nlp ¼ ðnsecÞ
n
is the

number of linearization points.

Figure 6.3 presents the complete Markovian jump model, describing all pos-

sible fault occurrences for a 3-link robotic manipulator. The probability matrices

Pf ; Ps; P0 and P100 indicate, respectively, the probability of a fault occurrence,

the probability that the passive joint is controlled to reach the set-point, the

probability that a free joint is repaired ðhere P0 ¼ 0Þ; and the probability that

the manipulator is in the configuration PPP (since P0 ¼ 0; P100 ¼ 1).

6.3.4 AAA–APA Fault Sequence

The AAA–APA fault sequence is represented in the Markovian jump model by the

numbers 1, 2, and 3 in Fig. 6.3. The system starts in the configuration AAA. When

a fault occurs, the system goes to control phase APAu at the same linearization

point. When the second joint reaches the set-point, the system goes to control

phase APAl:

According to Table 6.1, the vector of controlled joints, qc; is chosen as qc ¼

½q2 q3�
T
for control phase APAu; and qc ¼ ½q1 q3�

T
for control phase APAl: For

each linearization point there exist three sets of matrices Aðq; _qÞ; B(q), C, and D in

(6.5), corresponding to the control phases AAA, APAu; and APAl: The dimensions

of these matrices for configurations APAu and APAl are smaller than for config-

uration AAA. However, for the Markovian controllers adopted here, all linear

systems must have the same dimension. To solve this problem, rows and columns

of zeros are added to the matrices.

According to Eq. 6.6 there exist 24 Markovian states for this fault sequence (see

Table 6.3). Following the Markovian theory it is necessary to group them in a

transition probability matrix P of dimension 24� 24: The element pij of P repre-

sents the probability of the system, being in the Markovian state i, to go to the state

j at the next time k. This implies in
P

j pij ¼ 1 for any line i of P.

Matrix P is partitioned into nine 8� 8 submatrices, shown in Eq. 6.7. The

elements of P were selected empirically. The submatrix PAAA groups the relations

between linearization points of normal operation in the configuration AAA, and

the diagonal submatrix Pf groups the probabilities of a fault occurrence when the

system is in normal operation. Pf in the first line of P represents that when a fault

occurs, the system goes from the configuration AAA to the control phase APAu:
After the fault, the system will be in the control phase APAu; and the system
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changes to the second line of P, where PAPAu
groups the relations between the

linearization points in the control phase APAu: P0 ¼ 0 represents the fact that the

free joint cannot be repaired, and Ps represents the probability that the system will

go to the control phase APAl: After that, the system can be in control phases APAu

or APAl; according to Ps: In the third line of P, PAPAl
groups the relations between

the linearization points in the set APAl; Ps represents the probability of the system

to return to the control phase APAu; and P0 represents, again, the impossibility of

repairing the free joint.

APAl
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Fig. 6.3 Markovian jump model for the 3-link manipulator UARM
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P ¼
PAAA Pf P0

P0 PAPAu
Ps

P0 Ps PAPAl

2
4

3
5; ð6:7Þ

with

PAAA ¼

0:89 0:10 0 0 0 0 0 0

0:10 0:79 0:10 0 0 0 0 0

0 0:10 0:79 0:10 0 0 0 0

0 0 0:10 0:79 0:10 0 0 0

0 0 0 0:10 0:79 0:10 0 0

0 0 0 0 0:10 0:79 0:10 0

0 0 0 0 0 0:10 0:79 0:10

0 0 0 0 0 0 0:10 0:89

2
666666666664

3
777777777775

;

Pf ¼

0:01 0 0 0 0 0 0 0

0 0:01 0 0 0 0 0 0

0 0 0:01 0 0 0 0 0

0 0 0 0:01 0 0 0 0

0 0 0 0 0:01 0 0 0

0 0 0 0 0 0:01 0 0

0 0 0 0 0 0 0:01 0

0 0 0 0 0 0 0 0:01

2
666666666664

3
777777777775

;

P0 ¼

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

2
666666666664

3
777777777775

;

PAPAu
¼

0:78 0:20 0 0 0 0 0 0

0:10 0:78 0:10 0 0 0 0 0

0 0:10 0:78 0:10 0 0 0 0

0 0 0:10 0:78 0:10 0 0 0

0 0 0 0:10 0:78 0:10 0 0

0 0 0 0 0:10 0:78 0:10 0

0 0 0 0 0 0:10 0:78 0:10

0 0 0 0 0 0 0:20 0:78

2
666666666664

3
777777777775

;

PAPAl
¼ PAPAu

; and Ps ¼ 2Pf :
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6.3.5 AAA–PAA–PAP Fault Sequence

The AAA–PAA–PAP fault sequence is represented in the Markovian jump model,

Fig. 6.3, by the numbers 1, 4, 5, 6, 7, and 8. The Markovian states for this fault

sequence are shown in Table 6.4, with the same linearization points adopted in the

AAA–APA fault sequence (see Table 6.3). The system starts in configuration

AAA. If a fault occurs in joint 1, the system maintains the linearization point and

goes to the corresponding point in control phase PAAu: If the second fault (joint 3)
occurs during control phase PAAu; the system goes to control phase PAPu1: If the
faults in joints 1 and 3 occur at the same time, the system goes from configuration

AAA to control phase PAPu1: The second fault can also occur during control phase

PAAl; when passive joint 1 has already reached the set-point .

According to Tables 6.1 and 6.2, the vector of controlled joints, qc; is chosen as

qc ¼ ½q1 q3�
T
for control phase PAAu; qc ¼ ½q2 q3�

T
for control phase PAAl; qc ¼

q1 for PAPu1; qc ¼ q3 for PAPu2; and qc ¼ q2 for PAPl: In this case, for each

linearization point there exist six sets of matrices Aðq; _qÞ; B(q), C, and D in (6.5),

corresponding to the control phases AAA, PAAu; PAAl; PAPu1; PAPu2; and PAPl:
Again, rows and columns of zeros must be added to these matrices to guarantee

that all linear systems have the same dimension.

For this fault sequence, there exist TMS ¼ 48 Markovian states; therefore the

transition probability matrix P must be of dimension 48� 48: Analogously to the

AAA–APA fault sequence, matrix P is partitioned in 36 submatrices of dimension

8� 8; shown in Eq. 6.8. The submatrices P0; Pf ; and Ps are the same used in Sect.

6.3.4 for the AAA–APA fault sequence.

Table 6.4 AAA–PAA–PAP

Markovian states
AAA PAAu PAAl PAPu1 PAPu2 PAPl

1 9 17 25 33 41

2 10 18 26 34 42

3 11 19 27 35 43

4 12 20 28 36 44

5 13 21 29 37 45

6 14 22 30 38 46

7 15 23 31 39 47

8 16 24 32 40 48

P ¼

PAAA Pf P0 Pf P0 P0

P0 PPAAu
Ps Pf P0 P0

P0 Ps PPAAl
P0 Pf P0

P0 P0 P0 PPAPu1 Ps P0

P0 P0 P0 Ps PPAPu2 Ps

P0 P0 P0 Ps Ps PPAPl

2
6666664

3
7777775
; ð6:8Þ
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with

PAAA ¼

0:88 0:10 0 0 0 0 0 0

0:10 0:78 0:10 0 0 0 0 0

0 0:10 0:78 0:10 0 0 0 0

0 0 0:10 0:78 0:10 0 0 0

0 0 0 0:10 0:78 0:10 0 0

0 0 0 0 0:10 0:78 0:10 0

0 0 0 0 0 0:10 0:78 0:10

0 0 0 0 0 0 0:10 0:88

2
66666666666664

3
77777777777775

;

PPAAu
¼

0:77 0:20 0 0 0 0 0 0

0:10 0:77 0:10 0 0 0 0 0

0 0:10 0:77 0:10 0 0 0 0

0 0 0:10 0:77 0:10 0 0 0

0 0 0 0:10 0:77 0:10 0 0

0 0 0 0 0:10 0:77 0:10 0

0 0 0 0 0 0:10 0:77 0:10

0 0 0 0 0 0 0:20 0:77

2
66666666666664

3
77777777777775

;

PPAPu1 ¼

0:78 0:20 0 0 0 0 0 0

0:10 0:78 0:10 0 0 0 0 0

0 0:10 0:78 0:10 0 0 0 0

0 0 0:10 0:78 0:10 0 0 0

0 0 0 0:10 0:78 0:10 0 0

0 0 0 0 0:10 0:78 0:10 0

0 0 0 0 0 0:10 0:78 0:10

0 0 0 0 0 0 0:20 0:78

2
66666666666664

3
77777777777775

;

PPAPu2 ¼

0:76 0:20 0 0 0 0 0 0

0:10 0:76 0:10 0 0 0 0 0

0 0:10 0:76 0:10 0 0 0 0

0 0 0:10 0:76 0:10 0 0 0

0 0 0 0:10 0:76 0:10 0 0

0 0 0 0 0:10 0:76 0:10 0

0 0 0 0 0 0:10 0:76 0:10

0 0 0 0 0 0 0:20 0:76

2
66666666666664

3
77777777777775

;
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6.4 MJLS Robust Control Based on State Feedback

We now turn to the design and comparison of three controllers based on the

Markovian jump model developed in Sect. 6.3. They are the H2; H1; and mixed

H2=H1 Markovian controllers proposed in [4–7]. We start with the discrete linear

system

xðk þ 1Þ ¼ AHðkÞxðkÞ þ BHðkÞuðkÞ þWHðkÞwðkÞ;

zðkÞ ¼ CHðkÞxðkÞ þ DHðkÞuðkÞ;

xð0Þ ¼ x0; Hð0Þ ¼ H0;

ð6:9Þ

subject to Markovian jumps, where AHðkÞ ¼ ðA1; . . .;ANÞ 2 H
n; BHðkÞ ¼

ðB1; . . .;BNÞ 2 H
m;n;WHðkÞ ¼ ðW1; . . .;WNÞ 2 H

r;n; w ¼ ðwð0Þ;wð1Þ; . . .Þ 2 lr2;

CHðkÞ ¼ ðC1; . . .;CNÞ 2 H
n;s; and DHðkÞ ¼ ðD1; . . .;DNÞ 2 H

m;s with D�
iDi [ 0 for

all i.

HðkÞ is a Markov chain with values in f1; . . .;Ng; and H0 is its initial condi-

tion. Conjugate transpose is denoted by �; Hm;n ðHn;n ¼ H
nÞ is a linear space made

up of all sequence of complex matrices, and lr2 is the Hilbert set of random

variables of second order w ¼
�
wð0Þ;wð1Þ; . . .

�
with wðkÞ 2 R

r; where

kwk22 ¼
X1

k¼0

kwðkÞk22\1; and kwðkÞk22 ¼ EðkwðkÞk2Þ:

We define the operator Eð:Þ ¼
�
E1ð:Þ; . . .; ENð:Þ

�
2 BðRnÞ and for all sequence

of complex matrices X ¼ ðX1; . . .;XNÞ 2 H
n (with Xi 2 BðCm;CnÞ for i ¼

1; . . .;NÞ;

EiðXÞ ¼
XN

j¼1

pijXj;

where BðCm;CnÞ denotes the normed linear space of all n� m complex matrices

and BðRm;RnÞ denotes the normed linear space of all n� m real matrices ðBðCnÞ
and BðRnÞ whenever n ¼ mÞ: Note that the system (6.9) represents a collection of

all linearized systems (6.5) which are stochastically chosen to represent the

manipulator dynamics at each instant. For the purposes of this chapter, the purpose

of this Markovian system is to describe scenarios of possible faults which can

occur during the manipulator operation. Note also that we are adding in this system

possible disturbances w(k) which can affect the positions, velocities, and accel-

erations of the manipulator. In the examples presented in this chapter, disturbances

are applied in the joint torques of the manipulator in order to test the robustness of

the controllers.
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6.4.1 H2 Control

The H2 control technique aims to minimize the quadratic functional:

Jðx;H; uÞ ¼
1

2

X1

k¼0

E x�ðkÞ u�ðkÞ½ �
QHðkÞ LHðkÞ

L�
HðkÞ RHðkÞ

� �
xðkÞ
uðkÞ

� �� �
; ð6:10Þ

constrained by (6.9) with w ¼ 0: LHðkÞ ¼ ðL1; . . .; LNÞ 2 H
m;n; QHðkÞ ¼

ðQ1; . . .;QNÞ 2 H
n� ; and RHðkÞ ¼ ðR1; . . .;RNÞ 2 H

m�

: All matrices Qi and Ri ði ¼

1; :::;NÞ should be Hermitian.

6.4.2 H‘ Control

The H1 control problem consists of finding a controller that stabilizes the linear

system (6.9) and ensures that the norm from the additive input disturbance to the

output is less than a pre-specified attenuation value c:

kZðH0;wÞk1 ¼ sup
w2lr

2

kZðH0;wÞk2
kwk2

\c;

where ZðH0;wÞ ¼ z ¼ ðzð0Þ; zð1Þ; zð2Þ; :::Þ; xð0Þ ¼ 0; Qi ¼ C�
i Ci; ðC;AÞ detect-

able in the quadratic mean, c[ 0 is fixed, D�
iDi ¼ I; and C�

i Di ¼ 0: There exists

F ¼ ðF1; . . .;FNÞ 2 H
n;m which solves this problem, if there exists X ¼

ðX1; . . .;XNÞ 2 H
nþ satisfying the conditions:

1. I � 1
c2
W�

i EiðXÞWi [ 0;

2. Xi ¼ Qi þ A�
i EiðXÞAi � A�

i EiðXÞ Bi
1
c
Wi

h i
�R�1
i

B�
i

1
c
W�

i

� �
EiðXÞAi; where

H2 control law: The control law that minimizes the functional (6.10) is

given by

uðkÞ ¼ FHðkÞxðkÞ;

where FHðkÞ ¼ ðF1; . . .;FNÞ and

Fi ¼ � B�
i EiðXÞBi þ Ri

� ��1
B�
i EiðXÞAi þ L�i

� �
;

X is the solution of the following coupled algebraic Riccati equations [7]

0 ¼ �Xi þ A�
i EiðXÞAi þ Qi

� A�
i EiðXÞBi þ Li

� �
B�
i EiðXÞBi þ Ri

� ��1
B�
i EiðXÞAi þ L�i

� �
:
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�Ri ¼
I 0

0 �I

� �
þ

B�
i

1
c
W�

i

� �
EiðXÞ Bi

1
c
Wi

h i	 

;

3. rrðLÞ\1; where Lð:Þ ¼ ðL1ð:Þ; . . .;LNð:ÞÞ is defined by

Lið:Þ ¼ Ai þ BiFi þ
1

c
WiGi

	 
�

Eið:Þ �ð Þ;

where

Gi ¼ I �
1

c2
W�

i EiðXÞWi

	 
�1
1

c2
W�

i EiðXÞðAi þ BiFiÞ:

6.4.3 Mixed H2=H‘ Control

Given c[ 0; the mixedH2=H1 control problem is to find a gain F ¼ ðF1; . . .;FNÞ
such that when uðkÞ ¼ FHðkÞxðkÞ the system (6.9) is robustly stable and f is

minimized, subject to kZðH0;wÞk2 � f and kZðH0;wÞk1 � c: We assume that the

transition probability matrix P is not exactly known, but belongs to an appropriate

convex set:

P ¼ P; P ¼
XM

k¼1

akP
k; with ak 	 0;

XM

k¼1

ak ¼ 1

( )
;

where Pk ¼ ½pkij�; k ¼ 1; . . .;M; are known transition probability matrices. The

proposed approximation can be handled with the following convex problem

subject to linear matrix inequalities. Set

C
k
i ¼

ffiffiffiffiffiffi
pki1

q
I 
 
 


ffiffiffiffiffiffiffi
pkiN

q
I

� �
2 BðCNn;CnÞ;

H1 control law: The control law is given by

uðkÞ ¼ FixðkÞ;

with Fi given by

Fi¼�

 
I þ B�

i EiðXÞBi þ
1

c2
B�
i EiðXÞWi

	
I �

1

c2
W�

i EiðXÞWi


�1

W�
i EiðXÞBi

!�1

� B�
i

 
I �

1

c2
EiðXÞWi

	
I �

1

c2
W�

i EiðXÞWi


�1

W�
i

!
EiðXÞAi:
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for i ¼ 1; . . .;N and k ¼ 1; . . .;M: Given c2; find X ¼ ðX1; . . .;XNÞ 2 G
n; Q ¼

ðQ1; . . .;QNÞ 2 G
n; L ¼ ðL1; . . .; LNÞ 2 G

n; and Y ¼ ðY1; . . .; YNÞ 2 G
n;m; where

G
m;n denotes the linear space made up of all sequences of real matrices U ¼

ðU1; . . .;UNÞ; with Ui 2 BðRm;RnÞ for i ¼ 1; . . .;N: The following Markovian

controller combines the performance of the H2 criterion with the robustness of the

H1 one:

6.5 MJLS H‘ Output Feedback Control

The output feedback H1 control for MJLS presented in this section was originally

developed in [8]. Consider a continuous-time homogeneous Markov chain, H ¼
fHðtÞ : t[ 0g; with transition probability PrðhtþDt ¼ jjht ¼ iÞ defined as:

PrðHðt þ DtÞ ¼ jjHðtÞ ¼ iÞ ¼
kijðtÞDþ oðdÞ if i 6¼ j

1þ kiiðtÞDþ oðdÞ if i ¼ j

� �
; ð6:11Þ

where D[ 0; and kijðtÞ	 0 is the transition rate of the Markovian state

i to jði 6¼ jÞ; and

Mixed H2=H1 control law:

f ¼ min tr
XN

i¼1

W�XiW

( )

subject to

Qi a12 QiC
�
i Y�

i D
�
i W

a21 Li 0 0 0

CiQi 0 I 0 0

DiYi 0 0 I 0

W� 0 0 0 c2I

2
6666664

3
7777775
	0;

Li LiC
t
i

C
t�
i Li diagfQg

� �
	0;

Xi I

I Qi

� �
	0;

Xi ¼ X�
i [0;Qi ¼Q�

i [0;and Li ¼ L�i [0;

where trð:Þ is the trace of a matrix, diagfQg 2 BðRNnÞ is the matrix formed

by Q1; . . .;QN in the diagonal and zeros elsewhere, a12 ¼ QiA
�
i þ Y�

i B
�
i ; and

a21 ¼ AiQi þ BiYi: If this minimization problem has a solution X,Q,L and Y,

then

Fi ¼ YiQ
�1
i :
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kiiðtÞ ¼ �
XN

j¼1;j 6¼i

kijðtÞ:

The probability distribution of the Markov chain at the initial time is given by

l ¼ ðl1; . . .; lNÞ; so that PrðHð0Þ ¼ iÞ ¼ li: The MJLS is given by:

_xðtÞ ¼ AhðtÞxðtÞ þ BhðtÞuðtÞ þWhðtÞwðtÞ;

zðtÞ ¼ C1hðtÞxðtÞ þ D1hðtÞuðtÞ;

yðtÞ ¼ C2hðtÞxðtÞ þ D2hðtÞwðtÞ; t	 0;

ð6:12Þ

where the parameters are collections of real matrices,

AHðtÞ ¼ ðA1; . . .;ANÞ; dimðAiÞ ¼ n� n;

WHðtÞ ¼ ðW1; . . .;WNÞ; dimðWiÞ ¼ n� m;

BHðtÞ ¼ ðB1; . . .;BNÞ; dimðBiÞ ¼ n� r;

C1HðtÞ
¼ ðC11; . . .;C1NÞ; dimðC1iÞ ¼ p� n;

D1HðtÞ
¼ ðD11; . . .;D1NÞ; dimðD1iÞ ¼ p� r;

C2HðtÞ
¼ ðC21; . . .;C2NÞ; dimðC2iÞ ¼ q� n; and

D2HðtÞ
¼ ðD21; . . .;D2NÞ; dimðD2iÞ ¼ q� m; i ¼ 1; . . .;N;

with w 2 L2ð0; TÞ and Eðjx0j
2Þ\1: The vectors x ¼ fxðtÞ; t	 0g; z ¼ fzðtÞ;

t	 0g; and y ¼ fyðtÞ; t	 0g; are respectively, the state, the controlled output, and

the measured output of (6.12). Thus, whenever HðtÞ ¼ i 2 S (where S is an index

set S ¼ f1; . . .;Ng), one has AhðtÞ ¼ Ai; WhðtÞ ¼ Wi; BhðtÞ ¼ Bi; C1hðtÞ ¼ C1i;

D1hðtÞ ¼ D1i; C2hðtÞ ¼ C2i; and D2hðtÞ ¼ D2i: The output feedback H1 problem for

MJLS we consider in this chapter is to find a dynamic controller such that the H1

norm of the closed-loop system is smaller than c: To find this controller the

following linear matrix inequalities must be solved:

�Xi XiWi þ LiD2i

WT
i Xi þ DT

2iL
T
i �c�2I

� �
\0;

�Yi YiC
T
1i þ FT

i D
T
1i RiðYÞ

C1iYi þ D1iFi �I 0

RT
i ðYÞ 0 SiðYÞ

2
4

3
5\0;

Yi I

I Xi

� �
[ 0;
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with

�Xi ¼ AT
i Xi þ XiAi þ LiC2i þ CT

2iL
T
i þ CT

1iC1i þ
XN

j¼i

kijXj;

�Yi ¼ AiYi þ YiA
T
i þ BiFi þ FT

i B
T
i þ kiiYi þ c�2WiW

T
i ;

RiðYÞ ¼
ffiffiffiffiffiffi
k1i

p
Yi; . . .;

ffiffiffiffiffiffiffiffiffiffiffiffi
kði�1Þi

q
Yi;

ffiffiffiffiffiffiffiffiffiffiffiffi
kðiþ1Þi

q
Yi; . . .;

ffiffiffiffiffiffi
kNi

p
Yi

h i
;

SiðYÞ ¼ �diagðY1; . . .; Yi�1; Yiþ1; . . .; YNÞ:

As before, this controller is based on a continuous MJLS and must be dis-

cretized to be implemented in the actual manipulator.

6.6 Examples

The examples presented in this chapter provide guidelines to implement

the Markovian controllers on the UARM. These guidelines include the selection

of the linearization points and the generation of the state space matrices of the

Output feedback H1 control law:

_vðtÞ ¼ AchðtÞvðtÞ þ BchðtÞyðtÞ;

uðtÞ ¼ CchðtÞvðtÞ; t	 0;

where

Ac ¼ ðAc1; . . .;AcNÞ; dimðAciÞ ¼ n� n;

Bc ¼ ðBc1; . . .;BcNÞ; dimðBciÞ ¼ n� m; and

Cc ¼ ðCc1; . . .;CcNÞ; dimðCciÞ ¼ p� n:

Cci ¼ FiY
�1
i ;

Bci ¼ ðY�1
i � XiÞ

�1
Li;

Aci ¼ ðY�1
i � XiÞ

�1
MiY

�1
i ;

Mi ¼ �AT
i � XiAiYi � XiBiFi � LiC2iYi � CT

1iðC1iYi þ D1iFiÞ

� c�2ðXiWi þ LiD2iÞW
T
i �

XN

j¼1

kijY
�1
j Yi:
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manipulator’s linear model. Some details on the probability matrices which

describe possible scenarios of faults are also addressed. The fault tolerant system

was designed using the Fault Tolerant Manipulator Control Environment option of

CERob (Fig. 1.4).

6.6.1 Design Procedures

The graphical interface of the Fault Tolerant option of the simulator shows the

Markov jump model (Fig. 6.4) with the current fault configuration highlighted

and the Markov chain. While the simulation takes place, the fault configura-

tion changes according to the Markov state, defined by the fault detection

system.

The H2 Markovian controller is selected as the default option. The user may

also select the H1; mixed H2=H1 or output feedback H1 Markovian controllers

on the Markovian Control menu and redesign them by pressing the Controller

Design button (Fig. 6.5).

The Controller Design box is sub-divided in the following options:

• Controller Type: specifies the Markovian controller to be designed. The default

is an H2 Markovian controller.

• Fault Sequence: specifies the design parameters related to the type of fault

sequence selected.

• Linearization Points: the equilibrium points around which the robot dynamic

model is linearized. The user specifies the size in degrees for the sectors of

linearization for all joint variations.

– Sector Size: the linearization point is selected at the middle of the sector

whose size is defined at this point. The available values in the examples in this

book are: 10�; 20�; 30�; and 40�:
– Joint i Variation: defines the range of variation for each joint. The user

selects the minimum and maximum values among the following pre-specified

values: �90�; �60�; �40�; �20�; �10�; 0�; 10�; 20�; 40�; 60�; and 90�:

• Pre-controller Parameters: defines pre-controller gains KP and KD; Eq. 6.4. For
each fault sequence, a set of parameters is available to be selected.

• Fault Probability: defines the probability of a fault occurrence according to the

selected fault sequence.

The following value can be changed for the AAA–APA fault sequence:

– Fault Probability for Joint 2 (%): defines the probability of a fault

occurrence in the second joint, which changes the robot configuration

from AAA to APA.
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For the AAA–PAA–PAP fault sequence, the following values can be changed:

– Fault Probability for Joint 1 (%): defines the probability of a fault occurrence in

the first joint, which changes the robot configuration from AAA to PAA.

– Fault Probability for Joint 3 (%): defines the probability of a fault occurrence in

the third joint, which changes the robot configuration from PAA to PAP.

The linearization points are computed by combining all joint positions inside

the ranges of operation aforementioned. In the results described in this section, the

joints variations are selected from 0� to 20�; with sector size defined as 10�: Then,
two joint positions are computed for each joint and eight linearization points are

defined, as shown in Table 6.3. The Matlab code shown in the following computes

the positions and velocities of the joints based on the number of linearization

points defined by the user. All Matlab codes presented in this section can be found

in the directory CERobnMarkovSimulator.
The number of linearization points represents a key parameter in the Markovian

control design. If this value increases, the computational effort to find the con-

troller increases. The Markovian control approaches we are considering in this

chapter are based on the solution of a set of coupled Ricatti equations. Each

linearization point represents a Markovian state whose amount should be selected

properly to generate an effective representation of the nonlinear dynamics.

Therefore, the designer must establish a trade-off between an effective represen-

tation of the manipulator dynamics and the effort to find a feasible solution for the

Markovian control problem.

Fig. 6.5 Controller design box for Markovian controllers, AAA–APA fault sequence
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For each computed linearization point, the nonlinear dynamics of the robot

manipulator is linearized according to Sect. 6.3. The number of Markovian states

is related to the number of control phases of a fault sequence, Eq. 6.6. For

example, for the AAA–APA fault sequence, the Markovian states related to the

three control phases, AAA, APAu; and APAl; are computed. The following Matlab

code generates the dynamic matrices for each control phase. Although only the

computation for the AAA–APA and AAA–PAA–PAP fault sequences are shown,

the other possible fault sequences for a three-link manipulator can be reproduced

with slight Matlab code modifications.

The system matrices are vectorized in variables Avec, Bvec, Wvec, Cvec, Dvec,

and Qvec using the stack function, which generates a suitable representation for

the MJLS control design. The stack function stores a set of matrices in a vector

form, where:
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• the first element is NaN (Not a Number);

• the second is the number of matrices stored in the vector, N;

• the following 2N elements represent the matrices’ dimensions;

• the following elements contain the elements of the matrices (columnwise).

The unstack function is used to recover the system matrices from vectorized

variables.
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The following Matlab code, extracted from the file AAAd.m, computes the

discretized dynamic matrices for the three-link planar manipulator UARM.

Because the UARM moves in a horizontal plane (and therefore is not influenced by

gravity) and the linearization points were selected with joint velocities set to zero,

the non-inertial term bðq; _qÞ vanishes. In this case, the dynamic matrix eAðq; _qÞ;
defined in Eq. 6.4, is given by:

eAðq; _qÞ ¼ 0

M
�1
ðqÞKP

�
I

M
�1
ðqÞKD

�����
ðq0; _q0Þ

:
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Since the Markovian controllers proposed in Sect. 6.4 were developed for

discrete time systems, the continuous systems are discretized with a zero-order

holder approximation as in the following Matlab code:
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The probability matrices described in Eqs. 6.7 and 6.8 can be computed as in

the following code for an arbitrary number of linearization points. The probability

that the system will stay at a given linearization point is set equally for all points. If

the manipulator happens to stay too much time near a specific linearization point,

the probability of the system to stay at this point can be increased. The variables

fault1, fault2 and fault3 define, respectively, the fault probability for

joints 1, 2, and 3, according to the fault sequence being considered. These values

are selected in the Controller Design box, Fig. 6.5.

The Markovian jump controllers are computed using the Discrete Time

Markovian Jump Linear Systems (DTMJLS) toolbox [5]. The Matlab codes of the

control design functions can be found in the directory CERobnMarkov-
Simulatorn dtmjls.
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6.6.2 AAA–APA Fault Sequence: State-Feedback Control

The following experimental results are obtained by introducing a fault on the

second joint of UARM. The results were obtained for the same initial and final

positions of Sect. 6.2, qð0Þ ¼ ½0 0 0�� and qðTÞ ¼ ½20 20 20��; respectively. The
initial configuration of the manipulator is AAA, with the Markovian state starting

in 1 (Table 6.3). The changes of the Markov states with respect to the linearization

points are defined according to the actual position of the manipulator’s joints. The

joint position ranges and sector sizes, selected in the Control Design box, are

considered in the Markov state computation.

The fault is introduced at tf ¼ 2:5 s: At the detection time td; the Markovian

chain changes from the configuration AAA to the control phase APAu: The

Markovian chain changes from the control phase APAu to the control phase APAl

when the second joint reaches the set-point at time tr (Fig. 6.7).

Torque disturbances of the following form are introduced in each joint to test

the robustness of the controllers:

sd ¼
0:03e�2ðt�tf Þ

2

sinð4ptÞ

0:015e�2ðt�tf Þ
2

sinð5ptÞ

0:009e�2ðt�tf Þ
2

sinð6ptÞ

2
64

3
75:

These disturbances are sinusoidal oscillations attenuated by normal functions

(Fig. 6.6). The disturbance in the passive joint is turned off after the fault occurs.

The preliminary PD controllers are used jointly with the Markovian controllers

to pre-compensate the model imprecisions. For the specific case of planar

manipulators, these controllers are useful to generate a more representative state

space model of the system. From Sect. 6.6.1, it is clear that the dynamic matrix A
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Fig. 6.6 Torque disturbances
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Fig. 6.7 Joint positions, Markovian chain states, and joint torques, H2 Markovian control ðtf ¼
fault time; td = detection time, and tr = time when the second joint reaches the desired position)
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will be the same for all linearization points if the PD gains are set to zero. These

gains are selected individually for each robot configuration, in order to obtain the

best performance for a complete desired trajectory. For the state-feedback

Markovian controllers in this section, the PD gains were selected heuristically as:

KPAAA
¼

0:2 0 0

0 0:15 0

0 0 0:12

2
64

3
75; KDAAA

¼

0:02 0 0

0 0:02 0

0 0 0:02

2
64

3
75;

KPAPAl
¼

1:25 0:20

0:06 0:30

� �
; KDAPAl

¼
0:27 0:02

0:01 0:01

� �
;

KPAPAu
¼

�1:10 �0:05

�0:07 0:7

� �
; KDAPAu

¼
�0:07 �0:01

�0:04 0:06

� �
:

The Markovian controllers are computed considering a ¼ 20 for configuration

AAA; a ¼ 40 for the control phases APAu and APAl; and b ¼ 1 for all configu-

rations (Eq. 6.4). Note that the conditions eCT eD ¼ 0 and eDT eD ¼ I are satisfied.

For the H2 Markovian control, the weighting matrices are defined by Q ¼ eCT eC
and R ¼ I: The best value of c for the H1 and mixed H2=H1 Markovian con-

trollers is c ¼ 10:
Fault detection and isolation is performed by the filtered torque prediction error

approach proposed in [9]. In essence, this procedure is based on the prediction

error signal, �ðtÞ; between the filtered torque given by

_sf ¼ �ksf þ gs; sf ð0Þ ¼ 0;

where g and k are positive filter constants, and the filtered torque estimate given by

ŝf ¼ Yf ĥ;

where Yf is the filtered regression matrix and ĥ is a constant, best-guess estimate

for h; the vector containing the uncertain system parameters. From experimental

verification, the fault detection parameters that provide the lowest delay times

between fault occurrence and fault detection, without indicating false detections,

are g ¼ 1; k ¼ 10 and c2 ¼ ½0:007 0:005 0:004� (see [9] for more details about

the parameter c2). The mean delay time between the fault occurrence and the

detection, for all controllers designed in this section, is 213 ms.

The experimental results, including joint positions, Markovian chains, and

torques for H2; H1; and mixed H2=H1 Markovian controllers are shown in

Figs. 6.7, 6.8 and 6.9.

The effectiveness of the fault tolerant system presented in this chapter can be

verified in the results displayed in Fig. 6.10, which shows an experiment where the

fault in the second joint is introduced at tf ¼ 2:3 s and detected at tf ¼ 2:9 s; with a
delay of 600 ms.
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Fig. 6.8 Joint positions, Markovian chain states, and joint torques, H1 Markovian control
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control
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6.6.3 AAA–APA Fault Sequence: Output-Feedback Control

The output feedback H1 Markovian control presented in Sect. 6.5 was also

implemented in the UARM manipulator. To implement this controller, a transition

rate matrix K may be selected instead of a probability matrix P; the only difference
between them being the diagonal elements. In the transition rate matrix, the ele-

ments of the diagonal are defined as a function of the off-diagonal elements as in

(6.11), that is,

kiiðtÞ ¼ �
XN

j¼1;j 6¼i

kijðtÞ:
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Fig. 6.10 Joint positions and Markovian chain states, H1 Markovian control, delay time to

detect fault = 600ms
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For the AAA–APA fault sequence, the 24� 24 transition rate matrix K is

partitioned into 9 submatrices of dimension 8� 8; similarly to what was done for

matrix P in Sect. 6.3.4:

K ¼
KAAA Kf K0

K0 KAPAu
Ks

K0 Ks KAPAl

2
4

3
5:

The submatrix KAAA shows the relationship between the linearization points of

configuration AAA, and the diagonal submatrix Kf determines the probabilities of

fault occurrence. In the second line of K; KAPAu
defines the relationship between

the linearization points in the control phase APAu; K0 represents the fact that the

free joint cannot be repaired, and the matrix Ks represents the transition rate of

the system to go to the control phase APAl: In the third line of K; KAPAl
defines

the relationship between the linearization points in the set APAl; Ks represents the

probability that the system will return to the control phase APAu; and K0 repre-

sents, again, the impossibility of the free joint being repaired. The transition rate

matrix K is selected as:

KAAAðijÞ
¼ 0:09; KAPAuðijÞ

¼ 0:08; KAPAlðijÞ
¼ 0:08; for i 6¼ j;

KAAAðiiÞ
¼ �0:73; KAPAuðiiÞ

¼ �0:76; KAPAlðiiÞ
¼ �0:76; for i ¼ j;

Kf ¼ 0:1I8; Ks ¼ 0:2I8; K0 ¼ 0:

The experiments considering the output feedback H1 Markovian controller are

performed for the same initial and final positions as before, with the fault intro-

duced at tf ¼ 1:5s: Since joint velocities are not available to the preliminary

controller, a proportional-only controller is used. The P gains are selected as:

KPAAA
¼

2:25 0 0

0 2:0 0

0 0 1:8

2
4

3
5; KPAPAu

¼
�1:8 0

0 0:5

� �
; KPAPAl

¼
2:0 0:3
0:1 0:7

� �
:

The controller is computed considering a ¼ 50 and b ¼ 100 for all configu-

rations and the best value of c is 1.5. The experimental results, including joint

positions, Markovian states and joint torques for the output-feedback H1

Markovian controller are shown in Fig. 6.11.

In order to compare the performances of all Markovian controllers, N ¼ 10

experiments for each controller are performed to compute the performance indexes

L2½x� and E½s�: The results displayed in Figs. 6.7, 6.8 and 6.9 correspond to the

samples that are closer to the mean values L2½x� and E½s�: The values of L2½x� and
E½s� for the AAA–APA fault sequence are shown in Table 6.5. The H2 controller

spends more energy with a worst performance than the H1 and the H2=H1

controllers. The output-feedback H1 controller spends the largest amount of

energy, but also presents the best performance of all controllers.
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Fig. 6.11 Joint positions, Markovian chain states, and joint torques, output-feedback H1

Markovian control
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6.6.4 AAA–PAA–PAP Fault Sequence: State-Feedback

Control

We present now an experiment where the manipulator is subject to two consec-

utive faults, AAA–PAA–PAP. Our objective is to motivate the reader to generalize

the controller design guidelines to n-link manipulators subject to m faults. Two

artificial faults are introduced at tf1 ¼ 2:5 s and tf2 ¼ 2:7 s in joints 1 and 3,

respectively. At fault detection times td1 and td2; the Markovian state changes from

configuration AAA to control phase PAAu; and from this one to the control phase

PAPu1: When the first and third joints reach their set-points at times tr1 and tr2; the
Markovian states changes to the control phases PAAu1 and PAPl; respectively.

The experiment is performed considering the same initial and final positions

and torque disturbances used in Sect. 6.6.2. For the state-feedback Markovian

controllers the PD gains are selected as:

KPAAA
¼

0:2 0 0

0 0:15 0

0 0 0:12

2
64

3
75; KDAAA

¼

0:02 0 0

0 0:02 0

0 0 0:02

2
64

3
75;

KPPAAl
¼

1 0

0 1

� �
; KDPAAl

¼
0:01 0

0 0:01

� �
;

KPPAAu
¼

�0:5 0

0 0:2

� �
; KDPAAu

¼
�0:01 0

0 0:05

� �
;

KPPAPu1
¼ �0:5; KDPAPu1

¼ �0:01;

KPPAPu2
¼ �10; KDPAPu2

¼ �0:7;

KPPAPl
¼ 2; KDPAPl

¼ 0:5:

The Markovian controllers are computed considering a ¼ 20 for configuration

AAA; a ¼ 40 for the control phases PAAu and PAAl; a ¼ 10 for control phases

PAPu1; PAPu2 and PAPl; and b ¼ 1 for all configurations (see Eq. 6.4). These

parameters are selected empirically for both fault sequences. The best value of c

for the H1 and mixed H2=H1 Markovian controllers is c ¼ 10:
The best fault detection parameters for this fault sequence are g ¼ 1; k ¼ 10;

and c2 ¼ ½0:0125 0:0090 0:0075�: The mean delay time between the first and

second fault occurrence and the detection for all controllers of this section are,

Table 6.5 Performance

indexes—AAA–APA fault

sequence

Controller L2½x� E½s� (N m s)

H2 Markovian 0.2243 0.3327

H1 Markovian 0.2093 0.3040

Mixed H2=H1 Markovian 0.2071 0.2934

Output-feedback H1 Markovian 0.1316 0.3860
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respectively, 51 ms and 210 ms. The experimental results, including joint posi-

tions and Markov chains, are shown in Figs. 6.12, 6.13 and 6.14. Figure 6.15

presents the joint torques for all three controllers.

6.6.5 AAA–PAA–PAP Fault Sequence: Output-Feedback Control

To implement the output-feedback H1 Markovian control, for the AAA–PAA–

PAP fault sequence, the transition rate matrix K is partitioned in 36 submatrices of

dimension 8� 8:

K ¼

KAAA Kf K0 Kf K0 K0

K0 KPAAu
Ks Kf K0 K0

K0 Ks KPAAl
K0 Kf K0

K0 K0 K0 KPAPu1 Ks K0

K0 K0 K0 Ks KPAPu2 Ks

K0 K0 K0 Ks Ks KPAPl

2
6666664

3
7777775
:

Following the same arguments presented in Sect. 6.6.2, K is defined as:

KAAAðijÞ
¼ 0:08;KPAAuðijÞ

¼ 0:07;KPAAlðijÞ
¼ 0:07;

KPAPu1ðijÞ ¼ 0:08;KPAPu2ðijÞ ¼ 0:06;KPAPlðijÞ ¼ 0:06; for i 6¼ j

KAAAðiiÞ
¼ �0:76;KPAAuðiiÞ

¼ �0:79;KPAAlðiiÞ
¼ �0:79;

KPAPu1ðiiÞ ¼ �0:76;KPAPu2ðiiÞ ¼ �0:82;KPAPlðiiÞ ¼ �0:82; for i ¼ j;

Kf ¼ 0:1I8;Ks ¼ 0:2I8;K0 ¼ 0:

The fault detection system used in AAA–APA fault sequence is also adopted

here to determine the fault occurrence. The first fault is introduced at tf1 ¼ 2:5 s
and detected at td1 ¼ 2:58 s; changing the Markovian state from configuration

AAA to control phase PAAu; maintaining its linearization point. The second fault

is introduced at tf2 ¼ 3:0 s and detected at td2 ¼ 3:35 s; before joint 1 has reached

its set point, forcing the Markovian state to jump from control phase PAAu to

control phase PAPu1: After joint 1 reaches its set point at tr1 ¼ 4:73 s; the

Markovian state changes to control phase PAPu2; and finally at tr3 ¼ 6:75 s; the
state changes to control phase PAPl: Torque disturbances and an additional pay-

load of 0.5 kg are introduced in order to test controller robustness. The propor-

tional gains are selected as:

KPAAA
¼

2:25 0 0

0 2:0 0

0 0 1:8

2
64

3
75; KPPAAu

¼
�1:8 0

0 0:5

� �
; KPPAAl

¼
�1:8 0

0 0:5

� �
;

KPPAPu1
¼ �5; KPPAPu2

¼ �30; KPPAPl
¼ 20:
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Fig. 6.12 Joint positions and Markovian chain states, H2 Markovian control. The middle graph
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Fig. 6.13 Joint positions and Markovian chain states, H1 Markovian control. The middle graph

is a zoomed-in version of the top graph
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Fig. 6.14 Joint positions and Markovian chain states, mixed H2=H1 Markovian control. The

middle graph is a zoomed-in version of the top graph
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Fig. 6.15 Joint torques, H2 (top), H1 (middle), and mixed H2=H1 (bottom) Markovian

controllers
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Fig. 6.16 Joint positions and Markovian chain states, output-feedback H1 Markovian control.

The middle graph is a zoomed-in version of the top graph
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The controller is computed considering a ¼ 10 and b ¼ 10 for all configura-

tions (Eq. 6.4). The best value of c is 10: The desired positions are qðTÞ ¼
½20� 20 15��: The experimental results, including joint positions, Markovian

states and joint torques are shown in Figs. 6.16 and 6.17.

Analogously to the AAA–APA fault sequence, we performed N ¼ 10 experi-

ments for each controller. The values of L2½x� and E½s� for the AAA–PAA–PAP

fault sequence are shown in Table 6.6.

Appendix

State space matrices A and B and Markovian control gains K for fault sequence

AAA–APA (Tables 6.7, 6.8, 6.9, 6.10, 6.11 and 6.12).
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Fig. 6.17 Joint torques, output-feedback H1 Markovian control

Table 6.6 Performance indexes—AAA–PAA–PAP fault sequence

Controller L2½x� E½s� (N m s)

H2 Markovian 0.2175 0.1230

H1 Markovian 0.1936 0.1363

Mixed H2=H1 Markovian 0.1971 0.1390

Output-feedback H1 Markovian 0.2382 0.1377
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Part III

Cooperative Robot Manipulators



Chapter 7

Underactuated Cooperative Manipulators

7.1 Introduction

Cooperative manipulators offer significant advantages over single manipulators

when operating on heavy, large, or flexible loads [1, 4, 5, 7, 9–11, 13, 15]. As in

humans, robotic systems with two manipulators can execute tasks that are difficult

or even impossible to be performed by a single robot (e.g., assembly of large

structures) [11].

Control of cooperative manipulators is complex because of the interaction

between the arms caused by the kinematic and internal force constraints. Position

control must be coordinated with control of the squeeze forces in the load to avoid

damaging it. Several solutions have been proposed in the literature to deal with this

problem in fault-free cooperative manipulators rigidly connected to an unde-

formable load. They include the master/slave strategy [8], the optimal division of

the load control [4, 9], the definition of new task objectives or variables [3, 6], and

the hybrid control of motion and squeeze forces [2, 10, 14]. Despite presenting

good performance for the fault-free case, these controllers, in general, were not

designed to account for the presence of passive joints.

This chapter presents solutions to three important problems related to cooper-

ative manipulators:

1. A stable motion control method for underactuated cooperative manipulator

systems with any number of manipulators (Sects. 7.2 and 7.3). The control of

several cooperative manipulators with passive joints, instead of only two as in

[7], is made possible by the introduction of a new Jacobian matrix QðqÞ:
2. An extension of the squeeze force control in [14] to cooperative manipula-

tors with passive joints (Sect. 7.3). The proposed strategy is of a hybrid

nature and treats the load’s motion and the components of the squeeze forces

independently.

3. A method to measure the dynamic load carrying capacity of cooperative

manipulators with passive joints (Sect. 7.4).

A. A. G. Siqueira et al., Robust Control of Robots,

DOI: 10.1007/978-0-85729-898-0_7, � Springer-Verlag London Limited 2011

153



Section 7.5 presents the results of the application of these methods to the

UARM.

7.2 Cooperative Manipulators

In this section, we develop the complete kinematic and dynamic model of coop-

erative manipulators, giving a special attention to the interaction forces between

the load and the manipulators’ end-effectors.

Consider a robotic system with m manipulators rigidly connected to an unde-

formable load (see Fig. 7.1, where the case m ¼ 2 is illustrated for clarity of

presentation). Let qi be the vector of generalized coordinates of manipulator i and

xo ¼ ½pTo /T
o �

T
be the k-dimensional vector of load position and orientation. In the

three-dimensional space, po ¼ ½xo yo zo�
T

is the position of the origin of the

frame attached to the center of mass of the load (frame CM) with respect to an

appropriately selected origin (e.g., the base of one of the manipulators), and

/o ¼ ½uo to wo�
T
is a minimal representation of the load orientation using, say,

Euler angles or RPY (roll-pitch-yaw) angles.

As it is possible to compute the positions and orientations of the load using the

positions of the joints of any arm, the cooperative system presents the following

kinematic constraints:

xo ¼ /iðqiÞ; ð7:1Þ

for i ¼ 1; 2; . . .;m; where /iðqiÞ is the representation of the direct kinematics of

manipulator i. Differentiating Eq. 7.1 with respect to time, the following velocity

constraint appears:

_xo ¼ Diðxo; qiÞ _qi; ð7:2Þ

for i ¼ 1; 2; . . .;m; where Diðxo; qiÞ ¼ J�1
oi
ðxoÞJiðqiÞ is the Jacobian matrix relating

joint velocities of manipulator i and load velocities, JiðqiÞ is the Jacobian matrix of

manipulator i (from joint velocity to end-effector velocity) and JoiðxoÞ is the

Jacobian matrix that converts velocities of the load into velocities of the end-

effector of arm i. Since the load position and orientation can be computed through

the joint positions of the manipulators and vice versa, the above Jacobian matrices

are represented as DiðqiÞ; JiðqiÞ and JoiðxoÞ:
The equation of motion for the ith manipulator in the cooperative system is

given by:

MiðqiÞ€qi þ Ciðqi; _qiÞ _qi þ giðqiÞ ¼ si � JiðqiÞ
T
hi; ð7:3Þ

where MiðqiÞ is the inertia matrix, Ciðqi; _qiÞ is the matrix of centrifugal and

Coriolis terms, giðqiÞ is the vector of gravitational torques, si is the vector of

applied torques, and hi ¼ ½f Ti gTi �
T
is the force vector at the end-effector, with fi
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representing linear forces and gi representing torques; the friction terms are not

shown for clarity.

The combined dynamics of all manipulators can be written as:

MðqÞ€qþ Cðq; _qÞ _qþ gðqÞ ¼ s� JðqÞTh; ð7:4Þ

where q ¼ ½qT1 qT2 . . . qTm�
T ; s ¼ ½sT1 sT2 . . . sTm�

T ; h ¼ ½hT1 hT2 . . . hTm�
T ;

g ¼ ½gT1 gT2 . . . gTm�
T ;

MðqÞ ¼

M1ðq1Þ . . . 0

..

. . .
. ..

.

0 . . . MmðqmÞ

2
664

3
775;

Cðq; _qÞ ¼

C1ðq1; _q1Þ . . . 0

..

. . .
. ..

.

0 . . . Cmðqm; _qmÞ

2
664

3
775;

and JðqÞ ¼

J1ðq1Þ . . . 0

..

. . .
. ..

.

0 � � � JmðqmÞ

2
64

3
75:

The equation of motion of the load is given by:

Mo€xo þ boðxo; _xoÞ ¼ JoðxoÞ
T
h; ð7:5Þ

where Mo is the load inertia matrix, boðxo; _xoÞ is the vector of centrifugal, Coriolis,

and gravitational torques, and JoðxoÞ ¼ ½Jo1ðxoÞ
T ; . . .; JomðxoÞ

T �T :

X

Y

Workspace

Arm 2Arm 1

Load

qa = [q11 q13 q21 q22 q23]
T

qp = [q12]

Fig. 7.1 Two 3-joint cooperative manipulators handling a common load. In this example the

second joint of the manipulator on the left is passive
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Under the rigid load assumption, the forces of the end-effectors projected to

frame CM can be decomposed as

ho ¼ hos þ hom; ð7:6Þ

where ho ¼ JToqh and the projection matrix JoqðxoÞ is given by:

JoqðxoÞ ¼

Jo1ðxoÞ � � � 0

..

. . .
. ..

.

0 � � � JomðxoÞ

2
64

3
75:

In Eq. 7.6, hos 2 Xs is the vector of squeeze forces [12] and hom 2 Xm is the

vector of motion forces. The subspace Xm ðdimðXmÞ ¼ kÞ is called motion sub-

space and its orthogonal complement, Xs ðdimðXmÞ ¼ kðm� 1ÞÞ; is called squeeze

subspace. If ho belongs to the squeeze subspace XS; the resulting force has no

contribution to the motion of the load. The squeeze subspace is given by the kernel

of WT ¼ ½Ik Ik. . .Ik� 2 <k�ðkmÞ; that is, Xs ¼ fhos 2 <kmjWThos ¼ 0g: WT trans-

forms the mk-dimensional vector ho into the k-dimensional vector of the resulting

force at the load frame of reference CM,

hor ¼ WTho ¼ WTJToqðxoÞh:

Joint torques of the form DðqÞThsc; where DðqÞ ¼ ½D1ðq1Þ. . . DmðqmÞ� and

hsc 2 Xs; do not affect the motion of the load if the manipulators’ configurations

are not singular. The motion of the manipulators, however, affects the squeeze

forces due to the squeeze components of the d’Alembert (inertial) forces.

Therefore, the vector of squeeze forces can be further decomposed as:

hos ¼ hsm þ hsc; ð7:7Þ

where hsm is the component of the squeeze forces induced by the motion and hsc is

the component not affected by the motion.

In [14], a motion and force control is designed for a fully-actuated cooperative

system. In that work, first the squeeze forces are ignored and a motion control with

compensation of the gravitational torques is designed. Then, a squeeze force

control is designed considering the component of the squeeze forces caused by the

motion ðhsmÞ as disturbances. In the next section, we develop a similar control

strategy for cooperative manipulators with passive joints.

7.3 Control of Cooperative Arms with Passive Joints

In the presence of passive joints, the cooperative manipulator control problem

can be decomposed in two components, namely, motion control and squeeze

force control. A stable motion control with compensation of the gravitational
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torques is designed first. For this purpose, the Jacobian matrix QðqÞ that relates

the velocities in the active joints to the load velocities (or equivalently, from the

virtual work principle, the torques in the actuated joints to the resulting forces in

the load), has to be calculated. The control law applied to the actuated joints is

given by

sa ¼ smg þ ss; ð7:8Þ

where sa is the vector of torques at the active joints, smg is the motion control law

with compensation for the gravitational torques, and ss is the squeeze force control

law.

In the following, a method to compute the Jacobian matrix QðqÞ for cooperative
robotic systems with m[ 1 is shown. From Eq. 7.2,

m _xo ¼ D1ðq1Þ _q1 þ D2ðq2Þ _q2 þ � � � þ DmðqmÞ _qm: ð7:9Þ

Assume that, among all n joints in all manipulators, na joints are actuated and

np joints are passive. The positions of the passive joints are grouped in the vector

qp and the positions of the actuated joints are grouped in the vector qa (see

Fig. 7.1, where qij represents the jth joint of the manipulator i). Partitioning Eq. 7.9

in quantities related to the passive and actuated joints, we obtain:

m _xo ¼
Xm

i¼1

DaiðqiÞ _qa þ
Xm

i¼1

DpiðqiÞ _qp ¼ DaðqÞ _qa þ DpðqÞ _qp; ð7:10Þ

where a refers to the actuated joints and p to the passive joints. Considering again

Eq. 7.2, we can find two more expressions relating the velocities of the passive and

active joints. When m is even,

Xm

i¼1

ð�1Þiþ1
DiðqiÞ _qi ¼ 0; ð7:11Þ

which can be partitioned as

Xm

i¼1

ð�1Þiþ1
DaiðqiÞ _qa þ

Xm

i¼1

ð�1Þiþ1
DpiðqiÞ _qp ¼ RaðqÞ _qa þ RpðqÞ _qp ¼ 0: ð7:12Þ

It is interesting to note that such relationship cannot always be found in indi-

vidual manipulators with passive joints [7]. When m is odd,

Xm

i¼1

ð�1Þiþ1
DiðqiÞ _qi ¼ _xo; ð7:13Þ

which can also be partitioned in terms of the actuated and passive joints as

RaðqÞ _qa þ RpðqÞ _qp ¼ _xo: ð7:14Þ
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One can observe that RpðqÞ is of dimension k � np where k� np: For the

pseudo-inverse of Rp to exist the matrix must be full rank. Therefore, in this

chapter we make the following assumptions:

Assumption 2 means that singularities in RpðqÞ; which are determined by the

number and position of the passive joints, must be avoided. The robot configu-

rations where RpðqÞ is not full rank are discussed in [7]. Examples with cooper-

ative systems formed by two planar manipulators and by two Puma robots show

that the regions where RpðqÞ is not full rank are limited.

The Jacobian matrix QðqÞ has important kinematic properties and can be used

to study the manipulability of cooperative system with passive joints [1].

7.3.1 Motion Control

In this section, we present a stable motion control method that includes com-

pensation of the gravitational torques, but ignores the effects of the squeeze forces

on the load. The matrix QðqÞ is used to design motion forces proportional to the

load position and velocity errors in the actuated joints space. The gravity forces

and torques in the load and in the passive joints are compensated by the actuated

Using Eqs. 7.10, 7.12, and 7.14, the velocities of the load are related to

the velocities of the actuated joints by:

_xo ¼ QðqÞ _qa; ð7:15Þ

where

QðqÞ ¼
1

m
DaðqÞ � DpðqÞR

#
p ðqÞRaðqÞ

� �

; ð7:16Þ

if m is even, and

QðqÞ ¼ mI � DpðqÞR
#
p ðqÞ

� ��1

DaðqÞ � DpðqÞR
#
p ðqÞRaðqÞ

� �

; ð7:17Þ

if m is odd. R#
p ðqÞ represents the pseudo-inverse of RpðqÞ:

Assumption 1 The number of actuated joints na is not smaller than the

dimension of the load coordinates k, which in turn is not smaller than the

number of passive joints np; i.e., na � k� np:
Assumption 2 The matrix RpðqÞ is full rank.

158 7 Underactuated Cooperative Manipulators



joints using the Jacobian matrices RpðqÞ; RaðqÞ; and QðqÞ: The motion control law

for the actuated joints is given by:

smg ¼ sM þ sg; ð7:18Þ

with the motion component given by

sM ¼ QTðKpDxo þ KvD _xoÞ; ð7:19Þ

where Dxo ¼ ðxdo � xoÞ is the load position error, xdo is the desired position of the

load, the diagonal matrices Kp and Kv are positive definite, D _xo ¼ ð _xdo � _xoÞ is the

load velocity error, and _xdo is the desired velocity of the load.

The term that compensates for the gravitational torques is given by:

sg ¼ ga � RT
ogp þ ðJTa � RT

o J
T
p Þfo; ð7:20Þ

where

Ro ¼
R#
p Ra if m is even,

R#
p ðRa � QÞ if m is odd,

(

and fo is an mk-dimensional vector chosen to satisfy

JTo fo ¼ bo: ð7:21Þ

The gravitational terms ga and gp are computed considering the following

partition of the combined dynamics of the manipulators, Eq. 7.4:

�M€�qþ �C _�qþ �g ¼ �s� �Jh; ð7:22Þ

where �q ¼ ½qTa qTp �
T ; �g ¼ ½gTa gTp �

T ; �J ¼ ½Ja Jp�
T ; �s ¼ ½sTa sTp �

T ; �C ¼ ½CT
a CT

p �
T ;

and

�M ¼
Maa Map

Mpa Mpp

� �

:

Based on the proposed motion control law, the following theorem is stated.

Theorem Consider that Assumptions 1 and 2 are satisfied and the desired

trajectories belong to S ¼ f _xdoðtÞ; €x
d
oðtÞ 2 L2ð½0;1ÞÞ : _xdoðtÞ and €xdoðtÞ are

uniformly continuous g: Let the control law be given by Eqs. 7.18–7.20, then:

(a) The cooperative system is asymptotically stable, i.e., the load velocity

converges to zero as t ! 1;

(b) The position error Dxo converges to the manifold given by

QTKpDxo þ ðJTa � RT
o J

T
p ÞJ

�T
oq hsc ¼ 0:
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Proof Consider first a class of desired trajectories with desired velocities

equal to zero (set-point control problem) and the following Lyapunov function

candidate:

V ¼
1

2
_xToMo _xo þ

1

2
_�qT �M _�qþ

1

2
DxToKpDxo; ð7:23Þ

where the sum of the first two terms are equal to the kinetic energy of the system.

Differentiating Eq. 7.23 and considering Eqs. 7.5 and 7.22:

_V ¼ � _xTobo � _qTaga � _qTpgp þ _qTa sa þ DxToKpD _xo; ð7:24Þ

where the fact that ð _�M � 2�CÞ is skew-symmetric was used. Substituting (7.18) in

(7.24),

_V ¼ � _xToKv _xo � 0 ð7:25Þ

which, by LaSalle’s Invariance Principle, implies the asymptotic convergence of

_xoðtÞ to zero. Therefore, the load always goes to the steady state under the control

law given by (7.18).

Consider now the trajectory tracking control problem. The following Lyapunov

function candidate is selected:

V ¼
1

2
D _xToMoD _xo þ

1

2
D _�qT �MD _�qþ

1

2
DxToKpDxo; ð7:26Þ

where D _�q ¼ ð _�qd � _�qÞ; _�qd is the projection of _xdo in the joint space obtained using

(7.10), and �D ¼ ½Da Dp�: It is important to observe that the errors D�q and D _�q are

not present in the control law, and D _�q is used here only to prove the stability of the

trajectory tracking controller. Differentiating (7.26), considering (7.5) and (7.22),

and applying the control law given by (7.18)–(7.20):

_V ¼ ð _xdoÞ
T
Mo€x

d
o � _xToMo€x

d
o þ ð _�qdÞT �M€�qd � _�qT �M€�qd

þ ð _�qdÞT �C �
1

2
_�M

� �

_�qþ
1

2
ð _�qdÞT _�M _�qd �

1

2
_�qT _�M _�qd

� ð _xdoÞ
T
Kv _x

d
o þ 2ð _xdoÞ

T
Kv _xo � _xToKv _xo: ð7:27Þ

Since Kv is symmetric positive definite, _xToKv _xo and ð _xdoÞ
T
Kv _x

d
o satisfy the

following inequalities:

_xToKv _xo � kvk _xok; ð7:28Þ

ð _xdoÞ
T
Kv _x

d
o � kvk _x

d
ok; ð7:29Þ

where kv is the smallest eigenvalue of Kv: Therefore, at any given at instant t,

_VðtÞ� _xdoðtÞ
T#1ðtÞ þ _xoðtÞ

T#2ðtÞ � kvk _x
d
oðtÞk

2 � kvk _xoðtÞk
2; ð7:30Þ
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where #1ðtÞ; and #2ðtÞ are terms dependent on the model parameters and the

desired trajectory. If the desired trajectories belong to S; #1ðtÞ and #2ðtÞ 2
L2ð½0;1ÞÞ: Integrating both sides of (7.30) from t0 to t; and considering that the

inner product satisfies the Cauchy-Schwarz inequality:

VðtÞ � Vðt0Þ� k#1ðtÞkL2ð½t0;t�Þk _x
d
okL2ð½t0;t�Þ � kvk _x

d
ok

2
L2ð½t0;t�Þ

� kvk _xok
2
L2ð½t0;t�Þ

þ k#2ðtÞkL2ð½t0;t�Þk _xokL2ð½t0;t�Þ: ð7:31Þ

Completing the squares in the above equation:

VðtÞ � Vðt0Þ� � kv k _xdokL2ð½t0;t�Þ �
k#1ðtÞkL2ð½t0;t�Þ

2kv

� �2

� kv k _xokL2ð½t0;t�Þ �
k#2ðtÞkL2ð½t0;t�Þ

2kv

� �2

þ
k#1ðtÞk

2
L2ð½t0;t�Þ

4kv
þ
k#2ðtÞk

2
L2ð½t0;t�Þ

4kv
: ð7:32Þ

From this equation, we see that V(t) is bounded by Vðt0Þ plus the third and forth

terms on the right side of (7.32). Since VðtÞ� 0 (7.26), #1ðtÞ 2 L2ð½0;1ÞÞ; and
#2ðtÞ 2 L2ð½0;1ÞÞ; then (7.32) implies that VðtÞ is uniformly bounded for all

t[ 0; which implies that Dxo; D _xo; D _�q are all uniformly bounded. Still from

(7.32), if VðtÞ is uniformly bounded, then _xo 2 L2ð½0;1ÞÞ; _xo is uniformly con-

tinuous, and _xo is convergent to zero as t ! 1: Thus, the load always converges to
the desired trajectories that belong to S; under the control law given by (7.18).

Consider now part (b) of the theorem. Substituting the second line of (7.22) in the

first line, for _q ¼ €q ¼ 0; one obtains:

QTKpDxo þ ðJTa � RT
o J

T
p Þhþ ðJTa � RT

o J
T
p Þfo ¼ 0: ð7:33Þ

Substituting (7.21) in (7.5), for _xo ¼ €xo ¼ 0; and selecting fo that results in a

null squeeze at the frame CM:

fo ¼ �J�T
oq hom: ð7:34Þ

Finally, substituting (7.34), (7.6), and (7.7) in (7.33), one obtains:

QTKpDxo þ ðJTa � RT
o J

T
p ÞJ

�T
oq hsc ¼ 0: ð7:35Þ

h

7.3.2 Squeeze Force Control

In this section, the squeeze force control is designed considering the component of

the squeeze forces generated by the motion, hsm; as disturbances. This assumption

is realistic since hsm is not affected by joint torques of the form DThsc Eq. 7.7.

7.3 Control of Cooperative Arms with Passive Joints 161



Here, since hsc is an mk�dimensional vector and dimðXsÞ ¼ kðm� 1Þ; the control
law for the actuated joints can be written as:

ss ¼ �DT
saA

T
c cs; ð7:36Þ

where the image of AT
c projects the null space of AT ; i.e., ImðAT

c Þ ¼ Xs; the

kðm� 1Þ-dimensional vector cs is the squeeze force control variable (computed

later as a function of the measured squeeze forces CsÞ; and

Dsa ¼

Da1 0

. .
.

0 Dam

2
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where Dai relates velocities of the actuated joints of manipulator i to load

velocities.

Note that np constraints are imposed by the passive joints in cs; i.e.,

0np ¼ �DT
spA

T
c cs; ð7:37Þ

where Dsp relates velocities of the passive joints and load velocities.

In the fully-actuated cooperative system, k inputs are needed to control the

k components of the motion of the load and kðm� 1Þ inputs are utilized to control

the squeeze forces.

For the cooperative system with passive joints, if the manipulators are not

kinematically redundant, it is not possible to independently control all components

of the squeeze forces. As np constraints are imposed by Eq. 7.37,

the number of components of the kðm� 1Þ�dimensional vector of measured

squeeze forces Cs that can be independently controlled is:

ns ¼
kðm� 1Þ � np ¼ na � k if na [ k;
0 otherwise:

�

If na [ k; ns components of Cs can be independently controlled. In this case, the

vector cs can be partitionated by a permutation matrix Psd; i.e.,

Psdcs ¼
csc
csn

� �

; ð7:38Þ

where csc is the ne-dimensional vector of the independently controlled components

and csn is the np-dimensional vector computed as a function of csc using Eqs. 7.37

and 7.38.

To compute the vector csc recall that, if an asymptotically stable motion control

law is utilized, hsm goes to zero as t ! 1: As the transient performance and
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convergence rate of hos are influenced by hsm in a feedback control approach, [14]

suggests a pre-processing of the measured squeeze forces Cs by a strictly proper

linear filter, such as an integrator. Then, csc is given at time t by:

cscðtÞ ¼ CscdðtÞ þ Ki

Zs¼t

s¼t0

	

CscdðsÞ � CscðsÞ



ds; ð7:39Þ

where Ki is a positive diagonal matrix, CscðsÞ is the vector formed by the inde-

pendently controlled components of CsðsÞ; and CscdðsÞ is the vector of their desired
values. The squeeze force control is given by Eq. 7.36 with csc computed as in Eqs.

7.37–7.39.

7.4 Dynamic Load-Carrying Capacity of Cooperative

Manipulators with Passive Joints

Since one of the main reasons for using more than one manipulator is the manip-

ulation of heavy loads, it is important to ensure that a multi-arm system with passive

joints can execute the task. This can be verified by calculating the dynamic load-

carrying capacity (DLCC). The DLCC is defined as the maximum load that can be

carried by the system over a given trajectory. When the robots lose one or more

actuators, the DLCC generally decreases. Here we extend the DLCC concept,

originally conceived for fully-actuated cooperative systems [15], to underactuated

ones. The DLCC of the system with passive joints is calculated via the algorithm

presented in [15], except that a new linear programming problem is defined taking

into account torque constraints. It is important to observe that the DLCC is obtained

based on the desired trajectory and known parameters of the load.

From Eq. 7.5 we can write:

hor ¼
moI 0

0 Io

� �

€po
_xo

� �

þ
mog

xo � ðIoxoÞ

� �

; ð7:40Þ

where hor ¼ JoðxoÞ
T
h is the resulting force vector at the frame of reference CM

attached to the load, the terms on the left side of Eq. 7.5 were expanded, Io is the

inertia matrix of the load, mo is the mass of the load, xo is the vector of angular

velocities of the load, and g is the gravity vector. Considering loads with inertia

matrix equal to Io ¼ Iocmo; where Ioc is constant, (7.40) can be written as:

hor ¼
gþ €po

Ioc _xo þ xo � ðIocxoÞ

� �

mo: ð7:41Þ

As the load has k components of motion, the first k components (partition K) of

the joint space (with n joints) are chosen as generalized coordinates. Then, the

dynamics of the joints in partition K is given by:
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sk þ Jn�k
k ðqÞTsn�k þ Do

kðqÞ
T
hor � Jnk ðqÞ

TðMðqÞ€qþ Cðq; _qÞ _qþ gðqÞÞ ¼ 0; ð7:42Þ

where sk is the vector of torques of the joints in partition K, sn�k is the vector of

torques of the joints that do not belong to partition K, Jn�k
k ðqÞ is the Jacobian

matrix that relates the velocities of the joints in partition K to the velocities of the

joints that do not belong to partition K, Do
kðqÞ is the Jacobian matrix that relates

the velocities of the joints in partition K to the velocities of the load, and Jnk ðqÞ is
the Jacobian matrix that relates the velocities of the joints in partition K to the

velocities of all joints of the system.

Substituting Eq. 7.41 in 7.42, one obtains:

Atsþ aomo � Jnk ðqÞ
TðMðqÞ€qþ Cðq; _qÞ _qþ gðqÞÞ ¼ 0; ð7:43Þ

where s ¼ ½sTk sTn�k�
T ; At ¼

h
I Jn�k

k ðqÞT
i
; and

ao ¼ Do
kðqÞ

T gþ €po
Ioc _xo þ xo � ðIocxoÞ

� �

:

It is possible to rewrite Eq. 7.43 as:

Ax ¼ b; ð7:44Þ

where A ¼ ½At ao�; x ¼ ½sT mo�
T ; and b ¼ Jnk ðqÞ

TðMðqÞ€qþ Cðq; _qÞ _qþ gðqÞÞ:
As the number of constraints in x is greater than the number of equations, Eq.

7.44 resembles a linear system with equality constraints on the load mass and joint

torques. The constraints on x are:

mo [ 0; ð7:45Þ

and

jsjj
� smaxj if joint j is actuated

¼ 0 if joint j is passive

�

; j ¼ 1; . . .; n; ð7:46Þ

where smaxj is the maximum torque applied at joint j. One can observe that the

presence of passive joints is addressed only in the constraints given by Eq. 7.46,

which is the main difference of this method to the one proposed in [15] for the

fully-actuated system.

Equations 7.44–7.46 impose constraints in the linear programming problem to

be solved. As the maximum load mass should be found for each desired trajectory,

the linear programming problem is:

maxðcTxÞ; ð7:47Þ

where cT ¼ ½0n�1 1�:
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7.5 Examples

In this section, the control system developed in Sect. 7.3 is applied to a planar

cooperative manipulator system composed of two individual UARM manipulators

(Fig. 7.2) in two different configurations, namely np ¼ 1 and np ¼ 3: The results of
the method developed in Sect. 7.4 to analyze the DLCC are also presented.

7.5.1 Design Procedures

The Cooperative Manipulator Control Environment (CMCE), Fig. 7.3 allows the

user to simulate and control the actual cooperative system using one single

graphical user interface.

Fig. 7.2 Cooperative

manipulator system

composed of two UARM

manipulators handling a

common load

The procedure to find the DLCC over a given desired trajectory can be

summarized as follows:

(a) design the desired trajectory;

(b) solve the linear programming problem for each sampling time of the

desired trajectory to obtain the optimal torques and the maximum load

mass, subject to the constraints imposed by (7.44–7.46);

(c) record the mass of the load obtained in each sampling time;

(d) compute the DLCC for the desired trajectory as the minimum value of

the mass recorded.
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In the menus Robot A Configuration and Robot B Configuration, the user can

select in which joints of robots A (on the left) and B, respectively, the faults will

occur. The following options are available in the menu Fault Type:

• No Fault: the cooperative system operates without faults;

• Free-Swinging Joint: one or more joints of the cooperative system lose actua-

tion, and the torque applied to these joints is set to zero;

• Locked Joint: one or more joints of the cooperative system are locked;

• Incorrect Position: the joint position measurements are corrupt or missing;

• Incorrect Velocity: the joint velocity measurements are corrupt or missing.

The last three fault types are discussed in Chap. 8, together with the fault

detection and isolation algorithm proposed for cooperative manipulator systems.

Here, we are only interested in controlling cooperative manipulators with free-

swinging joint, as discussed previously. In the CMCE, the control strategy pre-

sented in this chapter is named Hybrid Control (HBC) and defined as the default

controller under the menu Controller. The controller’s parameters (Kp; Kv and KiÞ
can be modified by clicking on the push button Design Controller (Fig. 7.3) and

selecting the appropriate fault configuration Fig. 7.4. The other available control

strategies (NLH—quasi-LPV, NLH—Game Theory and NLH—Neural Network)

will be presented in Chap. 9.

To implement the Hybrid Control strategy for cooperative manipulators with

passive joints, the main programming issues to be taken into account are the com-

putation of matrix Q, Eq. 7.15, and the implementation of the squeeze force control,

Fig. 7.4 Controller Design box for Hybrid Control of a cooperative manipulator system
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Eq. 7.36. The following MATLABr code, extracted from the file uarm_cont.m

deals with both issues.
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The results obtained after performing a given simulation can be analyzed

trough two graphics generated by the control environment. Activating the menu

GRAPHICS (on the right of the graphical interface) and selecting the options

Object or Robots, the respective graphic is created. The Object Graphics,

Fig. 7.5 presents the Cartesian position, velocity, and orientation of the load’s

frame of reference as a function of time. The forces acting on the contact

points and the squeeze forces are also presented. The reader will note that

although forces on the contact points are not symmetrical (a resultant force is

necessary to move the load), the squeeze forces are. (In reality, one controls

only the components of the squeeze force acting in one direction; the opposite

squeeze force is generated automatically according to Newton’s third law). The

Robots Graphics, Fig. 7.6, presents the joint position, velocities and applied

torques for robots A and B. If the user has performed a free-swinging joint

simulation, a zero torque value is observed in the applied torque graphic for the

passive joint.
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7.5.2 Motion and Squeeze Force Control

The control methodology developed in this chapter was applied to the cooperative

system composed by two UARM manipulators shown in Fig. 7.2. The first test was

made with three passive joints, namely, joints 2 and 3 of manipulator 1 and joint 1

of manipulator 2. The goal is to show that even when half of all joints are passive,

the position of the load can be controlled to a desired set-point. The load is a thin
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disc with a diameter of 12 cm and weighing 25 g. With three active joints

available to control the load’s position and orientation, the squeeze forces cannot

be controlled. Figure 7.7 shows an example where the positions and orientation of

the load follow a desired trajectory.

In the second test only joint 2 of manipulator 1 was considered passive. With a

total of five active joints, here we are able to control not only the load’s position

and orientation but also two components of the squeeze force. The load is a

4-component dynamometer (Kistler model 9272) with a mass of 4.2 kg. Figure 7.8

shows the resulting positions and orientation of the load and the squeeze forces.

One can observe that even with this relatively heavy load, the positions and

orientation are correctly controlled. As there is one passive joint, one component

of the squeeze force is not controlled. In this case, the uncontrolled force in the

x-axis presents greater variation when compared to the controlled force in the

y-axis and the squeeze torque.

7.5.3 DLCC of Two 3-Joint Manipulators with Passive Joints

In this section, the method presented in Sect. 7.4 is used to analyze the DLCC of

the underactuated cooperative system along a desired trajectory. The maximum

torque in each actuated joint is equal to 25 Nm. Figure 7.9 shows simulated results

of the DLCC in seven different configurations: the first with the fully-actuated

system and the others with one passive joint (one simulation for each joint).

One can observe that the DLCC is different for each case, indicating how much

each joint contributes to the ‘‘total’’ DLCC.
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The DLCC can be used for trajectory planning purposes. In particular, trajec-

tories with smaller accelerations can result in a higher DLCC. As an example, we

simulated the underactuated cooperative system when joint 1 of manipulator 1 is

passive over two identical paths followed over 0.3 s and then 3 s. In the first case,

the maximum load obtained was 31.60 kg; in the second, 41.35 kg, a payload gain

of almost 10 kg.
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Chapter 8

A Fault Tolerance Framework

for Cooperative Robotic Manipulators

8.1 Introduction

Robotic manipulators have been deployed in an ever growing number of

unstructured and/or hazardous environments, such as in outer space and in deep

sea. Robots are used in these environments to limit or eliminate the presence of

human beings in such dangerous places, or due to their capability to execute

repetitive tasks very reliably. Faults, however, can put at risk the robots, their task,

the working environment, and any humans present there. Because of the dynamic

coupling between joints, inertia, and gravitational torques, faulty arms can quickly

accelerate into wild motions that can cause serious damage [19]. If the controller is

not designed to detect and isolate the faults, internal forces can increase and cause

damage to the load or make the system unstable.

Faults occur in robots because of their inherent complexity. There are several

sources of faults in robots, including electrical, mechanical, hydraulic, and soft-

ware [19]. In fact, the mean-time-to-failure of industrial robots is relatively small

compared to their intended life expectancy and cost. Studies in 1990s indicate that

the recorded mean-time-to-failure of industrial robots was on the order of thou-

sands of hours [3]. This number is probably smaller in unstructured or hazardous

environments due to external factors, such as extreme temperatures, moving

obstacles, and radiation.

In most environments, a robot can be repaired after a fault is detected. In some

cases, however—say in space or under the sea—humans cannot be sent to make

the necessary repairs; therefore the robot must be endowed with a minimum of

fault tolerance if it is to operate robustly. This is the role of fault detection and

isolation (FDI) systems—to detect faults in real-time, isolate them, and reconfigure

the system so that the task (or a subset of it) can be completed despite the fault.

Probably the most obvious way to provide fault tolerance to a robotic system is

physical redundancy—extra robots per task, extra joints per robot, extra motors per

joint, extra computers per system, etc. These extra components not only allow

the robot to continue running when any one of them fail, they also provide

A. A. G. Siqueira et al., Robust Control of Robots,
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functionalities not available in systems with no physical redundancy. Examples

include teams of two or more robots, which are capable of manipulating loads that

a single robot cannot handle [21]; and manipulators with more joints than the

number of degrees-of-freedom of the task, which can execute the same task in a

variety of different ways—for example, minimizing energy consumption or

deviating from obstacles.

It is not always possible, however, to add physical redundancy to a new robot or

to retrofit existing robots so they are more fault tolerant—e.g., because of cost or

size constraints, but it is generally possible to implement software-based FDI

capabilities. This has been proposed by several researchers for single robotic arms

(e.g. [4, 5, 11, 12, 18, 20]), cooperative manipulators [9, 13, 17] and parallel

manipulators [6, 7]. A step ahead, where the FDI system is combined with a

control reconfiguration scheme, was proposed for single manipulators in [4, 20].

Here we extend these results to present a fault tolerance framework that combines

FDI and control reconfiguration for cooperative manipulators.

The chapter is organized as follows: Sect. 8.2 describes the kinematic and

dynamic models of cooperative manipulators. Section 8.3 describes the fault tol-

erance framework. Section 8.4 presents the fault detection and isolation system.

Section 8.5 presents the post-fault control strategies. Section 8.6 presents design

procedures and results of the proposed fault tolerance framework applied to a

cooperative manipulator system composed of two UARM’s handling a common

load.

8.2 Cooperative Manipulators

Recall from Chap. 7 that the dynamic model of a cooperative manipulator system

with m arms rigidly connected to an undeformable load is given by:

MðqÞ€qþ Cðq; _qÞ _qþ gðqÞ ¼ s� JðqÞTh; ð8:1Þ

and the equation of motion of the load is

Mo€xo þ boðxo; _xoÞ ¼ JoðxoÞ
T
h: ð8:2Þ

The cooperative system presents the following kinematic constraints:

xo ¼ /iðqiÞ; i ¼ 1; 2; . . .;m; ð8:3Þ

and the n-dimensional vector of velocities of the load, _xo; is constrained by

_xo ¼ Diðxo; qiÞ _qi; i ¼ 1; 2; . . .;m: ð8:4Þ

Control of cooperative manipulators is complicated by the interaction among

the arms caused by force constraints. Motion of the various arms should be

coordinated and the squeeze forces at the load should be controlled to avoid

damages.
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Several solutions were reported in the literature to deal with the control problem

of fault-free cooperative manipulators rigidly connected to an undeformable load,

e. g. [1, 2, 10, 22]. When both force and motion must be controlled, hybrid control

can be employed [8]. The hybrid control method for fault-free cooperative

manipulators developed in [22] is particularly interesting because motion and

squeeze control are independently dealt with, and because it does not utilize the

inertia matrix of the robots in the control law, reducing the effect of modeling

errors.

8.3 Fault Tolerance System

The block diagram of the fault tolerance system is shown in Fig. 8.1. Faults are

detected and isolated by an FDI system, upon which the arms can either be locked

by brakes and the trajectory re-planned starting with zero velocities; or the tra-

jectory is re-planned without applying the brakes, starting with the current load

velocity. The choice depends on the joint configurations, joint velocities, and the

parameters of the cooperative system, such as maximum torque allowed and joint

limits. In this chapter we show results using both options.

The fault tolerance system addresses the following categories of faults: free-

swinging joint faults (FSJF), where one or more joints lose actuation and become

free-swinging; locked joint faults (LJF), where one or more joints become locked;

incorrectly-measured joint position faults (JPF), where the measurement of one or

more joint positions is incorrect; and incorrectly-measured joint velocity faults

(JVF), where the measurement of one or more joint velocities is incorrect. FSJFs

and LJFs can be a result of actuator failures; and JPFs and JVFs can occur due to

sensor failures.

In the framework presented here, we use the hybrid controller from [22] to

control the cooperative system before the fault. When JPFs or JVFs occur, the

post-fault controller is the same as the pre-fault one; the difference is that the

Fig. 8.1 Fault tolerance

system. qm is the vector

of measured joint positions

^indicates an estimated

quantity, the subscript

d indicates desired values,

and the matrix PsðxoÞ
converts the forces in the

end-effectors to squeeze

forces
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positions or velocities of the faulty joints are estimated from the positions and

velocities of the working ones. When FSJFs or LJFs occur, a new controller must

be used. This is because the pre-fault controller assumes that all joints are actuated

and therefore the torques applied to control the squeeze forces project only onto

the squeeze subspace and do not influence the motion of the load. With FSJFs and

LJFs, however, this is no longer true and the squeeze forces may produce motion

of the load. We propose a controller to overcome this difficulty and show that it

works in practice on a two-arm cooperative manipulator system.

8.4 Fault Detection and Isolation System

In this section, a three-step FDI system is proposed. First, JPFs are detected by

analyzing the position constraints (8.3). Then, JVFs are detected by analyzing the

velocity constraints (8.4). The last step is the detection of FSJFs and LJFs via two

artificial neural networks (ANNs). This sequence is important because undetected

JPFs can cause false detection of other faults as joint position readings are used to

compute the velocities of the load in (8.4) and as inputs to the first ANN. The same

occurs for undetected JVFs, as joint velocity readings are also used as inputs to the

first ANN. This sequence is also important because joint velocities are generally

reconstructed from joint position measurements. At each sample time, the FDI

system indicates if the robots are working normally or if a fault occurred. While

our framework allows for the coexistence of multiple faults of different types, we

assume that faults occur one at a time.

8.4.1 Incorrectly-Measured Joint Position and Joint

Velocity Faults

The load position xo can be computed using the joint positions of an individual

manipulator using Eq. 8.3. Therefore, for systems with m[ 2 manipulators it is

possible to identify the arm f with wrong joint position readings as the one whose

estimate of xo is different from the estimates of the other m� 1 ones. Therefore, a

JPF is detected at arm f if:

kx̂of ðqmf
Þ � x̂oiðqmi

Þk[ cp1 for all i ¼ 1; . . .;m and i 6¼ f ; ð8:5Þ

where x̂oi is the estimate of xo calculated by the forward kinematics of manipulator i,

qmi
is the vector of measured joint positions of manipulator arm i, k:k represents the

Euclidean norm, and cp1 is a positive real constant. The next step is to estimate the

position of each joint j ¼ 1; . . .; nf of manipulator f:

q̂fj ¼ wjðqmf
; x̂oÞ; ð8:6Þ
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where

x̂o ¼
1

m� 1

Xm

i¼1;i6¼f

x̂oiðqmi
Þ;

and wj is a kinematic function used to estimate the position of joint j. In a planar

system with revolute joints only, wj can be written as the difference between the

orientation of the load and the sum of the measured positions of the joints k 6¼ j of

manipulator f. In a three-dimensional space, an inverse kinematics method can be

employed to estimate q̂fj: In this case, the measured values of the joints i 6¼ j can be

used to eliminate the possible redundancy of the solutions.

Computing again the estimate of vector xo for manipulator f for each new

estimate q̂fj; the JPF at joint j of manipulator f is isolated when:

kx̂o � x̂of ðqmf
; q̂fjÞk\cp2; ð8:7Þ

where x̂of ðqmf
; q̂fjÞ is the vector of positions and orientations of the load estimated

from the forward kinematics of manipulator f, replacing the measured position of

joint j with its estimate q̂fj and using the measured positions of the other joints, and

cp2 is a positive real constant.

The selection of the thresholds cp1 and cp2 has a strong influence in the per-

formance of the FDI system. If the values of cp1 and cp2 are too small, false alarms

may occur due to the presence of noise in the joint position readings. If the

thresholds are too large, JPFs can go undetected. If the distribution of the noise in

the joint position readings is normal and its statistical properties are known, cp1
and cp2 can be computed as linear functions of the variance of the noise in the joint

position readings. This way, the thresholds are proportional to the variance of the

noise; larger values of variance imply in larger values of thresholds and vice-versa.

If m ¼ 2; the arm with the fault cannot be identified just by analyzing the

estimate of xo for each arm. In this case, the joint position estimation (8.6) should

be performed for the two arms using, instead of x̂o; the estimate obtained using the

joint positions of the other arm. The same should be done in (8.7).

As it is possible to compute the velocity of the load by using the joint velocities

of any arm as in Eq. 8.4, JVFs can be detected in a similar way to JPFs.

The procedure to detect and isolate JPFs when m[ 2 can be summarized as

follows:

• Compare the estimate of xo for all manipulators (8.5).

• If all values are close (in the sense of Eq. 8.5), a JPF is not declared.

• Otherwise, compute, for all joints of the faulty arm, the estimate of the

joint positions (8.6) and test (8.7).

• If the test is satisfied for joint j, declare a JPF at this joint.
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Considering the occurrence of only one fault, for m[ 2 a JVF at joint j of arm f is

detected when:

k _̂xo � _̂xof ð _qmf
; qmf

; _̂qfjÞk\cv2; ð8:8Þ

where _̂xof ð _qmf
; qmf

; _̂qfjÞ is the velocity of the load estimated from the forward

kinematics of manipulator f replacing the measured velocity of joint j with its

estimate _̂qfj and using the measured velocities ( _qmf
) of the other joints, _̂xo is the

estimate of the load velocities using the measured joint velocities of the other

arms, and cv2 is a threshold to prevent that faults be undetected due to the presence

of noise in the joint readings. As explained above, cv2 is computed as a linear

function of the variance of the noise in the joint velocity readings. When m ¼ 2; _xo
should be replaced by the estimated velocity obtained using the joint velocities of

the other arm.

8.4.2 Free-Swinging and Locked Joint Faults

FDI systems for single manipulators generally employ the residual generation

scheme to detect faults [19]. The residual vector is generated by comparing the

measured states of the manipulator with their estimates obtained by a mathemat-

ical model of the fault-free system. This method, however, does not work well in

the presence of modeling errors, generating false alarms or hiding fault effects.

The procedure to detect and isolate JVFs when m[ 2 can be summarized

as follows:

• Compare an estimate of _xo for all manipulators using

k _̂xof ð _qmf
; qmf

Þ � _̂xoið _qmi
; qmi

Þk[ cv1; ð8:9Þ

for all i ¼ 1; . . .;m (i 6¼ f ) and cv1 is a positive real constant.

• If all values are close, a JVF is not declared.

• Otherwise compute, for all joints of the faulty manipulator, the estimate of

the joint velocities as:

_̂qfj ¼ njð _qmf
; qf ; _̂xoÞ; ð8:10Þ

where

_̂xo ¼
1

m� 1

Xm

i¼1;i6¼f

_̂xoið _qmi
; qmi

Þ:

• Test (8.8). If the test is satisfied for joint j, declare a JVF at this joint.
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Robust techniques [11] and artificial intelligence techniques [14] have been used to

avoid these problems. In the approach presented in [18], the off-nominal behavior

due to faults is mapped using an ANN trained by a robust observer based on the

robot’s physical model. The main problem with FDI methods that rely on the

system mathematical model is that, for some real robots, detailed modeling is

difficult. To overcome this problem, we proposed in [15] a method where the

mathematical model of the robot is not necessary. A multilayer perceptron (MLP)

is used to map the dynamics of the arm and a radial basis function network

(RBFN) classifies the residual vector. The MLP mapping is static, which is pos-

sible because the states of the system are measurable, the sample time is small, and

control signals are used as MLP inputs.

In [16], the strategy proposed in [15] for FDI of single manipulators is extended

to cooperative manipulators. One MLP is trained to reproduce the dynamics of all

arms and the load of the fault-free cooperative system (8.1). The inputs of the MLP

are the joint positions, velocities, and torques at time t. The outputs of the MLP are

the estimated joint velocities of the fault-free system at time t þ Dt; which are

compared to the measured joint velocities at time t þ Dt to generate the residual

vector. The residual vector is then classified by a RBFN to provide fault infor-

mation. Although the use of only one MLP in [16] is useful, the mapping of the

MLP is dependent on the load parameters, such as its mass. If the system has to

manipulate a different object, the ANNs have to be retrained.

Here, the dynamic model of each manipulator is mapped by one MLP. Thus, the

mapping is independent of the load parameters. If the sample period Dt is suffi-

ciently small, the dynamics of the fault-free manipulator i (7.3) can be written as:

_qiðt þ DtÞ ¼ f ð _qiðtÞ; qiðtÞ; hiðtÞ; siðtÞÞ; ð8:11Þ

where f ð:Þ is a nonlinear function vector representing the dynamics of the

manipulator.

Each MLP i (i ¼ 1; . . .;m) maps the dynamic behavior of one fault-free

manipulator (8.11). The inputs to the ith MLP are the joint positions, velocities,

torques, and end-effector forces of manipulator i at time t. The output vector of the

ith MLP, which reproduces the joint velocities of the fault-free manipulator i at

time t þ Dt; can be written as:

_̂qiðt þ DtÞ ¼ f ð _qiðtÞ; qiðtÞ; hiðtÞ; siðtÞÞ þ eð _qiðtÞ; qiðtÞ; hiðtÞ; siðtÞÞ; ð8:12Þ

where eð:Þ is the vector ofmapping errors. The residual ofmanipulator i is defined as:

r̂iðt þ DtÞ ¼ _qiðt þ DtÞ � _̂qiðt þ DtÞ: ð8:13Þ

From (8.11) to (8.13) it can be seen that, in the fault-free case, the residual

vector of manipulator i is equal to the vector of mapping errors, which must be

sufficiently small when compared to the residual vector of a faulty case, in order to

allow fault detection. The residual vector r̂ðt þ DtÞ ¼ ½̂rT1 ðt þ DtÞ; . . .; r̂Tmðt þ DtÞ�T

is then classified by an RBFN to provide fault information. As the residual vector
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of FSJFs and LJFs occurring at the same joint can occupy the same region in the

input space of the RBFN, an auxiliary input f that gives information about the

velocity of the joints is used. As there is noise in the measurement of the joint

velocities, the i ¼ 1; . . .; n component (n is the sum of the number of joints of all

arms) of f is defined as:

fiðtÞ ¼
1; if j _qiðtÞj\di;
0; otherwise;

�

where di is a threshold that can be selected based on the measurement noise. In this

chapter, the RBFN is trained with Kohonen’s Self-Organizing Map [15]. The fault

criteria, which is used to avoid false alarms due to misclassified individual pat-

terns, is defined as:

fault k ¼ 1; if ak ¼ max
no
j¼1 ðajÞ for d consecutive samples;

fault k ¼ 0; otherwise;

�

where ak is the output k ¼ 1; . . .; no � 1 of the RBFN; output no corresponds to

normal operation.

8.5 Control Reconfiguration

The second step in the fault tolerance system for cooperative manipulators is

control reconfiguration. In this stage, the controller’s parameters and structure are

changed according to the nature of the fault.

8.5.1 Incorrectly-Measured Joint Velocity and Position Faults

When a JPF or JVF is isolated, the sensor readings of the faulty joint are ignored

and the corresponding joint position or velocity is estimated based on the kine-

matic constraints. As the joint positions of the faulty arm f were already estimated

by the FDI system (Sect. 8.4), the component j ¼ 1; . . .; n of the new joint position

vector is defined as:

q̂½j� ¼
q̂j; if a JPF is declared at joint j;
qm½j�; otherwise;

�

where q̂j is the estimate of the joint j position based on the other joint readings

(8.6), and qm½j� is the measured position of joint j. Similarly, the component j of the

new joint velocity vector is defined as:

_̂q½j� ¼
_̂qj; if a JVF is declared at joint j;
_qm½j�; otherwise;

�
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where _̂qj is the estimate of the joint j velocity based on the other joint readings

(8.10), and _qm½j� is the measured velocity of joint j.

8.5.2 Free-Swinging Joint Faults

After a FSJF is declared, the corresponding joint acts as a passive joint, and the

controller presented in Chap. 7, based on the decomposition of the motion and

squeeze forces [22], can be used. A stable motion control with compensation of the

gravitational torques is firstly projected ignoring the squeeze forces when na � k:
For this purpose, a Jacobian matrix QðqÞ; which relates the velocities in the active

joints to the load velocities, is computed. Then, if the number of actuated joints is

greater than the number of coordinates of motion in the load (na [ k), the squeeze

force controller is designed considering the component of the squeeze forces

caused by the motion as a disturbance. The control law is given by:

sa ¼ smg þ ss; ð8:14Þ

where smg is the motion control law with compensation for the gravitational tor-

ques and ss is the squeeze force control law. The motion controller is given by:

smg ¼ sm þ sg; ð8:15Þ

where the motion component is given by

sm ¼ QTðKpDxo þ KvD _xoÞ; ð8:16Þ

and the gravitational, centrifugal, and Coriolis compensation component is

given by

sg ¼ ga � ðR#
p RaÞ

T
gp þ ðJTa � ðR#

p RaÞ
T
JTp Þfo; ð8:17Þ

when m is even, and

sg ¼ ga � ðR#
p ðRa � QÞÞTgp þ ðJTa � ðR#

p ðRa � QÞÞTJTp Þfo; ð8:18Þ

when m is odd. In (8.16)–(8.18), Dxo ¼ ðxod � xoÞ is the load position error, xod is

the desired position of the load, Kp and Kv are positive definite diagonal matrices,

D _xo ¼ ð _xod � _xoÞ is the load velocity error, and fo is an mk-dimensional vector

selected to satisfy

JTo fo ¼ bo: ð8:19Þ

The Jacobian matrix QðqÞ is given by:

QðqÞ ¼
1

m
DaðqÞ � DpðqÞRpðqÞ

#
RaðqÞ

� �
; ð8:20Þ
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if m is even and

QðqÞ ¼ mI � DpðqÞRpðqÞ
#

� ��1

DaðqÞ � DpðqÞRpðqÞ
#
RaðqÞ

� �
; ð8:21Þ

if m is odd.

The squeeze control problem when the number of actuated joints (na) is greater

than the number of coordinates of motion in the load (k) is given by:

ss ¼ �DT
saA

T
c cs; ð8:22Þ

where

Dsa ¼

Da1 0

. .
.

0 Dam

2
64

3
75;

and Dai relates velocities of the actuated joints of arm i and load velocities.

The vector AT
c cs gives the squeeze forces that should be applied at the load by

the squeeze forces controller when there are passive joints in the arms of the

cooperative system. For the cooperative system with passive joints, if the arms are

not kinematically redundant, it is not possible to independently control all com-

ponents of the squeeze forces. In (8.22), the components of cs related to the

squeeze forces that are not directly controlled are computed as a function of the

components that are directly controlled. The components of the desired squeeze

forces that should be applied by the other arms are then computed based on the

components computed for the arm f and on the geometry of the grasping.

In summary, when an FSJF is isolated and the trajectory is reconfigured (see

Sect. 8.3), the controller employed for the fault-free system is switched to a new

controller defined by (8.14), (8.15), and (8.22). This new controller, which is

decomposed in control of motion and control of squeeze forces, is applied only in

the actuated joints. See Chap. 7 for more details.

8.5.3 Locked Joint Faults

A controller similar to the one used for FSJFs can be used to control the system

with locked joints. The difference is that, in the case of LJFs, one may need to

replan the joint trajectories after the fault occurs. Here we assume that the

trajectory planning problem is dealt with at a higher level, and focus only on

guaranteeing that the load can be manipulated to its desired position.

Because the velocities of the locked joints are equal to zero, as in the case of a

cooperative manipulator with passive joints we can write the Jacobian that relates

the velocities of the unlocked, actuated joints to the load velocities as:

_xo ¼ Ql _qa; ð8:23Þ
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where

Ql ¼
1

m
Da: ð8:24Þ

8.6 Examples

In this section, the fault tolerant control system is applied to a cooperative

manipulator system composed of two UARMs. We show experimental results for

two fault configurations: a free-swinging joint fault in joint 1 of arm 1; and an

incorrectly-measured joint position fault in joint 2 of arm 1.

8.6.1 Design Procedures

The proposed framework is entirely implemented in the Cooperative Manipulator

Control Environment (CMCE). To enable the fault detection and isolation algo-

rithm for a simulation where a given fault is set to occur, the user must activate the

push button Enable FDI in the CMCE graphical interface (Fig. 8.2). When the FDI

framework is enabled the fault occurs at a time during the trajectory defined by the

user. This procedure is different from the results presented in Chaps. 7 and 9,

where the fault is considered to be active since the beginning of the movement.

The instant when the fault occurs can be defined through the specific menu dis-

played on the right side of the user interface.

For the free-swinging and locked joint faults, the MLP and RBFN neural net-

works are trained considering only the hybrid control described in Chap. 7. If the

user wants to perform the FDI algorithm using another controller, the neural

networks must be retrained with a set of trajectories that cover the cooperative

system’s workspace. This procedure is not included in the CMCE. The following

MATLABr codes implement the FDI system for the free-swinging and locked

joint faults. The neural networks files (mlp_a_r2.dll, mlp_b_r2.dll and rbf_r5.dll)

were generated using C++ to make the code more time-efficient.

Using the same procedure described in the last section, the control law given

by (8.14) and (8.15) is utilized, where:

sm ¼ QT
l ðKpDxo þ KvD _xoÞ; ð8:25Þ

sg ¼ ga þ QT
l bo; ð8:26Þ

and ss is given by (8.22).

8.5 Control Reconfiguration 187

http://dx.doi.org/10.1007/978-0-85729-898-0_7
http://dx.doi.org/10.1007/978-0-85729-898-0_9
http://dx.doi.org/10.1007/978-0-85729-898-0_7


188 8 A Fault Tolerance Framework for Cooperative Robotic Manipulators



8.6 Examples 189



8.6.2 FDI Results

To implement the fault tolerant framework, two MLPs (one for each robot) are

utilized, each one with 12 inputs representing the three joint positions, three joint

velocities, three joint torques, and force vector at the end-effector of arm i; 37

neurons in the hidden layer; and 3 outputs representing the estimation of the three

joint velocities. The MLPs were trained with 3,250 patterns obtained in 50 tra-

jectories with random initial and final positions of the fault-free cooperative sys-

tem. The RBFN has 12 inputs and 13 outputs (six FSJFs, six LJFs, and normal

operation) and it was trained with 2506 patterns obtained in 240 trajectories of the

cooperative system with FSJFs and LJFs at different joints and 20 without fault.

The parameters of the FDI system are d ¼ 4 samples, cp1 ¼ cp2 ¼ 0:05; cv1 ¼

cv2 ¼ 1:5; and di ¼ 4� 10�3:
The FDI system was tested with 360 trajectories of the cooperative system with

FSJFs and LJFs at different joints and 15 without faults. The desired trajectories

are divided in three sets: the first one considers a load with mass equal to 0.45 kg;

the second set considers the mass of load equal to 0.025 kg and different trajec-

tories of set 1; finally, the third set considers the same trajectories of set 2, with

mass equal to set 1. The results are summarized in Table 8.1.

Both strategies discussed in Sect. 8.3, namely, reconfiguration of the system

starting with zero velocities and with the current velocities, were tested. In the

latter case, the new desired trajectory is a third order polynomial with initial

velocities of the load equal to the current ones. In the real system, reconfiguration

starting with the current velocities should not be applied in cases where the

velocities of the load are high, or the resulting desired trajectory may require joint

positions outside of their physical limits.

Figures 8.3, 8.4 and 8.5 show the results of the real system when an FSJF at

joint 1 of arm 1 is artificially introduced at t ¼ 1 s. When the fault is isolated, at

t ¼ 3:8 s, the desired trajectories and control laws are reconfigured. One can

observe that the time necessary to detect the fault in this trajectory (2.8 s) is higher

than the mean time to detection (MTD) for the test sets presented in Table 8.1. In
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this trajectory, the elapsed time until the fault is detected is high because the

velocity of the faulty joint did not increase abruptly, due to the fact that the load

kept moving in a trajectory close to the desired one (Fig. 8.3). This happened

because the gravitational terms (zero in this setup) did not influence the velocity of

the joint and because the load was not excessively heavy. One can also observe

that the components of the squeeze forces in the y axis increased (Fig. 8.4). As a

result, some components of the residual vector increased (Fig. 8.5), facilitating the

detection of the fault. After the fault was detected in this trajectory, the brakes

were not applied and the new desired trajectory starts with the current velocities. It

is possible to observe that the position of the load is controlled even in the

presence of the fault.

Table 8.1 Results of the FDI system applied to a team of two cooperative manipulators (MTD =

mean time to detection)

Set Detected faults Isolated faults False alarms MTD (s)

1 337 (93.61%) 260 (72.22%) 1 (6.67%) 0.469

2 333 (92.50%) 247 (68.61%) 0 (0.00%) 0.419

3 325 (90.28%) 268 (74.44%) 0 (0.00%) 0.458
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Fig. 8.3 Position and

orientation of the load in a

trajectory with an FSJF in

joint 1 of arm 1. The dotted

lines show the desired

trajectory. The FSJF starts at

t = 1 s (line ‘‘a’’) and is

detected at t = 3.8 s (line ‘‘b’’)
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Figure 8.6 shows the trajectories of the cooperative manipulator system where

a JPF at joint 2 of arm 1 is artificially introduced at t ¼ 1:0 s and isolated at

t ¼ 1:05 s. After the fault is detected, the controller ignores the corresponding joint
position measurement and utilizes the estimate produced by (8.6).

The performance of the fault detection and isolation system can be improved

with additional post-fault tests. When a fault is detected, the brakes can be acti-

vated and tests can be performed to verify if the fault was correctly isolated. For

example, if a locked joint fault is declared, the controller can try to move this joint

in order to confirm the fault isolation. Similar tests can be made to confirm the

isolation of other faults. This strategy can also be used to isolate multiple

simultaneous faults, which can be detected but cannot be correctly isolated by the

fault detection and isolation system presented here. When multiple faults are

considered, additional tests to isolate all faults must be made in all joints after the

detection of a fault.
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Chapter 9

Robust Control of Cooperative

Manipulators

9.1 Introduction

In this chapter we deal with the problem of robust position control for cooperative

manipulators rigidly connected to an undeformable load. Design paradigms to

solve force/position control problems have been established in the literature to

improve the performance of the cooperation. In [8] a control strategy for coop-

erative manipulators was proposed based on the independence of the position and

force controls. The applied force between the manipulator end-effectors and the

object is decomposed into motion force and squeeze force, which must be con-

trolled. In [7], the hybrid position/force controller proposed in [8] is extended to

underactuated cooperative manipulators.

Cooperative manipulators, like any electromechanical system, are subject to

parametric uncertainties and external disturbances. In [4], a semi-decentralized

adaptive fuzzy controller with H1-performance is developed for fully-actuated

cooperative manipulators. In that work, the dynamic model is derived using the

order reduction procedure proposed in [5] for constraint manipulators; only sim-

ulation results are presented to validate the controller’s performance.

In this chapter, two nonlinear H1 control techniques based on centralized

control strategies are evaluated for underactuated cooperative manipulators: H1

control for linear parameter varying (LPV) systems [9] and H1 control based on

game theory [2]. These controllers are applied considering the control strategy

proposed in [8], where the squeeze force control is designed independently of the

position control. In these cases, the H1 performance index considers only the

position control problem.

The adaptive fuzzy-based controller for fully-actuated cooperative manipulators

proposed in [4] includes the position and squeeze force errors in the H1 perfor-

mance index. Following a similar approach, in this chapter we present a neural

network-based H1 control for fully-actuated and underactuated manipulators [6].

We assume that a nominal dynamic model is available for the neural network to

approximate the model. As in [4], the H1 performance index includes the position

A. A. G. Siqueira et al., Robust Control of Robots,
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and squeeze force errors, which guarantees an overall disturbance rejection. Fur-

thermore, for underactuated manipulators, a practical solution is presented for the

squeeze force control. In this case, only some components of the squeeze force can

be controlled and constraints are imposed on the components that are not con-

trolled. The approach guarantees asymptotic convergence of the motion tracking

errors in spite of parametric uncertainties and external disturbances. Experimental

results obtained with two cooperative UARM systems illustrate their efficiency.

This chapter is organized as follows: Sects. 9.2 and 9.3 present the dynamic

equations for fully-actuated and underactuated cooperative manipulators, respec-

tively. Section 9.4 presents the squeeze force control problem. Section 9.5 presents

the necessary dynamic model formulation to implement H1 controllers via quasi-

LPV representation and via game theory. Section 9.6 develops the neural network-

based adaptive H1 control approach for cooperative manipulators. Section 9.7

concludes the chapter with design procedures, experimental results, and compar-

ative studies.

9.2 Fully-Actuated Cooperative Manipulators

Consider a system composed of m fully-actuated cooperative manipulators, each

one with n degrees of freedom. Let qi 2 <n be the vector of generalized coordi-

nates of manipulator i and xo 2 <n the position and orientation of the load, which

is rigidly connected to the end-effectors of the individual manipulators. As dis-

cussed in Chap. 7, this configuration generates a geometric constraint of the form

xo ¼ /iðqiÞ; for i ¼ 1; 2; . . .;m: The corresponding velocity constraints are given

by Eq. 7.2, which can be written as:

_qi ¼ �J�1
i ðqiÞJoiðxoÞ _xo;

for i ¼ 1; 2; . . .;m; where JiðqiÞ is the Jacobian matrix from joint velocities to end-

effector velocities of arm i and JoiðxoÞ is the Jacobian matrix from load velocities

to end-effector velocities of arm i. We assume that J�1
i ðqiÞ is well-defined. The

kinematic constraints can be expressed by:

_h ¼
In

�J�1ðqÞJoðxoÞ

� �
_xo � BðxoÞ _xo; ð9:1Þ

where h ¼ ½xToq
T
1 � � � q

T
m�

T ; q ¼ ½qT1 � � � q
T
m�

T ; JoðxoÞ ¼ ½JTo1ðxoÞ � � � J
T
om
ðxoÞ�

T ; and

JðqÞ ¼

J1ðq1Þ � � � 0

..

. . .
. ..

.

0 � � � JmðqmÞ

2
64

3
75:
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The dynamic equation of the load is given by:

MoðxoÞ€xo þ Coðxo; _xoÞ _xo þ goðxoÞ ¼ JTo ðxoÞh; ð9:2Þ

where MoðxoÞ is the inertia matrix, Coðxo; _xoÞ is the Coriolis and centripetal matrix,

goðxoÞ is the gravitational torque vector, and h ¼ ½hTi � � � h
T
m�

T ; with hi 2 <n; is the
vector of forces applied by manipulator i on the load.

The dynamic equation of manipulator i is given by:

MiðqiÞ€qi þ Ciðqi; _qiÞ _qi þ giðqiÞ¼si þ JTi ðqiÞhi; ð9:3Þ

where MiðqiÞ is the inertia matrix, Ciðqi; _qiÞ is the Coriolis and centripetal matrix,

giðqiÞ is the gravitational torque vector, and si is the applied torque vector. The

dynamic equation of the overall cooperative system can be written as:

MðhÞ€hþ Cðh; _hÞ _hþ gðhÞ ¼
0

s

� �
þ

JTo ðxoÞ
JTðqÞ

� �
h; ð9:4Þ

where gðhÞ ¼ ½goðxoÞ
T
g1ðq1Þ

T � � � gTmðqmÞ�
T ; and s ¼ ½sT1 � � � s

T
m�

T ;

MðhÞ ¼

MoðxoÞ 0 � � � 0

0 M1ðq1Þ � � � 0

..

. ..
. . .

. ..
.

0 0 � � � MmðqmÞ

2
6664

3
7775; and

Cðh; _hÞ ¼

Coðxo; _xoÞ 0 � � � 0

0 C1ðq1; _q1Þ � � � 0

..

. ..
. . .

. ..
.

0 0 � � � Cmðqm; _qmÞ

2
6664

3
7775:

The projection of the applied force h on the frame fixed on the center of mass of

the load (ho ¼ JToqh) can be orthogonally decomposed as:

ho ¼ hos þ hom; ð9:5Þ

where hos 2 Xs is the vector of squeeze forces and hom 2 Xm is the vector of motion

forces (see Chap. 7 for details). Considering this decomposition of forces, the

dynamic equation of the cooperative manipulator (9.4) can be represented as:

MðhÞ€hþ Cðh; _hÞ _hþ gðhÞ ¼ sv þW
T
ðhÞhos; ð9:6Þ

where sv is an auxiliary control input given by

sv ¼
WThom

sþ JTðqÞJ�T
oq ðxoÞhom

� �
;
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WðhÞ ¼ ½W J�1
oq ðxoÞ JðqÞ� is a Jacobian matrix, and WT ¼ ½In In � � � In�: If the

auxiliary control input is partitioned in two vectors, sv1 ¼ WThom and sv2 ¼

sþ JTðqÞ J�T
oq ðxoÞhom; the applied torque vector can be computed by:

s ¼ sv2 � JTðqÞJ�T
oq ðxoÞðW

TÞ#sv1; ð9:7Þ

where ðWTÞ# ¼ WðWTWÞ�1
is the pseudo-inverse of WT : The motion force is

given by hom ¼ ðWTÞ#sv1: Hence, the control problem is to find an auxiliary

control sv that guarantees stability and robustness against disturbances.

Considering the kinematic constraints (9.1) and multiplying the dynamic

equation of the cooperative manipulator (9.6) by BTðxoÞ (to eliminate the squeeze

force term, since BTðxoÞW
T
ðxoÞ ¼ 0) we obtain:

MðxoÞ€xo þ Cðxo; _xoÞ _xo þ gðxoÞ ¼ sv; ð9:8Þ

where MðxoÞ ¼ BTðxoÞMðxoÞBðxoÞ; gðxoÞ ¼ BTðxoÞgðxoÞ; sv ¼ BTðxoÞsv; and

Cðxo; _xoÞ ¼ BTðxoÞMðxoÞ _BðxoÞ þ BTðxoÞCðxo; _xoÞBðxoÞ:

9.3 Underactuated Cooperative Manipulators

We assume now that the joints of the cooperative manipulator include na active

joints (with actuators) and np passive joins (without actuators or whose actuators

failed). The kinematic constraints (9.1) can be rewritten as:

_eh ¼
In

�J�1
AP ðqÞJoðxoÞ

� �
_xo � eBðxoÞ _xo; ð9:9Þ

where eh ¼ ½xTo q
T
a q

T
p �

T ; qa 2 <na is vector of active joint positions, qp 2 <np is the

vector of passive joint positions and JAPðqÞ is a Jacobian matrix generated from the

orthogonal permutation matrix PAP [7]. Therefore, if

eq ¼ ½qTa q
T
p �

T ¼ PAP½q
T
1 q

T
2 � � � q

T
m�

T ;

then
JAPðqÞ ¼ ½JaðqaÞ JpðqpÞ� ¼ JðqÞPAP:

The dynamic equation of the underactuated cooperative manipulator system is

given by:

eMðehÞ€eh þ eCðeh; _ehÞ _eh þ egðehÞ ¼
0

sa
0

2
4

3
5þ

JTo ðxoÞ
JTa ðqaÞ
JTp ðqpÞ

2
4

3
5h; ð9:10Þ

where egðehÞ ¼ ½goðxoÞ
T
gAPðeqÞT �T ; gAP ¼ PAP½g

T
1 ðq1Þ � � � g

T
2 ðq2Þ�

T ;
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eMðehÞ ¼ MoðxoÞ 0

0 MAPðeqÞ

� �
; eCðeh; _ehÞ ¼ Coðxo; _xoÞ 0

0 CAPðeq; _eqÞ

� �
;

MAPðeqÞ ¼ PAP

M1ðq1Þ � � � 0

..

. . .
. ..

.

0 � � � MmðqmÞ

2
64

3
75PT

AP; and

CAPðeq; _eqÞ ¼ PAP

C1ðq1; _q1Þ � � � 0

..

. . .
. ..

.

0 � � � Cmðqm; _qmÞ

2
64

3
75PT

AP:

Taking into account the orthogonal decomposition of the applied forces’ pro-

jection, we can rewrite Eq. 9.10 as:

eMðehÞ€eh þ eCðeh; _ehÞ _eh þ egðehÞ ¼ sv þ eW TðehÞhos; ð9:11Þ

where sv is the auxiliary control input given by

sv ¼

WThom
sa þ JTa ðqaÞJ

�T
oq ðxoÞhom

JTp ðqpÞJ
�T
oq ðxoÞhom

2
4

3
5;

and ~Wð~hÞ ¼ ½W J�1
oq ðxoÞJaðqaÞ J�1

oq ðxoÞJpðqpÞ � is a Jacobian matrix. If the

auxiliary control input is partitioned in three vectors, sv1 ¼ WTðxoÞhom; sv2 ¼

sa þ JTa ðqaÞJ
�T
oq ðxoÞhom; and sv3 ¼ JTp ðqpÞJ

�T
oq ðxoÞhom; the applied torque in the

active joints can be computed as:

sa¼sv2 � JTa ðqaÞJ
�T
oq ðxoÞ

WT

JTp ðqpÞJ
�T
oq ðxoÞ

� �#
sv1
sv3

� �
: ð9:12Þ

Considering the kinematic constraints (9.9) and multiplying Eq. 9.11 by

eBTðxoÞ; the dynamic equation of the underactuated cooperative manipulator is

given by:

eMðxoÞ€xo þ eCðxo; _xoÞ _xo þ egðxoÞ ¼ esv; ð9:13Þ

where

eMðxoÞ ¼ eBTðxoÞ eMðehÞeBðxoÞ;
eCðxo; _xoÞ ¼ eBTðxoÞ eMðehÞ _eBðxoÞ þ eCðeh; _ehÞ

�
eBðxoÞ

�
;

egðxoÞ ¼ eBTðxoÞegðehÞ;
esv ¼ eBTðxoÞsv:
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9.4 Motion and Squeeze Force Control

From the control paradigm for cooperative manipulators introduced in [8], the

position and squeeze force control problems can be decomposed and solved

independently. In this case, the applied torque can be computed by:

s ¼ smg þ ss;

where smg are torques generated by the position controller and ss are torques

generated by the squeeze force controller. In this chapter, smg is given by (9.7) if

all joints of every manipulator are actuated. When at least one joint in the entire

cooperative system is underactuated, we use smg ¼ P�1
AP½s

T
a 0�T ; with sa given by

(9.12). In Sect. 9.5, the dynamic equations (9.8) and (9.13) are used to design

robust controllers for position control of cooperative manipulators, taking into

account parametric uncertainties and external disturbances in the manipulator and

in the object.

In the case of fully-actuated cooperative manipulators, Wen and Kreutz–

Delgado [8] propose an integral squeeze force controller with torque given by:

ss ¼ DTðhÞ hdsc þ Ki

Z t

t0

ðhdsc � hscÞdt

2
4

3
5; ð9:14Þ

where hsc is the vector of squeeze forces unaffected by the motion, hdsc is the vector

of desired squeeze forces, Ki is a positive definite matrix, and

DðhÞ ¼

J�1
o1
ðxoÞJ1ðq1Þ � � � 0

..

. . .
. ..

.

0 � � � J�1
om
ðxoÞJmðqmÞ

2
64

3
75:

In the case of underactuated cooperative manipulators, Eq. 9.14 can be parti-

tioned as:

ssa
0

� �
¼

DT
sað
ehÞ

DT
spð
ehÞ

" #
WT

c cs; ð9:15Þ

where ½DsaðehÞ DspðehÞ� ¼ DðhÞPAP; W
T
c is the full rank matrix that projects the

null space of WT ; i.e., ImðWT
c Þ ¼ XS; and cs is the squeeze force control variable.

Note that np constraints are imposed in the components of cs since it is not

possible to apply torque on the passive joints (ssp ¼ 0). As the manipulators

considered here are nonredundant, not all components of cs can be independently

controlled.

The vector cs is partitioned in two parts: the independently-controlled com-

ponents csc 2 <ne ; where ne ¼ nðm� 1Þ � np if na [ n and ne ¼ 0 if na\n; and
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the uncontrolled components csn 2 <np : Note that if na\n; none of the compo-

nents of cs can be controlled. The squeeze force controller is given by:

csc ¼ C
d
sc þ Kis

Z t

t0

ðCd
sc � CscÞdt; ð9:16Þ

where Cd
sc is the desired value for csc; Csc is the vector of measured squeeze forces,

and Kis is a positive definite matrix. csn is computed from the constraints as a

function of csc: The torque applied in the active joints is related to the squeeze

force control (Eq. 9.15) as:

ssa ¼ DT
sað
ehÞWT

c csc: ð9:17Þ

9.5 Nonlinear H‘ Control

In this section the nonlinear H1 control solutions presented in Chaps. 3 and 5 for

fully-actuated and single underactuated manipulators, respectively, are applied to

cooperative manipulators. The main idea is to consider the reduced-order models

(9.8) and (9.13), which represent the dynamic model of cooperative manipulators

in a similar way as it is commonly used in the representation of single

manipulators.

9.5.1 Control Design via Quasi-LPV Representation

We develop in this section the quasi-LPV representations of fully actuated and

underactuated cooperative manipulators based on the following dynamic equation:

bM0ðxoÞ€xo þ bC0ðxo; _xoÞ _xo þ bg0ðxoÞ þ bsd ¼ bsv; ð9:18Þ

where bM0ðxoÞ ¼ M0ðxoÞ; bC0ðxo; _xoÞ ¼ C0ðxo; _xoÞ; bg0ðxoÞ ¼ g0ðxoÞ; and bsv ¼ sv if

the manipulators are fully-actuated (Eq. 9.8); or bM0ðxoÞ ¼ eM0ðxoÞ; bC0ðxo; _xoÞ ¼
eC0ðxo; _xoÞ; bg0ðxoÞ ¼ eg0ðxoÞ; and bsv ¼ esv if any of the manipulators is underac-

tuated (Eq. 9.13). The index 0 indicates nominal values for the matrices and

vectors. bsd is the vector of parametric uncertainties and external disturbances in

the manipulators and load. The state tracking error is defined as:

ex ¼
xo � xdo
_xo � _xdo

� �
¼

_exo
exo

� �
; ð9:19Þ

9.4 Motion and Squeeze Force Control 203

http://dx.doi.org/10.1007/978-0-85729-898-0_3
http://dx.doi.org/10.1007/978-0-85729-898-0_5


where xdo and _xdo 2 <n are the reference trajectory and desired velocity of the load,

respectively. The quasi-LPV representations of cooperative manipulators are

found using Eqs. 9.18 and 9.19:

_ex ¼ Aðxo; _xoÞex þ Buþ Bw; ð9:20Þ

with w ¼ bM�1
0 ðxoÞbsd; B ¼ ½0 In�

T ; and

Aðxo; _xoÞ ¼
0 In
0 � bM�1

0 ðxoÞbC0ðxo; _xoÞ

� �
:

From this equation, the variable bsv can be represented as:

bsv ¼ bM0ðxoÞð€x
d
o þ uÞ þ bC0ðxo; _xoÞ _x

d
o þ bg0ðxoÞ:

Although the matrices bM0ðxoÞ and bC0ðxo; _xoÞ explicitly depend on the load

position, xo; we can consider it as function of the position error, exo: Hence, Eq.
9.20 is a quasi-LPV representation of fully-actuated and underactuated cooperative

manipulators.

9.5.2 Control Design via Game Theory

In this section, game theory is used to solve the H1 control problem of cooper-

ative manipulators. The solution is based on the results presented in Chap. 3. From

(9.19), after the state transformation given by:

ez ¼ ez1
ez2

� �
¼ T0ex ¼

T1
T2

� �
ex ¼

I 0

T11 T12

� �
exo
_exo

� �
; ð9:21Þ

where T11; T12 2 <n�n are constant matrices to be determined, the dynamic

equation of the state tracking error becomes

_ex ¼ ATðex; tÞex þ BTðex; tÞuþ BTðex; tÞw; ð9:22Þ

with w ¼ bM0ðxoÞT12 bM�1
0 ðxoÞbsd;

ATðex; tÞ ¼ T�1
0

�T�1
12 T11 T�1

12

0 � bM�1
0 ðxoÞbC0ðxo; _xoÞ

" #
T0;

BTðex; tÞ ¼ T�1
0

0

bM�1
0 ðxoÞ

� �
:

The relationship between the auxiliary control input, bsv; and the control input,

u, is given by:

bsv ¼ bM0ðxoÞ€x
c
o þ

bC0ðxo; _xoÞ _xo þ bg0ðxoÞ; ð9:23Þ
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with €xco ¼ €xdo � T�1
12 T11

_exo � T�1
12
bM�1

0 ðxoÞðbC0ðxo; _xoÞB
TT0ex � uÞ: The procedure

for finding the solution for the control input u that ensures H1 performance

follows the guidelines presented in Chap. 3 for single manipulators.

9.6 Neural Network-Based Adaptive Nonlinear H‘ Control

In the previous section we assumed that the dynamic model of the cooperative

manipulator system is well-known. In this section we develop another control

strategy based on the estimation of the uncertain part of the dynamic model

through a neural network-based adaptive control law. Consider again the kine-

matic constraints (9.1) and the dynamic model for fully-actuated cooperative

manipulators (9.6):

MðxoÞBðxoÞ€xoþ MðxoÞ _BðxoÞþCðxo; _xoÞBðxoÞ
� �

_xoþgðxoÞþ sd ¼ svþW
T
ðxoÞhos:

ð9:24Þ

Consider also a bounded desired trajectory for the load, xdo 2 <n; and a bounded

desired squeeze force, hdos 2 <nm; and define the following auxiliary variable:

qr ¼ BðxoÞðKoeo þ _xdoÞ � gE2ef ;

where qr 2 <nðmþ1Þ; eo ¼ xdo � xo; Ko is a symmetric positive definite matrix,

g[ 0; E2 ¼ ½0 Inm�
T 2 <nðmþ1Þ�nm; and ef 2 <nm is the output of the following

stable filter

_ef þ gef ¼ �kfE
T
2W

T
ðxoÞ~hos; ð9:25Þ

with a symmetric positive definite matrix Kf and the squeeze force error

~hos ¼ hdos � hos:
A composite error signal can be defined as:

s ¼ qr � BðxoÞ _xo ¼ BðxoÞðKoeo þ _eoÞ � gE2ef ;

where s 2 <nðmþ1Þ: Another representation of the composite error can be obtained

by applying the stable filter (9.25) and defining the error terms:

e1 � ½eTo ðJTðxoÞJ
�T
oq ðxoÞ~hosÞ

T �T ;

and e2 � ½ _eTo _eTf �
T
:

s ¼ L E1ðKoeo þ _eoÞ þ E2 kfE
T
2A

T
ðxoÞ~hos þ _ef

� �h i

¼ LðKe1 þ e2Þ;
ð9:26Þ
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where L ¼ ½BðxoÞ E2� 2 <nðmþ1Þ�nðmþ1Þ; E1 ¼ ½In 0�T 2 <nðmþ1Þ�n and K ¼ diag

½Ko;Kf �: From (9.24) and (9.26), the error dynamic model is given by:

MðxoÞ_s ¼ MðxoÞ _qr �MðxoÞ BðxoÞ€xo þ _BðxoÞ _xo
� �

¼ �Cðxo; _xoÞsþ F0ðxeÞ þ DFðxeÞ �W
T
ðxoÞhos þ sd � sv; ð9:27Þ

where xe ¼ ½xTo _xTo q
T
r _qTr �

T ; F0ðxeÞ ¼ M0ðxoÞ _qr þ C0ðxo; _xoÞqr þ g0ðxoÞ; and

DFðxeÞ ¼ DMðxoÞ _qr þ DCðxo; _xoÞqr þ DgðxoÞ:
The terms M0ðxoÞ; C0ðxo; _xoÞ; and g0ðxoÞ represent the nominal values of the

matrices MðxoÞ; Cðxo; _xoÞ; and gðxoÞ; respectively. The parametric uncertainties

are represented by DMðxoÞ; DCðxo; _xoÞ; and DgðxoÞ:
Following the development of the neural network-based adaptive control

strategy presented in Chap. 4, a set of k (k ¼ 1; . . .; n) neural networks DFðxe;HkÞ
is used to approximate the uncertain term DFðxeÞ in (9.27). Each neural network is

composed of nonlinear neurons in the hidden layer and linear neurons in the input

and output layers, with adjustable parameters Hk in the output layers. The single-

output neural networks are of the form:

DFkðxe;HkÞ ¼
Xpk

i¼1

H
X5n

j¼1

wk
ijxej þ mk

i

 !
Hki ¼ nTkHk; ð9:28Þ

with

nk ¼

H
P5n

j¼1 w
k
1jxej þ mk

1

� �

..

.

H
P5n

j¼1 w
k
pk j
xej þ mk

pk

� �

2
6664

3
7775; Hk ¼

Hk1

..

.

Hkpk

2
64

3
75;

where pk is the number of neurons in the hidden layer. The weights wk
ij and the

biases mk
i for 1� i� pk; 1� j� 5n and 1� k� n are assumed to be constant and

specified by the designer. Hð:Þ is selected to be a hyperbolic tangent function. The

complete neural network can be represented as:

DFðxe;HÞ ¼

DF1ðxe;H1Þ

..

.

DFnðxe;HnÞ

2
664

3
775 ¼

nT1H1

..

.

nTnHn

2
664

3
775

¼

nT1 0 . . . 0

0 nT2
..
.

0

..

. ..
. . .

. ..
.

0 0 . . . nTn

2
6666664

3
7777775

H1

H2

..

.

Hn

2
66664

3
77775
¼ NH: ð9:29Þ
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To guarantee the stability of the H1 controller we consider two fundamental

assumptions proposed in [1]:

(1) There exists an optimal parameter value H
I 2 XH such that DFðxe;H

IÞ
approximates DFðxeÞ as closely as possible, where XH is a pre-assigned

constraint region.

(2) The approximation error dFðxeÞ ¼ DFðxeÞ � DFðxe;H
IÞ must be bounded by

a state-dependent function; that is, there exists a function kðxeÞ[ 0 such that

ðdFðxeÞi
�� ��� kðxeÞ; for all 1� i� n:

Based on these assumptions, the error dynamics can be rewritten as:

MðxoÞ_s ¼� Cðxo; _xoÞsþ F0ðxeÞ þ DFðxe;H
IÞ þ dFðxeÞ

�W
T
ðxoÞhos þ sd � sv: ð9:30Þ

The nonlinear H1 adaptive neural network control problem for cooperative

manipulators can then be formulated as follows: given a level of attenuation c; find
an auxiliary control input sv such that the following H1 performance index is

achieved:

ZT

0

sTWsdt ¼

ZT

0

eTQedt

�
1

2
sTð0ÞMðxoð0ÞÞsð0Þ þ

1

2
qeTf ð0ÞK

�1
f ef ð0Þ

þ ~HTð0ÞZ ~Hð0Þ þ c2
ZT

0

sTd sddt; ð9:31Þ

where e ¼ eT1 e
T
2

	 
T
; Z is a symmetric positive definite matrix, ~H ¼ H

� �H

denotes the neural network parameter estimation error, sd is a square-integrable

torque disturbance (sd 2 L2), and

Q ¼
K

T
WK K

T
W

WK W

� �
; ð9:32Þ

with W ¼ W
T
[ 0 and K ¼ diag½Ko;Kf �:

Theorem Consider a cooperative manipulator described by Eq. 9.4. If the

control law is defined as:

_H ¼ Proj½S�T
N
Ts�; ð9:33Þ

sv ¼ F0ðxeÞ þ Ksþ NH�W
T
ðxoÞhos þ

q

g
W

T
ðxoÞ~hos þ ss; ð9:34Þ
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Proof Consider the Lyapunov function:

V ¼
1

2
sTMsþ

1

2
qeTf K

�1
f ef þ

1

2
~HTS ~H:

The time derivative of V along the error dynamics (9.27) and control law (9.34) is

given by:

_V ¼ sTM _sþ
1

2
sT _Msþ qeTf K

�1
f _ef þ

_~H
T
S ~H

¼ sT �Cs� Ksþ N ~Hþ dFðxeÞ �
q

g
W

T
ðxoÞ~hos

� �
þ
1

2
sT _Ms

þ qeTf K
�1
f �gef � KfE

T
2W

T
ðxoÞ~hos

� �
þ

_~H
T
S ~H� sTss þ sTsd:

Since �ðq=gÞsTW
T
ðxoÞ~hos � qeTf E

T
2W

T
ðxoÞ~hos ¼ 0 and ð1=2 _M � CÞ is a skew-

symmetric matrix, _V becomes:

_V ¼ �sTKsþ sTN ~Hþ sTdFðxeÞ � gqeTf K
�1
f ef þ

_~H
T
S ~H� sTss þ sTsd: ð9:35Þ

From the definition of the update law (9.33), where the projection algorithm is

used, we can show that:

_~H
T
S ~Hþ sTN ~H� 0; ð9:36Þ

and HðtÞ 2 XH for all t	 0 if Hð0Þ 2 X0; with X0 ¼ fH : HT
H�Mg: Taking

into account the control law ss and assumption (2), the following inequality can be

guaranteed:

with ss ¼ kðxeÞsgnðsÞ and

Proj½S�T
N
Ts� ¼

S�T
N
Ts; if HT

H�M or ðHT
H[M

andHTS�T
N
Ts�0Þ;

S�T
N
Ts� ðHT

H�MÞHTS�T
N
T s

dHT
H

H; otherwise

8
><
>:

and K ¼ diag½Ko;K1; . . .;Km�; with symmetric positive definite matrices Ko;

K1; . . .; Km; and Proj½S�TN
Ts� is a projection algorithm, then the closed-

loop error system satisfies:

(1) eo; _eo; and €eo 2 L1; ef ; _ef ; and ~hos 2 L1; and H 2 XH:
(2) The H1 performance index (9.31) is achieved if Ki is selected as Ki ¼

Pi þ ð1=4cÞIn with symmetric positive definite matrix Pi:
(3) If d 2 L2; then the motion tracking errors eo; _eo converge to zero as

t ! 1:
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sTð�ss þ dFðxeÞÞ ¼ sTð�kðxeÞsgnðsÞ � dFðxeÞÞ

� � kðxeÞ
Xnðmþ1Þ

i¼1

jsij þ
Xnðmþ1Þ

i¼1

jðdFðxeÞÞijjsij � 0: ð9:37Þ

Substituting Eqs. 9.36 and 9.37 into Eq. 9.35, we obtain:

_V � � sTKs� gqeTf K
�1
f ef þ sTsd: ð9:38Þ

According to the inequality sTsd �ð1=c24ÞsTsþ c2sTd sd; Eq. 9.38 leads to:

_V � � sTPsþ c2sTd sd; ð9:39Þ

where the control gains Ki ¼ Pi þ ð1=4c2ÞIn have been used, and P ¼ diag

½Po;P1; . . .;Pm�: Substituting (9.26) in (9.39), we obtain:

_V � � eT
K

TLTPLK K
TLTPL

LTPLK LTPL

" #
eþ c2sTd sd

¼� eTQeþ c2sTd sd: ð9:40Þ

Considering W ¼ LTPL; matrix Q satisfies Eq. 9.32 and is symmetric positive

semi-definite. By integrating the above inequality, the closed-loop system satisfies

the following H1 performance index:

ZT

0

eTQedt�Vð0Þ � VðtÞ þ c2
ZT

0

sTd sddt

�
1

2
sTð0ÞMð0Þsð0Þ þ

1

2
qeTf ð0ÞK

�1
f ef ð0Þ

þ ~HTð0ÞZ ~Hð0Þ þ c2
ZT

0

sTd sddt: ð9:41Þ

From Eq. 9.39, _V is convergent, which implies s 2 L1; and, therefore, that eo; _eo;
and ef 2 L1: The squeeze force error can be expressed as a function of the neural

network approximation parameters (D̂M; D̂C; and D̂g) as:

gWðxoÞM
�1ðxoÞ ðM0ðxoÞ � D̂MÞE2KfE

T
2 þ q=ðg2ÞInðmþ1Þ

� �
W

T
ðxoÞ~hos

¼ z� g2WðxoÞM
�1ðxoÞðM0ðxoÞ � D̂MÞE2ef þWðxoÞ _BðxoÞ _xo;

ð9:42Þ

with

z ¼WðxoÞM
�1ðxoÞ �Cðxo; _xoÞs� Ks� D̂Cqr � D̂gþ sd � ss

�

�ðM0ðxoÞ � D̂MÞ _BðxoÞðKoeo þ _xdoÞ þ BðxoÞðKo _eo þ €xdoÞ
� ��

:
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Since all terms on the right-hand side of Eq. 9.42 are bounded, a proper value of q

assures ~hos is bounded and, therefore, _ef ; _s; and €eo 2 L1:
If a square-integrable torque disturbance is assumed, i.e., sd 2 L2; then s 2 L2

by integrating Eq. 9.39. By Barbalat’s lemma, limt!1sðtÞ ¼ 0; since s 2 L2 and

s,_s 2 L1: Hence, limt!1 _eo; eo; ef ¼ 0: h

The algorithm Proj½S�T
N
Ts� was originally defined in [3]. It guarantees that

HðtÞ 2 XH for all t, where XH ¼ fH : HT
H�M þ dg; for someM[ 0 and d[ 0

a pre-assigned constraint region for H:
We now consider the underactuated case, where the cooperative manipulator is

characterized by na active joints and np passive joints. Considering the kinematic

constraints (9.9), the dynamic equation of the underactuated cooperative manip-

ulator is given by:

eMðxoÞeBðxoÞ€xo þ eMðxoÞ
_eBðxoÞ þ eCðxo; _xoÞeBðxoÞ

� �
_xo þ egðxoÞ þ sd

¼ esv þ eW TðxoÞhos:
ð9:43Þ

In the fully-actuated cooperative system, n actuated joints are needed to control

the components of the motion of the load and nðm� 1Þ actuated joints are utilized

to control the squeeze forces. However, when underactuated cooperative manip-

ulators are considered, not all squeeze force components can be controlled since

some degrees of actuation have been lost.

Consider the squeeze force error defined in (9.25). The dimension of ~hos is nm,

and since the dimension of Xs is nðm� 1Þ; it is possible to write ~hos ¼ WT
c cs;

where cs 2 <nðm�1Þ and WT
c 2 <nm�nðm�1Þ is the full-rank matrix that projects the

null space of WT ; that is, ImðWT
c Þ ¼ Xs: Hence, the nðm� 1Þ-dimensional vector

cs is a variable to be controlled.

The update and control laws for underactuated cooperative manipulators

can now be defined as:

_eH ¼ Proj½eS�T eNTs�;

esv ¼ eF0ðxeÞ þ Ksþ eN eH � eW TðxoÞhos þ
q

g
eW TðxoÞ~hos þ ss;

where eF0ðxeÞ ¼ eM0ðxoÞ _qr þ eC0ðxo; _xoÞqr þ eg0ðxoÞand DeFðxe; eHÞ ¼ eN eH is

the neural network used to approximate DeFðxeÞ ¼ D eMðxoÞ _qr þ DeC
ðxo; _xoÞqr þ DegðxoÞ:
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The squeeze force error term, ðq=gÞ eW TðxoÞ~hos; can be described as:

sos
sas
sps

2
4

3
5 ¼ ðq=gÞ

WT

JTa ðxoÞJ
�T
oq ðxoÞ

JTp ðxoÞJ
�T
oq ðxoÞ

2
4

3
5WT

c cs;

where sos; sas; sps are the contributions of the squeeze force error in the compo-

nents of the auxiliary control input esv: By imposing that sps ¼ 0; since it is

assumed that no actuation occurs at passive joints, np constraints are created in the

components of cs:

JTp ðxoÞJ
�T
oq ðxoÞW

T
c cs ¼ 0: ð9:44Þ

Thus, if the manipulators are not kinematically redundant, only ne components

of cs can be independently controlled, where

ne ¼
nðm� 1Þ � np; if na [ n;
ne ¼ 0; otherwise:




The vector cs is now partitioned in the independently controlled components

csc 2 <ne and in the uncontrolled components csn 2 <np : Note that if na\n; none
of the components of cs can be controlled. In the control law implementation, the

components of csn are computed from the constraints (9.44) as a function of csc
(see more details in [7]).

9.7 Examples

In this section, the controllers presented in this chapter are implemented and tested

in a cooperative manipulator system. We consider two desired trajectories: a

straight line for the quasi-LPV and game theory-based controllers, and an arc of

circumference for the neural network-based controller.

9.7.1 Design Procedures

The robust controllers can be designed using the Cooperative Manipulator Control

Environment (CMCE). The controller can be selected with the menu Controller

(see Fig. 9.1).

The controllers’ gains are loaded in the control environment by executing the

file uarm_gains.m. To change the controller behavior, the user may click on

the button Design Controller and select the appropriate controller and fault con-

figuration. Figure 9.2 shows the control design box for the NLH-quasi-LPV

controller. The designer can select the following control parameters:
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• L: Defines the number of points in the grid of the parameter set P.

• Xmax: Defines the maximum absolute value for the first element of the parameter

vector q; defined as the X coordinate of the object. The parameter range is

defined as q1 2 ½�Xmax;Xmax�:
• Ymax: Defines the maximum absolute value for the second element of q; the
Y coordinate of the object. The parameter range is defined as q2 2 ½�Ymax; Ymax�:

• phimax: Defines the maximum value for the third element of q; the orientation

of the object /: The parameter range is defined as q3 2 ½�/max;/max�:
• Vmax: Defines the maximum value for the variation rates of the parameters qi: It
is a vector with three entries, one for each parameter.

• gamma: Defines the value for the attenuation level c:
• Ki: Defines the squeeze force control parameter.

The following MATLAB� code implements the quasi-LPV and game theory

controllers for the free-swinging joint fault configuration.
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9.7.2 Fully-Actuated Configuration

To validate the nonlinear H1 control methods presented in the previous sections

we apply them to the underactuated cooperative manipulator shown in Chap. 7,

composed of two identical planar underactuated manipulators UARM. The

workspace and the coordinate system for the cooperative manipulator are shown in

Fig. 9.3; the load parameters are presented in Table 9.1. The kinematic and

dynamic parameters of the manipulators can be found in Chap. 1.
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The goal is to move the center of mass of the load along a straight line in the X–

Y plane from xoð0Þ ¼ ½0:20m 0:35m 0
�T to xdoðTÞ ¼ ½0:25m 0:40m 0
�T ; where

T ¼ 5:0 s is the duration of the motion. The reference trajectory xdoðtÞ is generated
using a fifth-degree polynomial. The following external disturbances are intro-

duced to verify the robustness of the proposed controllers:

Fig. 9.2 Controller design box, NLH—quasi-LPV control

480 mmX

Y

Workspace
Desired Trajectory

Arm BArm A

Load

Initial Position

Final Position

Fig. 9.3 Workspace and coordinate system of the cooperative manipulator UARM and desired

trajectory for the model-based controllers
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sd1 ¼

0:01e�
ðt�2:5Þ2

8 sinð4ptÞ

�0:01e�
ðt�2:5Þ2

8 sinð5ptÞ

�0:01e�
ðt�2:5Þ2

8 sinð6ptÞ

2
6664

3
7775; sd2 ¼

0:02e�
ðt�2:5Þ2

8 sinð4ptÞ

0:02e�
ðt�2:5Þ2

8 sinð5ptÞ

0:01e�
ðt�2:5Þ2

8 sinð6ptÞ

2
664

3
775:

To apply the nonlinear controller via quasi-LPV representation, we select the

parameters qð~xÞ to represent the object position and orientation errors, i.e., k ¼ 3

and qðexÞ ¼ exo: The following quasi-LPV system matrices are considered:

AðqðxÞÞ ¼ AðqðexÞÞ;

B1ðqðxÞÞ ¼ B;

B2ðqðxÞÞ ¼ B;

C1ðqðxÞÞ ¼ I6;

C2ðqðxÞÞ ¼ 0;

where AðqðexÞÞ and B are obtained from (9.20) with bMðxoÞ ¼ MðxoÞ and

bCðxo; _xoÞ ¼ Cðxo; _xoÞ:
The compact set P is defined as q 2 ½�0:1; 0:1�m� ½�0:1; 0:1�m� ½�9; 9�
:

The parameter variation rate is bounded by _qj j � ½0:06m/s 0:06 m/s 6
/s�: The
basis functions for XðqÞ are selected as: f1ðqðexÞÞ ¼ 1; f2ðqðexÞÞ ¼ exoX ; f3ðqðexÞÞ ¼
exoY and f4ðqðexÞÞ ¼ cosðexo/Þ; where exo ¼ ½exoX exoY exo/ �; exoX and exoY are the X and Y

coordinate errors of the load, and exo/ is the orientation error. The parameter space

was divided considering three points in the set P. The best attenuation level is

c ¼ 1:25:
For the nonlinear H1 controller designed via game theory (Sect. 9.5.2), the

attenuation level is c ¼ 4:0: The weighting matrices used are: Q1 ¼ 10I3; Q2 ¼

I3; Q12 ¼ 0; and R ¼ I3: The desired values for the squeeze force are hdsc ¼

½0 0 0�T : The integral gains of the squeeze force controller are Ki ¼ 0:9I3 and

KiS ¼ 0:9I3 for the fully-actuated and underactuated cases, respectively. The

resulting Cartesian coordinates and orientation of the object are shown in

Figs. 9.4 and 9.5.

Three performance indexes are used to compare the performance of the non-

linear H1 controllers: the L2 norm of the state vector, L2½ex�; the integral of the

Table 9.1 Load parameters Parameter Value

Mass mo ¼ 0:025 kg

Length lo ¼ 0:092 m

Center of mass ao ¼ 0:046 m

Inertia Io ¼ 0:000023 kg m2
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applied torque by the i-th joint for both manipulators, E½s�; and the integral of the

squeeze force vector:

E½hos� ¼
Xnm

i¼1

Ztr

0

jhoSiðtÞjdt

0
@

1
A;

where tr is the time it takes for the load to reach the desired position. The

results are presented in Tables 9.2 and 9.3 and represent the average of five

experiments.

Note that the nonlinear H1 controller designed via game theory presents

the lowest trajectory tracking error, L2½ex�; although the energy usage E½s� and
the squeeze forces E½hos� are higher in comparison to the quasi-LPV

formulation.
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Fig. 9.4 Control of a rigid

load by a system of two
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manipulators, quasi-LPV

formulation
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Fig. 9.5 Control of a rigid load by a system of two cooperative fully-actuated manipulators,

game theory formulation

Table 9.2 Performance

indexes, fully actuated

configuration

Control Formulation L2½ex� E½s� (N m s) E½hos� (N s)

Quasi-LPV 0.01815 0.8318 0.2193

Game theory 0.01158 1.1200 0.3875

Table 9.3 Performance

indexes, underactuated

configuration

Nonlinear H1 L2½ex� E½s� (N m s) E½hos� (N s)

Quasi-LPV 0.0154 0.9976 0.4477

Game theory 0.0103 1.0609 0.3973
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9.7.3 Underactuated Configuration

In this section, we assume that joint 1 of manipulator A in Fig. 9.3 is passive. In

this case, (ne ¼ nðm� 1Þ � np ¼ 2) and therefore only two components of the

squeeze force can be controlled independently. We choose to control the X and Y

components of the squeeze force but not the component relative to the momentum

applied to the load. The desired values for the squeeze force are C
d
sc ¼ ½0 0�T :

The parameters qðexÞ; the variation rate bounds, and the basis functions needed

to compute XðqÞ are the same ones used in the fully-actuated case. The quasi-LPV

system matrices are also the same except that bMðxoÞ ¼ eMðxoÞ and bCðxo; _xoÞ ¼
eCðxo; _xoÞ: The parameter space was divided considering three points in the set

P. The best level of attenuation is c ¼ 1:25: The weighting matrices for the

nonlinear H1 control via game theory are the same defined for the fully-actuated

case. The level of attenuation adopted is c ¼ 4:0:
The experimental results are shown in Figs. 9.6 and 9.7, and the performance

indexes in Table 9.3. Note that, in this case, the nonlinear H1 controller via game

theory presents the lowest trajectory tracking error and squeeze force. The best

value for the energy usage is given by the nonlinear H1 controller via quasi-LPV

representation.

Figure 9.8 shows, for the quasi-LPV formulation, the squeeze force compo-

nents when the squeeze force control is applied (continuous line) and when it is not

applied (dashed line). It can be observed that only the components of the squeeze

force relative to the linear coordinates are controlled and close to the desired

values Cd
sc ¼ 0: The component of the squeeze force relative to the momentum is

not controlled in both cases, as mentioned before.

For the case where the squeeze force is not controlled, the values of L2½ex� and
E½s� are close to the values in Table 9.3. The values of E½hos�; however, are on

average three times larger than when the squeeze force is controlled.

We ran the same experiment using the hybrid position/force control for unde-

ractuated manipulators proposed in [7]. The average performance indexes over five

experiments are L2½ex� ¼ 0:0128; E½s� ¼ 1:7781; and E½hos� ¼ 0:5741: Although in

this case L2½ex� is lower than that obtained via the quasi-LPV formulation, the

values of E½s� and E½hos� are approximately 70% and 40% larger, respectively. The

conclusion is that, in this case, the robust controllers present practically the same

position tracking performance than the hybrid position/force controller, but with

less control effort.

9.8 Neural Network-Based Adaptive Controller

We also experimented with controlling the underactuated cooperative manipulator

with the nonlinear H1 neural network-based adaptive controller developed in

Sect. 9.6. The load parameters, presented in Table 9.4, represent those of a
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force-torque sensor attached to the manipulators’ end-effectors. Figure 9.9 shows

the workspace of the cooperative manipulator and the desired trajectory for the set

of experiments presented next.

The desired trajectory is an arc of circle centered at C ¼ ð0:24; 0:08Þ m and

with radius R ¼ 0:26 m. The arc spans from xoð0Þ ¼ ½0:1m0:3m 0
�T to xdoðTÞ ¼

½0:38 m0:3m 0
�T ; where T ¼ 3:0 s is the desired duration of the motion. The

reference trajectory for the x-axis is a fifth-degree polynomial, and for the y-axis it

is defined by the reference arc. The following external disturbances are introduced

to verify the robustness of the proposed controllers:

sd1 ¼

0:01e�
ðt�1:5Þ2

0:5 sinð2ptÞ

�0:01e�
ðt�1:5Þ2

0:5 sinð2:5ptÞ

�0:01e�
ðt�1:5Þ2

0:5 sinð3ptÞ

2
664

3
775; sd2 ¼

0:02e�
ðt�1:5Þ2

0:5 sinð2ptÞ

0:02e�
ðt�1:5Þ2

0:5 sinð2:5ptÞ

0:01e�
ðt�1:5Þ2

0:5 sinð3ptÞ

2
664

3
775:
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For the fully-actuated configuration, the following control parameters are used:

K ¼ diag½3:42I3; 0:38I6�; K ¼ 0:8I3; Kf ¼ 0:5I3; q ¼ 0:4; g ¼ 1; and S ¼ 50: The

desired values for the squeeze force are hdos ¼ ½0 0 0�T : To compute the neural

network, the following auxiliary variable is defined:

w ¼
Xn

i¼1

ðxoÞi þ ð _xoÞi þ ðqrÞi þ ð _qrÞi:

The matrix N can be computed as:

N ¼ diag½nT1 ; n
T
2 ; . . .; n

T
9 �;

with nk ¼ ½nk1; . . .; nk7�
T ; nk ¼ ðewþmk

i � e�w�mk
i Þ=ðewþmk

i þ e�w�mk
i Þ; and mk

i

assumes the values�1:5;�1;�0:5; 0, 0.5, 1, 1.5, for i ¼ 1; . . .; 7; respectively. Note
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Fig. 9.7 Control of a rigid
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cooperative underactuated

manipulators, game theory

formulation
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that, with these definitions, seven neurons in the hidden layer are selected for the

neural networks with the weights wk
ij assuming the value 1. The network parameters

H are defined as H ¼ H
T
1 ; . . .;H

T
9

	 
T
; with Hk ¼ Hk1Hk2. . .Hk7½ �T : It is assumed

that the approximation error is bounded by the state-dependent function kðxeÞ

defined as kðxeÞ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~x2o þ

_~x2o

q
: The resulting Cartesian coordinates and orientation

of the load are shown in Fig. 9.10. Table 9.5 compares the values ofL2½ex�; E½s�; and
E½hoS� when all three controllers presented in this chapter are applied to the
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Fig. 9.8 Squeeze force

control

Table 9.4 Load parameters Parameter Value

Mass mo ¼ 1:45 kg

Length lo ¼ 0:120 m

Center of mass ao ¼ 0:060 m

Inertia Io ¼ 0:0026 kgm2
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Fig. 9.9 Workspace of the cooperative manipulator system and desired trajectory
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fully-actuated cooperative manipulator system following the desired trajectory of

Fig. 9.9. Note that the neural network-based H1 controller presented significantly

better performance both in terms of trajectory tracking error and energy usage, while

its performance in terms of squeeze forces is equivalent to the other two.

When applying the neural network-based adaptive controller to the underactuated

configuration, we again assumed that joint 1 of arm A is passive and the desired

values for the squeeze forces are cdsc ¼ ½0 0�T : The gains areK ¼ diag½3:42I3; 0:38I6�;

Table 9.5 Performance indexes, fully-actuated configuration

Controller formulation L2½ex� E½s� (N m s) E½hos� (N s)

Neural network-based 0.0267 1.09 0.9253

Quasi-LPV 0.0514 1.95 1.02

Game theory 0.0617 2.30 1.11
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K ¼ 1:5I3; Kf ¼ 0:4I3; q ¼ 0:2; g ¼ 1; and S ¼ 50: The experimental results are

shown in Fig. 9.11. The comparative performance indexes are presented in

Table 9.6. Note that, once more, the neural network-based H1 controller presents

the best performance in terms of trajectory tracking error and energy usage, while

presenting similar performance in terms of squeeze force control.
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LaSalle’s invariance principle, 160

Linear filter, 163

Linear parameterization

Linear programming, 164

Linearization points, 106

Load

dynamic equation, 197

parameters, 183

position error, 185

velocity, 181

velocity error, 185

Load position, 154

Lyapunov function, 38, 64, 160

M

Markov chain, 112

Mixed H2=H1 nonlinear control, 40

MJLS

H2 control, 113

H1 control, 113

mixed H2=H1 control, 114

output-feedback H1 control, 115

states, 106

Motion forces, 156

Motion subspace, 156

Multilayer perceptron, 183

N

Neural network, 63, 63, 206

O

Operating point, 104

Orientation, 154

P

Parametric uncertainties, 36, 85, 206

Passive joint, 79, 84, 85, 105

Permutation matrix, 162

Projection algorithm, 62

Projection matrix, 156

Proportional-derivative controller, 104

Q

Quasi-LPV representation, 36

R

Radial basis function network, 183

Regression matrix, 65

Residual vector, 183

Riccati equation, 39, 83

Robust control, 112

S

Skew-symmetric matrix, 82, 83, 208

Squeeze forces, 156, 199, 205, 210

control, 161, 185, 202, 210

desired values, 216

Stack function, 121

State transformation, 37

T

Torque

active joints, 103

Transition probability matrix, 107

U

UARM, 1, 65, 165

dynamic model, 5

hardware, 1

interface board, 2

specifications

Undeformable load, 154

Underactuated manipulator, 78, 84

Unstack function, 122

V

Variable structure control, 64

Velocity constraint, 154

Virtual work principle, 157
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