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Preface

If we want to create the web of the future, an absolute must is to address the issues

centred around creating and harvesting annotations. In essence, this future web is not

a parallel web but rather a metamorphosis of the existing web. Basically, it needs

to tackle two main issues, the first is to have rich websites designed for human

consumption and simultaneously, it also needs to offer a representation of the same

content which can be digested by software programs.

Unfortunately, we feel that the literature which exists on this subject is limited

and fragmented. Now that the study of the web has been consolidated in a field

known as Web Science we need to reorganise our thoughts in order to move forward

to the next phase. Properties of the web such as redundancy, will gain more and more

importance in the coming years so it is imperative to make people aware about them

in order to help them create new techniques aimed at exploiting them.

In synthesis, our aim behind this document is to interest a general audience. Un-

fortunately, since few people are yet aware of the science behind the web and its

problems, more expository information is required. So far, the web has been like a

huge elephant where people from different disciplines look at it from different per-

spectives and reach varied conclusions. Until people understand what the web is all

about and its grounding in annotation, people cannot start appreciating it and until

they do so, they cannot start creating the web of the future.

January 2011 Valletta, Malta

Alexiei Dingli
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Part I

A World of Annotations



“When patterns are broken,

new worlds can emerge.”

Tuli Kupferberg



Chapter 1

Introducing Annotation

Annotation is generally referred to as being the process of adding notes to a text

or diagram giving explanation or comment. At least, this is the standard defini-

tion found in the Oxford Dictionary [75]. As a definition, it is correct but think a

little bit about today’s world. A world where the distinction between the virtual

and the real world is slowly disappearing; physical windows which allow peo-

ple in the real world and people in a virtual world to see each other (such as

the virtual foyer in [141]) are starting to appear. These portals are not only lim-

ited to buildings, in fact the majority of them find their way in people’s pock-

ets in the form of a mobile phone. Such phones go beyond the traditional voice

conversations and allow their users to have video calls, internet access and the

list of features can go on to even include emerging technologies such as aug-

mented reality [223]. This extension of reality is obviously bringing about new

forms of media and with it, new annotation needs ranging from the annotation of

videos [199] or music [217] for semantic searches up to the annotation of build-

ings [192] or even humans [162]. A better definition of annotation can be found in

the site of the World Wide Web Consortium (W3C) Annotea project1 which states

that:

By annotations we mean comments, notes, explanations, or other types of external

remarks that can be attached to any Web document or a selected part of the document

without actually needing to touch the document.

Obviously even though this definition is far better than the previous one, we still

need to handle it cautiously because it also opens a new can of worms. There is

still an open debate about the issue of whether annotations should be stored within

a document or remotely (as it is being suggested by the Annotea team). But before

divulging further into this issue, the following section will focus on why there is this

need to create annotations.

1 http://www.w3.org/2001/Annotea/

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 3–17.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011



4 1 Introducing Annotation

1.1 Physical Annotations

From an early age, children start the game of labelling objects. In fact, it is very com-

mon to see a child point at something and repeating its name over and over again.

This is very normal since the child is trying to organise and process his thoughts

to convey a message. Although this might seem simple, in reality it is much more

complex since as [225] have shown, children are not only labelling objects but also

creating a hierarchy of labels which describes the world. When we grow older, this

labelling process becomes more discrete and automatic. We tend to do it in our

heads without even realising that we’re doing it. However, this process resurfaces

and becomes annotation when we handle printed media.

Did you ever read a book or any form of printed material and felt the need to

scribbled something on the book’s text or margins? If you did, you just annotated a

text. [127] goes through the various aspects of annotations in books and also stud-

ies the rational behind them. A known fact (which is reinforced in her findings)

is that when we are still young, we are discouraged by our guardians or educa-

tors to scribble on books for the fear of ruining them. However this goes against

popular wisdom. In fact according to [86], Erasmus used to instruct his students

on note taking in order to prepare themselves for their speeches. In his address,

he tells them to create special markers in order to differentiate specific sections in

the text.

As we grow older, we tend to let go of this fear and find it convenient to scribble

on the document itself. However, this only holds if we own the document (and gen-

erally only if the document does not have some intrinsic value) or if we are asked to

add annotations on the document. [127] considers annotation as being a monologue

between the annotator and either his inner self or the author. In fact, she noticed that

in general, annotators mark parts of the document which they might need to reuse

at a later stage, as a form of self note (as suggested by Erasmus earlier). The reason

why annotations are inserted in texts differs from one person to another, even on the

same document. A chef might scribble on a recipe book to insert additional ingre-

dients such as meat to a particular recipe. The editor of the same book might add

comments on the layout of the recipe or some corrections. Annotations could also

have a temporal dimension. A comment written today might not be valid tomorrow.

If the restaurant where the chef works decided to offer vegetarian alternatives, the

previous annotations (pertaining to meat) would have to be removed. Annotations

could be just personal thoughts added to a document or they could be created to

share content with someone else. Sticky notes are a popular way of adding addi-

tional information to physical objects; you can stick them into documents or onto

the object they apply to (a package) or just put them in the front of the fridge for ev-

eryone to read. However, it was also interesting to notice that annotators frequently

left comments to the author of the document. They do so with the consciousness

that the author will probably never read their comments and this gives them that

additional intimacy of expressing themselves. According to [183], reading is not a
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dialogue between the reader and the author but rather an expression from the text to

the reader. The messages sent from the text permeate the reader’s thoughts and are

trapped within the reader’s mind where they can be nurtured or pruned. All of this

is within the control of the reader and eventually, some of these thoughts result in

annotations which change the document forever. As long as the document is kept by

the reader who annotated it, the thoughts are not disclosed.

However, when the annotated documents are circulated to others, the story

changes. The effect of the annotations can vary depending on the reader and it

might raise different emotions. This issue is obviously accentuated when we deal

with digital documents.

1.2 Digital Annotations

With digital documents, the annotation process becomes much easier. Most of what

we already discussed with physical documents still holds. Readers still annotate for

the same reasons mentioned earlier, however, me must also add to this other aspects.

The origins of digital annotations date back to the 60s when International Busi-

ness Machines (IBM) embarked on a project [104] whose result was the creation of

the Generalised Markup Language (GML). Originally, it was only intended as a data

representation system targeting legal documents. However, IBM saw other uses to

this language and today, it forms the basis of most markup languages (Standard Gen-

eralised Markup Language (SGML), Extensible Markup Language (XML), Exten-

sible HyperText Markup Language (XHTML), Wireless Markup Language (WML),

etc) and its applications range from defining semantics to specifying layouts. The

same period also saw the conception of another important concept for digital anno-

tations, the idea of HyperText. The term was originally coined by Ted Nelson and

refers to the concept of text, having references to other texts which can be followed

by simply clicking a mouse. This concept is especially important for external an-

notations. In the 70s, the TEX typesetting system was created by Donald Knuth.

Thanks to such a system, for many years, in-line publishing commands similar to

annotations were the most common way of formatting documents (in tools such as

Latex, changing the layout was simply a matter of annotating the text with the appro-

priate command followed by curly brackets such as \textbf{words to be in bold}).

It promoted the idea that layout and content can be mixed in the same document.

In fact, the use of annotation was boosted further with the creation of HyperText

Markup Language (HTML) where web documents contain both the information

and its layout in the same document.

Annotations have been around for decades and people have been using

them to record anything they like. The type of annotation used varies between differ-

ent programs however Figure 1.1 gives a summary of the most popular annotation

types.
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Lorem ipsum dolor sit amet, consectetur adipiscing elit. Cras mollis commodo 

faucibus. Vestibulum arcu metus, egestas quis mollis sed, egestas sit amet arcu. 

Donec gravida ipsum sit amet orci sollicitudin feugiat. Morbi leo sapien, feugiat sed 

laoreet id, ullamcorper non nunc. Vestibulum non ligula risus. Suspendisse feugiat 

felis a mauris lacinia vitae aliquam odio scelerisque. Phasellus ultrices egestas 

interdum. Nunc accumsan, diam id volutpat condimentum, metus mi cursus odio, sit 

amet hendrerit ipsum est vitae nunc. Cras vulputate, purus vel pretium mollis, risus 

purus pharetra metus, a adipiscing mauris dolor ultrices ipsum. Suspendisse eget 

ligula a ligula congue tempus ut condimentum diam. Cras sit amet mauris tortor, id 

bibendum nibh. 

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Cras mollis commodo 

faucibus. Vestibulum arcu metus, egestas quis mollis sed, egestas sit amet arcu. 

Donec gravida ipsum sit amet orci sollicitudin feugiat. Morbi leo sapien, feugiat sed 

laoreet id, ullamcorper non nunc. Vestibulum non ligula risus. Suspendisse feugiat 

felis a mauris lacinia vitae aliquam odio scelerisque. Phasellus ultrices egestas 

interdum. Nunc accumsan, diam id volutpat condimentum, metus mi cursus odio, sit 

amet hendrerit ipsum est vitae nunc. Cras vulputate, purus vel pretium mollis, risus 

purus pharetra metus, a adipiscing mauris dolor ultrices ipsum. Suspendisse eget 

ligula a ligula 

congue tempus ut 

condimentum 

diam. Cras sit 

amet mauris 

tortor, id 

bibendum nibh.  

Lorem ipsum 

dolor sit amet, 

consectetur 

adipiscing elit. 

Cras mollis 

commodo 

faucibus. Vestibulum arcu metus, egestas quis mollis sed, egestas sit amet arcu.  

amet hendrerit ipsum est vitae nunc. Cras vulputate, purus vel pretium mollis, risus

purus pharetra metus, a adipiscing mauris dolor ultrices ipsum. Suspendisse eget 

More research on this ... 

I’m so tired 

... 

Fig. 1.1 A document showing various forms of annotations
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Textual Annotations are various and most of them find their origins in word proces-

sors. These annotations include amongst others underlined text , strike through

text and highlighted text. The colour of the annotation is also an indication.

Most of the time, it is related to a particular concept thus an annotation is always

within a context. More complex annotations such as highlighting multiple lines

were also inserted thus offering more flexibility to the user. The highlight essen-

tially is a way of selecting an area of text rather than just a few words thus giving

more power to the annotator. The power is derived from the fact that the anno-

tation is not limited to the rules of the document since it can also span multiple

sentences and also highlight partial ones.

Vector Annotations are more recent. Their origin is more related to graphical pack-

ages even though modern annotation editors manage to use them with text. Vector

annotation is made up of a set of lines stuck together generally denoting an area

in the document. The shape of the line varies from the traditional geometrical

figures such as circles, squares, etc to freehand drawing. The latter is obviously

more powerful and very much adapted to graphical objects. In fact, in Figure 1.1,

we can see that the bear has been annotated with a freehand drawing. This means

that if someone clicks on the bear, he is taken somewhere else or information

related just to the bear is displayed. To identify objects in images, such as the

face of a person, more traditional shapes can be used such as the square in the

case of Figure 1.1.

Callout Annotations take the form of bubbles or clouds and are normally used to

provide supplementary information whose scope is to enrich the document’s con-

tent. In the case of Figure 1.1, the red callout is used as a note to the annotator

whereas the cloud is used to express the thoughts of the baby. The use of these

annotations are various; there’s an entertaining aspect where they are used to

highlight the thoughts or discourse of the people involved. They are also very

useful when it comes to editing documents especially during collaborative edits

where the thoughts of the editors can be shared and seen by others.

Temporal Annotations take the forms mentioned earlier however they are bound

by some temporal restriction. These annotations are mainly used in continuous

media like movies or music where an annotation can begin at a specified period

of time and last for a predefined period.

Multidimensional Annotations can take the forms mentioned earlier however

rather than having just an (X,Y) coordinate to anchor them to a document, they

also have other dimensions such as (X,Y,Z) in order to attach them to 3D objects.

These annotations might also have a temporal dimension such as in the case of

3D movies. With multidimensional datasets, annotation is also possible however

they are much more difficult to visualise graphically.
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With all these different annotation tools, it is also important to understand why peo-

ple annotate digital documents. There are various reasons for this; first and foremost

because it improves the web experience and secondly because digital documents are

easier to modify and distribute.

The improvement to the web experience might not be immediately evident how-

ever if we delve into the usages of annotations, this will definitely become obvious.

1.2.1 Annotations Helping the Users

Irrespective of the medium being use, it is important that annotations are inserted

to supplement the document being viewed. This might include further explanations,

links to related documents, better navigational cues, adding interactivity, animating

the document, etc. The annotations should not reduce the quality of the document

or distract the user with unrelated stuff.

The application used to view the annotation (be it a browser, a web-application,

etc) should be careful about the invasiveness of annotations. Let’s not forget that

a user should be made aware that an annotation of some sort exists yet, this must

occur in a discrete way which allows the user to tune the invasiveness of such an

annotation. This kind of problem can be particularly observed when dealing with

video annotations, some of these annotations occupy parts of the viewpoint in such

a way that the video is barely visible. This definitely defies the scope of having

annotations.

When annotations are created, they also have a contextual relationship. The ob-

ject they annotate being a piece of text, a 3D model or any other object has some

sort of link to the annotation. Because of this, users expect the annotations to be

relevant and give value to the document. However, annotations are sometimes used

for other purposes such as advertisements, subscriptions, voting, etc. People tend

to be particularly annoyed with these kind of annotations and tend to see them as

another form of spam. The reason for this has to do with closure as explained in

[80]. When people go online, they normally do it to reach a particular objective

which might range from watching a movie to learning about quantum mechan-

ics. This particular objective is normally made up of various subgoals and each

one of them has a start and an end. Closure occurs each time a subgoal reaches

the end. Whilst working to achieve the subgoal, users get very annoyed as can be

seen in [201] if they are interrupted with something which is unrelated or which

does not help them reach the end of their goal. The study also shows that if the

interruption is made up of somewhat related information, users are more prone to

accept it.

Even though annotations are mainly inserted for the benefit of other users, in

some cases, annotations even give a financial return to the creator of the annotation.

This is achieved using two approaches:
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Fig. 1.2 A movie on YouTube (See http://www.youtube.com/watch?v=TnzFRV1LwIo) with

an advert superimposed on the video

Fig. 1.3 A clear reference to a particular mobile phone brand in the movie Bride Wars (2009)

The direct approach involves selling something directly through the annotation. The

annotation might be an small advert superimposed on the video. As can be seen

in Figure 1.2, whilst the video is running a semitransparent advert pops up on the

screen which allows the user to click on the advert and go directly to the conver-

sion page. This should not be mistaken with the links which will be mentioned

in the next section since these direct approaches push the user towards effect-

ing a purchase. Since these annotations are non-intrusive, they are quite popular

in various mediums such as in traditional computers, but also in mobile phones

having small displays.
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Another form of annotation which is somewhat more discrete is the insertion

of hotspots into pictures or movies. A hotspot is a clickable area on screen which

links directly to another place somewhere else online. In the case of pictures,

hot-spots are fixed, however when it comes to movies, hotspots have a temporal

dimension because a clickable area can only last for a few frames. Figure 1.3

shows a screenshot from the movie Bride Wars (2009). The screenshot shows

clearly the mobile phone used by the actress in the movie but in effect, this is

just a discrete promotion for the brand. With the advent of interactive TV such as

Joost2 and Google TV3 the person watching this movie can simply click on the

mobile phone shown in Figure 1.3 and he is immediately taken to the marketplace

from where he can purchase the product. This approach offers various advantages

over traditional advertising. First of all it is non-invasive since the product is

displayed discretely and ties very much with the storyline of the movie. Secondly,

it will change the whole concept of having adverts. In traditional settings, a movie

is interrupted by adverts whilst in this context, there’s no need of interruptions

since the movie and the adverts are fused together. This is solely achieved by

annotating movies with adverts.

The indirect approach whereby annotations are just links which drive traffic to a

particular website and as a result of that traffic, the owner of the website earns

money. When people access a particular document and click on an annotation

link, it simply takes the viewer to another document. Often what these people

would do is then link back to the original document again with another annota-

tion. The notion of having bidirectional links (i.e. links which take you some-

where but which can also take you back from where you originally left) is not

new and in fact it was one of the original ideas of Professor Ted Nelson for the

web. In these links, one side of the link can be considered the source and the other

side, the target. This idea is very different from the Back button found in a web

browsers because that button has nothing to do with HTML but it is essentially

a feature of the browser. In fact, there is nothing inherent in HTML links that

supports such a feature since the target of a link knows nothing about its source.

This has been rectified with the XML Linking Language (XLink)4 standard and

with the creation of techniques such as linkbacks which allows authors to ob-

tain notifications of linkages to their documents. By providing ways of taking the

user back, the system guarantees closure since the user’s goals are not interrupted

whilst traffic is being diverted to another website. Once a website has traffic, it

adopts various approaches to make money such as advertising, direct sales, etc.

Another indirect approach is normally referred to as a choose-your-own-

adventure-story style. This approach became famous decades ago in the pub-

lishing industry where rather than reading a book from cover to cover, the user

reads the book page by page. At the end of every page, the reader is asked

to make a choice and depending on the choice made, he is then instructed to

2 http://http://www.joost.com/
3 http://www.google.com/tv/
4 http://www.w3.org/TR/xlink/
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continue reading a particular page number. Thus, the flow of the book is not lin-

ear but appears sporadic. By using this approach, each user is capable of explor-

ing various interwinding stories in the book having different endings. With the

advent of HTML and the versatility of links, this approach was quickly adapted

to web pages. It also took a further boost with the introduction of multimedia.

In fact, what happens is that advertisers are using this approach to create a story

which spans different forms of media (text, videos, etc.). The story is written

for entertaining purposes however it conceives within it some subliminal mes-

sages. A typical example is the ”Follow your INSTINCT” story on YouTube.

Essentially, this story was created by a phone manufacturer to promote a mobile

phone. However, the phone is just a device which is used by the actors in the

story. To make it engaging, at the end of the movie, the creatures use different

annotations to give the user a choice. This then leads the user to other movies

having different annotation and various other choices. At no point is the product

marketed directly and in fact, there are no links to the mobile phone manufacturer

in the movie, however the flow of the story is helping the viewer experience the

potential of the product being sold.

1.2.2 Modifying and Distributing Annotations

By nature, digital documents are easier to modify and distribute. According to

[91], annotations can have two forms embedded or external. Embedded annota-

tions are stored within the same documents (such as HTML5). The positive as-

pect of such an approach over physical documents is that a large number of

annotations can be added to the same document. Even though they are added, with

contrast to physical documents, they can also be removed (if the annotations are

inserted with proper tags which distinguish them from the main text) without nec-

essarily altering the original document forever. The downside of these kind of an-

notations is that the annotator definitely needs to have the ownership rights of the

document. Without these rights, no modifications can be added to the document.

When it comes to external annotations, annotators can still add a large number of

levels of annotations. Since the annotations are stored somewhere external to the

original text, the original text is preserved as it was intended by the author. The

last advantage over embedded annotations is that annotators do not need the doc-

ument’s ownership to add an annotation since the original document is not being

modified. Obviously this approach has its own disadvantages too. External systems

must be setup in order to support the annotation process. Since the annotations are

not stored directly in the document, if the original document is taken offline, the

links between the document and the annotations break, thus resulting in orphan

annotations.

With regards of the distribution of digital media, the fact that digital documents

can be easily sent through a network makes them ideal for spreading annotations.

5 http://www.w3.org/MarkUp/
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However, having a network containing several billion pages6 does not help. Pages

have to struggle to get noticed in the ocean of digital information. According to

[109], the best search engine only manages to cover around 76% of the index-able

web. Apart from this, there’s a deeper web, hidden to search engine. [28] estimates

it to be around 500 times larger than what we commonly refer to as the World Wide

Web. So depending on whether the document is located in the shallow or deeper

web, it will make a huge difference when it comes to sharing annotations. But even

if the document manages to make it to the surface web, [147] found that for search

engines, not all documents are equal. In fact most popular search engines calculate

their rankings based upon the number of links pointing to a particular document.

Popular approaches such as [176], which rely on the use of features other than the

page content further bias the accessibility of the page. The effect of this is that

new qualitative content will find it hard to become accessible thus delaying the

widespread of new high-quality information. Also, if the annotations are external

to the document, it is very unlikely that the search engine crawlers will manage to

locate them and index them accordingly. However, the emergence of a new paradigm

called Web 2.0 changed all of this!

1.3 Annotations and Web 2.0

Back in 2004, when O’Reilly Media and MediaLive International outlined the Web

2.0 paradigm (which was later published in [174]), it brought about different reac-

tions. Many researchers started questioning ([236], [103], [128]) this new concept.

Some argued that it was just a new buzzword7, others hailed Web 2.0 as being the

beginning of a web revolution8. The accepted meaning of Web 2.0 can also be found

in Tim O’Reilly’s original article [174] where he stated that ...

the ”2.0-ness” is not something new, but rather a fuller realisation of the true potential

of the web platform

So essentially, we are not referring to new technologies, in fact, technologies such

as Asynchronous JavaScript and XML (AJAX)9, XML10, etc have been around for

quite some time. But Web 2.0 is all about using these technologies effectively.

As can be seen in [156], annotation in the form of tagging11, is taking a prominent

role in Web 2.0 ([209], [119], [238], [18]) and can be seen as an important feature

of several services:

6 http://www.worldwidewebsize.com/
7 A transcript of a podcast interview of Tim Berners-Lee in 2006

http://www.ibm.com/developerworks/podcast/dwi/cm-int082206.txt
8 http://www.time.com/time/magazine/article/0,9171,1569514,00.html
9 http://www.w3.org/TR/XMLHttpRequest/

10 http://www.w3.org/XML/
11 The process of attaching machine readable annotations to an object.
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delicious.com allows users to tag their bookmarks for later retrieval.

sharedcopy.com makes use of bookmarklets which provide annotation functions to

any website.

docs.google.com is an online word processing system having (amongst others) a

function to insert colour coded comments within the text.

Facebook.com provides tools for the creation of social tags whereby people are

tagged in photos thus allowing the system to create social graphs highlighting

relationships between people.

Flickr.com allows the insertion of up to 75 distinct tags to photos and videos. Apart

from this, it also allow geotagging.

gmail.com does not uses tags but labels. Essentially they are used in a similar way

to tags whereby several labels can be assigned to different emails thus providing

quick retrieval.

youTube.com allow users to enhance the content of a video using various annota-

tions.

The list is obviously non exhaustive, however it provides a good representation of

typical Web 2.0 applications. A common factor in most of them is that they are

not simply bound to text but most of them can also handle pictures, movies and

other forms of media. Since multimedia documents are manually annotated, they are

easier to index by search engines thus providing a partial solution to the problem of

distributing qualitative material over the World Wide Web. When the documents are

distributed, so are the annotations and the thoughts of different authors concealed in

those annotations.

However, this approach has its own problems. Since annotations are nothing more

than words, there is no explicit meaning associated to them and because of this, is-

sues such as homonomy and synonymy arise. To partially solve this problem, some

of these systems group the tags into folksonomies. These hierarchies do not provide

an exhaustive solution to this problem however, studies by [113] show that even-

tually, consensus around shared vocabularies does emerge even when there is no

centrally controlled vocabulary. This result is not surprising when considering the

8 patterns of Web 2.0 (see [174]). In fact one of these patterns focus on the need

for Web 2.0 applications to harness collective intelligence and by leveraging on this

collective effort, better annotations can be produced. This idea emerges from [186]

where the author states that:

Given enough eyeballs, all bugs are shallow.

Originally the author was referring to open source software development but it can

also apply to collective annotations. Another interesting aspect of Web 2.0 is the

principle that ”Software is above the level of a single device”. What this essentially

means is that we should not be limited to the PC platform. New devices are con-

stantly emerging on the global markets; mobile phones, tablets, set-top boxes and



14 1 Introducing Annotation

the list can go on forever. Its not just a matter of physical form but also of scale; in

fact we envisage that one day, these devices will become so small that they will just

disappear [106]. Because of this we need to rethink our current processes.

1.4 Annotations beyond the Web

New devices offer new possibilities, some of which span beyond the traditional

World Wide Web (WWW) into the physical world. Two pioneering fields in this

respect are Augmented Reality (AR) and Ambient Assisted Living (AAL).

With the advent of camera phones, AR became possible in one’s pocket. Essen-

tially, by making use of the camera, the images are displayed on the phone’s screen

and the software superimposes on them digital information. An example of this can

be seen in Dinos[79][68] whereby a virtual mobile city guide is created in order

to help people navigate through a city. Figure 1.4 gives a screen shot of the system

while it is running. In this example the annotations are superimposed upon the video

and serve as virtual cues. In the picture one can notice three types of annotations:

• Points of Interest (POI) are markers identifying interesting locations on a map.

They range from famous monuments (like the examples provided in the picture)

to utilities such as petrol stations, etc. In Figure 1.4, two blue markers denoting

a POI can be seen, one referring to the ”Altare Della Patria” and the other to the

Colosseum. It is interesting to note that the position of the tag on the screen is

determined by the latitudinal and longitudinal position of the tag. These tags are

essentially made up of two parts, a square at the top and a textual label under-

neath it. The square is filled with smaller stars and circles. Stars are a representa-

tion of the quality of the attraction as rated by people in social networking sites.

Three stars indicate a good attraction which is worth visiting. No stars inform

the tourists that the attraction can be skipped. The circles are an indication of

the queue length in the attraction. Three circles denote very long queues whereas

no circles indicate no queues. This is an interesting feature of Dinos where it

manages to combine real world information with virtual navigation. In fact the

system has several cameras installed in various locations around the city which

are used to measure queue lengths via an automated process. This information is

then analysed and presented to the users in the form of red circles. So in the ex-

ample shown in Figure 1.4, according to the system the Colosseum is more worth

visiting than the ”Altare Della Patria” because it has a higher rating (indicated

by the three stars) and because there are less queues (indicated by the red circle).

The position of the square on top of the label is also an indication of direction. In

the case of the Colosseum, the square is located to the left of the tag indicating

to the tourist that the user has to walk left to find the Colosseum.

• Virtual adverts are indicated by the red tags. These virtual adverts can be placed

all over; be it with walls, free standing, floating, etc. They are normally used to

indicate a commercial location. These adverts are normally paid by the owners

of establishments thus they have a limited lifetime and they don’t have ratings.
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The lifetime is defined by the amount of money which the owner pays in order

to erect the virtual adverts. They do not have a rating system assigned to them

because they are dynamic, thus they expire since they are normally used to give

out promotional information.

• Virtual graffiti are shown as speech bubbles. The main difference between a vir-

tual graffiti and other types of annotations in the system is that the virtual graffiti

are the only kind of annotations inserted directly by users. In actual fact, they’ve

been inserted by friends of the user (where a friend is someone which is known

to the user and whose relationship was certified through the use of a social net-

working site). These graffiti can be seen represented as a green speech bubble

where the friend of the user is recommending the attraction. In actual fact, they

can be used for anything, i.e. either to share thoughts, comments, etc. They can

also be attached to any object and they are shown each and every time a user is

in that location.

Even though we’ve seen this tourist application, in actual fact, the use of AR is very

vast (including assembling complex objects [111], training [82], touring [90], med-

ical [84], etc) but an important use, shared by a large number of applications, is to

display annotations. [234] shows how such a system can be used to provide informa-

tion to shoppers while doing their daily errands. By simply pointing the camera to a

product, additional information is displayed about that product. A museum system

such as [167] can offer a similar experience with regards to its exhibits. So in theory,

anything can be virtually tagged and then accessed using AR systems. The advent

of the social web is taking this a step further; we have already seen its application in

Dinos however [110] is using it to help shoppers by enhancing the shopping expe-

rience by adding social content. According to their research, when buying over the

internet, most people make use of social content to help them take a decision. Their

application makes use of AR to display reviews related to the product being viewed.

In essence AR is providing users with a new way of viewing data, a way which is

much more natural since it is inserted directly within the current context.

AAL deals with creating smart buildings capable of assisting humans in their

day to day needs. The bulk of the research focuses on vulnerable people; such as

the elderly and the sick ([235] [140] [23] [187]). In these scenarios, AAL is used

to track the movement of both people and physical objects. Various scenarios can

be considered such as; people might be kept away from zones where radiation is

in progress, the system might check that objects such as scalpels are not misplaced

or stolen and it might also double check that a person undergoing a transfusion is

given the correct blood type. The scenarios are practically endless and in all of these,

a certain degree of annotation is required. The system is not only tracking people

and objects but reasoning on them, inferring new knowledge and where necessary

annotating the world model. As explained in [77] [76] this is made possible through

the creation of a world model of the hospital. Every person and object is being

tracked and the system updates their presence in the world model. This information

is available on the handheld device of the hospital staff thus providing staff members

with realtime information about the situation inside their hospital.
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Fig. 1.4 Some examples of augmented reality and annotations in Dinos
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This realtime view of the hospital is extremely important. In case of an emer-

gency such as in a fire outbreak, the system calculates in real time the evacuation

plan for all the people inside the hospital. People whose life is in danger (such as

those trapped in particular areas of the hospital or patients that are bed ridden) are

tracked by the system (using information obtained through their Radio Frequency

Identification (RFID) and annotated in the world model so that rescuers will have

the full picture at hand on their hospital plan. Obviously, reading a plan of a hospital

on a small handheld is not ideal, a step further is the use of [162] [163] whereby

information is projected on physical surfaces such as papers, walls, tables, etc. By

doing so, the flat 2D plan of the hospital is instantly annotated by projecting on it the

information obtained through the world model. [161] shows how even humans can

be annotated using projected annotations. The idea might sound strange but think

about the potential; imagine you’re at a doctor’s visit. Just by looking at you, the

doctor can view information about previous interventions, your hearth rate (using

remote bio-sensing12), etc. The information would be projected within context, thus

your heart rate would appear on your chest, a previous fracture of the leg might

have an X-Ray image projected on the effected part. The annotation possibilities are

practically endless and only limited by the imagination of researchers.

1.5 Conclusion

In essence, annotation is all about adding value to existent objects without necessar-

ily modifying the object itself. This is a very powerful concept which allows people

independently from the owner of the object to add value to the same object. This

chapter clarified what is meant by annotation, why it is needed and the motivations

behind its usage. The coming chapter, will deal with the Semantic Web and explains

why annotation is so fundamental to create such a web.

12 Bio-sensing is the process of transmitting biological information (such as blood pressure)

of an individual to a machine.



Chapter 2

Annotation for the Semantic Web

The web has gone a long way since its humble beginnings of being a network aimed

at transferring text messages from one place to another. Today’s documents are ex-

tremely rich, having all sorts of media; text, images, video, music, etc all interlinked

together using hyperlinks. Unfortunately, the downside of this proliferation of the

web is that users are simply not coping with the myriad of information available

[122] [16] [27]. This is normally referred to as the problem of information overload.

This problem grew due to a number of different factors combined together. Coff-

man in [61] and [62] analysed the rapid expansion of the internet and he found

that as a result of more and more people gaining access to the network, new pages

containing all sorts of information are being created. This was accentuated further in

recent years with the rise of web 2.0 applications whereby more users are converting

from being information consumers to information providers. In [174], it is clearly

shown that tools such as wikis and blogs are helping people contribute to the web

without actually requiring any particular knowledge on how the web works. Another

factor according to [178] is that the nature of the information itself (mentioned in

Section 1.2) and the creation of sharing methodologies such as Peer-to-Peer (P2P)

are making it easier for people to share their digital contents.

Finally, new technologies (such as Voice over IP (VOIP), Really Simple Syndica-

tion (RSS), Instant Messaging (IM), etc) are creating new distribution channels and

these channels are creating even more information. To make matters worse, a large

chunk of information on the web is made up of either free or semi-structured text

thus having no overall structure which makes it hard to identify the relationships in

the text.

Existent search engines tried to create some sort of order. For many years, the

traditional approach was to identify a small set of words which would represent the

information being sought and then match it with words extracted from the collec-

tion of documents. The document in the collection with most matches would be the

top ranking document. A major improvement over this approach was the PageR-

ank algorithm developed in [176]. The major difference in this algorithm was the

recognition that documents on the web are interlinked together using hyperlinks.

The links were being treated as sort of votes from one site to the other and these

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 19–24.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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“votes” impacted drastically on the ranking of the search results. Although the im-

provements provided by this approach were very significant, users soon realised

that the group of documents returned, still posed a major problem because users

would still have to sift through their pages in order to find the piece of information

they are seeking. This is extremely frustrating and confirms the findings of vari-

ous studies such as [147] [172] [204] [64] [131] which state that the majority of

users are using the Web as a tool for information or commerce. However, search

engines are not returning that information but only potential pages containing that

information.

With the advent of Web 2.0 in recent years, several technologies (Social Book-

marking, Social Tagging, etc) too proposed some improvements (see [198] [232] )

over traditional search techniques, however according to studies conducted by [121]

it is still too early to quantify the real benefit of such approaches.

2.1 The Rise of the Agents

Towards the start of the millennium, [29] proposed an extension to the current web

known as the Semantic Web (SW). Back then, it was clear that the proliferation of

the web was making the WWW unsustainable by humans alone. This situation also

created financial hurdles on organisations, in fact, [173] expected the spending on

content management and retrieval software to outpace the overall software market a

few years later. Because of this, the extension of the current web was engineered to

make it possible for intelligent agents to understand the web, roam freely around it

and collect information for the users. To make this possible, a fundamental change is

necessary to the documents found on the web; the agents have to understand what’s

written on them!

If we visualise a small subset of websites present on the web, we soon realise

that most of the digital content is aimed for human consumption. These pages are

full of animations, movies, music and all sorts of multimedia elements which are

incomprehensible by the computer agents. In fact, for these agents, these elements

are nothing more than binary numbers. So the idea behind the SW is to add mean-

ing or semantics to documents which agents can understand and act upon. This is

achieved by associating semantic annotations to whole or parts of a documents using

information obtained from domain ontologies1 (as described in [29]) thus resulting

in documents having annotations which can be interpreted by agents. If these an-

notations are well-defined, they can be easily shared between the annotator and the

users or agents consuming those annotations. In doing so, there would be a clear

agreement between the two and any ambiguities removed. So one of the targets of

the SW is to create worldwide standards which act upon heterogeneous resources

and provide a link between common vocabularies. Semantic annotation goes be-

yond traditional annotations because apart from targeting human consumption, it

is also intended for machine consumption[228], because of this, a key task of this

process is to identify relationships and concepts shared within the same document

1 [108] defines an ontology as a formal specification of a shared conceptualisation.
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(and possible beyond). For example, consider the semantic annotation on the word

”Paris”. Since the annotation is related to an ontology, it links ”Paris” to the abstract

concept of a ”City” which in turn links to the instance of the concept of a ”Country”

called ”France”. Thus, it is removing any sort of ambiguities which might arise from

other connotations (such as ”Paris”2 the movie or ”Paris Hilton” the show girl). With

ambiguities aside, information retrieval becomes much more accurate according to

[226] since it exploits the ontology to make inferences about the data. This approach

is so useful that its use is being investigated in various fields ranging from online

commerce [38] [214] to genomics [137] [185].

2.2 Ontologies Make the World Go Round

As mentioned earlier, to organise these semantic annotations in a coherent struc-

ture, we normally use an ontology. Essentially, an ontology is a large taxonomy

categorising a particular domain. It is not expected to cover everything that exists

in the world but only a subset. By managing a subset, it is therefore easier to share,

distribute and reach an agreement over the concepts used. In the 90s, different or-

ganisations used different structures having different formats. For example, both

Yahoo!3 and the Open Directory Project4 used to categorise the web however, even

though they were categorising the same data, their structures were not compatible.

To tackle these issues, the first task to create the SW was to find a common base

language. This eventually became the XML5, a subset of the SGML meta language

which was originally designed to be a free open standard used to exchange all sorts

of information. Even though XML is a powerful6 language, the fact that it is a meta-

language does not provide any advanced constructs but only the basic tools to create

other markup languages.

Because of this, since 1999 the W3C7 has been developing the Resource Descrip-

tion Framework (RDF)8. The scope behind [39]’s work was to create a language,

understandable by web agents and capable of encoding knowledge found on web

pages. This language was based on the idea that everything which can be referenced

by a Unified Resource Identifier (URI) can be considered as a resource and any re-

source can have a number of different properties with values. In fact, RDF is based

on triples (made up of a Resource, a Property and a Property Value) and these triples

makes it possible for RDF to be mapped directly onto graphs [45] [118] (having a

Resource and a Property Value as the endpoints of the graph and the property would

be the line joining the two endpoints) as can be seen in Figure 2.1. This mapping is

2 http://www.imdb.com/title/tt0869994/
3 http://www.yahoo.com
4 http://www.dmoz.org
5 http://www.w3.org/XML/
6 http://xml.coverpages.org/xmlApplications.html lists hunders of markup languages cre-

ated using XML.
7 http://www.w3.org/
8 http://www.w3.org/RDF/
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Fig. 2.1 An example of a triple; both in table form and also as a graph

very important since RDF does not only provide a structure to the data on the web

but it also allows us to apply the power of graph theory on it.

When researchers started using RDF, it was immediately noticed that RDF was

not expressive enough to create ontologies so work started to extend the lan-

guage. In 1998, the W3C began working on Resource Description Framework

Schema (RDFS)9 an extension over RDF consisting of more expressive constructs

such as classes, properties, ranges, domains, subclasses, etc. However, RDFS was

still rather primitive and users required even more expressive power to perform

automated reasoning. Because of this, two other extensions emerged around the

same time; the Defense Advanced Research Projects Agency (DARPA) created

the DARPA Agent Markup Language (DAML)10 and the EU’s Information Soci-

ety Technologies (IST) project called OntoKnowledge [92] created the Ontology

Inference Layer (OIL). Both languages served a similar purpose however DAML

was based on object-oriented and frame-based knowledge representation languages

whereas OIL was given a strong formal foundation based upon description logic.

It soon became obvious that both efforts should be combined and a United States

of America (US)/European Union (EU) joint committee11 was subsequently setup

aimed at creating one Agent Markup Language. Eventually, they created a unified

language called DAML+OIL [125]. This language was further revised in 2001 by a

group setup by the W3C called the ”Web Ontology Working Group” and in 2004 the

Web Ontology Language (OWL)[20] was created. In 2009, OWL too went through

major revisions resulting in a new version of the language called OWL 212 which

promises (amongst other things) to improve scalability and to add more powerful

features. Ever since the creation of the first ontology language, different disciplines

started developing their own standardised ontologies which domain experts can use

to annotate and share information within their field. Today, one can find all sorts of

ontologies ranging from pizzas13 to tourism14.

9 http://www.w3.org/TR/rdf-schema/
10 http://www.daml.org/
11 http://www.daml.org/committee/
12 http://www.w3.org/TR/owl2-new-features/
13 http://owl.cs.manchester.ac.uk/browser/ontologies/653193275/
14 http://www.bltk.ru/OWL/tourism.owl
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2.3 Gluing Everything Together

However, having all the technologies and standards without having the tools that

make effective use of them is useless. There have been various attempts towards

defining what makes up a SW application. [139] defines a SW application as a web

application which has the following features:

Semantics have to play an important role in the application, they must be repre-

sented using formal methods (such as annotations) and the application should be

capable of manipulating them in order to derive new information.

Information Sources should be collected from different sources, must be com-

posed of different data types and the data must be real (i.e, not dummy data).

Users of the application must get some additional benefit for using it.

Open world model must be assumed.

In fact, a number of prototypical systems have been designed yet they still lack a

number of fundamental features. The basic and most important feature lacking in

most systems is the generation of annotations automatically. Manual annotation is

without doubt a burden for human users because it is a repetitive time consuming

task. It is a known fact that humans are not good at repetitive tasks and tend to

be error prone. The systems that support some sort of learning do so in a batch

mode whereby the learning is not managed by the application but rather by the

user of the system. This can be seen clearly in tools such as MnM [81], S-Cream

[115] etc whereby a user is first asked to annotate and then an IE engine is trained.

There is a clear distinction between the tagging phase and training phase. This has

the adverse effect of interrupting the user’s work since the user has to manually

invoke and wait for the learner in order to learn the new annotations. Apart from

this, since the learning will be performed in an incremental way, the user will not be

certain whether the learner is trained on enough examples considering the sparseness

of the data normally dealt with. It may also be difficult for the user to decide at

which stage the system should take over the annotation process, therefore making

the handing over, a trial and error process. Research towards making the annotation

process semi-automatic [57] or rather fully automatic [51] [87] [47] in order to

semantically annotate documents is underway and the next chapters will look into

these applications.

2.4 Conclusion

This chapter explored the concepts behind the SW and clarified why it is so impor-

tant. It was noticed that a large part of the technologies to make the SW possible

already exists. Standards have evolved from the powerful yet difficult-to-use SGML
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to much more usable XML and all of its vocabularies like RDF, OWL, etc. The

information needed is available in the web pages. Browsers became much more

sophisticated than the original Mosaic15 allowing customisable styles, applets, any

kind of multimedia, etc. However the bottleneck seems to be related to the annotate

process especially when dealing with different and diverse formats. The next chapter

will deal with this issue.

15 http://archive.ncsa.uiuc.edu/SDG/Software/Mosaic/NCSAMosaicHome.html



Chapter 3

Annotating Different Media

The combination of different media elements (primarily text and pictures) on the

same document has been around for various centuries1. The idea of combining var-

ious media elements together first appeared in [43] when Bush explained his idea of

the Memex. Eventually with the development of computers, most documents were

text based and very few programs (apart from the professional desktop publish-

ing systems) supported the insertion of multimedia elements. This is not surprising

when one considers that the text editors available at the time could not represent

layout together with the text being written. In fact users were requested to enter

special commands in the text to represent different typefaces, sizes, etc. This code

was eventually processed and the final document (including all the layouts, pic-

tures, etc) was produced. In the mid-seventies, [143] created a What You See Is

What You Get (WYSIWYG) text editor called Bravo. However, this was never com-

mercialised but according to [168] a similar product based on Bravo was released

with the Xerox Star. Eventually multimedia took off; word processors soon became

WYSIWYG and allowed images to be inserted within documents. Web browsers

brought forth a further revolution; since their target was not the printed media but

the digital domain, multimedia was not limited to static content but it could also

include animations, movies and sound. This obviously creates a fertile domain for

new applications of annotations. The following sections expand further on these ap-

plications. According to [184], the main components of multimedia include text,

graphics, images, audio and video. All of these will be covered apart from text since

it will be mentioned in order sections of this document.

3.1 Different Flavours of Annotations

Annotations come in different forms or flavours, the differences are mainly dictated

by the application which implements them. However, in principle we can group the

different annotations in the follow categories.

1 One of the oldest printed texts which includes pictures was the Diamond Sutra as described

in [227].

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 25–32.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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3.2 Graphics

The term graphics is used and abused in different contexts. However, for the sake of

this section, we are referring to all those objects created using geometrical shapes

(such as points, lines, etc) normally referred to as vector graphics. The applications

of these kind of graphics range from the creation of simple pictures [126] up to the

mapping of complex 3D landscapes [136]. Since vectors are so versatile, we can

find various usages of annotations.

Products designed using vector graphics can be easily shared amongst different peo-

ple working in a collaborative environment such as in [129] and [197]. These

people can collaborate together to the creation of the product by inserting ”float-

ing” annotations attached to different parts of the 3D model under review. The

strength of these annotations is that they are attached to the physical characteris-

tics of the object rather than to a flat 2D surface.

3D modellers go through a tough time when they need some feedback from other

stakeholders. Most of the time, they create a physical model of their virtual cre-

ation and circulate it around the various stake holders for comments. The result

is a physical model full of scribblings. The modellers would then need to modify

the 3D model, recreate another physical model and circulate it again. The cycle

continues until all the stakeholders are happy with the resulting model. This hap-

pens mostly when they are creating complex models such as new buildings, aero-

planes, etc. [202] proposes an alternative to this by making use of annotations. In

their approach, annotations can be attached to the virtual model, however these

annotations are not simply comments but actions which modify the 3D virtual

model. So what happens is that the virtual model is circulated. Using a digital

pen, the different stakeholders add annotations, which when applied, can modify

the virtual model. Different stakeholders are capable of seeing the annotations of

others and comment on them. The final task of the modeller is to get the model

with the annotations, analysis the different annotations and accept or reject them

in order to produce a unified model.

Mixed reality merges together the real world with the virtual world in order to pro-

duce new enhanced views. This is the approach taken in [93] whereby the user

is immersed inside the virtual world and the system allows him to interact with

the virtual model using special tools (such as light pens, etc). However, these

tools are not limited to just modifying the object or the view but the user can also

annotate the virtual model.

Artificial Intelligence approaches too help in the creation of vector annotations such

as in [220]. In this application, they make use of different techniques to annotate

piping systems (such as those in waste treatment facilities, chemical plants, etc).

Production rules about the different components and the relationship between

them help in the labelling of the different pipes. The result of this is a hierarchy of
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annotations created automatically after applying inferencing on the pipe structure

in operation.

Geographical Information System (GIS) are based on vector graphics too. As shown

in [211], they can hold multiple layers of details (such as points of interests, road

signs, etc) on the same map and these details are expressed using various differ-

ent annotations.

3.3 Images

For the sake of this section, the term image refers to raster graphics. These kind

of graphics are made up of a grid of pixels2 having different colours which when

combined together, form a picture as can be seen in Figure 3.1. This technology

is widely spread, especially with the advent of digital cameras which are capa-

ble of creating raster images directly. The applications of these kind of graphics

range from photography [130] up to the creation of 3D medical images [208].

Since raster graphics are so widely spread, we can find various usages of

annotations.

Fig. 3.1 An example of a grid of pixels used to draw a circle

In the medical domain different professionals can view medical images and add an-

notations to those images. In [179], a radiologist is asked to analyse some im-

ages and express his opinion about them. As soon as he notices some abnor-

malities, he simply adds annotations to the area under review. At a later stage,

automatic annotations can also be added (as shown in [100]) and the images

are queried just like a normal image retrieval engine. These systems even go

a step further since these automatic image annotators might also manage to

identify abnormalities in the images and tag them for further inspection by the

experts.

2 A picture element.
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On social sites such as Facebook3, Flickr4, etc annotation takes various forms. The

most basic form is the manual annotation where users annotate photos with in-

formation indicating the location where the photo was taken (such as geotagging

as described in [148]) or annotations identifying the people present in the photo.

Obviously, this brings forth various implications as discussed in [31] since even

though one might be jealous about his privacy, someone else might still tag him

in a photo without his consent. Another interesting aspect is the psychological

one. Manual annotation is a very tedious task and in fact, a lot of projects spend

incredible sums of money to employ manual annotators. However, on the social

sites, annotations are inserted freely by the users. Future chapters will delve into

this topic and explore why people provide free annotations on social sites even

though the task at hand is still a tedious one. Other systems such as [210] try

to go a step further by semi-automating the annotation process with regards to

people in images. In this case, a user is involved to bootstrap the process and then

a computer takes over the annotation task. Other approaches such as [48] try to

eliminate the user completely from the loop by making the whole process fully

automated.

Microscopic analysis is another domain where annotation is extremely important.

[4] describes a framework designed to semi-automatically annotate cell charac-

teristics. In this particular domain, the task is somewhat more complex because

apart from being a tedious task, manual annotators are not found easily. They

have to be experts in the field who are willing to sacrifice their time in order to

go through a myriad of photos annotating various characteristics. Another issue

which might arise is the problem of accuracy. Let’s not forget that humans err, so

after performing a repeated task, these experts might still insert some erroneous

annotations. If you combine all these issues together, you’ll soon realise that the

manual annotations of these images in genome related studies is cost prohibitive.

Because of this, a framework was created whereby the users annotate a few im-

ages, the system learns from those images and annotates the rest.

Object identification and detection is also becoming extremely useful in today’s

world. The idea of living in smart environments such as homes and offices is

catching up, thus computers have to understand the world in which people live.

Several researchers (such as [132], [233] and [193]) are working on this and try-

ing to automate the whole process. There are various issues such as viewing a

partial object or viewing the same object but from different angles. Even minor

changes in the ambient lighting might influence the accuracy of the object identi-

fication process. Once these objects have been identified, the system tags them for

later use, updates its own database and also infers new information based upon

the facts just acquired. These facts might include relationships between objects

such as the spatial relationships mentioned in [124]. These spatial relationships

are derived from the pictures and allow us to learn new world knowledge such

3 http://www.facebook.com
4 http://www.flickr.com
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as the fact that food is placed in a plate and not vice-versa. The potential of this

approach is very promising and might lead towards changing the way we interact

with computers forever since computers will be capable of understand our real

world objects and how they are used.

3.4 Audio

Annotation of audio is interesting because even though it can be visualised (nor-

mally in the form of a sound wave) one cannot appreciate it until it is heard. Even

when it is being played, full appreciation only occurs when the whole composition

(or a substantial part of it) is played. In fact, individual sound elements have no

particular meaning on their own whereas a small sequence might only give you a

taste of what is to come. It is similar to seeing a picture a pixel at a time. A pixel

on its own is meaning less whereas a small group of pixels might give you a small

clue. However, when different pixels are combined together, they form a picture.

Similarly, various sound elements combined together form a musical composition,

a speech or anything audible. The major difference between the visual form and the

audible form is that whereas a picture can be enjoyed by the human brain in a frac-

tion of a second, the brain would probably take seconds, minutes or even hours to

appreciate a sound composition. In our world, sounds are very important, and their

application range from being the main communication channel used by humans up

to the unthinkable Acoustical Oceanographic research as specified in [158]. In the

following subsections, we’ll have a look at how sounds have been annotated and

why.

In music [120] and [17] mention various possible annotations. First of all, the anno-

tations have to be divided into three; those within the file, those across different

files and those shared amongst different people. The first kind of annotations too

can be further subdivided. Some music experts might be interested in the acoustic

content including the rhythm, the tonality, description of the various instruments

used and other related information (such as the lyrics). To these annotations, one

can also add social tags such as those mentioned in [83] which include comments

about parts of the songs or even emotions brought forth by the piece of music.

Annotations across different files also gather together different meta properties

shared by multiple files such as the author, the genre and the year. Finally, the

sharing of annotations amongst different people allows users to search for music

using semantic descriptions. Through these searches, profiles can be constructed

which suggest to the users which kind of music might be of interest to them.

The social network will also help them identify pieces of music which are maybe

unknown to them or which would not feature as a result of their normal search.

Obviously, this brings about new powerful ways of accessing musical pieces.

Speech is a form of audio whereby words (rather than music) are predominant.

When the audio is a monologue, the speech is converted to text (using speech

recognition software) and annotated using normal text annotation methodolo-

gies. However, extra care must be taken as mentioned in [85] because speech
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normally has some subtle differences from written text. In fact, it is very nor-

mal to find unfinished sentences, ungrammatical sentences and conversational

fillers5. When two or more people are speaking, it is normally referred to as a di-

alogue. In this case, the situation is somewhat more complex because apart from

the issues mentioned so far, one has to add others such as ellipsis, deixis and

indirect meanings such as ironic sentences.

Semantic taggers such as the ones described in [66] and [36] are also used

to annotate speech (once it is converted to text). These taggers identify seman-

tic information such as named entities, currencies, etc. The interesting thing is

that they can also be easily expanded by using gazetteers and grammars [67].

The semantic information is generally associated with an ontology which gives

the information a grounding relative to a world domain thus avoiding any am-

biguities. When it comes to dialogues, the same techniques used in annotating

speech are adopted. However, in this case, we can also annotate dialogue acts.

These dialogue acts taggers such as the ones described in [195], [159] and [154]

are capable of identifying speech acts within a dialogue. These speech acts label

sentences or phrases as being a question, a statement, a request or other forms.

The amount of dialogue acts used can vary according to the system being used

[206].

3.5 Video

The term video generally refers to the transmission of a series of pictures displayed

one after the other in quick succession (which gives the impression of movement)

combined with synchronised sound. Obviously this might sound as being a restric-

tive definition of video however it encompasses the basic principles of the tech-

nology. Today’s technologies have made giant leaps in quality when it comes to

sound and images. Companies such as Dolby6 and THX7 provide the audience with

an impressive experience. Most of these systems make use of multiple speakers to

play sounds from different directions. Images too have reached High Definition and

are now slowly venturing into the 3 Dimensional domain [230]. With the advent of

camera phones, the creation of video has been widely adopted and today, the use

of this technology ranges from the creation of simple home made videos up to the

impressive Hollywood blockbusters.

When it comes to annotation, video has been quite held back mainly because of

the lack of automated methods to tag images. Several projects have been trying to

annotate videos such as:

5 Phrases like a-ha, yes, hmm or eh are often used in order to fill the pauses in the conver-

sation. It normally indicates periods of attention or reflection.
6 http://www.dolby.com
7 http://www.thx.com
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Detection and tracking of objects in [63] whereby the researchers are managing to

identify predefined objects and track their movement throughout the video. This

can be used to identify moving targets such as cars, annotate it and track its

movement across a landscape. Similar techniques are used in other domains such

as for video surveillance [224], for animal identification [189], etc.

Annotating sport events from video such as the work conducted by [218] and [22]

whereby events in a football match are automatically annotated by the system

and recorded. It is interesting to note that apart from handling different errors

(brought forth by the quality of video) the system must also consider the rules

of the games and ensure that the annotations adhere to those rules. Similar re-

searchers studied these techniques and applied them to other sporting events such

as tennis [237]. The benefits of these annotations is unimaginable since they are

capable of creating a transcript of the match almost in real time thus enabling

people unable to watch (such as while driving or people suffering from some

form of disability) to understand what’s happening.

Movies too need annotations. The most common form of annotation found in all

DVDs are the subtitles. These are essentially a transcript of the dialogue dis-

played in synchronisation with the movie when it is being played. [95] and [21]

created techniques which lists cast members in a movie and [89] goes a step

further by identifying the names of the characters appearing in the movie and

annotating when they appear. Obviously, understanding what’s happening in the

movie is somewhat more complex. When you consider a sporting event such as

those mentioned before, the rules are fixed so the actions are predictable and fi-

nite. In a movie, there’s no predictable plot and unexpected twists improve the

movie. This makes the task of creating annotations for movies harder. Notwith-

standing this, there has been various attempts to identify actions such as [144]

which tries to categorise movie scenes involving people walking, jogging, run-

ning, boxing, waving, answering the phone, hugging, sitting, etc. However, these

systems are still really far from understand what is actually going on.

With the rise of Web 2.0 technologies and the proliferation of online videos thanks

to sites such as YouTube8 and projects such as Joost9, annotations in videos are

gaining a more prominent role.

YouTube allows users to enter different annotations on top of the videos. These

range from adding additional information to particular scenes or just comments.

These annotations can also include links thus allowing users to branch from one

scene to another. This is interesting because it disrupts the linear structure of movies

using hypermedia whereby the links can lead to all sort of media elements. YouTube

provides four types of annotations; those in speech bubbles, those as notes, spot-

lights which highlight areas of a movie (which only reveal the text when the mouse

moves over them) and video pauses which pause the movie for a specified period of

8 http://www.youtube.com
9 http://www.joost.com
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time in order to reveal the annotations. Joost on the other hand is both a desktop and

a web application whose aim is to create a new form of TV which is full of multi-

media elements (and not just movies), which is on demand and interactive. Joost too

allows the insertion of annotations in the movie by making use of the social network.

In fact these annotations can be shared between different groups of people and the

annotation can also be obtained from other online sites thus integrating information

from multiple independent sources together. The annotations in Joost are not simply

limited to text as in YouTube but they can also include freehand scribbles.

3.6 Open Issues with Multimedia Annotations

This chapter has shown that annotations are extremely important irrespective of the

media being used. However, even though various solutions exists, there are still

several open issues which need to be dealt with.

• A lot of media tools still do not support annotations [175]. In fact most of the

annotations are added by third party applications and are stored outside the media

file rather than being integrated within. This obviously has its pros and cons

however, a tighter integration would definitely be beneficial.

• Even if the tools catered for links, the link between the media data and the an-

notations is not so straight forward. An annotation can refer to a whole media

document, to a subset or even to a single element within that document.

• The lack of standardised annotation vocabularies makes annotations hard to

reuse. If someone would go through the hassle of developing such vocabular-

ies, it would take a lot of time and cost huge sums of money. In the end, there’s

no guarantee that these vocabularies would be adopted. There have been various

attempts at achieving this such as [99] however so far, no consensus has been

achieved.

• The uncertainty as described in [37], introduced by automated annotation pro-

cesses is something which can deplete the value of the multimedia document

rather than enrich it. As an example, if a document about sports is wrongly anno-

tated with information about finance, its relevance will be severely impacted and

it would be hard for it to feature in relevant searches.

3.7 Conclusion

This chapter explored the various annotation systems which handle different mul-

timedia elements. It is immediately evident the value of these annotations and how

they can be used to enrich the user’s experience. Not withstanding this, there are still

quite a number of open issues which need to be addressed. The next chapter, will

look at the actual annotation process, in particular how manual annotation is being

performed.



Part II

Leaving a Mark ...



“The mark of a good action is that it appears
inevitable in retrospect.”

Robert Louis Stevenson



Chapter 4

Manual Annotation

The task of annotating content has been around for quite a while and this is clearly

evident from Chapter 1. Throughout the years, various tools were created which

allowed users to annotate documents manually. This chapter, will survey the various

tools available, will divulge into their uses, their potential but also their limitations.

Then it will explore the various issues associated with manual annotation.

4.1 The Tools

In itself, manual annotation does not require any particular tool when dealing with

physical documents. However, the situation changes when we handle digital docu-

ments because without additional support, annotation is not possible. We have al-

ready seen how digital annotations started with the development of SGML and the

creation of the LATEX system. However, wider adoption of annotations was meant to

come with the Xanadu project, but we missed the bus!

Xanadu[169][170] was an idea of Professor Ted Nelson, the person who is accred-

ited with coining the term hypertext1. Xanadu represents his idea of the WWW long

before the current web was even conceived. Fundamental to this web was the idea of

the hyperlinks where every document can contain any number of links to any other

document. Essentially, this made it possible for the first annotations to appear since

document content could be linked to other content by using hyperlinks. The major

difference between these hyperlinks and what we have today is that the hyperlinks

are not stored in the document itself for two reasons. First of all, different media

types would make the embedding of annotations within the document difficult. Sec-

ondly, a document can have an infinite number of annotations. In extreme cases,

the annotations would outweigh the actual document and obscure its content. For

1 This term was first used in a talk which Professor Nelson gave in 1965 entitled Computers,

Creativity, and the Nature of the Written Word. A news item of the event can be found

at http://faculty.vassar.edu/mijoyce/MiscNews Feb65.html

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 35–42.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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this purpose a system called Hyper-G[19] was developed but in reality, it was never

popularised.

NoteCard[112] is one of the first hypermedia systems available. It was created at

a time when the WWW was still being conceived and hypermedia was just a small

topic segregated between different university campuses. The idea behind NoteCard

was to create a semantic network where the nodes are electronic note cards and the

links are typed links. The system allowed users to see the links, manipulate them

and navigate through the network. An electronic card had a title and could contain

information of various forms such as text, drawings or bitmaps. Other types of note

cards could be constructed from the combination of the basic types. The system

also had a browser, a program rather different than the web browsers we have today.

Its task was to visualise the network of note cards. When several note cards were

linked together, they were collected in a file box which is equivalent to a modern day

folder. Even though note cards were used to annotate other documents, essentially,

they were the precursor of today’s WWW.

ComMentor[190] was one of the initial architectures designed to handle annota-

tions on web pages. At the time, the most popular browser was the Mosaic browser

so ComMentor had to allow users to insert annotations in the browser. The annota-

tions were divided into three groups, private (visible only to the owner), group (re-

stricted to a group of people) or public (available to anyone). New annotations could

be inserted and viewed, however the system did not cater for edits. The system also

separated the annotations from the content thus ensuring that the original document

is not modified in any way. At the time, the rational why users needed annotations

was very similar to what users need today. However there were two additional rea-

sons worth mentioning, according to the creators of the system, annotations could

be used to track document usage. Thus if a particular group of people did not man-

age to view a rather important document, they can be notified about it via email. The

second reason is to give the document a Seal Of APproval (SOAP)[69]. The seal is

a rating system used to describe the importance and validity of a document.

CoNote[71] was a system created back in 1994 aimed at supporting cooperative

work system. The idea was to allow a group of people working together to annotate

document and share the annotations between them. Such a system was tested in a

classroom environment whereby students and teachers could share their comments,

notes, etc. With difference from generic annotation systems, this system was based

around a context (which was the document) and people commented around that

fixed context. In actual fact, the original document is not modified since the system

stores the annotations remotely on a server. This has the added benefit that every

document can be annotated (even those that are read only). The positioning of the

annotations is also restricted to specific points which can be chosen by the author of

the document or by an administrator. When an element of the document is annotated

several times, the annotations are showed as a thread thus allowing for easy viewing.

Users can also search through the annotations inserted by using attributes such as
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the date when the annotation was inserted, the authors, etc. It is interesting to note

that experimental results have shown that the educational experience provided to

the students was greatly enhanced by the system. Students were seen annotating

documents and commenting or replying to annotations created by other students.

This was one of the first attempts at creating what is today known as the social web.

JotBot[219] is a prototypical system with the scope of annotating web pages, how-

ever, most of the work is performed on the client side rather than the server. This

is achieved by making use of a Java applet whose task is to retrieve annotations

from specialised servers and presenting a comprehensive interface to the user. Since

the annotations happen on the client side after the page is downloaded, this can be

considered as being one of the first on-the-fly annotation tools. An interesting con-

cept used in JotBot is that annotations are not associated with a document for an

indefinitely amount of time. In fact, they all have an expiry date and users can vote

to extend the life of worthy annotations. This creates a sort of survival of the fittest

approach whereby only the most relevant annotations (according to the users) are

kept.

ThirdVoice[153] was a commercial application launched in 1999. The idea was to

create a browser plug-in capable of annotating any page on the internet. The original

content was never altered, in fact, the annotations were inserted after the web page

was rendered by the browser. However, as soon as the service was launched, it was

immediately unpopular with a lot of web site owners [142] and some of them even

defined it as web graffiti. A lot of these people were afraid of the idea of having

people distribute critical, off topic and obscene material on top of their site. Some

of the web site owners even threatened the company with legal action however in

reality, no one ever filed a law suite. Another issue arouse from the annotator’s side

since the annotations were stored on a central server controlled by Third Voice thus

causing a potential privacy issue. Ironically, the company’s downfall was not due

to these issue but rather to the dot-com bubble [180]. At the time when the owners

were going through another round of financing, the internet bubble was bursting so

investors were weary to invest in internet companies.

Annotea[135] is an web based annotation framework based on the RDF. Annota-

tions are considered as being comments inserted by a user on a particular website.

These annotations are not embedded within the document but are stored in an an-

notation server thus making them easily shareable across different people. These

annotation servers store the annotations as RDF tripples thus essentially they do not

use normal databases but tripple stores [231]. Apart from storing annotations re-

motely, Annotea also allows the storage of annotations locally in a separate HTML

file. The annotations make use of different standards which include a combination

of RDF, the Dublin Core2, XML Pointer Language (XPointer)3 and XLink4. The

2 http://dublincore.org
3 http://www.w3.org/TR/xptr
4 http://www.w3.org/TR/xlink
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framework itself proved to be quite popular and in fact, it is implemented by several

systems amongst which Amaya5, Bookmarklets6 and Annozilla7.

CritLink[134] was a proxy based annotation system. Users could access an initial

page known as the Mediator (which was originally located at http://crit.org) and

request a specific location. The job of the Mediator was to retrieve the page, anno-

tate it using the annotations stored in its database and present the modified page to

the user who posted the original request. The system used a series of pop-up win-

dows to display both the existent annotations and the control panel through which

new annotations could be added. Unfortunately, the system did not last long due to

two particular reasons. First and foremost, the back end suffered from a series of

hardware failures. This shows the risks which centralised annotation servers pose

whereby a single failure can effect the whole system. It also provides no redun-

dancy to the users thus if the harddisk fails, all annotations stored on the disk are

lost. The second problem was related to abusive annotations. Since users are capable

of annotating any page, this leaves scope for abuses.

The Annotation Engine8 is similar in principle to other tools mentioned in this

section however, it has some subtle differences. The tool was originally inspired by

CritLink and it works as a proxy. All URL requests are sent through the proxy but

when they are retrieved, they are modified by inserting the annotations and only the

modified version of the document is displayed. With difference to other methods, the

annotations are physically inserted in the document before it is being sent to the user

thus making them an integral part of the document rather than merely a layer on top

of it. This makes the annotation engine a rewriting proxy. The annotations inserted

are similar to footnotes referenced by a number and referencing a link. However,

when the users click on these links, the details of the annotations are displayed

in another frame. The advantage of this is that the system is rather fast since the

manipulation occurs on the server and the annotations can be applied to virtually any

HTML document. However, the downfall of this approach is that since the original

HTML is being modified, the program can have some undesirable effects on the

design of the page. This can be the case with Cascading Style Sheets (CSS) where

the layout is separate from the content, thus the proxy is not aware of the CSS and

the colour of the annotations can easily clash with the colours used on the page. In

addition, the use of frames is not desirable since frames can cause several problems9

related to bookmarking, searching, navigation, coding, etc.

MADCOW[34][35] is an annotation system implemented as a toolbar on the

client’s side coupled with a server holding the various annotations. When a page

is accessed by the user, the toolbar annotates the page based upon the annotations

5 http://www.w3.org/Amaya
6 http://www.w3.org/2001/Annotea/Bookmarklet
7 http://annozilla.mozdev.org
8 http://cyber.law.harvard.edu/cite/annotate.cgi
9 http://www.yourhtmlsource.com/frames/goodorbad.html
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stored on the server. Tooltips together with pop-ups are used to display the various

annotations. The interesting thing about this system is that they claim to offer mul-

timedia annotations. In fact, multimedia elements such as pictures can be annotated

too. Apart from this, they can also be used as annotations themselves. In an interest-

ing case study present in [35], the authors showed how MADCOW can be used as a

collaborative tool by art restorers. Different users contributed various comments to

different parts of the document. However, an issue arouse on a picture of a particu-

lar room and one of the restorers annotated the picture with another picture showing

an artistic impression of how he imagined the refurbished room. Obviously, anno-

tations are not only bound to the original document but also to other annotations.

In fact other users were commenting about the artistic impression of the new room.

MADCOW too provides several privacy options and allows users to search through

the database of annotations.

WebAnn[30] is a shared annotation system which caters for fine-grained annota-

tions. The original context was the class room whereby users could share educa-

tional content and add comments about different aspects of the document. Since

comments were not added to the whole document but to parts of it, this anchored

the annotations to specific elements thus placing annotations within a well defined

context. The class environment required a system of annotations which could be

shared and also allowed for threaded discussions. The system displayed annotations

alongside the text in separate frames. The threaded system allowed questions to

be asked and answered, it allowed the identification of issues, the writing of opin-

ions and the handling of discussions. The studies performed on WebAnn showed

some interesting results, first of all, it seems that students generally prefer to use

a newsgroup rather than an annotation system to discuss these matters. However,

it transpired that those that actually used the system where much more productive

than their counterparts, in fact, their contribution to the topic was twice as many

comments as one would expect in a newsgroup. It seems that comments grounded

directly to a context helps a community create richer discussions.

Collate[215][15][98] is an acronym for Collaboratory for Annotation Indexing and

Retrieval of Digitised Historic Archive Material. Similarly to WebAnn, Collate is a

research tool created for a particular community of users, in fact it is aimed at help-

ing researchers in the humanities. Users interested in historical film documentation

dating back to the 20’s and 30’s can collaborate together to create annotations to

censorship documents, press material, photos, movie fragments and related posters.

The system makes use of well defined typed links which can occur either between

the document and the annotations or in-between the various annotations. What’s

rather interesting in this system is the way annotations are treated. In fact, annota-

tion threads whereby different annotations are inserted to explain other annotations

are considered as being a part of the document and not just external links. The idea

is that these kind of annotations create a discourse context which is interlinked to

portion of the text. Irrespective if the arguments brought forth are coherent or not,
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the fact that different experts are debating different theories associated with that

portion of the document is enough to enrich the original document since such infor-

mation can provide other users with additional viewpoints of the same document.

Because of this, it is considered by the creators of the system as an integral part

of the document. This information together with the type of annotations and the

position within the document is later used by the users to search throughout the

collection of documents.

FAST - Flexible Annotation Service Tool[5][6][8][9][7] is an architecture designed

to support different paradigms such as Web Services, P2P, etc combined with a

Digital Library Management System. Similarly to other annotation systems, FAST

support both user and group annotations. In fact, every annotation can be either pri-

vate, public or shared. FAST was designed to be rather flexible thus freeing it from

any particular architectural constraints. This flexibility creates a uniform annotation

interface irrespective of the underlying databases. In so doing, a switch between

different architectures becomes transparent to the user. The importance of this is

that the annotations can be easily stored in different databases simultaneously. This

brings us to the idea that a document might posses an infinite number of annotations

which would be impossible to visualise. As an example, a web page about rabbits

might be annotated with information about pets, discussions by vets and instructions

on how to prepare rabbit recipes. Obviously, different people might be interested in

only a small subset of those annotations. So a cook accessing the page would only

be interested in the recipe related annotations. These different dimensions on the

same page, brings about the need of categorising annotations and show or hide them

when appropriate. However there might also be cases when the different dimensions

need to merge. A user having a pet rabbit might need to check and eventually link

to the vet’s annotations related to the well being of the animal.

4.2 Issues with Manual Annotations

As we’ve seen in this section, users are practically spoilt for choice when it comes to

manual annotation. Not withstanding this, manual annotation suffers from its own

set of problems.

First of all, annotating documents manually is costly and eventually time-

consuming. Humans have two major flaws when it comes to annotations. First and

foremost, they have a very limited attention span. [65] claims that the maximum

attention span of an adult is about 20 minutes. When this time elapses, it can be re-

newed if the person is enjoying the experience. Not withstanding this, the more it is

renewed, the less effective it becomes (unless the person takes a break). This mean

that when a user annotates a document, since the attention span is rather limited, the

task at hand will become relatively harder with time. The second flaw is that humans

commit errors. People are different than software agents because they are not capa-

ble of repeating the same process precisely as machines do. These errors are further
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accentuated when the attention span declines. The combination of these two factors

makes the whole process timely and eventually costly. Even though various tech-

niques have been developed to facilitate the annotation process, most applications

require higher level annotations which are only possible by using human labour.

Finally, if the domain being annotated is highly specialised (such as the annotation

of the legal documents), there would be very few people who can understand the

documents and annotate them, thus increasing the annotation costs even further.

Secondly, human annotation is highly subjective. Different domains have differ-

ent experts and sometimes, these experts do not agree on the underlying theories

[196]. Even if they do agree, different people tend to interpret document differently

and in so doing, creating inconsistencies within the same document collection. The

best approach to solve this issue is to have several people annotating the same doc-

ument and use those annotations to calculate an inter-annotation ratio in order to

evaluate the validity of the annotations. However, this is not always possible due to

various constraints (time, costs, etc). Time is another important factor which plays

upon the subjectivity aspect. Back in the nineties, astronomical annotations related

to our solar system would have marked Pluto as being the ninth and most distant

planet in our system. However, a few years ago, the scientific community changed

the definition of a planet (as per [203]) and in the process, demoted Pluto to a dwarf

planet. This clearly shows that correct annotations might not hold the test of time

and their validity might need to be reevaluated. In this example, there was a change

in definition brought forth by a scientific community, however, changes can be much

more trivial. A person annotating a document might do so by considering particular

viewpoints. Some time later, the same person or even someone else might require

the same document but with radically different annotations.

This brings us to the third issue, restrictiveness. Annotations can be a little bit

restrictive if we use formal metadata which can be easily understood by machines.

This is why annotation tools are important because they provide users with a high

level of abstraction thus hiding away any complex formalism. On the other hand,

if free text is used because it is much more natural for humans, we are faced with

the opposite problem because it would be very hard for machines to interpret those

annotations. That is why the Semantic Web and its technologies are extremely im-

portant because according to [29] and [228], annotations should be both machine

and human readable thus solving the problem once and for all.

The forth issue has to deal with rights and privacy issue. A person annotating a

document might be considered as someone adding intellectual content to the docu-

ment. Thus, since he is enriching the document, some issues might arise about who

owns the rights to those annotations. The other issue is related to privacy. Some

data in the document might include private or sensitive information which must be

handled with great care. This is very common with medical records whereby the

personal details are stored together with the medical history of the patient. Even

though annotations would be very useful especially to discover interesting correla-

tions between personal data and the medical history, the fact that humans annotated

these records exposes them to various risks.
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4.3 Conclusion

Manual annotation is a very important for different fields of studies. Even though

various tools help users insert annotations and share them easily, the process in itself

still poses various problems. Sometimes, these problems are so huge that they make

the task unfeasible. Because of this, various alternatives must be sought and the

coming sections illustrates each and every one of these alternatives.



Chapter 5

Annotation Using Human Computation

In the late 18th century, the Holy Roman Empress Maria Theresa (1717-1780) was

highly impressed with a chess-playing machine known as the Mechanical Turk

[194]. This machine was created by Wofgang von Kempelen and it possessed a

mechanism capable of playing a game of chess against a human opponent. In real-

ity, this was nothing more than an elaborate hoax [229] having a human chess master

hiding inside the machine. This illusion lasted for more than 80 years and it baffled

the minds of distinguished personalities such as Benjamin Franklin and Napoleon

Bonaparte. The point behind this story is that at the time, machines were not capable

of playing a chess game and the only way to do so was to have a person acting as

if he was the machine. This is once again accentuated in the novel, the Wonderful

Wizard of Oz [25] whereby the wizard is nothing more than a mere mortal hiding

behind a curtain and pretending to be something much more powerful than he ac-

tually was. The same approach is also normally used in annotation tasks as well.

When a machine is not capable of annotating a set of documents (E.g. images), the

task can be outsourced to a human in order to solve the annotation problem, this is

generally referred to as human computation.

Modern human computation was first introduced in a program found on the CD

attached to [72]. In this program, the user can run a genetic algorithm1 and the user

acts as the fitness function2 of that algorithm. In recent years, Amazon.com too took

over a similar initiative and in fact they also named it the Amazon Mechanical Turk3.

The idea was to create a marketplace whereby tasks, which are difficult to perform

using intelligent agents, are advertised on this site and users willing to perform the

task can propose to perform it. However, all of these approaches are not enough

when we are faced with huge tasks such as annotating large volumes of documents.

The following sections, will look at how the network is helping us solving these

tasks by using shared human computation.

1 A genetic algorithm as defined in [164] tries to solve optimisation problems by using an

evolutionary approach.
2 A fitness function is an important part of a genetic algorithm which measures the optimal-

ity level of a solution.
3 https://www.mturk.com/

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 43–58.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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5.1 CAPTCHA

Imagine you were assigned the task of annotating a large collection of documents.

If a machine was intelligent enough to perform the task, it would start annotating

immediately without any complaints and irrespective of whether the task is over-

whelming. Unfortunately, since we do not have machines with such intelligence we

have to rely on humans. But a human faced with an overwhelming task will proba-

bly give it a try but then walk away after realising that it is something impossible to

achieve on his own. Since computers are good at some things whilst humans at oth-

ers, the idea is to combine these two strengths together in order to achieve a greater

goal. A system that can be used to achieve this is the Completely Automated Public

Turing test to tell Computers and Humans Apart (CAPTCHA)[10][11] a system de-

signed to perform a test which distinguishes between automated bots and humans.

Although at first sight it might look like a test unrelated to annotation, what we’re

interested at is the side effect of this system.

A CAPTCHA is generally a picture showing some distorted text. Current pro-

grams are not capable of understanding what’s written in the text but a human can

easily do so. So to pass the test, a user simply types in the textual equivalent of the

text in the picture. When Google created a CAPTHCA system which it called re-

CAPTCHA [221], it decided to make use of the text not just for testing purpose but

also to generate annotations.

Back in 2005, Google announced that it would embark on a massive digitisation

program whereby it will digitise and make available huge libraries of books4. Ob-

viously, controversy broke out about rights issues however this was partially sorted

through various deals with writers, publishers, etc. Initially, prominent names such

as Harvard, Standford, Oxford and many others took the plunge. Even though huge

sums were invested in this digitising project and new devices were created capable

of turning pages automatically without damaging the original document, the bottle

neck was the error rate of the Optical Character Recogniser (OCR). Irrespective of

the various improvements in OCR technologies, there are still parts of the document

which cannot be translated to text automatically. This might happen for various rea-

sons such as the document might be old, damaged, scribbled, etc. This is where re-

CAPTCHA comes into play. Through the digitisation process, Google engineers can

generate two lists of words, one containing words which were recognised success-

fully and the other containing words which were unknown to the OCR (essentially

those where the error rate is very high). In order to generate the CAPTCHA, they

gather an image of a word from every list, distort it and display it to the user. The

user is then asked to identify both words. Based upon the user’s answer, a rating is

given to the unknown word. So if the user manages to recognise the known word

and write the textural equivalent, his answer for the unknown word is taken as being

correct as well. The same idea holds for the inverse, if the user misspells the word

known by the system then the unknown word is also considered as being wrong. Ob-

viously such an approach is not fool proof. However, the experiments documented

in [221] show some impressive results. In fact, they claim that their system which

4 http://books.google.com/googlebooks/library.html
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essentially makes use of humans to annotate distorted images of texts manages to

solve about 200 million words a day having an accuracy of 99%. Essentially, this is

nothing more than manual annotation used effectively, in fact, everyone who man-

ages a website can place reCAPTCHA on their website by following simple exam-

ples. If we were to ask how Google manages to solve all those words each day, the

answer is two fold. First of all, the reCAPTCHA system serves a very useful pur-

pose so websites use it. Secondly, the task takes only a small amount of time from

each user so users don’t mind using it. However, there’s another reason apart from

usefulness, that would entice people to annotate content and this is to entertainment

themselves.

5.2 Entertaining Annotations

Gaming is one of the biggest markets available online. Millions of users play online

games, in fact, according to [157], people spend a total of 3 billion hours per week

playing online games. She also suggests that since gamers spend so much time im-

mersed in serious gaming, their efforts should be placed to better usage. This is in

essence what the following systems do. They provide an entertaining and competing

environment whilst creating annotations as a byproduct of the system.

5.2.1 ESP

[12] was one of the first games designed with the purpose of annotating images.

The idea is rather simple and similar to the CAPTCHA. Several users log into the

system and decide to play the ESP game. Two random users (unknown to each other)

are paired together and they are presented with the same image. Their task is to

provide a common label for the image within a specific time frame. If they manage

to propose the same label, the system gives them some points and shows them a

different image. This process continues until the timer ends. Essentially, their task is

to guess the label which the other user might insert. This is why the game is called

ESP (short for Extra Sensory Perception) since it involves a process of receiving

information from someone else without using the recognised senses (there’s no chat

or conversation possible in the game). To make things slightly more difficult, the

designers of the game also introduced some taboo words. Initially, images have

no taboo words associated with them but when users start agreeing on common

labels these labels are inserted in the taboo list and they cannot be suggested by

other users. If the number of taboo words exceeds a particular threshold, the image

is removed from the database of possible images since most probably, users can’t

think of other labels thus making the game frustrating. From the evaluation of the

ESP system, it transpired that the game was rather fun and its 13,600 users managed

to provide more than 1.3 million labels. A manual check on a sample of the labels

found that out of these labels, 85% were useful to describe the image. Similarly

to ESP, [146][145] launched TagATune, a game aimed at annotating music. The
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usefulness of such techniques is quite evident and in fact in 2006, Google launched

the ESP game on its own site called the Google Image Labeler5.

5.2.1.1 Googe Image Labeler

The task of searching and retrieving images might seem trivial but for a search en-

gine, it is extremely complex. A lot of research has been undertaken on the matter

(see [149], Google6, Yahoo7,Bing8). Most of the approaches adopted make use of

text or hyperlinks found on web pages within the proximity of the image. Another

approach proposed by WebSeeker9 combines text based indexing with computer vi-

sion, however the improvement of such an approach does not seem to be significant.

The problem with all of these approaches seem to stem from the fact that they rely

too much on text to determine the image tags. Text can be scarce, misleading and

hard to process thus resulting in inappropriate results. This is why Google adopted

the Google Image Labeler in order to improve the labels associated to the images

in its databases. Essentially, the underlying approach is very similar to the original

ESP however it has some subtle differences. For example, the game awards more

points to labels that are specific. So an image of the Pope labelled as ”Benedict”

would obtain more points than the generic label ”man”. The game also filters abu-

sive words, most of which are not even real words yet they were used by users to

sabotage the system. However, not withstanding these and other issues, the Google

Image Labeler is working effectively to help Google improve its image search thus

providing users with better results.

5.2.2 Peekaboom

[13] is a game similar in spirit to ESP whereby two users are playing an online

game and indirectly, annotating images. As the name suggests, one of the two users

is referred to as Peek and the other as Boom. The role of Boom is to reveal parts of

an image in order to help Peek guess the word. So if the system displays an image

to Boom containing both a car and a motorcycle, and Peek has to guess that it is a

car, Booms’ role is only to reveal the car and keep the motorcycle hidden. What’s

happening is quite obvious, the game is not simple a remake of ESP but rather a

sophistication over it. Whereas in ESP, labels are associated with the whole picture,

in Peekaboom, labels are associated to specific areas in the picture thus indirectly

annotating that area. The game also allows for hints and pings. Hints allow Boom to

send flashcards to Peek and in so doing, help him understand whether he is after a

noun, verb or something else. Pings on the other hand are a sort of signal (displayed

as circular ripples which disappear with time) sent by Boom to help Peek focus

5 http://images.google.com/imagelabeler
6 http://images.google.com
7 http://images.search.yahoo.com
8 http://www.bing.com/images
9 http://persia.ee.columbia.edu:8008
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on specific aspects of the picture. Through this game, the system collects different

kinds of data which include:

The relationship between the word and the image (i.e. if the word is a verb, noun,

etc) through the use of hints.

The area of the image(including any context) necessary for a person to guess the

word.

The area within the object by noting down the pings.

The most important parts of an object which is identified by recording the sequence

of revelations. For example if we have a picture of President Barack Obama,

revealing the face would give a good indication of who the person is whereas

showing just his feet is useless to identify the person.

Poor image-word pairs which are filtered out throughout the game since their pop-

ularity will rapidly decline.

From the evaluation, two things transpired. First of all, users seem to find it enjoy-

able, in fact some of these users play the game repeatedly for long stretches. Sec-

ondly, the annotations generated through this system were very accurate, because of

this, they can be easily used for other applications.

5.2.3 KisKisBan

Another game similar in spirit to ESP is [123] however it proposes a further re-

finement. Rather than having just two persons trying to guess similar tags for an

image, KisKisBan introduced a third person in the game normally referred to as the

blocker. His role is precisely to block, the two players collaborating together, from

finding a match. This is achieved by suggesting words before they do. By doing so,

those words are placed in a blocked list and they cannot be used by the players. This

mechanism ensures that no cheating occurs (such as agreeing on the labels through

some third party chat) between the two players collaborating together. However, the

major advantage of such a system is that in every round, several labels are gener-

ated per image (and not just one as in ESP) thus making the system effective with a

precision reaching the 79% mark.

5.2.4 PicChanster

[49] is an image annotation game which has two major differences from what we’ve

seen so far, it exploits the social networking sites and it is based on a system similar

to reCAPTCHA. Rather than being just a game in an applet or in a browser, PicCha-

nster is integrated in Facebook, one of the most popular social networking sites on

the internet which boasts more than 500 million active users10. Placing the game in

10 http://www.facebook.com/press/info.php?statistics



48 5 Annotation Using Human Computation

such a context makes it easier to distribute (by using Facebook invites, feeds, etc)

and use. The second major difference is the process adopted. With difference to the

games we’ve seen so far, PicChanster is a single player game. The competing aspect

of the game is derived from the social context of the Facebook sites where scores

get posted to the user’s profile and different users boast with their online friends

about their achievements. Being a single player game, the system is slightly more

complex since the user is not checking the validity of the answer with another user

however, a work around was found as follows:

• PicChanster has two databases full of images and their corresponding labels, one

is called uncertain and the other is called the certain. The images and the cor-

responding labels in the certain database were collected from sites containing

manually annotated images such as Flickr11. Since the labels in Flickr were in-

serted manually, we assume that they are correct. The images in the uncertain

database were harvested from popular image search databases such as Google

Images12. These annotated images are classified as uncertain because they were

collected using traditional image indexing techniques (which use the text in the

document, etc) whose accuracy is rather low.

• Each game lasts for two minutes and the scope of the game is to go through a

series of apparently random images and insert up to four labels per image.

• Scores are only awarded to matching labels in the certain set but the user is not

aware which image comes from which set. In reality, half of the images belong

to the certain set and the other half from the uncertain set.

• By using the labels retrieved from the certain set, the accuracy of the user can be

rated and assigned to the labels given in the uncertain set.

• An image is labelled several times by different users and each time, the accuracy

of the labelling is stored and augmented to previous ratings.

• When the image has been annotated several times (determined through experi-

mentation) and the accuracy is above a certain threshold (which was found em-

pirically), the annotation is shifted from the uncertain set to the certain set.

In essence, PicChaster presents a new way of annotating images without necessary

requiring two or more people competing or collaborating with each other. Similarly

to reCAPTCHA, not all images have been manually annotated thus providing new

annotations as a side effect of the game.

5.2.5 GWAP

The creators of ESP, Peekaboom and reCAPTCHA eventually got together and cre-

ated Games With A Purpose (GWAP)13. The idea is to have a site which collects

11 http://www.flickr.com
12 http://images.google.com
13 http://www.gwap.com
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different games whose scope is to generate different types of annotations. In fact,

the site hosts the following games:

The ESP Game is a modern version of the original game described earlier.

The Tag a Tune Game is similar to the ESP game but based around tagging tunes

rather than images.

Verbosity is a game made up of a describer and a guesser. The role of the describer

is to help the guesser guess a secret word by giving clues. The side effect of this

game is to get various descriptions for particular words.

In Squigl two people are presented with a word describing an object and an image.

The scope of the game is to trace the object in the image. The side effect of this

game is to associate words with objects inside an image.

In Matchin two people are presented with two images and they have to select the

image they like best. The side effect of the game is to register the tastes of the

person.

In FlipIt a user is asked to turn tiles and match pairs of similar images.

The PopVideo game is similar to the ESP and TagATune game but its aim is to tag

videos.

5.3 Social Annotations

In the past decade, a class of websites normally referred to as social network-

ing sites emerged and quickly gained popularity. In fact, these sites are normally

found listed at the top of the list14 containing the most accessed websites world-

wide. Facebook is in second place, YouTube is third, Twitter is tenth and the list

goes on.

These sites generally share some common features such as the need to create a

personal profile, the facility to upload digital media, the facility to blog or micro-

blog, etc. Amongst these features we also find social tagging. This tagging allows

users to tag an item or a group of items by assigning keywords to them. These

items are normally web resources such as online texts or images and as soon as

they’re annotated, the annotations become immediately available for anyone to use

and see. Social annotations differ from traditional annotations since the tags are not

based upon an ontology or a controlled vocabulary but they are freely chosen by

the users. Given enough tagging, folksonomies will emerge which can easily aug-

ment or replace ontologies [200]. Because of this, [222] claims that the level of

interest in manual tagging witnessed a renewal in recent years. This can be seen

in the following websites where annotation, is an integral part of their business

process.

14 http://www.alexa.com/topsites
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5.3.1 Digg

The social news website Digg15 is one of the most visited sites online. The idea is

to create a news website whose editors are the users. Essentially all they have to do

is to find a story online, post it to Digg and mark it. The annotation used is a sort

of vote and the more people like it, the more it rises in popularity in comparison

with other news items. Each link can also be commented by using a micro-blog

and these comments can also be voted just as the articles. The annotations in digg

are stored in a central server thus allowing sharing between the various users. The

popularity of every link is something temporary and not permanent. This is because

digg simulates a dynamic marketplace where news items are constantly gaining

popularity and surpassing others. Thus, because of this dynamicity of the diggs,

it is highly unlikely that an article will stay at the top for a long period of time.

Let’s not forget that the model of a dynamic newspaper must ensure that popular

news items get promoted to the top immediately. Finally, even though digg requires

registration, this is only needed to customise the digg interface but not to exchange

personal information with other users of the site as in other social sites.

5.3.2 Delicious

The social bookmarking site Delicious16 is designed to store and share bookmarks.

The idea is to create an online repository from where a user can access his own

bookmarks irrespective of his physical location and irrespective of the device he is

using to access them. This solves the problem of having a set of bookmarks locked

in one specific browser on some device. The power of delicious is twofold, first and

foremost the annotational aspect of the system and secondly the social aspect.

Every link, apart from the title and a description can also have tags associated to

it. These tags are used to annotate the link by providing associated keywords which

are used both to categorise the link and eventually to retrieve it. So using these

keywords, a person can easily seek the link without having to remember the exact

name of the site, the title or any of its content. The social aspect of the site implies

that bookmarks can be shared amongst different people. This means that anyone can

post something interesting to share, however the method of how the sharing occurs

is based upon various listings. In fact there are lists which highlight the most recent

bookmarks, others which list the most popular, etc. The sharing also means that

people tend to share different annotations for the same link, because for one person,

a set of annotations might be relevant for a particular link whereas for someone

else, a different set might be relevant. The interesting thing is that this techniques

serves as a sort of incidental knowledge elicitation whereby users voluntarily add

new annotations to the links. However the reason why they add the new knowledge

is not to enhance the links but to create a better retrieving mechanism for their

needs. Since the byproduct of this process is the annotation of those links, this will

15 http://www.digg.com
16 http://www.delicious.com
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result in the creation of a better tag cloud to represent the link. The positive thing

about it is that the more people annotate the link with keywords, the more they

manage to refine the tag cloud. Eventually, these tags can be easily used to create

folksonomies which represent the link. By taking a wider viewpoint, rather than

examining links, a website can be examined as a cloud of links and we can also use

the annotation to extract a folksonomy for the site itself. This proofs that we can

easily build a powerful system based upon these simple annotations. This power

obviously increases as we have more complex tags.

5.3.3 Facebook

The most complex and popular social networking site is probably Facebook17. In

2010, the site had more than 500 million active users according to the Facebook

statistics18. These users would spend more than 700 billion minutes per month on

the site. This is not surprising when one considers that the site allows users to:

• Create a personal profile

• Add friends

• Exchange messages and add notifications

• Join groups

• Organise workplace, educational or other information

Apart from being one of the most complex social networking site around, it also has

a lot of powerful features related to annotations. These features get their power from

the underlying Open Graph protocol19, which enables web pages representing real

world objects to form part of a social graph. These pages can represent a myriad

of things from movies, restaurants, personalities, etc. The system allows anyone to

add open graph annotations to a web page together with the ”Like” button (which

is one of the tagging mechanism in Facebook similar to the Digg tagging system

described earlier). If a user presses the button, a connection is automatically formed

between that page and the user. Subsequently the Facebook programs will gather

the information about that page and add the link to the ”Likes and Interests” section

of the user’s profile. So essentially, by adding these features to any website, the site

becomes an extension of Facebook. By doing so, the page also appears in other

sections of Facebook such as in the search or in the wall thus driving further traffic

to that site. In so doing, the owner of the site can get a financial return through

adverts placed on the site.

Another important annotation feature on Facebook is photo tagging. Since the

site allows users to share photos, it is a common practise for users to annotate the

pictures by marking people they know. This ensures that a link is created between

17 http://www.facebook.com
18 http://www.facebook.com/press/info.php?statistics
19 http://ogp.me/
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the photo and the tagged friend which eventually causes the photo to be displayed

on their profile. The tagging process is rather easy, essentially all the users have to

do is to click on the face of the person being tagged and a box appears around that

face. Even though this process might sound trivial, in essence it is a very powerful

approach since it stores:

• The name of the media file (which most of the time is significant)

• The caption underneath the media object

• The exact location of where the photo or video was taken (if it was geo-tagged)

• The people in the media object

• The relationship between the people obtained thanks to the social graph

• The X and Y coordinates of the face pertaining to each and every person in the

file

• The site where the document was published

All of these are obtained by simply annotating a document. The interesting thing

is that people add the annotations for free simply because of social reasons (i.e. to

share the document with other friends). However this social annotation also causes

some privacy issues. People can tag anyone in their photos, ever people who prefer

not to be on Facebook. So technically, even if a person chooses not to take part

in these social networks, there’s nothing really stopping his friends from posting

his personal details online. Obviously, this can happen with all media however it is

much more easier with Facebook since users do not need to learn any particular web

language to post online. Apart from these, Facebook allows users to add blogs or

micro-blogs on each and every element in the site.

The strength of this system is evident however it still needs to be exploited. Just

by considering the photo tagging, it is immediately evident that an intelligent bot

can be easily trained to recognise faces. The dataset collected inside the Facebook

databases is unprecedented and its potential still needs to be explored.

5.3.4 Flickr

The online photo sharing site Flickr20 allows users to upload pictures from the desk-

top, through email or even directly from the camera phone. These pictures are then

organised by the user into collections ready for sharing either with anyone around

the world or just with a selected few. Flickr also allows users to tag and annotate

images.

Tags are essentially labels used to describe the content of a photo. Their primary

role is to index the photo thus making it easier for the user to retrieve it. Flickr allows

up to 75 tags per photo and different users can only tag a specific photo if they have

20 http://www.flickr.com/
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the right to do so. It is interesting to note that this social site is also generating a

vocabulary of tags which people can use. This vocabulary includes tags such as:

• photo: images taken by a photographic camera.

• landscape: outdoor images.

• animal: an image of an animal.

• me: a self portrait.

This list is obviously non exhaustive and it is definitely not mandatory however

these conventions are helping to bring some order to the Flickr databases. An-

other important tag is the machine tag which is a normal tag understandable by

machines. In fact, what really changes is the syntax used in the tag. These tags are

based upon the idea of triples whereby a tag is made up of a namespace, a predi-

cate and a value. These tags are very similar to the conventions mentioned earlier,

what really distinguishes them is the namespace. If we take a GeoTag (which binds

a picture to a physical location) as an example, this would be written as follows

geo:locality=”Rome”. geo is the namespace, locality is the predicate and Rome is

the value. Since the namespace and the locality are fixed (considering they follow

the machine tag syntax), programs can be written to parse that tag and understand it.

So in this case, the system can easily understand that the picture was taken in Rome.

This is very similar to what Twitter is trying to achieve. Eventually, we might see a

convergence between these different vocabularies and different programs might be

written to understand tags irrespective of whether they originate from Flickr, Twitter

or any other system which abides to this structure.

Flickr annotations allow the users to add information to parts of the picture or

photo. This is done by selecting an area with the mouse and writing the text as-

sociated with the annotation. Since the text entered is essentially HTML, it can

also accept hyperlinks. Although this system is very similar to other sites such as

Facebook, the fact that it gives the users the liberty to tag photos with any anno-

tations they like (rather than just person annotations) creates new possibilities. As

an example, Flickr has been widely used by history of arts lecturers to help stu-

dents discover new elements in a picture. A typical example can be found in the

picture of the Merode Altarpiece21. The picture contain about 22 annotations high-

lighting different aspects such as the symbolism used, the perspective of the picture,

the people in the picture, the architecture, the colours utilised, the hidden details

and the geometric proportions. The degree of information which annotations can

add to a picture is something incredible and technically they are only limited to the

annotator’s imagination.

The hyperlinks in the annotations provide for further interactivity. A user can

easily zoom in a portion of the photo by clicking on the annotations and in so doing,

discovering a whole new world of detail. The fact that a picture on Flickr can allow

other users to insert their own notes in an image means that a sort of dialogue is

created between the owner of the photo and the person viewing it.

21 http://www.flickr.com/photos/ha112/901660/
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5.3.5 Diigo

The Diigo22 application claims to be a personal information management system.

In itself it cannot be considered as being a social networking site, however, it allows

users to share their annotations thus providing some social features.

Diigo provide users with a browser add-on which allows users to tag any piece of

information they find online. What’s interesting is the coverage of the application.

Since it is an extension rather than a web application, it has to be installed on the

different devices. In fact Diigo is available for most of the top browsers including

Internet Explorer, Chrome, Firefox, Safari and Opera. Furthermore, it can be in-

stalled on Android phones, iPhone and iPad. Data can be imported from sites such

as Delicious, Twitter, etc and it can be posted on various sites such as Facebook,

Google, Yahoo, etc. Its is this interoperability amongst different services that makes

Diigo an invaluable tool. In effect, the system acts as a middle man which provides

users with their annotations irrespective of where they are located and independent

of the device they are using. This is achieved by making use of the cloud, a remote

location where all the annotation is stored.

The level of annotation is very complex offering a myriad of different options

including:

• Bookmarks, which allow users to bookmark a page thus allowing them to or-

ganise a set of pages in a logical group which makes them much more easier to

retrieve at a later stage.

• Digital highlights, capable of selecting pieces of texts from any site. This text

can also be colour coded in order to assign specific categories to the text.

• Interactive stickynotes provide the possibility of adding whole notes to a partic-

ular area in a website. Essentially, this feature is very similar to what is normally

found in modern word processors whereby a whole block of text in the form of a

note can be attached to a specific slot in the document.

• Archiving allows for whole pages or snippets of the page (stored as images) to

be recorded for an indefinite amount of time. These pages can also be annotated

using markers (since the object being manipulated is an image). Apart from this,

keywords can also be assigned to these pages in order to make them searchable.

• Tagging provides users with the facility to add keywords to a specific page or

snippet. This makes it easier to locate and retrieve.

• Lists are logical collections such as bookmarks which can also be ordered. In

fact, apart from providing membership, a list can also allow the users to organise

its elements and eventually even present them in a slideshow.

The system also supports sharing. A number of different privacy options are avail-

able to the users whereby an annotation can be public or private. These annotations

22 http://www.diigo.com/
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can also be curated by a group of users thus changing the static pages into live views

which evolve with time.

5.3.6 MyExperiment

The social collaborative environment called MyExperiment23 defined in [102] [101]

[73] [188] [171] and [3] allows scientists to share and publish their experiments. In

essence this forms part of a different breed of social networking sites which are

specialised in a particular domain. These sites can be considered as a formalisa-

tion of Communities of Practise (COP). Whereas before, the collaboration between

different people sharing a common profession was haphazard, sites such as MyEx-

periment managed to consolidate everything inside a social networking site.

The aim of the site is multifaceted. First and foremost, it aims to create a pool of

scientific knowledge which is both accessible and shared between the major scien-

tific minds. Through this sharing, it promotes the building of new scientific commu-

nities and relationships between individual researchers. It also promotes the reuse

of scientific workflows thus helping scientists reduce time when designing experi-

ments (since they would be using tried and tested methods which avoid reinventing

the wheel).

In the case of this web application, rather than having images or documents as

in most other websites, the elements annotated are actually workflows. A workflow

is essentially a protocol used to specify a scientific process in this case. The ap-

plication which is based on the Taverna Workflow Management System24 ensures

that workflows are well defined and provides features to share the workflows thus

making them easier to reuse. By doing so, if a scientist needs to create a similar

process, it is simply a matter of finding the workflow, modifying it to suite its needs

and applying the process. By reusing these processes, scientist would be avoiding

errors thus making it quicker for them to test their ideas. Without such a system, the

reuse of workflows would be incredibly cumbersome. Individuals or small groups

working independently of each other or in distant geographic locations would find

it problematic to interact together. There might be processes that go beyond the ex-

pertise of the person or the group thus the social element comes into play. In some

cases, the process even crosses amongst different disciplines thus new blood would

have to enticed in order to enhance the working group.

Apart from the normal tagging and micro-blogging associated with social net-

working sites, the system also allows users to manage versions and licencing, add

reviews, credits, citations and ratings. Versioning and licencing are extremely impor-

tant when dealing with high reusable components. The fact that metadata is added

to the workflow in order to store this additional information enhances its use. Re-

views are rather different than the micro-blogs. In essence, they have a similar for-

mat however semantically, the scope of a review is to evaluate the whole process.

On the other hand, micro-blogs can focus on a particular part of the workflow and

23 http://wiki.myexperiment.org/
24 http://www.taverna.org.uk/
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not consider it in its entirety. Credits are used to associate people to a workflow,

they identify who created or contributed to the creation of the process and to what

degree. Once again, myExperiment is focusing on the social element behind these

processes. Citations, are inbound links from the publications to the workflow. These

links are not only used to annotate a workflow with metadata but they also ground

the process to sound scientific experiments that were published in various domains.

Finally, a rating allows users to vote for their favourite process thus serving as a

recomendation to others intending to use the workflow.

5.3.7 Twitter

The social networking site Twitter25 offers users the facility to post micro-blogs

called tweets. Users can follow other people and subscribe to a feed which is updated

every time a tweet is posted. In recent months, Twitter also added the possibility of

having annotations.

The system allows users to add various annotations to a single tweet using struc-

tured metadata. For Twitter, annotations are nothing more than triples made up of

a namespace, a key and a value. These annotations are specified when the tweet is

created and an overall limit on the size of the annotation is imposed by the company.

The system is quite flexible and users can add as much annotations as they like. The

type of data which can be added to the annotations is restricted by XML since it is

used as the underlying format. However one can easily surpass this restriction since

rather than attaching a binary file, a user can always place the file somewhere online

and attach the URL to that file. Another property of these annotations is immutabil-

ity. This means that if a tweet has been published with annotations, the user or the

author cannot change them. Notwithstanding this, one can always retweet posting

and in that case, new annotations can be added.

The uses of such a system are various and they are only restricted by the user’s

needs or imaginations. The following is a non-exhaustive list of some of these uses:

• Rich media ranging from presentations to movies can be included as links in the

annotations.

• Tweets could have a geo-location associated to them thus giving them a third

dimension. In this case, a tweet could simply be a comment attached to a physical

building.

• Advertisers can use this technology to add related stuff to a tweet.

• Sorting and searching might be enhanced using keywords in the annotations.

• Feedback from users obtained through blogs or surveys might be associated to a

tweet.

• Social gaming.

25 http://twitter.com/
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• Used to connect a tweet to other chat clients.

• Posting a tweet in multiple languages.

• Share snippets of codes or bookmarklets.

The only problem so far is that there isn’t really any standard for annotations in

Twitter. This might lead to compatibility issues related to metadata.

5.3.8 YouTube

The video sharing site YouTube26 allows people to post video clips online and share

them. The site provides similar social features as other sites such as the ”like” button,

micro-bloging, the possibility to share movies and also to subscribe to particular

channels. Two notably differences in youTube are the ”don’t like” button and the

advanced video annotations.

The ”don’t like” button is similar to the ”like” button but rather than posting a

positive vote, it posts a negative one. Such posts having negative connotations are

not widely spread in social sites. In fact, such a button is absent from the major social

sites. The idea of having an annotation with positive and negative connotations is

a reflection of the democratic nature of the system. Such a system implies that a

media file (in this case a video) posted by someone does not gain popularity simply

because a lot of people like it, but the person posting it needs to be careful that

a lot of people do not dislike it. Thus, it offers a fair perspective of the video’s

value. However it is obvious that this notion does not apply to anything which can

be annotated. If the user is annotating a personal photo, it doesn’t really matter if

someone else dislikes it because the user is sharing it for social reasons and not to

take part in a contest. Also, when it comes to artistic media, the liking of an artefact

is subjective to the person viewing it and there is no rule cast in stone which defines

what is aesthetically pleasing or not.

The other annotational features of YouTube are rather advanced. Given a video,

the system allows the users to add five different kind of annotations:

Speech Bubble can be added to any part of the video. They will pop-up in the spec-

ified location and remain visible for a predefined period of time. These bubbles

contain text inside them and are normally used in conjunction with movies of

people, animals or even objects expressing their opinion through the speech bub-

bles.

Spotlight allows users to select a portion of screen which needs to be highlighted

during the viewing of the video. This is achieved by showing a box with a thin

boarder around the area. Users can also add some text around the box.

Notes are similar to Speech Bubble but they have a different shape (just a square

box) and they do not have a pointer. However, the functionality is exactly the

same.

26 http://www.youtube.com/
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Pause allows the user to freeze the video for a specified period of time.

Title creates a piece of text which can be used to add a title to the video.

These annotations essentially server to provide additional information to the person

watching the video and they allow users to link to other parts of the web. The latter

can be added to most of the annotations mentioned above. This linking also provides

for some degree of interactivity since users can be presented with a choice and they

can make their choice by simply selecting a link out of a group of possible options.

However, this system still has some open issues. The editing options provided

by YouTube are very limited in fact users can’t copy or paste annotations. They

are not stored as indexable metadata thus they are not indexed by the major search

engines. Even though users can change the colours associated with an annotation,

since annotations have a life span, the annotation might be hard to spot when the

background image changes. Notwithstanding these issues, YouTube still offers a

powerful annotation tool which provides users with a new experience when sharing

videos.

5.4 Conclusion

In this chapter, manual annotation was shown under a new light, one which uses the

power of Web 2.0 technologies such as Social Networking and internet applications

which are both useful as in the case of the reCAPTCHA and entertaining as in the

other examples. The notion of having several humans working manually on such

complex tasks was unthinkable until a few years ago, however, today it seems that

these approaches are making human collaboration possible. In the coming chapters,

Artificial Intelligence will further help in the annotation process thus reducing the

dependency on humans.



Chapter 6

Semi-automated Annotation

The various approaches described so far are effective for controlled tasks such as

annotating a collection of patient records. In reality, very few of these techniques re-

ally scale effectively to produce an ongoing stream of annotations. However, every

controlled task is problematic. We live in a dynamic world where things constantly

change and probably those annotations would have to change with time. The patient

record would have to be updated, patients die and new ones are recorded. So rather

than inserting the annotations in the records, the best approach would be to create

an ontology and insert in the ontologies a reference to the instances rather than the

actual instances. In this way, if the instance changes slightly, there is no need of

modifying all the ontologies where this instance appears since the link would still

be valid. This also makes sense because in our world and even on the Internet, there

exists no Oracle of Delphi [74] that has the answers to all the possible questions

thus we can never be sure of the validity of our data. Knowledge is by nature dis-

tributed and dynamic, and the most plausible scenario in the future [108] seems to

be made up of several distributed ontologies which share concepts between them.

This document already delved into the issues why the annotation task might be dif-

ficult when performed by humans. If we think about the current size and growth

of the web [62], it is already an unmanageable process to manually annotate all of

those pages. If we re-dimension our expectations and try to annotate just the newly

created documents, it is still a slow time-consuming process that involves high costs.

Due to these problems, it is vital to create methodologies that help users during the

annotation of these documents in a semiautomatic way.

6.1 Information Extraction to the Rescue

One of the most promising technologies in the HLT! (HLT!) field, is without doubt

Information Extraction (IE). IE is a technology used to automatically identify im-

portant facts in a document. The extracted facts can then be used to insert annota-

tions in the document or to populate a knowledge base. IE can be used to support

in a semi/automatic way knowledge identification and extraction from web docu-

ments (E.g. by highlighting the information in the documents). Also, when IE is

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 59–69.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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combined with other techniques such as Machine Learning (ML), it can be used to

port systems to new applications/domains without requiring any complex settings.

This combination of IE and ML is normally called Adaptive IE [152][2][1]. It has

been proven in [216] that in some cases, these approaches can reduce the burden of

manual annotation up to 80%. The following section, will have a look at the various

semi-automatic annotation tools.

6.1.1 The Alembic Workbench

The Alembic Workbench [70] is one of the first systems created out of a set of inte-

grated tools that make use of several strategies in order to bootstrap the annotation

process. The idea behind Alembic is that when a user starts annotating, the inserted

annotations are normally not only bound to that specific document but they can also

apply to other similar documents. This interesting observation can be used to reduce

the annotation burden by reusing these annotations in other documents. Therefore in

Alembic, every piece of information which can be used to help the user is utilised.

Eventually, when the user is confident with the accuracy of the system, the task of

the user changes from one of manual annotator to one of manual reviewer. The an-

notations are inserted into Alembic by marking elements using a mouse. Together

with this method of manual annotation, some other strategies are used in order to

facilitate annotation such as;

• String matching algorithms ensure that additional instances of marked entities

are found throughout the document.

• Built-in rule languages are used to specify domain specific rules which are then

used for tagging.

• A pattern system is used to mine for potential phrases and suggest possible pat-

terns to the user.

• Statistical information which identifies important phrases, frequency counts, etc

provide users with important information.

The most innovative feature of this application is the use of pre-tagging. The main

idea is that information which can be identified before the user starts tagging should

be tagged in order to support the user by preventing him from wasting time on trivial

elements which can be tagged automatically by the system.

Another innovative feature of Alembic is the implementation of a bootstrapping

strategy. In this approach, a user is asked to mark some initial examples as a seed for

the whole process. These examples are sent to a learning algorithm that generates

new examples and the cycle repeats. Eventually a number of markings are obtained

and are presented to the user for review. If the user notices that some of the rules are

generating incorrect results, it is possible for the user to manually change the rules or

their order so that the precision of the algorithm is increased. Although the machine

learning rules generate quite good results, they lack two important factors which
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humans have i.e. linguistic intuition and world knowledge. The Alembic methodol-

ogy does not cater for redundant information, therefore allowing documents which

are already covered by the IE system to be presented to the user for annotation.

This makes the annotation process more tedious and time consuming for the user.

Experiments performed using the Alembic workbench has showed significant im-

provements in the annotation of documents. In several tests, it was shown that users

double their productivity rate. Also, with the data provided both by the users and

automatically from the system, it was possible to train quite complex IE tools.

6.1.2 The Gate Annotation Tool

The General Architecture for Text Engineering (GATE) [66][33] is an infrastruc-

ture which facilitates the development and deploying of software components used

mainly for natural language processing. The packages come complete with a num-

ber of software components such as IE engines, Part of Speech taggers, etc and new

components can be added quite easily. One of the main features of the Graphical

User Interface (GUI) provided with GATE is the annotation tool. The annotation

tool is first of all an advanced text viewer compliant with many standard formats. A

document in GATE is made up of content, annotations and features (attributes re-

lated to the document). The annotations in GATE (as any other piece of information)

is described in terms of an attribute-value pair. The attribute is a textual description

of the object while the value can represent any java object (ranging from a simple

annotation to a whole java object). These annotations are typed and are considered

by the system as directed acyclic graphs having a start and end position. The type

depends on the application, they can be atomic such as numbers, words, etc but they

can also be semantically typed referring to a person, an institution, a country, etc.

This is possible thanks to another IE engine found in gate called ANNIE [155].

The annotation interface works like similar tools whereby a user selects a con-

cept from an ontology and highlights the instances of the concept in the document.

The system also supplies some generic tools which are capable of extracting generic

concepts from documents. These tools can also be extended by using a simple gram-

mar to cover more domain specific concepts. Being an architecture, GATE allows

other external components to be loaded which can aid to locate concepts. The results

of these tools are then presented in the annotation interface in the form of a tree of

concepts. The user simply needs to select a concept or a group of them and the an-

notations are immediately displayed in the document viewer as colored highlights.

The GATE annotation tool is a powerful tool since it allows several independent

different components to work together seamlessly. It also presents the user with a

unified view of the results which were obtained from the different components.

6.1.3 MnM

[81] describes an annotation tool called MnM that aids the user in the annotation

process by providing semi-automatic support for annotation. The tool has integrated
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in it both an ontology editor and a web browser. MnM support five main activities

browse, markup, learn, test and extract.

• Browsing is the activity of presenting to the user ontologies stored in a different

location through a unified front-end. The purpose of this activity is to allow the

user to select concepts from the ontologies which are then used to annotate the

documents in future stages. To do so, the application provides various previews

of the ontologies and their data. This part is also referred to as ontology browsing.

• Markup or Annotation is done in the traditional way, i.e. by selecting concepts

from the chosen ontology and marking the related text in the current document.

This has the effect of inserting XML tags in the body of the document in order

to semantically mark specific sections of the document.

• For the learning phase, MnM has a simple interface through which several learn-

ing algorithms can be used. The IE engines tested were various ranging from

BADGER [94] to Amilcare [59][58]. The IE engine is used to learn mappings

between annotations in the documents and concepts in the various ontologies.

• With regards to the testing, there are basically two ways, explicit or implicit. In

the explicit approach, the user is asked to select a test corpus which is either

stored locally or somewhere online and the system performs tests on that docu-

ment. In the implicit approach, the user is still asked to select a corpus like the

implicit approach but the strategy for testing is handled by MnM and not all the

documents are necessary used for testing.

• The final phase is the extraction phase. After the IE algorithm is trained, it is

used on a set of untagged documents in order to extract new information. The

information extracted is first verified by the user and then sent to the ontology

server to populate the different ontologies.

MnM is one of the first tools integrating ontology editors with an annotation inter-

face. Together with the support of IE engines, these approaches facilitate the anno-

tation task thus relieving most of the load from the users.

6.1.4 S-CREAM

Another annotation framework which can be trained on specific domains is S-

CREAM [116][117] (Semi-automatic CREAtion of Metadata). On top of this frame-

work, there is Ont-O-Mat[114], an annotation tool. This tool makes use of the Adap-

tive IE engine AMILCARE. AMILCARE is trained on test documents in order to

learn information extraction rules. The IE engine is then used to support the users

of Ont-O-Mat, therefore making the annotation process semi-automatic.

The system once again makes use of an Ontology together with annotations. In

this application, annotations are elements inserted in a document which can be of

three types; tags part of the DAML+OIL domain, attribute tags that specify the type

of a particular element in a document or a relationship tag. A user can interact with

the system in three ways;
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• by changing the ontology and the templates describing facts manually,

• by annotating the document and associating those annotations with concepts in

the ontology,

• or by selecting concepts from the ontology and marking them in the document.

After the initial annotations provided by the user, S-CREAM exploits the power of

adaptive IE to learn how to automatically annotate the document. Obviously, this

can only occur after the IE engine is trained on a substantial number of examples

provided by the user. The last kind of process uses a discourse representation to

map from the tagged document to the ontology. This discourse representation is a

very light implementation of the original theory. The reason being that discourse

representation was never intended for semi-structured text but rather for free text.

Therefore to overcome this limitation, the one used in S-CREAM is a light version

made up of manually written logical rules in order to map the concepts from the

document to the ontology.

S-CREAM is a comprehensive framework for creating metadata together with

relations in order to semantically markup documents. The addition of an IE engine

makes this process even easier and helps pave the way forward towards building

automated annotation systems.

6.1.5 Melita

Melita [56][55] is an ontology-based text annotator similar to MnM and S-Cream.

However, the major difference is that at the basis of the system, there are two user-

centred criteria: timeliness and intrusiveness of the IE process. The first refers to

the time lag between the moment in which annotations are inserted by the user and

the moment in which they are learnt by the IE system. In systems like MnM and

Ont-o-mat this happens sequentially in a batch. The Melita system implements an

intelligent scheduling in order to keep timeliness to the minimum without increas-

ing intrusiveness. Thus, the system does not take away the processing power which

might be required by the user and in fact, the user is unaware that Melita is learning

in the background whilst he’s continuing with his manual annotations. The intru-

siveness aspect refers to the several ways in which the IE system gives suggestions

to the user without imposing anything on the user.

In Melita, the annotation process is split into two main phases; training and active

annotation with revision. In user terms, the first corresponds to unassisted annota-

tion, while the latter mainly requires correction of annotations proposed by the IE

engine.

While the system is in training mode, the system behaves in a similar way to

other annotation tools. In fact, at this stage, the IE system is not contributing in any

way to the annotation process. However, the devil is in the details and even though

the user is not noticing anything, if we take a closer look to what is actually hap-

pening in the background, we find that the system is not dormant. The IE uses the

examples supplied by the user to silently learn and induce new rules. This phase can
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be referred to as the bootstrapping phase whereby the user supplies some seed ex-

amples for an arbitrary document. The system then learns new rules that cover those

examples. As soon as the user annotates a new document, the system also annotates

the document using the rules it learnt previously, and compares its results with those

of the user. In this way, the system is capable of evaluating itself (when compared

with the user). Missing annotations or mistakes are used by the learning algorithm

to learn new rules and adjust existing ones. The cycle continues like that until the

system reaches a sufficient level of accuracy predefined by the user (Different levels

of accuracy might be required for different tasks). Once this level is reached, the

system moves over to the phase of active annotation with revision.

In this phase, Melita presents to the user a previously unseen document with

annotations suggested by the system itself. At this stage, the user’s task shifts from

one of annotator to one of supervisor. In fact, the user is only expected to correct and

integrate the suggested annotations (i.e. removing wrong annotations and adding

missing ones). When the document is corrected, these are sent back to the IE system

for retraining. By applying corrections, the user is implicitly giving back to the

system important feedback regarding its annotation capabilities. These are then used

by the system to learn new accurate rules and therefore improve its performance.

The task of the user is also much lighter than before. Supervising and correcting

the system is much easier and less error prone than looking for instances of a concept

in a document. It is also less time consuming since the attention of the user is mainly

focused towards the suggestions given by the system and the need of new manual

annotations decreases when the accuracy of the IE system increases.

6.1.6 LabelMe

[191][192] created an annotation tool called LabelMe which specialises on image

annotation. To do so, they make use of similar techniques mentioned in Section

5.2.1 whereby various users collaborate online to annotate a database of images.

The annotation is quite powerful and allows users to not only assign keywords to an

image but also to annotate specific objects in the image by drawing a border around

those objects and associating annotations to it. However, the distinguishing factor

that sets it apart from the applications mentioned in Chapter 5 is that it can annotate

the images semi-automatically.

The process adopted by LabelMe is similar to what we have seen already. Es-

sentially, a set of images is manually annotated, a classifier is then used to learn the

boundaries of the annotations associated to a particular image and the trained classi-

fier is then used to identify objects in previously unseen images. To further support

the annotation process, WordNet1 is used. Essentially WordNet is a large dictionary

of English words containing meanings and relationships between the words. By us-

ing these relationships, the system can suggest sub components of objects found in

the image thus facilitating the annotation task.

1 http://wordnet.princeton.edu
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6.2 Annotation Complexity

Most of the algorithms mentioned so far provide quite a substantial improvement in

some cases even saving the user up to 80% of the annotation process. However this

is not enough since different concepts differ, some might be easier to spot whilst

others might be extremely complex. To explain this annotational complexity, we

can have a look at various data sets and examine why some annotations are more

difficult than others.

Of particular interest is the Carnegie Mellon University (CMU) seminar an-

nouncements corpus. Essentially, this is a corpus widely used in IE ([96], [44], [52])

and considered by many as being one of the gold standards in the field. The CMU

seminar announcements corpus, consists of 485 documents which were posted to an

electronic bulletin board at CMU. Each document announces an upcoming seminar

organised in the Department of Computer Science. The documents contain semi-

structured texts consisting of meta information like the sender of the message, the

time of the seminar, etc together with free text specifying the nature of the event.

The idea behind this domain is to train an intelligent agent capable of reading the

announcements, extract the information from them and if the agent considers the

seminars to be relevant (based upon some predefined criteria) they are inserted di-

rectly in the user’s electronic diary.

The fields extracted for the task include:

Speaker the full name including the title of the person giving the seminar.

Location the name of the room or building where the seminar is going to be held.

Start Time the starting time of the seminar.

End Time the finishing time of the seminar.

Fig. 6.1 Distribution of Tags in the CMU seminar announcement corpus
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The tags in the corpus are not distributed equally as can be seen in Figure 6.1. It

seems that the corpus is very rich in Start Time tags and less rich in End Time tags.

This is not surprising since in general, people are more interested in the start of a

seminar than in its end. Also, the end of a seminar may be fuzzy since events nor-

mally take longer than expected especially when there’s a question and answering

session towards the end of it. The location and speaker tags can be found in almost

similar amounts since each seminar would have at least one speaker and one loca-

tion. Just by examining this information, we might probably deduce that Start time

will be easier to extract because there are a lot of instances whereas End time will

be difficult to extract because there are fewer instances. However this assumption

does not hold. Apart from the distribution of tags, one has to consider the nature of

the tags and also its representation within the corpus.

An examination of the four tags mentioned earlier will help us understand this

issue:

Speaker will be quite difficult to learn. Intuitively, we know that the name of a

Speaker can be any sequence of letters. A named entity recogniser (such as [155])

can help spot names using linguistic cues (such as the title Mr, Mrs, Dr, etc before

a word). In fact, these systems have powerful grammars which can be customised

to spot these cues, however, these cues are not always found within the text. Apart

from these rules, such a system would make extensive use of gazetteers to spot

named entities belonging to specific semantic groups. These work by using huge

lists of names harvested from the web. Sometimes, these lists might include thou-

sands of names, however this approach has its problems as well. Really and truly,

what constitutes a name is up to the people who gave that name to that person.

Normally, people choose common well known names, however this is not always

the case. On the 24th July 2008, the BBC reported that Judge Rob Murfitt from

New Zealand allowed a nine-year old girl to change her name because it could

expose her to teasing. However he also commented that the public registry should

be more strict when it comes to naming people and gave the following examples

of names that have been allowed:

• Number 16 Bus Shelter

• Midnight Chardonnay

• Benson and Hedges

If the recogniser tries to figure out the names mentioned above without any addi-

tional linguistic cues and just relying on the gazetteer, it would be impossible to

find them. One might argue that this is an extreme case and definitely not within

the norm. However, if we have a look at [150] we soon realise that the norm

might be very different from what one expects. In fact, according to the book, a

study conducted on US birth certificates in the past decades shows that amongst

the most popular names, one can find:
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• Holly

• Asia

• Diamond

The name of a shrub, of a continent and of a precious stone were gradually

adopted by people to name their children. Since these words are used as labels to

refer to both objects and persons, it becomes increasingly hard for an automated

system to determine in which context they are being used. They cannot be added

to the gazetteer because they would automatically introduce noise and the only

way to reliably detect them is through the fabrication of complex detection rules.

There are also other cultural implications one should consider. Western and east-

ern names are very different from each other. Thus different gazetteers need to be

used to extract people’s names. However in a multicultural society this solution

is not feasible and a gazetteer of some 40,000 names would easily not suffice to

cover the various names encountered.

The task at hand in the seminar announcements is even more complex because

it is not simply a matter of spotting names but the system must identify the person

who is going to give the seminar. So if we find two names in a document, one

identifying the host person and the other identifying the speaker, the system must

only return the name of the speaker and discard that of the host (Even though it

is correctly recognised as a person’s name). From the data in Figure 6.2 we can

see that there are around 491 distinct phrases containing names meaning that

there is more than 1 new phrase (containing a name) per document. Even though

there are 757 examples (around 27% of all tags) in the documents containing

the Speaker tag, the fact that many of these examples are new and not repeated

elsewhere, makes the whole task much harder.

Location is yet another difficult category. The name of a geographical location can

be anything, just as a person’s name. To complicate things further, it can also

be used to name a person, thus adding further confusion. Another problem with

locations is that they are not unique and this creates a problem with Semantic

Taggers. If the tagger tries to identify the country pertaining to a particular loca-

tion, say Oxford, it will be hard for it to establish the correct one. In Europe, there

is just one place named Oxford which is located in the United Kingdom (UK).

However, in the US, there are up to four places named Oxford; in Ohio, Missis-

sippi, Alabama and Michigan. To disambiguate further, one has to gather more

contextual information from the document if it is available.

The complexity of identifying such an entry changes primarily based upon the

domain. An open world domain where the information can refer to any geograph-

ical point around the world or even beyond, is definitely much more complex.

Gazetteers do help in this case; they still suffer from some problems mentioned

earlier however, if they are verified with online sources, they can produce very
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good results. Sites such as WikiTravel2 and VirtualTourist3 record informaton

about 50,000 locations each. If we analyse these locations, we’ll immediately re-

alise that they are the most popular locations around the planet. If the document

refers to some less known location, then the Gazetteer might face some prob-

lems and the only way to spot the location would be via linguistic cues. Closed

domains on the other hand normally refer to fewer entries which form part of a

specific grouping. This grouping varies and there can be various reasons; it can

range from being a set of geographical locations mentioned in a novel (such as

The Da Vinci Code Trail4) so in this case, the linkage between the locations in the

domain is purely fictitious. Or it can simply be a case of geographical proximity

such as in the CMU seminar announcements. In either case, a generic gazetteer

would be of little use and the approach to identify these locations either requires

the handcrafting of specialised gazetteers or the creation of specific rules. The

reason for this being that it would be highly unlikely to find a list of these spe-

cific locations somewhere online.

If we try to handcraft the rules, an analysis of the corpus reveals that the total

number of examples in the corpus pertaining to a Location amounts to 643 or

23% of all the tags. Out of these, the total number of distinct phrases is 243

which means that slightly more than 1
3
rd of the tags are new. This proportion is

quite significant when considering that the corpus is based on a closed domain. In

this case, the learner needs to single out these unique locations and learn patterns

in order to identify them.

Start Time on the other hand is a completely different story. A temporal element

can have various forms, it can be expressed both in numeric (Eg. 13:00) or tex-

tual form (Eg. One O’clock). However, even though there are different repre-

sentations for the same time, the different ways of expressing it is quite limited.

Further still, a semantic tagger capable of identifying time can be easily used

across different domains. In fact, we can see that the rules for Start Time can

easily apply for End time as well. However there are still a few challenges which

need to be overcome. When we have two or more temporal elements in the same

documents such as in this case (start time and end time), we need to take a slightly

different approach. First of all, the system needs to identify the temporal elements

and this is done by using a semantic tagger. The next step is to disambiguate be-

tween the different types. To achieve this, the context of the elements is used.

The documents being processed contain a total of 982 tags (or 35% of the total

number of tags) and there are only around 151 distinct phrases. This means that

training on 15% of all the documents (almost 75 documents) is enough to learn

this concept. End Time is slightly more complex. The number of distinct phrases

are very little, around 93 instances, but so is the representation of this concept

in the corpus. In fact, this concept appears only around 433 times (i.e. 15% of

all the tags). This means that there is a substantial number of documents where

2 http://http://wikitravel.org
3 http://http://www.virtualtourist.com/
4 http://www.parismuse.com/about/news/press-release-trail.shtml
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the End Time concept is not represented. So start time is relatively easier to learn

since the documents have various examples most of which are repeated and as

a consequence, easier to learn. End time is somewhat more complex however,

since we are aware that the corpus contains only two time related tags, we can

use logical exclusion to identify the End time. So if the element has been tagged

as being a temporal element but the system is not sure if it is an End time or a

Start time, the fact that the Start time classifier does not manages to identify it

automatically makes it an End time.

Fig. 6.2 Different phrases containing a tag which were found in the document

6.3 Conclusion

In this chapter, various semi-automated annotation approaches were analysed. In all

of them, the improvement provided is quite substantial, in some cases taking over the

bulk of the annotation process. However this is not enough since different concepts

differ, some might be easier to spot whilst other such as images might be extremely

complex. We have seen how both the corpus and the concepts can be examined

and their difficulty examined. In the coming chapter, will have a look at how the

annotation process can be fully automated thus removing the human element from

the loop.
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Fully-automated Annotation

Even though semi-automatic annotation is a huge step forward from manual an-

notation, it is still based on human centred annotation. Although the methodology

relieves some of the annotation burdens from the user, the process is still difficult,

time consuming and expensive. Apart from this, considering that the web is such a

huge domain, convincing millions of users to annotate documents is almost impos-

sible since it would require an ongoing world-wide effort of gigantic proportions.

If for a second we assume that this task can be achieved, we are still faced with a

number of open issues.

In the methodologies we’ve seen in Chapter 6, annotation is meant mainly to

be statically associated to (and in some cases saved within) the documents. Static

annotation associated to a document can:

1. be incomplete;

2. be incorrect (when the annotator is not skilled enough);

3. become obsolete (not aligned to page updates);

4. be irrelevant for some users since a different ontology can be applied to the doc-

ument (Eg a page about flowers might have annotations related to botany, caring

for plants, medical properties of the flower, etc).

Web 2.0 applications are already hinting to the fact that in the near future, most of

the annotations would be inserted by Web actors other than the page’s owner, exactly

like nowadays, search engines produce indexes without modifying the code of the

page. Producing methodologies for automatic annotation of pages with minimal or

no user intervention becomes therefore important. Once this is achieved, the task

of inserting annotations loses its importance since at any time, it would be possible

to automatically (re)annotate the document and to store the annotation in separate

databases or ontologies.

Because of these needs, in the coming sections, we’ll have a look at various

methodologies which learn how to annotate semantically consistent portions of the

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 71–77.
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web. All of the annotations are produced automatically with almost no user inter-

vention, apart some corrections which the users might want to perform.

7.1 DIPRE

Dual Iterative Pattern Relation Expansion (DIPRE) is the system defined in [41]

whose job is to extract information from the web in order to populate a database.

By doing so, annotations can be created as a byproduct of the extraction process

since the data extracted from the documents can be easily marked in the document.

The interesting aspect of this process is that the system works almost automatically.

The user initiates the process by simply defining a few seed examples which are

used to specify what is required by the algorithm. In the experiments provided, five

examples were enough to bootstrap the process of finding authors and their books.

The system makes use of the initial examples to generate patterns. These patterns

are made up of essentially five elements; the prefix, the author, the middle section,

the book title and the suffix. Essentially the prefix, middle section and suffix are

regular expressions generated automatically.

The process is as follows; occurrences of the seed examples are sought by using a

search engine. The result is a collection of different documents containing instances

of those examples. A learning algorithm is then used to generate patterns by using

the collection of documents harvested from the web. The patterns generated are

then applied to new web pages in order to discover more instances. The process

continues until the system stops generating new instances. The job of the user is

simply to monitor the system and correct any erroneous patterns.

The documented results are very interesting, first of all, the 5 initial seed exam-

ples generated a total of 15,000 new entries. This is quite impressive when consid-

ering the amount of work required by the user when compared to all those instances

generated. Secondly, the error rate was about 3% of the entries which is quite good

especially with respect to the large amount of correct entries. Finally, even though at

the time, Amazon claimed to catalogue around 2.5 million books the algorithm still

managed to find books which were not represented in the collection. This reflects a

lot on the nature of the web, its redundancy and the nature of distributed informa-

tion. The downside of this approach was two fold, first of all the system was rather

slow since it had to go through millions of pages. Secondly, the instances identified

in 5 million web pages amounted to less than 4000 instances which is quite low and

the cause of this merits further studies.

7.2 Extracting Using ML

Tom Mitchell (the author of various ML books including [165]) describes his work

at WhizBang Labs in [166] where he applied ML to IE from the web. The idea is to

automatically annotate entities found online which include dates, cities, countries,

persons, etc. If these elements are semantically annotated, the process of identifying
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information in web pages via search engines would be much more accurate. To

extract this semantic information, he uses three types of algorithms;

• The Naive Bayes model1 is used to automatically classify documents based upon

particular topics (which are identified automatically through keyword analysis).

• An improvement on the previous model is the ”maximum entropy” algorithm,

which go beyond independent words and examine the frequency of small phrases

or word combinations.

• The last approach is called co-training which examines hyperlinks in the page

and associates with them keywords from the document they refer to.

In synthesis, the important thing about these approaches is that they use generic

patterns together with ML techniques in order to improve the extraction process.

7.3 Armadillo

The Armadillo methodology [47][53][78][54] exploits the redundancy of the web

in order to bootstrap the annotation process. The underlying idea was inspired from

[166] and [41] however, the novelty behind Armadillo is that it uses both approaches

concurrently whilst exploiting the redundancy of information available online. Since

redundant information might be located on different web sites, the system also im-

plements various Information Integration (II) techniques to store the information

extracted into one coherent database.

The methodology is made up of three main items which include a set of Strate-

gies, a group of Oracles and a set of Ontologies or Databases where to store the

information.

Strategies are modules capable of extracting information from a given document

using very simple techniques. Each strategy takes as input a document, performs

a simple extraction function over that document and returns an annotated docu-

ment. The input document is not restricted to any particular text type and can range

from free text to structured text. It can also be extended to annotate pictures or

other media types quite easily. The extraction functions found in the strategies use

rather weak techniques such as simple pattern matching routines. The idea is that

whenever weak strategies are combined together, they manage to produce stronger

strategies. To better illustrate the role of a strategy, imagine a system whose task is

to extract the names of authors. A very simple yet highly effective heuristic would

be to extract all the bigrams2 containing words starting with a capital letter. This

works pretty well and manages to return bigrams like ”Tom Smith”, etc. One can

argue that this approach would probably return some garbage as well like the words

”The System”. This is true, but this problem is solved in two ways; first of all, a

1 A probabilistic classifier which assumes that the presence or absence of a feature is

independent from the presence or absence of another feature.
2 A bigram refers to phrases made out of two words.
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postprocessing procedure inside it is used to filter away garbage by using simple ap-

proaches (such as removing bigrams containing stop words3) and secondly, before

annotating elements in texts, Armadillo must verify them by using an Oracle. The

most important thing is that these strategies provide some seed examples which are

used by the Oracles to discover other instances.

An Oracle is an entity which can be real (such as the user) or artificial (such as a

website directory), that possesses some knowledge about the current domain. This

adds a certain degree of accountability to the system since an Oracle is responsible

for the data it validates. Therefore, if an item of data is wrong and it was validated

by a particular Oracle, the system can pinpoint exactly which Oracle validated the

data and take appropriate corrective actions. These actions include adjusting the

validation mechanism of the Oracle or even excluding it from future validations.

The exclusion of an Oracle is normally not a big loss since a system would normally

have different Oracles performing the same validations. However these validations

would use different methods thus exploiting the redundancy of the web to the full.

The combination of these Oracles will produce very reliable data since it is not up to

one Oracle to decide if an instance is valid or not but rather to a committee of Oracles

(similar to having a panel of experts to evaluate the data). Another task of the Oracle

is to augment any information it might posses together with the information being

annotated. There can be different types of Oracles such as humans, gazetteers, web

resources and learning algorithms.

• Humans are the best kind of Oracles since they posses a huge store of information

and they are excellent information processing systems. The problem with humans

is that the whole scope of this system is exactly to spare the hassle of inserting

annotations. Because of this, this Oracle is mainly used to produce some seed

examples and to verify the data.

• Gazetteers are lists of elements which belong to the same class. These lists can

contain anything like lists of names, countries, currencies, etc. Each list is asso-

ciated with a concept found in one or more ontologies. As an example, if the sys-

tem is processing the words ”United Kingdom”, a search is performed through

the lists to identify whether this word is an instance that occurs in any of the

available lists. In this example, the phrase ”United Kingdom” was found in the

gazetteer called countries. This gazetteer is also attached to a concept found in

one of the ontologies which is called country. Therefore, the system assumes that

”United Kingdom” is equivalent to the instance found in the countries gazetteer

and thus, it is semantically typed as being a country.

• Web resources include any reliable list or database found over the web which

can be used to verify whether an instance is part of a particular class or not. The

information must be very reliable and up to date since at this stage, a minor er-

ror rate is not allowed. The task of querying these web resources is not always

straightforward. First of all, if the web resource is accessible through a web ser-

vice, the system can easily access the web service by making use of standard

3 Stop words are words frequently occurring in texts such as the articles (a, an, the, etc).
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techniques. If no web service is available, a strategy must be defined by the user,

in order to instruct the system, which information to extract from the web page.

Luckily, these pages are normally front ends to databases, therefore, since their

content is generated on the fly using some program, the layout of the page would

be very regular.

• Learning algorithms include technologies such as ML and IE tools. These algo-

rithms are much more sophisticated than the other approaches. They specialise

on annotating information from individual documents which are not regular and

therefore, learning a common wrapper as we have seen before is impossible.

These algorithms do not even need any training by humans. They typically get a

page, partially annotate it with the instances which are available in the database,

they learn from those instances and extract information from the same page. The

cycle continues like that until no more instances can be learnt from the page.

The Armadillo system proved itself to be very efficient. In fact, a problem of such

a system is that it either manages to obtain high precision4 and low recall5 or vice-

versa. In this system, the information integration algorithms manage to produce few

results which are extremely precise. When they are combined with the IE part of the

system, they managed to get high precision and high recall which is quite rare for

such systems thus emphasising the success of this methodology. These results were

repeated on various different domains.

7.4 PANKOW

[51] describes an annotation component called PANKOW (Pattern-based Annota-

tion through Knowledge On the Web) which eventually replaced Ont-O-Mat (de-

scribed in Section 6.1.4). In spirit, it is very similar to Armadillo, however the

interesting aspect of this system is that it generates seed elements by using hy-

pothetical sentences. PANKOW uses the IE phase to extract proper nouns and uses

those nouns to generate these hypothetical sentences from an ontology. So if the

system is working in the sports domain and it manages to extract the name ”John

Smith”, a hypothetical sentence would be ”John Smith is a player”. This is then fed

to a search engine and different similar instances are discovered. The phrase with

the highest query result is used to annotate the text with the appropriate concept.

This idea is based upon what they call the ”disambiguation by maximal evidence”

whereby the popularity of a phrase is an indication of its truth value. However, even

though this does give a good indication, it is not infallible. One simple example

is the well known case of the popular TV show ”Who wants to be a millionaire?”

(mentioned in Section 8.1) which shows that popular belief is not necessary true.

4 Precision is a measure which quantifies the number of correct annotations out of all the

annotations created by the system.
5 Recall is a measure which quantifies the number of correct annotations out of all the an-

notations possible in a particular document or in a collection of documents.
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7.5 Kim

[182] [181] describes the Knowledge and Information Management platform (KIM)

which is made up of an ontology, a knowledgebase, a semantic annotator, an in-

dexer and a retrieval server. It makes use of several third party packages including

SESAME RDF repository [42], Lucene search engine [105] and GATE [66].

The techniques used by KIM are various and include gazetteers, shallow analysis

of texts and also simple pattern matching grammars. By combining these techniques

together, the system manages to produce more annotations with a higher level of

accuracy. [138] report that KIM manages to achieve an average of 91.2% when

identifying dates, people, organisations, locations, numerical and financial values

in a corpus of business news. Even though this show extremely good results, the

type of data sought by the algorithm might effect drastically the performance of the

algorithm. The distinguishing feature of KIM is that it not only manages to find most

of the information available but it also labels all the occurrences of an instance using

the same URI. This will then be grounded to an ontology thus ensuring that there

are no ambiguities between instances. The instance is also saved to the database if

it is not present already. KIM will also check for variances so that ”Mr J Smith”

and ”John Smith” will be mapped to the same instance in the ontology and assigned

the same URI. This approach ensures consistency between the same or different

variants of the same tag.

7.6 P-Tag

P-TAG as defined in [50] is a large scale automatic system which generates person-

alised annotation tags. The distinguishing factor between the other systems in this

section is the personalisation aspect. This system does not rely on generic annota-

tions based upon common usage such as identifying named entities, time, financial

values, etc. P-Tag adds to this a dose of personalisation. To do this, it takes three ap-

proaches; the first is based on keywords, the second one on documents and the third

one is a hybrid approach. In practice, the approaches are quite simple and similar to

each other.

The keyword approach first collects documents retrieved from a search engine,

it extracts its keywords and compare them to keywords extracted from the person’s

desktop. The document approach is similar, but rather than comparing with key-

words spread around the user’s desktop, it compares them with keywords found

in specific documents. So the scope effectively changes, the former tries to match

a user profile which is specific to a user but covers a generic topic (based upon the

user’s interests). The latter matches a user profile which is both specific to a user and

specific to a topic (since it is bound to a particular document). The hybrid approach

marries the best of both words together.

The positive aspect of this system is that the user does not needs to specify some

seed elements or direct the engine. This information is harvested directly from the
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user’s computer by gathering all the implicit information that exists. With the advent

of the social web, these systems are gaining even more importance and we’ve seen

other similar systems emerge such as [107].

7.7 Conclusion

Various approaches have been highlighted throughout the chapter. It is interesting

to notice the progression from systems which were seeded, thus required explicit

examples to systems which require no examples but gather the information implic-

itly from the users. The next wave of such systems seems targeted toward exploiting

the social networks, by analysing the social networks and through them understand

better what the user likes and dislikes. An important topic in this section was the

redundancy of the web. In fact, the next chapter will delve further into it.



Part III

Peeking at the Future



“You can analyse the past,

but you have to design the future!”

Edward de Bono



Chapter 8

Exploiting the Redundancy of the Web

A key feature of the web is the redundancy of information and this is only possible

due to the presence of the same or similar information in different locations and in

different superficial forms. This feature was extremely useful to annotate documents

since it allowed harvesting algorithms to gather information from various sources,

check its reliability and use it for annotation purposes.

A clear example of this form of redundancy are the reports found in different

newspapers. Most of them relate to the same or similar information but from a

slightly different perspective. In fact, a quick look at Google news1 reveals that

stories are repeated several times, some of them even appearing thousands of times

on different newspapers. An example of this is a story about 48 animal species in

Hawaii. According to Google News, this story was published around 244 times in

online newspapers and blogs around the web. The following is a sample of titles

found on these pages which include:

• 48 Hawaii-only species given endangered listing2

• 48 Hawaiian Species Finally Added to Endangered List3

• Hawaiian birds among 48 new species listed as endangered4

• 48 Species On Kauai To Receive Protection5

• 48 Kauai species join endangered list6

An analysis of these few examples reveal that the content of the various articles

are the same, even though they are published on different web sites and written in

a slightly different form. It is interesting to note that if we seek information about

this new list of 48 animal species, Google returns more than 1 million documents.

1 http://news.google.com
2 The Associated Press - Audrey McAvoy
3 Greenfudge.org - Jim Denny, Heidi Marshall
4 Los Angeles Times
5 KITV Honolulu
6 Honolulu Star-Bulletin
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What’s impressive to note is that this news item spread around the globe in less than

24 hours. Some of it copied by human reporters working in various newspapers or

by environmentalists in their blogs, the majority of the other copies was performed

by automated agents whose job is to harvest news items and post them on some

other website. The redundancy of the web is an interesting property because when

different sources of information are present in multiple occurrences, they can be

used to bootstrap recognisers which are capable of retrieving further information as

was shown in Chapter 7.

8.1 Quality of Information

The redundancy aspect of the web can also serve as a form of quality control. Phys-

ical publications are normally scrutinised by editors, reviewers, etc before being

published, thus providing them with an acceptable level of quality. However this is

very different from the existent situation on the web.

In the past, the creation of a web page was restricted to people capable of un-

derstanding HTML. This meant that they could publish whatever they liked irre-

spective of its quality. However, since the people knowledgeable about HTML was

limited, this meant that the amount of dubious material was limited as well. With

the advent of Web 2.0, this changed forever. Blogs which are available on most sites

allow people to freely express their views without restrictions. Users do not need

to learn any HTML to contribute since the applications are engineered to promote

user contributions. Considering that anyone can post anything online, the correct-

ness of the information posted on certain websites is untrustworthy. Sites such as

Amazon even go a step further by providing systems such as the Digital Text Plat-

form7 (DTP). By using the DTP, an author can publish his own book in seconds.

The book is then available for purchase through the main Amazon site and it can

be downloaded on any machine running Amazon’s proprietary software. Because

of this, we need a system capable of assessing the reliability of online information.

This is why the redundancy property of the web is so important because a system

can easily use the distribution of facts across different sources to measure their reli-

ability.

This idea finds its roots in [213] which states that knowledge created by a group

of people is most likely more reliable than that created by a single member. The

concept only holds for groups of people who, according to him, follow four key

criteria:

• the members of the group should be diverse from each other to ensure enough

variance in the process

• each member should form his/her decision independently of the others without

any influence whatsoever

7 https://dtp.amazon.com/
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• members should be capable of taking decisions based on local knowledge and

specialise on that

• there should be a procedure to aggregate each member’s decision into a collective

one

The web satisfies all of these criteria. Web users reside in all the corners of the globe

thus providing diversity. Most of them have no connection with one another which

ensures independent judgements. Local knowledge is readily available in today’s

society where media consumption is at its peak. Finally, the aggregating procedures

can be found online on the web. In the document, Surowiecki collates various ex-

amples in support of this idea. An interesting example can also be seen in the pop-

ular TV quiz show ’Who Wants to be a Millionaire?’ where contestants are asked

a number of multiple-choice questions with an ascending level of difficulty. When

the contestant is unsure or doesn’t know the answer, he can ask the audience for a

suggestion. It was noticed that the answer given by the audience was surprisingly

correct in over ninety per cent of the cases. [177] studied this phenomena and came

up with the following conclusion. If we assume that a question was asked to a group

of 100 people where about one-tenth of the participants knew the answer and two-

tenths of the participants possessed only partial information, statistically, the correct

answer would prevail. The reasoning behind this is very simple, if we just take into

consideration the one-tenth that know the answer and we assume that the rest will

select an answer randomly out of the 4 possible answers (ignoring the fact that two-

tenths of them posses partial information), we get the following results:

10 correct answers + ((100-10) / 4) correct answers = 33 correct answers

This is higher that the probability of having all of them select a random result which

would equal to just 25 correct answers. If we add those people who posses partial

information to the equation, this would easily go up to 40 correct answers out of

100. An explanation for this can be found in [212] based on the Condercet Jury

Theorem which states that

if an average group member has better than a 50 percent chance of knowing the right

answer and the answer is tabulated using majority rule, the probability of a correct

answer rises toward 100 percent as the group size increases.

With this explanation in hand, it becomes clear that this idea is well suited for the

web. The content found online was created by people who satisfied the four criteria

mentioned earlier. Thus, the online information is not random but made up of an ag-

gregation of partial truths. Because of this, if we manage to harvest this information

and analyse the prevailing topics, we can manage to sift between what is dubious

and what is real.

8.2 Quantity of Information

The redundancy property of the web would not be effective without the huge num-

ber of people contributing large amounts of information daily. The idea of using this
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collective intelligence is not new and in fact, it has been studied in [26] and [32]. In

a typical system which simulates swarm intelligence, several elements coordinate

between themselves and integrate with their environment in a decentralised struc-

ture. This methodology eventually leads to the emergence of intelligent behaviour as

mentioned in [133]. Emergence can be linked to the distributed nature of the WWW

since the web is based on links derived from a set of independent web pages with no

central organisation in control. The result of this is that the linkage structure exhibit

emergent properties. These properties can be seen in [151] and [60]. In fact, they

claim that a correlation exists between the number of times an answer appears in a

corpus and the performance of a system (when asked to solve the question pertaining

to that answer). This means that if the answer to a question appeared several times,

systems tend to perform better. This result might sound rather obvious, however, it

helps us understand better this property.

The downside of such an approach is obviously noise. If we increase our training

set so that it contains more potential answers with the hope of improving the results

of our algorithms, we might introduce noise. In so doing, the new data might have a

negative effect on the results. However, experiments by [24] have shown that noisy

training data did not have such a negative effect on the results as one would expect.

In fact, the effect was almost negligible.

8.3 The Temporal Property of Information

Information is also more sensitive than we think. A piece of information does not

only have a truth value but its truth value has a temporal dimension too. If we use

a common search engine and we enquire about the President of the United States,

President Obama features in 50 million documents whereas President Bush features

in 5 million documents (and this not withstanding that the United states had two

Presidents whose surname was Bush in the last two decades). This shows that about

5 million documents are still refering to Mr Bush as though he is still the president.

However, we can also derive an interesting observation which we noticed earlier

as well, the fact that new information gets copied quickly around the web. In fact,

the number of web pages referring to President Obama grossly outnumber those

referring to President Bush even though the former is going through his first term

as President of the United States. This seems to suggest that new information gets

more prominence online.

8.4 Testing for Redundancy

To test the significance of redundant information, a simple experiment was con-

ducted. Wikipedia essentially contains two types of articles, featured articles and

non-featured. The featured articles are those which have been rated by the Wikipedia

editors as being the best articles on the site. On average, the ratio between featured

articles and non-featured is about 1: 1120. Since featured articles contain reliable

information (according to the editors), the redundancy of the web can be used to sift
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between these articles and the non-featured ones. The experiment was conducted as

follows:

1. A sample of about 200 random documents was harvested from Wikipedia (See

Appendix A). 100 from the featured list and another 100 from the non-featured

list.

2. [66] was used to extract just the textual content (and eliminating menus, etc).

3. The most relevant sentences were then chosen based upon [207].

4. These sentences were then used to query a search engine and retrieve related

documents.

5. Finally, one of the similarity measures implemented in SimMetrics8 was used to

check similarity between the sentences in the Wikipedia article and the ones in

the retrieved article. In principle, several similarity algorithms were tested such

as the Levenshtein distance, Cosine similarity and the Q-gram. However, the Q-

gram distance gave the best results.

6. When the similarity score is obtain for each sentence, an average score is then

calculated for each document by averaging the scores for each sentence contained

in the document.

The results obtained from this experiments were very significant. On average, a

featured article obtained a similarity score of 67% when compared with other docu-

ments available online. This contrasted greatly with the non-featured articles which

only managed to obtain an average score of 47%, a difference of around 30%. When

examining these results further, another interesting correlation surfaces. The fea-

tured articles have a consistently higher number of edits. In fact, on average the top

10 featured articles (according to the similarity score) were edited about 5,200 times.

In contrast, the top 10 non-featured articles were only edited around 700 times. A

similar correlation was found between the number of references in a document and

the document’s quality. On average, the top 10 featured articles contained about 140

references each whereas the non-featured articles contained just 13 references each.

This clearly show that there exists an implicit relationship between a document and

the redundant information lying in different locations around the web.

8.5 Issues When Extracting Redundant Data

Even though different copies of the same piece of information can exist all over

the web, we are still faced with various issues when it comes to harvesting that

data. The type of information found online is normally present in different formats.

This includes documents (Word Documents, Adobe PDF, etc), repositories (such as

databases or digital libraries) and software agents capable of integrating information

from different sources and providing a coherent view on the fly. Software programs

8 An open source library of string similarity metrics developed at the University of Sheffield.
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can harvest documents and access them quite easily when they are dealing with

open formats such as XML. However, when dealing with proprietary formats such

as Microsoft Word, the task complicates itself since the format of the document is

not freely available and it will be hard to extract the information from it.

Another problem of these documents is the nature of the information represented

in the document. In the past, before computers were used for all sorts of applica-

tions, text type was not an issue because the only kind of text available was free

text. Free text contains no formatting or any other information. It is normally made

up of grammatical sentences and examples of free texts can range from news articles

to fictional stories. Text normally contains two types of features, syntactic and se-

mantic features. Syntactic features can be extracted from the document using tools

like part-of-speech taggers [40], chunkers [205], parsers [46], etc. Semantic infor-

mation can be extracted by using semantic classifiers [67], named entity recognisers

[160], etc.

In the 60’s when computers were being used in businesses9, and information was

being stored in databases, structured data became very common. This is similar to

free text but the logical and formatting layout of the information is predefined ac-

cording to some template. This kind of text is quite limiting in itself. The layout

used is only understandable by the machine for which it was created (or other com-

patible ones). Other machines are not capable of making sense of it unless there is

some sort of translator program. Syntactic tools are not very good at handling such

texts. The reason being that most tools are trained on free texts. Apart from this, the

basic structures of free text (such as sentences, phrases etc.) do not necessary exist

in structured text. Structured text mainly has an entity of information as its atomic

element. The entity has some sort of semantic meaning which is defined based upon

its position in the structure. Humans on the other hand show an unprecedented skill

of inducing the meaning most of the time. Yet, they still prefer to write using free

text. Therefore, these two types co-existed in parallel for many years.

With the creation of the WWW, another text type gained popularity, semi-

structured text. Unfortunately it did so for the wrong reasons. Before the semi-

structured text era, information and layout were generally two distinct objects. In

order to enable easy creation of rich document content on the internet, a new con-

tent description language was created called HTML. The layout features which until

recently were hidden by the applications became accessible to the users. The new

document contained both layout and content in the same layer. This provided users

the ability to insert new structure elements such as tables, lists, etc inside their doc-

uments together with free text. Now users could create documents having all the

flexibility of free text with the possibility of using structures to clarify complex con-

cepts. Obviously this makes it more difficult for automated systems to process such

documents. Linguistic tools work well on the free text part but produced unreliable

results whenever they reached the structured part. Standard templates do not exist

for the structured part because the number of possible combinations of the different

structures is practically infinite.

9 http://www.hp9825.com/html/hp 2116.html
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To solve this problem, artificial intelligence techniques are normally adopted.

When dealing with free text or semi-structured texts, natural language processing

techniques (Such as Amilcare [58], BWI [97], etc) manage to extract most of the in-

formation available. Databases on the other hand might provide an interface through

which the data can be queried. But when all of these approaches fail, screen scrap-

ers10 can be used to extract such information.

Another issue associated with redundant data is the enormous quantities of doc-

uments available online and how to process them. Luckily, modern search engines

already tackled this issue, in fact they are capable of indexing billions of documents.

The only problem is that systems which rely on search engines to identify redun-

dant data have to be careful because the scoring algorithm of every search engine is

a well guarded secret and frequent tweaks (with the hope of improving the results)

might make the results unpredictable over time. Thus, systems have two options,

either use the unpredictable engines or create their own.

The former goes against well established principles since the system cannot pro-

vide the users with consistent results (considering it is at the mercy of the changes

to the search engine). The latter is unreachable for most institutions since it requires

a lot of resources and efforts. In reality, even though search engines suffer from

these problems, they are still used for this kind of research. However, an analysis

conducted by [109] shows that around 25% of the visible web (and we’re not even

considering the deep web11) is not being indexed by search engines. In fact, ac-

cording to this study, Google indexes 76%, Msn 62% and Yahoo! 69%. The study

also estimates that the amount of redundancy12 between the various search engines

amounts to about 29% or 2.7 billion pages. Thus, almost one out of every 3 pages can

be found on all the search engines. These results are rather interesting because they

show us that almost one-fourth of the web is not being indexed, another one-fourth

is being indexed by all of the major search engine and the rest is dispersed amongst

them. This means that to harness the power of search engines in order to find redun-

dant information, researchers have to use a combination of the major search engines

to obtain the best results. This is also congruent with the technique described in [88]

where they successfully used up to twelve search engines in their system.

8.6 Conclusion

This chapter investigated an important property of the web generally referred to as

the redundancy of information, explaining what it is and why it is so important for

the annotation process. It identified common pitfalls but it also highlighted ways in

which this property can be exploited. The chapter also showed that if this property is

harnessed, it can produce some amazing results. The final Chapter, will take a peek

towards the future of annotation.

10 A software program capable of extracting information from human readable output.
11 Part of the web which cannot be indexed using traditional search engine technologies such

as dynamically generated sites.
12 Redundancy in the context of search engines refers to the intersection of search engine’s

indexes.



Chapter 9

The Future of Annotations

This document has shown how vital the whole annotation process is for the web.

Unfortunately, even with the various techniques mentioned throughout the text, the

annotation task is far from being trivial since it is still tedious, error prone and

difficult when performed by humans. If we also consider the fact that the number of

web pages on the internet is increasing drastically every second, manual annotation

becomes largely unfeasible. One could consider asking the authors of the various

web sites to include semantic annotations inside their own documents but that would

be similar to asking users to index their own pages! How many users would go about

doing so and what sort of annotations should they insert?

Some years ago, a drive was made towards using meta tags inside HTML doc-

uments. These tags insert information into the header of web pages, they are not

visible by users and are used to communicate information (such as the ”character

set” to use, etc) to crawlers and browsers. These tags laid the initial steps towards in-

serting semantic information1 into a web page. Since the users could not really feel

the added benefit they get from inserting these tags and considering search engines

were not giving them particular weight, the meta tag suffered a quiet death.

Another reason why the web reached such a massive popularity is mainly due to

sociological factors. Originally, the web was created by people for people and since

people are social animals, they have an innate desire to socialise, take part in a com-

munity and make themselves known in that community. In fact, the history of the

web can be traced back to a network of academics. These people all came from the

same community. They needed to get to know other people working in their area,

share their knowledge and experiences, and also collaborate together. Snail Mail2

was the only form of communication available between these academics but it was

1 The meta keywords tag allows the user to provide additional text for crawler-based search

engines in order to index the keywords along with the body of the document. Unfortu-

nately, for major search engines, it does not help at all since most crawlers ignore the

tag.
2 A slang term, used to refer to traditional or surface mail sent through postal services.

Nicknamed snail mail because the delivery time of a posted letter is slow when compared

to the fast delivery of e-mail.

A. Dingli: Knowledge Annotation: Making Implicit Knowledge Explicit, ISRL 16, pp. 89–95.

springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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too slow. E-mail changed all this and made it possible for academics working far

away to exchange information in a few seconds. They saw a potential in this tech-

nology and therefore decided to grant access to this service even to their students.

The latter saw even greater potential in this network and started experimenting with

new ideas such as Bulletin Board Services (BBS) and online games (such as Multi

User Dungeons (MUD)). The original scope of the net changed completely. It was

not only limited to collaboration between individuals for work related purpose but

also became a form of entertainment. This new and exciting technology could not

be concealed for long within the university walls and quickly, people from outside

these communities started using it too. It was a quick way of communicating with

people, playing games, sharing multimedia files, etc. This web grew mainly because,

it gained popularity in a community which was very influential and which gave it

a very strong basis from where to expand. Subsequently, since this technology is

easy to use by anyone and requires no special skills, its usage expanded at a quick

rate.

Even though all this happened before the web as we know it today was even

conceived, the current web grew exactly in the same way. With the appearance of

web browsers, people who have been using the internet realised that they could

move away from the dull world of textual interfaces and express themselves using

pages containing rich multimedia content. People soon realised that it was not just

a way of presenting their work, this new media gave them an opportunity even to

present themselves to others. It allowed anyone to have his/her own corner on the

internet accessible to everyone else. A sort of online showcase which was always

there representing the personal views, ideas, dreams, etc twenty four hours a day,

seven days a week! The technology to create these pages was a little bit difficult to

grasp initially but soon became extremely user friendly having editors very similar

to text processors (a technology which has been around for decades and which was

known by everyone who was computer literate) and easy Web 2.0 applications. To

cut a long story short, everybody wanted to be present in this online world even

though most people did not even know why they wanted to be there!

The initial popularity grew mainly due to word of mouth, but that growth is

insignificant when compared with the current expansion which the web is expe-

riencing. Search engines were quite vital for this success. Before search engines

were conceived, one found information only by asking other people or communi-

ties (which were specialised in the area) regarding sites where information could

be found. After, the process of looking for information was just a matter of using a

search engine. Therefore, information did not have to be advertised anywhere since

automated crawlers were capable of searching the web for information and keeping

large indexes with details of where that information is found.

The web of the future is currently being constructed as an extension of our

existent web. In the same way as search engines are vital for the web of

today, semantic search engines (such as Haikia3, SenseBot4, etc) will be vital for

3 http://www.hakia.com
4 http://www.sensebot.net
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the web of tomorrow. These search engines will allow searches to be conducted

using semantics rather than using the bag of words approach (popular in today’s

search engines). For this to happen, we must have programs similar to crawlers that

create semantic annotations referencing documents, rather than just keywords. To

discover these annotations, we further require some automatic semantic annotators

which semantically annotate the documents. But this is just the tip of iceberg ...

9.1 Exploiting the Redundancy of the Web

The automated methodologies proposed in this document all make use of the redun-

dancy of information. Information is extracted from different sources (databases,

digital libraries, documents, etc.), therefore the classical problem of integrating in-

formation arises. Information can be represented in different ways and in different

sources from both a syntactic and a semantic point of view. Syntactic variations

of simple types are generally dealt with quite easily e.g. the classical problem of

recognising film titles as ”The big chill” and ”Big chill, the” can be addressed.

More complex tasks require some thought. Imagine the name of a person, it can

be cited in different ways: in fact J. Smith, John Smith and John William Smith

are potential variation of the same name. But do they identify the same person

as well? John Smith is found in no less than 4 million documents. When large

quantities of information is available (e.g. authors names in Google Scholar) this

becomes an important issue [14]. This problem intersects with that of intra- and

inter-document co-reference resolution well known in Natural Language Process-

ing (NLP).

By seeking more websites related to the task, simple heuristics can be applied to

tackle these problems in a satisfying way. For example the probability that J. Smith,

John Smith and John William Smith are not the same person in a specific website

is very low and therefore it is possible to hypothesise co-reference. Different is the

case of ambiguity in external resources (e.g. in a digital library). Here the problem

is more pervasive. When querying with very common names like the above exam-

ple, the results are quite disappointing since papers by different people (having the

same name) are mixed up. We have to keep in mind that we live in a fast changing

world full of discrepancies and to deal with these changes, small discrepancies are

normally accepted by everyone. If we image a task where we need to find informa-

tion about the number of people living in a particular country, it is very likely that

different reliable sources will have different values, therefore creating discrepan-

cies. These values might be correct if they present a number which is approximately

equal to a common average, accepted by everyone (but which is not necessarily the

exact number!). Thus, our precise systems have to deal with discrepancy and accept

the fact that some might not be exact but its the best correct answer we can get.

In [213] we find that this is what most people do in most cases and the results are

generally incredibly accurate.
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9.2 Using the Cloud

Most of the systems described in Chapter 7 serve their intended purpose quite well

however to deal with the overwhelming size of the web, new approaches need to

be considered. In any computerised system, resources (such as processing power,

secondary storage, main memory, etc.) are always scarce. No matter how much we

have available, a system could always make use of more. These systems are very

demanding, much more than normal ones since they need to process huge amounts

of texts using complex linguistic tools in the least possible time. Physical resources

are not the only bottleneck in the whole system. The raw material which the systems

utilise are web pages, downloaded from the internet. Unfortunately, this process is

still extremely slow, especially when several pages are requested simultaneously

from the same server. In synthesis, we can conclude that such systems are only

usable by top of the range computers having a high bandwidth connection to the

internet. A possible solution is to exploit new technologies in distributed computing

such as cloud5 computing.

The benefits of such an approach are various. Since the system is utilising re-

sources elsewhere on the internet, there is no need of a powerful machine with huge

network bandwidth. The client is just a thin system whereby the user defines the

seed data and simply initialises the system which is then executed somewhere re-

motely in the cloud. However, such a system has to be smart enough to deal with a

number of issues;

Robustness - In a system which makes heavy use of the web, it is very common to

try to access links or resources that are no longer available. There can be various

reasons for this, a server could be down, a page does not exist any longer, etc.

In this case, if an external resource is not available, alternative strategies can be

adopted. The most intelligent ones would look for other online resources as a

substitute. Another possible scenario would be to contact the client and ask for

the link to another resource.

Accountability - When new data is produced, meta-information such as creation

date, etc should be included with the data. The system should be able to adapt to

the users needs by analysing its past actions. Therefore, if an item of data was

reviewed by a user and rejected, the system should reevaluate the reliability rating

of the source from where the data was obtained. The global reliability rating of a

site must be a reflection of the data it produces.

Quality control - The system should also be capable of performing automatic checks

without the user’s intervention and deciding what appropriate action to take when

necessary. Imagine some seed data is used to train a learning algorithm. If the

precision of the algorithm is low when tested on the training data itself, then the

system should realise that the learning algorithm is not good enough and exclude

it from the whole process automatically. This is just one of the many automatic

tests which can be performed and the degree of automation of these tests depends

entirely upon the application and its complexity.

5 A cloud is a framework used to access and manage services distributed over the internet.
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9.3 The Semantic Annotation Engine

A Semantic Annotation Engine is a engine that given a document, annotates it with

semantic tags. The need for such an engine arises from the fact that the web cur-

rently contains millions of documents and its size is constantly increasing [61][62].

When we are faced with such huge tasks, it is inconceivable that humans will man-

age to annotate such a huge amount of documents. An alternative would be to use

automated tools as discussed in Chapter 7 but this is only a partial solution. There

are a number of problems to face with this approach. First of all the system is spe-

cific to a particular domain and cannot just semantically annotate any document

(especially if that document is not related to the current domain). If we assume that

the system can annotate any document, a problem arises regarding which annota-

tion is required for which document. In theory, a document could have an infinite

number of annotations because different users would need different views of a par-

ticular document. Therefore, deciding which document contains which annotations

should not be a task assigned to the annotation system but rather to the user request-

ing the annotations. Apart from this, there are still some open issues with regards

to annotations, like should annotations be inserted as soon as a document is created

or not? Some annotations can become out of date very quickly like weather reports,

stock exchange rates, positions inside a company, etc. What would happen when this

volatile information changes? Would we have to re-annotate the documents again?

But that would mean that we would not need annotation engines but re-annotating

engines constantly maintaining annotations. The order of magnitude of the prob-

lem would therefore increase exponentially. The second problem is that probably,

the rate at which the web is growing is much faster than such a system could

annotate.

Another more realistic and generic solution would be to provide annotations on

demand, instead of pre-annotating all the documents i.e. the Semantic Annotation

Engine (SAE). This means that annotations will always be the most recent and there

would not be any legacy with the past. If a document is out of date or updated with

more recent information, the annotations would still be the most recent.

In traditional Information Retrieval (IR) engines (like Google6, Yahoo7, etc), a

collection of documents (such as the web) is crawled and indexed. Queries using a

bag of words are used to retrieve the page within the collection that contains most

(if not all) of the words in the query. These engines do a pretty good job at indexing

a substantial part of the web and retrieving relevant documents, but they are still

far from providing the user exactly what he needs. Most of the time, the users must

filter the results returned by the search engine. The SAE would not affect in any way

the current IR setup. The search through all the documents would still be performed

using the traditional IR methods, the only difference would be when the engine

returns the results to the user. Instead of passing the results back to the user, they

are passed to a SAE. The system can also contain an index of the different SAEs

which are available online. The SAEs are indexed using keywords similarly to how

6 http://www.google.com
7 http://www.yahoo.com



94 9 The Future of Annotations

normal indexing of web documents works. Whenever an IR engine receives a query,

it not only retrieves the best document with the highest relevance but also the SAEs

with the highest relevance. These are then used to index the documents retrieved

by the search engine before passing them back (annotated) either to the user or to

an intermediate system that performs further processing. SAE will provide on the

fly annotations for web documents therefore avoiding the need of annotating the

millions of documents on the web beforehand.

One relevant question for the effective usability of this methodology in real appli-

cations concerns the required level of accuracy (as a balance of precision and recall)

the system has to provide. As Web applications are concerned, it is well known that

high accuracy is not always required. Search engines are used every day by mil-

lions of people, even if their accuracy is far from ideal: further navigation is often

required to find satisfying results, large portions of the Web are not indexed (the so

called dark and invisible Webs), etc. Services like Google Scholar, although incom-

plete, are very successful. What really seems to matter is the ability to both retrieve

information dispersed on the Web and create a critical mass of relatively reliable

information.

9.4 The Semantic Web Proxy

A Semantic Web Proxy (SWP) is similar to a normal web proxy8, it provides all

the functionality associated with such a program. The main difference is that it also

provides some semantic functions hidden from the user.

To understand what these semantic functions are, lets take a look at a typical

example. Imagine a user who would like to purchase a computer having a 17 inch

flat screen monitor, 1 GBytes of RAM, a 3 GHz processor, etc. The user would go

to an online store, look for a search form where he can write the search criteria and

perform the search for the desired product. This operation must be repeated for each

and every online store he would like to query.

A SWP would simplify this process in several ways. First of all, it would keep

a record of all the forms being filled in a single session9 and the content of those

forms. If the forms are semantically tagged or associated with an ontology, then the

details inserted by the user are automatically tagged as well. Once ready, the user

would then go to a different site and perform a similar search. The system would

notice that the form in the new site is filled with the same details as those in the

other site and it would take the following actions:

8 A proxy is an intermediate server that sits between the client and the origin server. It

accepts requests from clients, transmits those requests on to the origin server, and then

returns the response from the origin server to the client. If several clients request the same

content, the proxy can deliver that content from its cache, rather than requesting it from

the origin server each time, thereby reducing response time.
9 A session is a series of transactions or hits made by a single user. If there has been no

activity for a period of time, followed by the resumption of activity by the same user, a

new session is considered started.
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1. tag the details inserted by the user with the semantic tags found in the new site.

2. create equivalence relationships between the semantic tags in the first site and

the tags in the second site.

3. make these relationships available to everyone.

The effect of this process is the following. If another user performs a search for

a similar item in one of the sites already in the SWP, the system uses the shared

relationships (obtained before through the interaction with the other users) and au-

tomatically searches the other online stores. All the results are returned to the user

for evaluation.

The system basically creates links between ontologies in a shared way collabo-

ratively without the user realising it. It does so by examining the browsing habits

of the user and deducing implicit relations when possible. Once again, the system

adopts the same ideas used to create the web. Basically, it exploits the little work of

many users (without adding any extra effort) to automatically create relationships

between concepts over the web.

9.5 Conclusion

In this book, we have been on the annotation journey, one that started hundreds of

years ago when annotation was still made up of scribbles. The importance of anno-

tations transpires in every chapter and helps us understand why annotation is such

a fundamental aspect of our day-to-day life on the web. Unfortunately annotation is

not something trivial and we have seen ways of how documents can be manually,

semi-automatically or automatically annotated using different techniques. There are

still various open issues associated with annotations but hopefully in the coming

years, new powerful techniques will be developed which will help us annotate the

web thus creating a improved web experience for everyone.



Appendix A

Wikipedia Data

This appendix lists all the articles that were mention in section 8.4. These articles

were selected randomly from Wikipedia. Table A.1 lists 100 featured articles whilst

table A.2 lists 100 non-featured articles. The main difference between the two kind

of articles is that whereas a non-featured article does not have a specific formatting

to follow, a featured one has to follow well defined guidelines. These depend upon

the type of articles however they normally include:

Fig. A.1 A document showing the number of edits done on each and every document
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• chronology if the article is relating a particular set of events,

• cause and effect if a particular event is being examined taking into consideration

what triggered the event and what was the result,

• classification which implies the grouping of certain elements in the article,

• question / answering in articles about interviews.

These two tables are divided into 3 columns. The first one is the article’s name,

the second is the number of edits per document and the third one is the number

references per document. The edits per document can be seen in Figure A.1 and

they clearly show that the edits of the featured documents is significantly higher. On

average, a featured document gets edited around 2000 times whereas a non-featured

one gets edited only about 1000 times. The references added to the document can

be seen in Figure A.2 and this too shows that featured documents have a substantial

number of references more than the non-featured ones. In fact the average references

for a featured article is 90 whereas for the non-featured is 20, this is equivalent to

450% more.

Fig. A.2 A document showing the number of references added to each and every document

Table A.3 and table A.4 too list the featured articles and the non-featured ones

however they have three additional columns. These list the similarity scores ob-

tained when using the Levinshtein Distance, the Cosine Similarity and the Q-Gram

similarity measures. It is interesting to note that the three algorithms produce very

similar results. Also the data in the table has been ordered based upon these simi-

larity measures. The variance in the results between the Levenshtein Distance and

the others is around 0.2% whilst between the Cosine and the Q-Gram similarity, the
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difference is negligible. When the average similarity result is compared, it transpires

that the Q-gram similarity produces a similarity score in between the Levenshtein

Distance and Cosine similarity as can be seen in Figure A.4 and Figure A.3. Thus

because of this, the Q-gram similarity will be used in the tests.

Fig. A.3 A summary of the similarity scores obtained for featured documents using the simi-

larity algorithms together with their respective linear trend line

Fig. A.4 A summary of the similarity scores obtained for non-featured documents using the

similarity algorithms together with their respective linear trend line
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Glossary

AAL A field that studies how computers can support humans in their daily life,

placing emphasis on the physical situation and context of that person.

AR A field which studies the combination of real-world and computer-generated

data.

Acoustical Oceanography The study of the sea (boundaries, contents, etc) by

making use of underwater sounds.

Blog A contraction of the term ”Web log”. It is essentially a website which allows

a user to read, write or edit information containing all sorts of multimedia. Posts are

normally sorted in chronological order.

Bookmarklet A small program stored in a URL which is saved as a bookmark.

Browser add-ons Small programs used to customise or add new features to a

browser.

Cloud computing Computing based around the Internet where all resource, soft-

ware and processing power is obtained through an online connection.

Conversion page A term used in Search Engine Optimisation to refer to those

website pages where the actual sales occurs. It is called a conversion page because

it converts the user from a visitor to a buyer.

COP A community made up of a group of people who share a common interest.

Dataset A logical grouping of related data.

Deixis Words that refer to someone (such as he, she, etc) or something (such as it)

which can only be decoded within a context.

Ellipses Partial phrases having missing text which can only be decoded by keeping

track of the conversation.

Folksonomy The organisation of tags based upon classes defined by the users.
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GeoTagging The process of adding geographical information such as latitude and

longitude to digital media.

GIS A system capable of storing and analysing geographical information.

Homonomy Words having same syntax but different semantics.

Hyperlink A link from one electronic document to another.

Intelligent Agent A computer program capable of learning about its environment

and take actions to influence it.

IM A technology that allows several people to chat simultaneously in real time.

Incidental Knowledge Elicitation A set of techniques used to elicitate knowledge

from users as a byproduct of another process.

Knowledge Elicitation A set of techniques used to acquire knowledge from hu-

mans and learn from the data they produce.

Latitude A position on the Earth’s surface which is located on a line in parallel

with the equator.

Longitude A position on the Earth’s surface which is located on a line perpendic-

ular to the equator.

Meta Data Data used to describe other data.

Micro-blog Similar to a blog but with a restricted size, typically made up of a

sentence or two.

Namespace A unique term used to reference a class of objects.

OCR A program which converts scanned images to editable text.

Ontology A formal specification of a shared conceptualisation.

Open Graph protocol A protocol which enables any web page to become an inte-

gral part of a social graph.

P2P A program capable of sharing files with other users across the internet without

requiring a centralised server.

POI A specific location which someone might find useful. A POI is normally used

in a GIS.

ReTweet A reposting of a Tweet.

RFID A technology which makes use of radio waves to localise RFID tags.

RSS A protocol used to publish news feeds over the Internet.

Semantics Derived from two Greek words semantikos and semaino which essen-

tially refer to the problem of understanding or finding the meaning.
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Social Bookmarking The facility to save and categorise personal bookmarks and

share them with others.

Social Graph A graph which shows the social relationships between users in a

social networking site.

Social Tagging The process of annotating and categorising content in collaboration

with others. Also referred to as collaborative tagging, social classification and social

indexing.

Synonymy Words having different syntax but same semantics.

Tag Cloud A visual representation of user tags. This representation can revolve

around an element (text, etc) or even a web resource (such as a URL). The size of

the tag in the cloud is a visual representation of its importance.

Triple A data structure consisting of three parts normally represented as a graph

made up of two nodes and a relationship between those nodes.

Tweet A 140 character (or less) post on the popular social networking site Twitter.

URI A unique string which identifies a resource on the Internet.

VOIP A system that uses the Internet to transmit telephone calls.

Workflow A protocol defining a set of connected steps in a process.

WYSIWYG Refers to any system whose content (while it is being edited) appears

similar to the actual output.
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