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Preface

To describe the true behavior of most real-world systems with sufficient accuracy,

engineers have to overcome difficulties arising from their lack of knowledge about

parts of a process or from the impossibility to characterize it with absolute certainty.

For example, measured parameters of (dynamical) systems cannot be determined

exactly due to non-negligible equipment imprecision. Other sources of such model

inaccuracies are order reduction techniques for complex systems used to simplify

the design of their components and corresponding control algorithms. Therefore,

both aleatory (due to randomness) and epistemological (due to the lack of knowl-

edge) types of uncertainty have to be taken into account while developing techniques

for a model-based analysis or synthesis of systems.

Depending on the application at hand, uncertainties in modeling and measure-

ments can be represented in several different ways. For example, bounded uncer-

tainties can be described by intervals, affine forms or general polynomial enclosures

such as Taylor models. There are frameworks incorporating corresponding kinds of

arithmetics to handle this type of uncertainty, which simultaneously provide verified

results. This means that the results are enclosures guaranteed to contain the exact

solution sets, assuming that the mathematical models and the corresponding ranges

of uncertain quantities are correct.

Another situation arises if the uncertainty can be characterized in the form of

probability distributions described, for example, by mean values, standard devia-

tions and higher-order moments (stochastic uncertainty). In this case, Bayesian es-

timation frameworks offer a solution by propagating the corresponding probability

density functions. These are handled in terms of either analytic or numeric represen-

tations, where the latter approach forms the basis of the well-known Monte Carlo

methods.

For both bounded and stochastic uncertainties, there exist specific theoretic con-

cepts and practical applications. The goal of this Special Volume on Modeling, De-

sign, and Simulation of Systems with Uncertainties is to make the current research

on techniques for uncertainty handling known to a broader circle of researchers and

industry representatives. For this purpose, we have collected 16 articles from re-

searchers from Canada, Russia, Germany, USA, France, Austria, Poland, Italy, and

v
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Bulgaria dealing with this topic, from which five were presented at the Minisym-

posium on Modeling, Design, and Simulation of Systems with Uncertainties during

the 16th European Conference on Mathematics for Industry ECMI in Wuppertal,

Germany, in July 2010.

The volume is subdivided into two parts. In the first we present works highlight-

ing the theoretic background and current research on algorithmic approaches in the

field of uncertainty handling, together with their reliable software implementation.

The second part is concerned with real-life application scenarios from various areas

including but not limited to mechatronics, robotics, and biomedical engineering.

Rostock, Andreas Rauh

Duisburg, Ekaterina Auer

March 2011
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Part I

Theoretic Background and Software
Implementation



In the first part of this book, we present works highlighting the theoretic background

and current research on algorithmic approaches in the field of uncertainty han-

dling together with their reliable software implementation. In Chapter 1, Nedialko

S. Nedialkov presents techniques from literate programming which are used in

the implementation of the verified ODE solver VNODE-LP. Chapter 2 authored by

Sergey P. Shary is concerned with new methods for solving linear systems of equa-

tions with interval uncertainties. Andreas Rauh and Harald Aschemann describe

techniques for the structural analysis of control and state estimation problems for-

mulated as systems of differential-algebraic equations in Chapter 3. In Chapter 4,

Matthias Althoff, Bruce H. Krogh, and Olaf Stursberg consider methods for reach-

ability analysis of linear dynamic processes applicable to high-dimensional system

models. A robustness analysis of different tracking control schemes in performed

by Marco Kletting and Felix Antritter in Chapter 5. Approaches for set-membership

state estimation are presented by Luc Jaulin in Chapter 6, whereas verified global

optimization routines for parameter estimation of nonlinear models are discussed by

Michel Kieffer, Mihály Csaba Markót, Hermann Schichl, and Eric Walter in Chap-

ter 7. Chapter 8 by Darya Filatova and Marek Grzywaczewski deals with the theory

applicable to the design of optimal control strategies for induction heating processes

and a robustness evaluation of the obtained results. The first part of this volume is

concluded by a contribution on coherent upper and lower conditional previsions

authored by Serena Doria.



Chapter 1

Implementing a Rigorous ODE Solver Through
Literate Programming

Nedialko S. Nedialkov

Abstract Interval numerical methods produce results that can have the power of a

mathematical proof. Although there is a substantial amount of theoretical work on

these methods, little has been done to ensure that an implementation of an interval

method can be readily verified. However, when claiming rigorous numerical results,

it is crucial to ensure that there are no errors in their computation. Furthermore,

when such a method is used in a computer assisted proof, it would be desirable to

have its implementation published in a form that is convenient for verification by

human experts.

We have applied Literate Programming (LP) to produce VNODE-LP, a C++ solver

for computing rigorous bounds on the solution of an initial-value problem (IVP) for

an ordinary differential equation (ODE). We have found LP well suited for ensuring

that an implementation of a numerical algorithm is a correct translation of its under-

lying theory into a programming language: we can split the theory into small pieces,

translate each of them, and keep mathematical expressions and the corresponding

code close together in a unified document. Then it can be reviewed and checked for

correctness by human experts, similarly to how a scientific work is examined in a

peer-review process.

1.1 Introduction

Interval numerical methods produce results that can have the power of a mathemati-

cal proof. Typically, such a method computes bounds that are guaranteed to contain

the true solution of a problem, proves that a solution does not exists or it indicates

Nedialko S. Nedialkov
Department of Computing and Software, McMaster University, Hamilton, Ontario, Canada, L8S
4K1
e-mail: nedialk@mcmaster.ca
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that a solution cannot be found. For example, when computes an enclosure on the

solution of an IVP in ODEs, an interval solver first proves that there exists a unique

solution and then produces bounds that contain it [10]; when solving a nonlinear

equation, an interval method can prove that a region does not contain a solution or

computes bounds that contain a unique solution to the problem [30]. For an excel-

lent, up-to-date survey of these methods, see [35].

To date, not much has been done to ensure that the implementation of such a

method can be readily verified, and the bounds it computes are indeed rigorous.

Showing that an implementation is correct is of paramount importance for these

methods, as mathematical rigor cannot be claimed, if we miss to include even a

single roundoff error in a computation. Furthermore, when interval software is used

in a computer-assisted proof, it would be desirable to have the software published

in a form that is convenient for inspection and verification by human experts.

The author released in 2001 VNODE [25, 28], Validated Numerical ODE, a C++

package for computing bounds on the solution of an IVP for an ODE. This package

is carefully written and tested, and it had shown to be robust and reliable. While

one can check the theory behind VNODE (e.g. in [25]), it would be difficult to

show that its C++ translation does not contain errors. The same applies to the other

packages for computing bounds in IVPs for ODEs: ADIODES [39], COSY [3], and

VSPODE [20]. That is, it also would be difficult to establish the correspondence be-

tween underlying theory and source code in these packages. A notable exception is

AWA [22], where there is a clear “match” between the theory and the program listing

in [22]. Another well-documented implementation is the VODESIA package [5], but

unfortunately it is not publicly available.

The above solvers have been used to compute rigorous bounds on solutions in

IVP ODEs. For example, VNODE had been employed in applications such as rigor-

ous multibody simulations [2], reliable surface intersection [24, 32], robust evalu-

ation of differential geometry properties of a Bezier surface patch [18], computing

bounds on eigenvalues [4], parameter and state estimation [12, 34], rigorous shad-

owing [7, 8], and theoretical computer science [1].

The author had always been concerned about possible errors in the implemen-

tation of VNODE. Obviously, if an error is present, then the works that have em-

ployed VNODE may contain invalid results. Moreover, how can one establish that

the computed bounds are rigorous, and further, how others can be convinced that

the implementation and the results are correct? This came as a major concern of the

author of [1]: how one can trust the numerical results of VNODE? He needed a rig-

orous proof that an algebraic expression involving the solution of a highly nonlinear

scalar ODE is less than one; otherwise his theorem would not hold. The strongest

assurance argument was of the sort “VNODE has been accurate and reliable”, but

obviously this is not satisfactory. The value of this expression was approximately

0.999... in multiple precision in MAPLE, but it needed to be proved that it was al-

ways smaller than 1. With VNODE we showed that the exact value of this expression

is always smaller than one, but still, we did not have an unquestionable proof.

This prompted the author to search for ways to show that not only the implemen-

tation is correct, but it can also be checked readily by others. Literate Programming
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(LP) [16] was found particularly suitable for this purpose. Using LP, we can produce

a verifiable implementation in the sense that it can be reviewed and examined for

correctness, similarly to how a scientific work is reviewed by human experts in a

peer-review process. This is in contrast to mechanical software verification, when a

proof tool is applied to verify code against given specifications.

We reimplemented VNODE entirely with LP (along with some algorithmic im-

provements), which resulted in the VNODE-LP solver [27]. This paper gives an

overview of VNODE-LP, elaborates on LP, and illustrates the process of employing

it for carrying out a verifiable implementation.

Section 1.2 discusses LP. Section 1.3 presents an overview of VNODE-LP. Ex-

amples from its implementation, illustrating our approach using LP, are given in

Section 1.4. Section 1.5 elaborates on relevant work. Section 1.6 summarizes our

experience.

1.2 Literate Programming and VNODE-LP

Literate programming was introduced as a programming methodology by D. Knuth

[14, 15]. Its essence can be captured as in [16, pg. 99]: “...instead of imagining

that our main task is to instruct a computer what to do, let us concentrate rather

on explaining to human beings what we want a computer to do”, and introducing

concepts “...in an order that is best for human understanding, using a mixture of

formal and informal methods that reinforce each other.”

When developing a literate program, we break down an algorithm into smaller,

easy-to-understand parts, and explain, document, and implement each of them in an

order that is more natural for human comprehension, versus order that is suitable for

compilation. In a literate program, documentation and code are in one source. The

program is an interconnected “web” of pieces of code, referred to as sections [14,16]

or chunks [11,37], which can be presented in any sequence. They are assembled into

a program ready for compilation in a tangle process, which extracts the source code

from the LP source. The documentation is “weaved” in a weave process, which

prepares it for typesetting [16, 17].

We developed VNODE-LP using the CWEB literate programming tool [17] and

its ctangle and cweave utilities. CWEB enables the inclusion of documentation

and C++ code in a CWEB source file, which is essentially a LATEX file with additional

statements for dealing with source code.

From a CWEB file, cweave generates a LATEX file; cweave takes care of page

layout, indentation, suitable fonts, pretty printing of C/C++ code, and generates ex-

tensive cross-index information. Originally, CWEB could deal with TEX input only.

The LATEX cweb [36] class allows using LATEX; the cweb-hy class [37], an exten-

sion of cweb, allows structuring of a LATEX document in chapters, sections, subsec-

tions, etc., and also provides automatic generation of hyperlinks, which are conve-

nient for navigation through the code in the resulting, e.g., PDF file.
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The ctangle utility extracts the source code and writes C/C++ files. It also

includes line information in the generated files so that handling errors when compil-

ing and debugging can be done in terms of CWEB source files, and not the generated

C/C++ files. That is, when syntax errors or warnings are encountered, a compiler

gives line numbers in web files, and similarly, when runtime errors are detected, a

debugger gives line numbers in web files.

Developing a literate program reduces to writing an article or a book: we present

the program in an order that follows our thought process and strive to explain our

ideas clearly in a document that should be of publishable quality. For each algorithm

in [27], we present its theory first, and then translate parts of it, where the division

is such that the code in each part is not difficult to inspect. During development, if

errors in compilation or execution occur, we can review the manuscript and update

accordingly the CWEB files, without looking into the generated program files (they

are for compiler consumption). Similarly, when inspecting VNODE-LP, we can work

only with the LP document [27].

This article and [27] are created with CWEB and the cweb-hy class. The latter is

composed like a book: with a table of contents, list of figures, hierarchical structure

of the presentation, index, and bibliography. This document contains everything re-

lated to VNODE-LP: user guide, theory, documentation, source code, example, test

cases, makefiles, and gnuplot files used for generating the plots in [27]

All the theory of VNODE-LP is included in [27]. Our goal was to have a self-

contained, detailed presentation, so a reviewer would need only [27] when evalu-

ating VNODE-LP. Since all the pieces for verifying the theory and implementation

are in [27], if their correctness is confirmed by human experts like in a peer-review

process, we may trust, or at least have high-confidence, in the correctness of the im-

plementation of VNODE-LP and accept the bounds it computes as rigorous. When

claiming rigor, however, we presume that the operating system, compiler, and the

packages VNODE-LP uses do not contain errors affecting its execution.

1.3 Overview of VNODE-LP

We introduce interval arithmetic (IA), state the IVP that is the subject of this work

(§1.3.1), and discuss briefly the methods in VNODE-LP and the packages it uses

(§1.3.2).

1.3.1 The IVP VNODE-LP Solves

The VNODE-LP software builds on IA as defined below. Denote the set of closed

(finite, nonempty) intervals on R by

IR=
{
aaa = [a,a] | a≤ x≤ a, a, a ∈R

}
.
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If aaa and bbb ∈ IR and • ∈ {+,−,×,/}, then the IA operations are defined as

aaa• bbb =
{
x• y | x ∈ aaa, y ∈ bbb

}
,

where division is undefined if 0 ∈ bbb.

Now consider the IVP

y′(t) = f (t,y), y(t0) = y0, t ∈ R, y ∈ R
n. (1.1)

where f : R×Rn is sufficiently smooth. As a consequence, the code list of f should

not contain for example branches, abs, or min. For more details see [10, 25–29].

Denote the set of n-dimensional interval vectors by IR
n. Given yyy0 ∈ IR

n and

tend �= t0 (tend ∈R), VNODE-LP tries to compute a yyyend ∈ IR
n at tend that contains the

solution to (1.1) at tend for all y0 ∈ yyy0. If VNODE-LP cannot reach tend, for example

the bounds on the solution become too wide, bounds at some t∗ between t0 and tend

are returned.

1.3.2 Methods and Packages

Denote by y(t j;t0,y0) the solution to (1.1) with an initial condition y0 at t0, and

denote by yyy j an enclosure of the solution at t j. That is,

y(t j;t0,y0) ∈ yyy j for all y0 ∈ yyy0.

This solver proceeds in a one-step manner from t0 to tend, where it computes bounds

at (adaptively) selected points t j ∈ (t0, tend]. On a step from t j to t j+1, VNODE-LP

computes first a priori bounds ỹyy j such that

y(t;t j,y j) ∈ ỹyy j for all t ∈ [t j, t j+1] and all y j ∈ yyy j.

Then it finds tight bounds yyy j+1 at t j+1 such that

y(t j+1;t0,y0) ∈ yyy j+1 for all y0 ∈ yyy0;

see Figure 1.1. To compute these bounds, we use IA, Taylor series expansion of the

solution to (1.1) at each integration point, and various interval techniques.

VNODE-LP is based on Taylor series and the Hermite-Obreschkoff [25] methods.

It is a fixed-order, variable-stepsize solver. The stepsize is varied such that an es-

timate of the local excess per unit step is below a user-specified tolerance. Typical

values for the order (for efficient integration) can be between 20 and 30 [26]; the

default order is set to 20.

Generally, VNODE-LP is suitable for computing bounds on the solution of an IVP

ODE with point initial conditions or interval initial conditions with a sufficiently

small width. If the initial condition set is not small enough and/or long time inte-

gration is desired, the COSY package [3] of Berz and Makino can produce tighter
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y

t

tight bounds
a priori bounds

Fig. 1.1: A priori and tight bounds. For this visualization, the tight bounds are con-

nected with lines, which do not necessarily enclose the true solution

bounds than VNODE-LP. Alternatively, one can subdivide the initial interval vector

(box) yyy0 into smaller boxes, perform integrations with them as initial conditions,

and build an enclosure of the solution at the desired tend.

We tried to avoid advanced C++ constructs and tried to minimize the dependence

of VNODE-LP on the IA package. The present distribution of VNODE-LP compiles

with either of the IA packages PROFIL/BIAS [13] or FILIB++ [19]. Recently, the IA

package GAOL [6] was used as the IA package in VNODE-LP [9].

The interface to an IA package is encapsulated in 26 small (most of them single

line), inline wrapper functions that call functions from it. We aimed at keeping this

interface as small as possible, such that another IA package can be incorporated

easily by implementing these wrapper functions. For this reason, we do not use,

for example, the matrix and vector classes of PROFIL/BIAS, but implement our own

matrix and vector operations through the C++ standard template library.

A major component of our solver is the tool for generating Taylor coefficients

and Jacobians of Taylor coefficients through automatic differentiation (AD). This is

done using the FADBAD++ [40] AD package. We also use LAPACK and BLAS for

computing an approximate matrix inverse, which is needed for enclosing the inverse

of an interval matrix.

1.4 Examples from VNODE-LP

We illustrate typical steps when developing VNODE-LP: we give examples of two

simple functions (§1.4.1) and an example of translating an expression that is part

of a function (§1.4.2). We also present a simple program for integrating the Lorenz

system (§1.4.3).



1 Implementing a Rigorous ODE Solver Through Literate Programming 9

1.4.1 Computing h such that [0,h]a⊆ b

The following problem is from the VNODE-LP implementation: given finite machine

intervals aaa and bbb, where 0 ∈ bbb, find the largest h≥ 0 such that [0,h]aaa⊆ bbb. Here, for

xxx,yyy ∈ IR, xxx⊆ yyy iff x≥ y and x≤ y.
We derive a formula for h and then produce the C++ code. By ▽(x/y), we denote

the rounded towards −∞ result of x/y.

1. If a = a = 0, then [0,h]aaa = [0,0]⊆ bbb for any h, and we set

h = numeric limits〈double〉 ::max(), the largest double precision number.

Below we assume aaa �= [0,0].
2. If a≥ 0, then a > 0 and [0,h]aaa = [0,ha]⊆ [b,b] when h≤ b/a.

We set h = ▽(b/a).
3. If a≤ 0, then a < 0 and [0,h]aaa = [ha,0]⊆ [b,b] when h≤ b/a.

We set h = ▽(b/a).
4. If a < 0 < a, then [0,h]aaa = [ha,ha]⊆ [b,b] when h = min{b/a,b/a}.

We set h = min
{
▽(b/a), ▽(b/a)

}
.

We translate the above cases into:

〈h such that [0,h]aaa⊆ bbb (intervals) 1〉 ≡1

#include <climits>

using namespace std;

using namespace v bias;

inline double compH(const interval &a,const interval &b)
{ /∗ inf (a) returns a; sup(a) returns a ∗/

if (inf (a)≡ 0∧ sup(a)≡ 0) return numeric limits〈double〉 ::max();
round down( ); /∗ set rounding mode to −∞ ∗/
if (inf (a)≥ 0) return sup(b)/sup(a);
if (sup(a)≤ 0) return inf (b)/inf (a);
return std ::min(inf (b)/inf (a),sup(b)/sup(a));

}
This code is used in chunk 2

This is a chunk of code. It is identified by its name, here “h such that [0,h]aaa⊆ bbb

(intervals)”. The ctangle program, when extracting the code, orders the chunks

based on their names. Each chunk is numbered by cweave, and these numbers are

convenient for referencing them in the LP document.

A nice feature of cweave is that it typesets the code in a very readable form,

while the code that is typed in a web file does not even need to be indented. Mathe-

matics can be included in a LATEX form as a comment, and if conditions are typeset

more like math, rather than C++.

Now, given interval vectors aaa and bbb, with each component of bbb containing 0, we

wish to find the largest representable h≥ 0 such that [0,h]aaa⊆ bbb. We write

〈h such that [0,h]aaa⊆ bbb (interval vectors) 2〉 ≡2

〈h such that [0,h]aaa⊆ bbb (intervals) 1〉
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double compH(const iVector&a,const iVector&b)
{

double hmin = compH(a[0],b[0]);

for (unsigned int i = 1; i < sizeV (a); i++) {
double h = compH(a[i],b[i]);

if (h < hmin) hmin = h;

}
return hmin;

}
This chunk includes the previous one and calls compH on each two components

to find h.

1.4.2 Translating Expressions

A method in VNODE-LP can be broken down into a sequence of formulas, and each

formula must be implemented carefully, to ensure that all truncation and roundoff

errors in a computation are included in the resulting bounds. To achieve this, each

formula (or a few formulas) is translated into a chunk. The resulting chunks are put

together by ctangle, thus obtaining an implementation of the complete method.

Here is another simple example from VNODE-LP’s implementation. When prop-

agating bounds on the global excess [25, 27], we need to evaluate

rrr j+1 = (A−1
j+1AAA j+1)rrr j +A−1

j+1vvv j+1,

where rrr j and vvv j+1 are interval vectors, AAA j+1 is an interval matrix, and A j+1 is a

nonsingular point matrix. The chunk implementing this formula (we omit the dec-

larations of objects and variables) is:

〈rrr j+1 = (A−1
j+1AAA j+1)rrr j +A−1

j+1vvv j+1 3〉 ≡ /∗3

trial solution�A = A j+1

A⊇ AAA j+1

v⊇ vvv j+1

solution� r ⊇ rrr j

Ainv ∋ A−1
j+1 if ok

temp ⊇ A−1
j+1vvv j+1

M ⊇ A−1
j+1AAA j+1

trial solution� r ⊇ (A−1
j+1AAA j+1)rrr j

trial solution� r ⊇ rrr j+1 = (A−1
j+1AAA j+1)rrr j +A−1

j+1vvv j+1

∗/
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bool ok = matrix inverse� encloseMatrixInverse(Ainv, trial solution�A);

if (ok) {
multMiVi(temp,Ainv,v);
multMiMi(M,Ainv,A);
multMiVi(trial solution� r,M,solution� r);
addViVi(trial solution� r, temp);

}
In the comment above the horizontal line, we state informally where the vectors

and matrices are stored before executing the code: trial solution�A stores12 A j+1, v

contains vvv j+1, A contains AAA j+1, and solution� r contains rrr j. After the horizontal line,

we state each step of the computation, so we can easily check the code that follows

against it.

The encloseMatrixInverse function computes an interval matrix, output argument

Ainv, which encloses A−1
j+1. If this function computes an enclosure (A j+1 is nonsin-

gular and not badly conditioned), then we evaluate the expression. Here Mi and Vi

stand for interval matrix and interval vector, respectively. Obviously, it is not diffi-

cult to establish the validity of this code.

Remark 1.1. One may find the explanations here and in [27] containing too much

detail. However, our goal is to provide as much detail as possible such that one can

readily verify all the steps when going from theory to code.

Remark 1.2. For better understanding, the author has found it helpful to write in

comments what is computed, in addition to the exposition before a chunk. We could

comment separate lines of code, but it becomes less readable.

1.4.3 Integrating the Lorenz System

We give an example illustrating basic integration with VNODE-LP and showing in

more detail how LP works. More examples are given in [27].

With VNODE-LP, the user has to specify first the right side of an ODE problem

and then provide a main program. An ODE must be given by a template function

for evaluating y′ = f (t,y) of the form

〈 template ODE function 4〉 ≡4

template〈typename var type〉
void ODEName(int n,var type ∗yp,const var type ∗y,var type t,

void ∗param)
{

/∗ body ∗/
}

1 For readers not familiar with C++, the operator� selects a field in a structure when a pointer is
being used.
2 Since trial solution� A, A, v, trial solution� r, Ainv, temp, and M are C++ objects, they do not
appear in bold font, as they are typeset by cweave as code.
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Here n is the size of the problem, t is the time variable, y is a pointer to input

variables, yp is a pointer to output variables, and param is a pointer to additional

parameters that can be passed to this function.

Consider the Lorenz system

y′1 = σ(y2− y1)

y′2 = y1(ρ− y3)− y2

y′3 = y1y2−βy3,

where σ , ρ , and β are constants. This system is encoded in the Lorenz function

below. The constants have values σ = 10, β = 8/3, and ρ = 28. We initialize beta

with the interval containing 8/3: interval(8.0) creates an interval with endpoints

8.0, and interval(8.0)/3.0 is the interval containing 8/3.

〈Lorenz 5〉 ≡5

template〈typename var type〉
void Lorenz(int n,var type ∗yp,const var type ∗y,var type t,

void ∗param)
{

interval sigma(10.0), rho(28.0);

interval beta = interval(8.0)/3.0;

yp[0] = sigma ∗ (y[1]− y[0]);
yp[1] = y[0]∗ (rho− y[2])− y[1];
yp[2] = y[0]∗ y[1]−beta ∗ y[2];

}
This code is used in chunk 6

We give a simple main program and develop its parts.

〈simple main program 6〉 ≡6

〈Lorenz 5〉
int main( )

{
〈set initial condition and endpoint 7〉
〈create AD object 8〉
〈create a solver 9〉
〈 integrate (basic) 10〉
〈check if success 11〉
〈output results 12〉
return 0;

}
This code is used in chunk 13

The initial condition and endpoint are represented as intervals in VNODE-LP. In

this example, they are all point values stored as intervals. The components of iVector

(interval vector) are accessed like a C/C++ array is accessed.
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〈set initial condition and endpoint 7〉 ≡7

const int n = 3;

interval t = 0.0, tend = 20.0;

iVectory(n);

y[0] = 15.0;

y[1] = 15.0;

y[2] = 36.0;

This code is used in chunk 6

Then we create an AD object of class FADBAD_AD. It is instantiated with data

types for computing Taylor coefficients (TCs) of the ODE solution and TCs of the

solution to its variational equation, respectively [25]. To compute these coefficients,

we employ the FADBAD++ package [40]. The first parameter in the constructor of

FADBAD_AD is the size of the problem. The second and third parameters are the

name of the template function.

〈create AD object 8〉 ≡8

AD ∗ ad = new FADBAD_AD(n,Lorenz,Lorenz);

This code is used in chunk 6

Now, we create a solver:

〈create a solver 9〉 ≡9

VNODE ∗ Solver = new VNODE(ad);

This code is used in chunk 6

The integration is carried out by the integrate function. It attempts to compute

bounds on the solution at tend . When integrate returns, either t = tend or t �= tend.

In both cases, y contains the ODE solution at t.

〈 integrate (basic) 10〉 ≡10

Solver� integrate(t,y, tend);

This code is used in chunk 6

We check if an integration is successful by calling Solver� successful():

〈check if success 11〉 ≡11

if (¬Solver� successful())
cout≪ "VNODE-LP could not reach t = "≪ tend≪ endl;

This code is used in chunk 6

Finally, we report the computed enclosure of the solution at t by

〈output results 12〉 ≡12

cout≪ "Solution enclosure at t = "≪ t≪ endl;

printVector(y);

This code is used in chunk 6
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The VNODE-LP package is in the namespace vnodelp. The interface to VNODE-

LP is stored in the file vnode.h, which must be included in any file using VNODE-

LP. We store our program in the file basic.cc.

〈basic.cc 13〉 ≡13

#include <ostream>

#include "vnode.h"

using namespace std;

using namespace vnodelp;

〈simple main program 6〉
When compiled and executed, the output of this program is

Solution enclosure at t = [20,20]

14.30[38161600956570,44725513004334]

9.5[785946141093152,801346480733898]

39.038[2374138960486,4119183796657]

It is interpreted as

y(20) ∈

⎛
⎝
[14.3038161600956570,14.3044725513004334 ]
[ 9.5785946141093152, 9.5801346480733898 ]
[39.0382374138960486,39.0384119183796657 ]

⎞
⎠ . (1.2)

These results are produced using PROFIL/BIAS, and the output format is due to the

output format of this package. (The platform is x86 Linux with the GCC compiler.)

For comparison, if we integrate the Lorenz system with MAPLE using dsolve with

options method=taylorseries and abserr=Float(1,-18), and with

Digits := 20, we obtain

y(20)≈

⎛
⎝

14.304146251277895001

9.5793690774871976695

39.038325167739731729

⎞
⎠ ,

which is contained in the bounds (1.2).

Needless to say, one can write application programs without LP. In Figure 1.2,

we show the code of the above example written in “plain” C++.

Remark 1.3. Here, the chunks are presented in a consecutive order, but as mentioned

earlier, they can be in any order.

1.5 Relevant Work

A comprehensive collection of resources on LP, including extensive bibliography

is [21]; annotated bibliography of LP until 1991 is [38]. To the best of the author’s

knowledge, VNODE-LP is the first LP implementation of an interval package, and

the only other implementation of non-trivial numerical software appears to be [33].
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# i n c l u d e <os t ream>

# i n c l u d e ” vnode . h”
u s i n g namespace s t d ;
u s i n g namespace vnode l p ;

t e m p l a t e<typename v a r t y p e >

vo i d Lorenz ( i n t n , v a r t y p e ∗yp , c o n s t v a r t y p e ∗y ,
v a r t y p e t , vo i d ∗param ) {

i n t e r v a l sigma ( 1 0 . 0 ) , rho ( 2 8 . 0 ) ;
i n t e r v a l b e t a = i n t e r v a l ( 8 . 0 ) / 3 . 0 ;

yp [ 0 ] = sigma ∗ ( y [1]−y [ 0 ] ) ;
yp [ 1 ] = y [ 0 ] ∗ ( rho−y [2]) −y [ 1 ] ;
yp [ 2 ] = y [ 0 ]∗ y[1]− b e t a ∗y [ 2 ] ;

}

i n t main ( ) {
c o n s t i n t n = 3 ;
i n t e r v a l t = 0 . 0 , t e n d = 2 0 . 0 ;
i V e c t o r y ( n ) ;
y [ 0 ] = 1 5 . 0 ;
y [ 1 ] = 1 5 . 0 ;
y [ 2 ] = 3 6 . 0 ;
AD ∗ ad= new FADBAD AD( n , Lorenz , Lorenz ) ;
VNODE ∗ S o l v e r = new VNODE( ad ) ;
So l ve r−> i n t e g r a t e ( t , y , t e n d ) ;
i f ( ! So l ve r−>s u c c e s s f u l ( ) )

cout <<”VNODE−LP cou l d no t r e a c h t = ”<< t end<<e n d l ;
cout <<”S o l u t i o n e n c l o s u r e a t t = ”<< t<<e n d l ;
p r i n t V e c t o r ( y ) ;
r e t u r n 0 ;
}

Fig. 1.2: “Plain” C++ code for the Lorenz example

In [23], LP is used to facilitate the verification of a network security device.

The authors propose in [23] that LP techniques are used to “document the en-

tire assurance argument.” According to their experience, rigorous arguments, in-

cluding machine-generated proofs of theory and implementation, “did not signifi-

cantly improve the certifier’s confidence” in their validity. One of the main reasons

is that specifications and proofs were documented in a manner to facilitate accep-

tance by mechanical tools rather than humans. Essentially, the authors conclude that

LP greatly facilitates the development of assurance arguments that would be more

naturally understood by (human) certifiers than descriptions of machine-generated

proofs.

A notable methodology for inspecting an implementation is the program func-

tion tables approach of D. Parnas [31]. Before considering LP, the author assessed

this approach for inspecting VNODE. However, program function tables are suitable
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when the relation between input and output arguments is represented by a relatively

simple function, which is hardly the case with VNODE.

1.6 Summary of Experience

Developing a non-trivial literate program can be time consuming, which manifests

itself into a substantial “up-front” investment of time: we focus on writing a high-

quality, well-structured, and easy-to-understand document. This requires paying at-

tention to detail and ensuring that no errors are present. Since this process is in-

herently slow, one is “forced” to write code carefully, reducing the likelihood of

errors.

Once the effort is put into writing a good LP document, then little time goes

into debugging and testing—instead of trying to discover errors through them, we

simply proofread the LP document. Moreover, theory and code can be cross checked

against each other, and error in one may be revealed in the other. In addition, since

documentation and code are in one source, they can be naturally kept in sync.

In the author’s opinion, if one shows that (a) the theory of a method is correct and

(b) its implementation is a provably correct translation of the theory, then minimal

testing is required. From the author’s experience, if he had implemented the original

VNODE solver through LP, then less time would have been spent on checking the

implementation, debugging, and testing. More importantly, the confidence in the

implementation would have been much higher.

There are 14 tests in the distribution of VNODE-LP. Their main purpose is to

ensure that the IA package and VNODE-LP are installed properly. Indeed, the few

problems reported to the author about VNODE-LP not being able to execute a test

successfully were all related to problems in the installation of the underlying IA

package.

It does not appear appropriate to use LP at early stages of program development,

when prototyping and experimenting with algorithms, design, and interfaces. When

a design is settled, and no major changes are anticipated, then one can “cement” the

implementation with LP. In our case, VNODE was in a stable state, and no experi-

menting was needed before investing into VNODE-LP.

The number of C/C++ lines (without comments) in VNODE-LP is 2,030. This is

not a large package, but complex “per line of code.” The LP document [27] is 218

pages. For much larger programs, LP may not be an attractive option, especially

when a software product must be delivered on time. In academia, researchers rarely

go beyond prototype, research codes and releasing software packages, let alone de-

voting a substantial amount of time into producing a book-like manuscript (which

may not count as a publication). At least for the above two reasons, LP is not ubiq-

uitous, even though it has existed for more than 25 years.

Although LP may appear prohibitively time consuming, the author believes that

the cumulative effort for producing and maintaining a complex program is smaller

using LP compared to “traditional” program development. The author also believes
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that establishing program correctness by reviewing a literate program may be more

effective than employing a software verification tool. It requires not only that a proof

mechanism is constructed, but also that the corresponding theory, documentation,

and software are checked—we may as well inspect the original program.

Finally, an interval method, which is theoretically guaranteed to produce rigorous

results, should be implemented and documented with the same rigor as its theory is

derived. Guaranteeing rigor due to theory and not of its implementation diminishes

the purpose of such a method.

Acknowledgements The author thanks George Corliss, Math Pharr, John Pryce, Spencer Smith,
Bingzhou Zheng, and the anonymous referees for careful reading of this article and providing
valuable comments.

This work was supported in part by the Natural Sciences and Engineering Research Council of
Canada.

References

1. Achlioptas, D.: Setting 2 variables at a time yields a new lower bound for random 3-SAT. Tech.
Rep. MSR-TR-99-96, Microsoft Research, Microsoft Corp., One Microsoft Way, Redmond,
WA 98052 (1999)
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Chapter 2

A New Method for Inner Estimation
of Solution Sets to Interval Linear Systems

Sergey P. Shary

Abstract For an interval system of linear equations Ax = b, we consider the prob-

lem of inner estimation of its solution set, formed by all the solutions to point sys-

tems Ax= b with A∈A and b∈ b. The so-called “center approach” to the problem is

developed when the inner interval box is constructed around an a priori known cen-

ter point from the solution set. Determining the size of the inner box is shown to be

reduced to a maximization problem for a special quasiconcave objective function.

2.1 Introduction

In our work, we consider interval linear equations systems of the form

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

a11x1 + a12x2 + . . . + a1nxn = b1,

a21x1 + a22x2 + . . . + a2nxn = b2,

...
...

. . .
...

...

am1x1 + an2x2 + . . . + amnxn = bm,

(2.1)

or, briefly,

Ax = b, (2.2)

where A= (ai j) is an interval m×n-matrix and b= (bi) is an interval m-vector. The

above interval systems are understood as families of usual “point” linear systems

Ax = b with the same structure, while the matrices A are taken from A and the

vectors b are taken from b.

It is well-known that, for interval equations systems, solutions and solution sets

can be defined in various ways (see e.g. [15–18]), but below we confine ourselves
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only to the so-called united solution set for (2.1)–(2.2), the set formed by solutions x

to the point systems Ax= b with the matrix A and right-hand side vector b indepen-

dently varying through A and b respectively. The united solution set is rigorously

defined as

Ξ(A,b) = {x ∈ R
n | (∃A ∈ A)(∃b ∈ b)(Ax = b)}, (2.3)

and it is called just solution set for (2.1)–(2.2) in the rest of the paper, insofar as the

other solution sets are not treated herein.

The solution set Ξ(A,b) is known to be a polyhedral set, generally nonconvex,

while its intersection with each orthant of the space Rn is convex. An exact descrip-

tion of the solution set may grow exponentially as the dimension n increases, thus

being practically impossible even for several tens of unknowns. On the other hand,

in most real-life problem statements such an exact description of the solution set is

not necessary. The practice is usually satisfied by an estimate of the solution set,

i.e. an approximate description that meets the requirements of the problem under

solution.

In this work, we are interested in computing inner interval estimates (subsets) for

the solution set Ξ(A,b), i. e. we solve the following problem:

Find a box U (as wide as possible)

contained in the solution set Ξ(A,b)
of the interval linear system Ax = b.

(2.4)

There are several known approaches to solving the problem of inner interval estima-

tion of the solution sets to interval linear systems proposed in the literature. Among

those, the so-called formal (algebraic) approach is especially efficient for square

(i.e., with m = n) interval linear systems, developed in [8, 15, 17, 18]. Nonethe-

less, for arbitrary interval linear systems with rectangular (non-square) matrices,

i.e. when m �= n, inner interval estimation of the solution sets is an actual and sig-

nificant problem. Relying on vivid geometric considerations, we propose a simple

and quite general technique for constructing a box inscribed into Ξ(A,b) around an

a priori known point from this set (see Fig. 2.1). It is shown that the considered

problem reduces to computing maximum of a special quasiconcave function, and

its approximate value can be obtained by elementary means.

In the rest of the paper, we do not require regularity properties for A and even

admit the case of unbounded solution set Ξ(A,b). The only mild condition on A is

that it must not have entirely zero rows.

Our notation follows the well-known project of informal international standard

[6]. In particular, intervals and interval quantities are denoted by boldface letters —

A, B, C, . . . , x, y, z, — while non-interval (point) objects are not distinguished in any

way. Arithmetical operations with the interval quantities are those of the classical

interval arithmetic IR (see, e.g., [1, 9, 10]). Underlining and overlining — a, a —

denote lower and upper endpoints of the interval a, and, additionally,
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Fig. 2.1: Inner estimation of the solution set.

mid a = 1
2(a+ a) — midpoint (center) of the interval,

rad a = 1
2 (a−a) — radius of the interval,

|a|= max{|a|, |a|} — absolute value (modulus) of the interval,

〈a〉=
{

min{|a|, |a|}, if 0 �∈ a,

0, otherwise,
—

mignitude of the interval (antipode

of the absolute value), the smallest

distance between its points and zero.

With respect to interval vectors and matrices, the operations of taking the midpoint,

radius and absolute value are applied in component-wise and element-wise manner.

We expect that the reader is familiar with fundamentals of interval analysis, e.g.

from the books [1, 9, 10].

2.2 Refinement of Problem Statement

In applications, the problem statement (2.4) often contains additional information

about the desired form of the box U = (U1,U2, . . . ,Un)
⊤ that has to estimate

Ξ(A,b) from inside: the widths of the components of U are supposed to be pro-

portional to the respective components of a real positive vector
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w = (w1,w2, . . . ,wn), wi > 0 .

In other words, the formulation (2.4) is additionally supplied with the weight co-

efficients wi for the widths (or radii) of the components of the inner box U, such

that

rad Ui/rad U j = wi/w j, i, j = 1,2, . . . ,n.

Scaling the interval system (2.1)–(2.2) by the nonsingular diagonal matrix

W = diag{w1,w2, . . . ,wn}

with the entries w1, w2, . . . , wn along the main diagonal can reduce the problem to

the simplest case when w = (1,1, . . . ,1) and the box U turns to a cube that we have

to inscribe into the solution set of a modified interval equations system. Moreover,

we have

Proposition. Let Ã = AW. The interval vector Ũ with equal component widths, i.e.

such that

rad Ũi = rad Ũ j, i, j = 1,2, . . . ,n,

is a solution of the inner estimation problem (2.4) for the modified interval system

Ãx = b if and only if the interval vector U = W Ũ with the desired ratios of the

component widths is a solution to the inner estimation problem (2.4) for the original

system Ax = b.

Proof. We use Beeck’s characterization [10] of the solution set to the interval linear

system (2.1)–(2.2): for x ∈ R
n

x ∈ Ξ(A,b) ⇐⇒ Ax∩b �=∅. (2.5)

In particular, for the modified equations system

x̃ ∈ Ξ(Ã,b) ⇐⇒ Ãx̃∩b �=∅. (2.6)

Multiplication by the matrix W defines a one-to-one correspondence between the

points of the boxes U and Ũ according to the rule

x ⇄ x̃ =Wx

for x ∈ U and x̃ ∈ Ũ. Further, for every pair of the mutually corresponding x and x̃,

there holds

Ax = AWW−1x = Ãx̃,

so that the relations from the right-hand sides of the equivalences (2.5) and (2.6)

either fulfill or not fulfill simultaneously. Moreover, for each i, j = 1,2, . . . ,n, we

really have

rad Ui/rad U j = wi/w j,

as was required.
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To sum up, in the rest of the paper we can consider the inner estimation problem

(2.4) with the additional requirement that the interval vector U should have equal

component widths.

2.3 Idea of our Approach

If we find a point from the solution set Ξ(A,b), then it can be further used as a

“center” around which the interval solution to the problem (2.4) is to be constructed

somehow, by “inflation” etc. (see Fig. 2.1). This is the main idea of the approach

developed, so that one can call it “center approach” in analogy to what has been

done in [4, 16] for the inner estimation of the tolerable solution set. So,

• we look for a point t ∈ Ξ(A,b) first,

• then we use the coordinates of t for the computation of

the size of the inner estimating cube with the center in t.

The formula for the size of the interval solution of the problem (2.4) is going to

be derived later (see Section 2.5). Computation according to this formula involves

taking maximum of a rational expression with moduli over a box, so that the entire

solution of the inner estimation problem (2.4) boils down to an optimization over a

box provided that a point t ∈ Ξ(A,b) is known. We consider this in Section 2.6 in

details.

2.4 Choosing Center of Inner Estimate

The problem of recognition of whether the solution set Ξ(A,b) is empty or not and

the problem of finding a point from the solution set Ξ(A,b) are known to be NP-hard

in general [7]. A universal method for solving these problems can exploit the fact

that intersections of the solution sets to interval linear systems with every orthant

of the space Rn are convex polyhedral sets whose boundary planes are described

by equations one can easily write out from the interval matrix and right-hand side

vector of the system (see, e.g., [3, 11]). Therefore, finding out whether the solution

set Ξ(A,b) has empty or nonempty intersection with each orthant of Rn can be re-

vealed by developed linear programming techniques. Overall, the recognition of the

solution sets to interval linear systems and finding a point from it requires no more

than 2n solutions of linear inequalities systems, and this result cannot be principally

improved.

Therefore, in the general situation, finding a point from the solution set and its

adjustment are not easy tasks. It makes sense to give a list of particular prescriptions

for the solution of the above problems in some specific cases.
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We consider first a square interval system with an n×n-matrix A. If it is regular

(i.e., all A∈ A are not singular), then the point t from Ξ(A,b) can be obtained as the

result of solving a point linear system At = b with A from A and b from b, say, the

“middle system”

(mid A)t = mid b.

Checking regularity of the interval matrix A can be performed by the techniques

proposed e.g. in [12].

Let us consider now the case of a singular interval matrix A, that is, when it

contains a singular point matrix. It is well-known that the set of singular matrices

forms a smooth manifold with co-dimension 1 in the set of all n× n-matrices, thus

being quite a meager set with zero Lebesgue measure in Rn×n. Hence, if all the

entries of the matrix A have nonzero widths, then we can always hope to arrive at

a regular point matrix A as the result of proper varying entries of the point n× n-

matrix within A. Again, it suffices to solve the system At = b with any b∈ b in order

to find the “center” point t.

What should we do in case of rectangular equation systems? Sometimes, the

technique based on the so-called recognizing functional may help in this case, which

has been elaborated by the author in [14, 16]. We would remind some facts and

concepts.

Theorem 2.1. Let A be an interval m×n-matrix, b be an interval m-vector, and the

expression

Uni(x,A,b) = min
1≤i≤m

{
rad bi−

〈
mid bi−

n

∑
j=1

ai j x j

〉 }

defines a functional Uni : Rn → R. The membership of a point x in the solution set

to an interval linear system Ax = b is equivalent to nonnegativity of the functional

Uni in x,

x ∈ Ξ(A,b) ⇐⇒ Uni(x,A,b)≥ 0,

i. e., the solution set Ξ(A,b) of the interval linear system is Lebesgue set {x ∈R
n |

Uni(x,A,b)≥ 0} of the functional Uni.

If it is clear from the context which interval system is meant, then we shall write

simply Uni(x) instead of Uni(x,A,b).

Proof. A point x belongs to the solution set Ξ(A,b) if and only if there exists a

matrix Ã = (ãi j) ∈ A, such that

Ãx ∈ b.

After writing out the matrix-vector product and representing the right-hand side

intervals in the center-radius form, this membership takes the from

n

∑
j=1

ãi jx j ∈mid bi +
[
−rad bi, rad bi

]
, i = 1,2, . . . ,m.
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Adding (−mid bi) to both sides of the above inclusions, we get the equivalent rela-

tions
n

∑
j=1

ãi jx j −mid bi ∈
[
−rad bi, rad bi

]
, i = 1,2, . . . ,m,

which are, in its turn, equivalent to

∣∣∣∣∣
n

∑
j=1

ãi jx j −mid bi

∣∣∣∣∣≤ rad bi ,

and therefore

rad bi−
∣∣∣∣∣mid bi−

n

∑
j=1

ãi jx j

∣∣∣∣∣≥ 0 (2.7)

for every i = 1,2, . . . ,m.

Hence, x ∈ Ξ(A,b) if and only if for each index i there exist such ãi j ∈ ai j,

j = 1,2, . . . ,n, that the inequalities (2.17) are true. This amounts to the fulfillment

of

max
ãi j∈ai j ,

j=1,2,...,n

{
rad bi−

∣∣∣∣∣ mid bi−
n

∑
j=1

ãi jx j

∣∣∣∣∣

}
≥ 0 (2.8)

for i = 1,2, . . . ,m. Bringing the maximum into the brackets and taking into account

that the natural interval extension of the expression under module coincides with its

range of values, we get for i = 1,2, . . . ,m

{
rad bi−

〈
mid bi−

n

∑
j=1

ai jx j

〉 }
≥ 0 (2.9)

instead of (2.8). Finally, taking the minimum, we can reduce m conditions (2.9) into

one, to get that the point x belongs to the set Ξ(A,b) only in the case when

min
1≤i≤m

{
rad bi−

〈
mid bi−

n

∑
j=1

ai jx j

〉 }
≥ 0,

as required.

One may see that the functional Uni “recognizes”, through the sign of its values,

whether the point is in the solution set Ξ(A,b) or not. This is why we use the term

“recognizing” with respect to it. Additionally, the following properties hold [14]:

1) The functional Uni is concave in each orthant of Rn, and if the matrix A

has entirely noninterval (point) columns, then Uni(x,A,b) is concave

on unions of several orthants.

2) The functional Uni(x,A,b) is continuous and attains a finite maximum

over the whole space R
n.
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3) If Uni(x,A,b)> 0, then x is a point from the topological interior int Ξ(A,b)
of the solution set.

4) Under some additional conditions on A, b and x, the reverse is also true:

the membership x ∈ int Ξ(A,b) implies Uni(x,A,b)> 0.

The last two properties of the recognizing functional enables us to use it for de-

ciding whether a point belongs to the interior of the solution set. This is especially

important inasmuch as our technique can construct a solid inner estimate of the so-

lution set only around the center point t that lies in the interior of the solution set

int Ξ(A,b).
As a consequence of the results obtained, we arrive at the following practical pre-

scription for the correction of the point t in our “center” approach to the solution of

the problem (2.4): find a starting guess and then, using gradient ascent, try reaching

better value of the recognizing functional Uni. If the value found is strictly greater

than zero, then we are in the interior of the solution set.

We do not discuss the question of optimization (the best choice) of the center of

the inner interval box, since it is closely related to specific needs of the customers

that solve a practical problem statement.

2.5 Formula for Size of Inner Estimate

Theorem 2.2. If a point t ∈ Rn belongs to the solution set of an interval linear

system Ax = b, i.e. t ∈ Ξ(A,b), then

ρ = min
1≤i≤m

max
A∈A

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rad bi−
∣∣∣∣∣mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
≥ 0 (2.10)

and the interval vector U= (t+ρe), e= ([−1,1], . . . , [−1,1])⊤, with the center t is

entirely contained in the solution set Ξ(A,b).

The expression under extrema in (2.10) looks very impressive, but it has a clear

sense which is worth mentioning. The vector |mid b−At | is composed of abso-

lute values of the deviations of the product At components from the center of the

right-hand side of the interval linear system considered. The signs of the differ-

ences between the radii of the right-hand side and such deviations, given by the

components of ( rad b− |mid b−At |), show whether the image At of the point t

under the linear transformation A belongs to the right-hand side vector b. This all

is familiar to us from the previous section, where we used the same technique to

derive the recognizing functional Uni. However, when divided by the sums ∑ j |ai j|
of the moduli of the entries in the respective rows of A, the components of the vector

( rad b−|mid b−At |) produce a new characteristic, namely, sensitivity of the rec-
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ognizing functional with respect to variations of its first argument. More precisely,

the minimum of such ratios over all the rows of A gives a “perturbation robustness”

that shows how much we can shift the point t in order not to leave the solution set

of the interval linear system Ax = b.

Proof. Since the matrix of the interval linear system does not have zero rows, then

n

∑
j=1

|ai j| > 0

for every i = 1,2, . . . ,m, and ρ ≥ 0 is equivalent to nonnegativity of the expression

min
1≤i≤m

max
A∈A

{
rad bi−

∣∣∣∣∣mid bi−
n

∑
j=1

ai jt j

∣∣∣∣∣

}
,

which defines the values of the recognizing functional Uni in the point t ∈ Rn due

to the theorem of Section 2.4. It is indeed nonnegative for t ∈ Ξ(A,b).
Starting the substantiation of the second statement of the theorem, suppose first

that the matrix A in the problem (2.4) has zero width, i.e. is noninterval, A = A =
(ai j). Denoting then

ρA = min
1≤i≤m

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rad bi−
∣∣∣∣∣ mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
, (2.11)

we represent every x ∈ U in the form x = t+ y, where y ∈ R
n and

max
1≤k≤n

|yk| ≤ ρA.

In view of the fact that

|yi| ≤ ρA ≤
rad bi−

∣∣∣∣∣mid bi−
n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|
, i = 1,2, . . . ,m,

the following inequalities chain is valid for each i = 1,2, . . . ,m:
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|(Ay)i| =
∣∣∣∣∣

n

∑
j=1

ai jy j

∣∣∣∣∣ ≤
n

∑
j=1

|ai j| |y j | ≤ ρA ·
n

∑
j=1

|ai j|

≤ rad bi−
∣∣∣∣∣mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣

= rad bi−
∣∣mid bi− (At)i

∣∣.

As far as Ay = Ax−At, we get

(At)i− rad bi +
∣∣mid bi− (At)i | ≤ (Ax)i ≤ (At)i+ rad bi−| mid bi− (At)i

∣∣

or, which is equivalent,

bi− ( mid bi− (At)i)+ |mid bi− (At)i |

≤ (Ax)i ≤ (2.12)

bi− ( mid bi− (At)i)−| mid bi− (At)i |.

Taking into account that

−z+ |z| ≥ 0 and − z−|z| ≤ 0

for any real z, the inequality (2.12) implies for every i = 1,2, . . . ,m

bi ≤ (Ax)i ≤ bi,

i.e. Ax ∈ b. This means that the point x is a member of the solution set to the interval

linear system Ax = b. So, the formula (2.10) is proved for the systems (2.1)–(2.2)

with only the right-hand side being interval, not the matrix.

We suppose now that the matrix A in the interval linear system (2.1)–(2.2) is

essentially interval, i.e. has nonzero width, the corresponding solution set Ξ(A,b) is

nonempty and t ∈ Ξ(A,b). We consider the totality of all the systems Ax = b with

point matrices A∈A and inner estimates UA of their solution sets Ξ(A,b). By virtue

of the fact that

Ξ(A,b) =
⋃

A∈A

Ξ(A,b),

the union of all or some of the inner estimates of the sets Ξ(A,b) for A ∈ A is an

inner estimate of Ξ(A,b) too.

Let UA be a cube, with the fixed center t, included in the solution set of Ax = b.

Clearly, such inner estimates exist not for every solution set Ξ(A,b) with A ∈ A,

but only for those that contain the point t. However, the union of the inner cubes

UA ⊆ Ξ(A,b) that still exist for the given t can be found in an especially simple

way: it is a cube with the same center t, its size being equal to the maximum of sizes

of the cubes to be united (see Fig. 2.2). In particular, if the sizes of the cubes are
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�t

...

...

. . . . . .

✲

✻

Fig. 2.2: Union of cubes with a common center is also a cube with the same center

defined by the formula (2.11), then the box

U = t+ρe

is also entirely included into the solution set Ξ(A,b) for

ρ = max
A∈A

ρA = max
A∈A

min
1≤i≤m

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rad bi−
∣∣∣∣∣ mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
. (2.13)

In this expression, we have the right to take the maximum with respect to A over the

whole interval matrix A, no matter whether t ∈ Ξ(A,b) or not for specific A ∈ A.

The point is that ρA < 0 in case of t �∈ Ξ(A,b), and such negative values of the

inner minimum in the expression (2.13) in no way affect the overall nonnegative

maximum of (2.13).

Finally, we can rearrange the minimum and maximum in (2.13), since, for dif-

ferent indices i, the expressions in the curly braces have nonintersecting sets of

arguments, namely, they are taken over different rows of the matrix A. Finally,

ρ = min
1≤i≤m

max
A∈A

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rad bi−
∣∣∣∣∣ mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
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This completes the proof of the theorem.

One cannot but notice a beautiful duality of the above result with the formula

derived in [4, 16] for the size of inner estimate of the tolerable solution set to the

interval linear system (2.1)–(2.2). The tolerable solution set is defined as

Ξtol(A,b) = {x ∈ R
n | (∀A ∈ A)(∃b ∈ b)(Ax = b)}

= {x ∈ R
n | (∀A ∈ A)(Ax ∈ b)}

= {x ∈ R
n | Ax⊆ b}

and has many interesting practical applications (see e.g. [13, 19]). It turns out that,

if t ∈ Ξtol(A,b) �=∅, then

σ = min
1≤i≤m

min
A∈A

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rad bi−
∣∣∣∣∣ mid bi−

n

∑
j=1

ai jt j

∣∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
≥ 0 (2.14)

and the interval vector (t+σe), e=([−1,1], . . . , [−1,1])⊤, is included into the toler-

able solution set Ξtol(A,b). Changing the logical quantifier that stands at the matrix

in the definition of the solution set — from “∃” to “∀” — leads to changing the sense

of the internal extremum in the expression (2.10) for the size of the inner box: we

get minimum over A ∈ A instead of maximum.

An unpleasant feature of the formula (2.10) is that it produces zero, if the radius

of a right-hand side component is zero. This can be partially corrected after substi-

tuting the coordinates of the center into the interval system (2.1) and transferring

any interval column into the right-hand side, which acquires nonzero radius as the

result.

In the expression (2.10), taking the minimum over i ∈ {1,2, . . . ,m} involves no

difficulties, so that the main problem in the computation of ρ is to find, for each i,

the internal maximums

max
(ai1,...,ain)∈(ai1,...,ain)

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rad bi−
∣∣∣∣mid bi−

n

∑
j=1

ai jt j

∣∣∣∣
n

∑
j=1

|ai j|

⎫
⎪⎪⎪⎬
⎪⎪⎪⎭

or to estimate them from below.

For further convenience, we denote the box (ai1,ai2, . . . ,ain) through

(X1,X2, . . . ,Xn) = X,
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regardless of the index i ∈ {1,2, . . . ,m}, while the objective function Rn → R, de-

fined by the expression inside the curly braces in (2.10) and (2.14), will be denoted

as

Φ(x) =

R−
∣∣∣∣∣M−

n

∑
j=1

x jt j

∣∣∣∣∣
n

∑
j=1

|x j|
, (2.15)

where R = rad bi, M = mid bi are real constants. As the result, constructing inner

interval estimate of the set Ξ(A,b) around the known center point reduces to the

solution of the following optimization problem

Find max
x∈X

Φ(x) or, at least, its nonnegative estimate from below. (2.16)

Nonnegativity constraint is evidently implied by the practical sense of the required

estimate as a radius of the inner box.

2.6 Computing Size of Inner Estimate

It is obvious that, in (2.16), the estimate of the sought-for maxx∈X Φ(x) from be-

low may be the value the objective function Φ(x) takes at any point of the box X.

Therefore, if we are not going to get involved into laborious computations, then the

simplest way to solve the problem (2.16) is to take maximum of the values of the

objective function in several special points of its domain X.

Let us denote

G(x) = R−
∣∣∣∣∣M−

n

∑
j=1

x jt j

∣∣∣∣∣ , H(x) =
n

∑
j=1

|x j|,

so that

Φ(x) =
G(x)

H(x)
.

G(x) and H(x) are quite simple expressions that have only one occurrence of every

variable x j, so that their extrema over X can be easily computed as the lower and

upper endpoints of the natural interval extensions G(X) and H(X) for the respective

expressions. In particular,

max
x∈X

G(x) = G(X) = R−
〈

M−
n

∑
j=1

X jt j

〉

and
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min
x∈X

H(x) = H(X) =
n

∑
j=1

〈X j〉.

Further, along with the values of these extrema, we can find the arguments that they

deliver, tracing which of the endpoints of the intervals X1, X2, . . . , Xn produce the

endpoints of the interval extensions G(X) and H(X) as the result of the operations

with them, i.e. addition, subtraction, multiplication and taking the modulus. Overall,

the simplest estimate of the solution to the problem (2.16) can be taken, for instance,

as maximum of the values of the objective function Φ(x)

in the center (“most representative point”) of the box X,

in the point where the denominator H(x) attains its minimum,

in the point where the numerator G(x) attains its maximum.

If the center t of the inner box lies in the solution set Ξ(A,b), then we have seen that

maxx∈X G(x)≥ 0. So, the overall maximum of the values of Φ(x) in the above three

points is greater or equal to zero, thus satisfying the nonnegativity requirement in

the formulation (16).

We turn now to more developed techniques for the solution of the optimization

problem (2.16). Recall

Definition [2]. Let D be a convex set in Rn. The function f : D→ R is referred to

as quasiconcave, if for every x,y ∈D and 0≤ λ ≤ 1 there holds

f
(
λx+(1−λ )y

)
≥min{ f (x), f (y) }.

✲

✻

✲

✻

Fig. 2.3: Graphs of concave and quasiconcave functions

The function f : D → R is known to be quasiconcave [2] if and only if its

Lebesgue sets

{ x ∈ D | f (x)≥ α }
are convex for every α ∈ R (see Fig. 2.3). In particular, a quasiconcave function

cannot have several local maxima that differ in value from each other. Computing

one local maximum of such functions is, at the same time, the solution of global

maximization problem.
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Theorem 2.3. Let 0 �∈ X ⊆ Rn. The set D of all the points from X for which the

function Φ(x) defined by (2.15) takes nonnegative values is convex, and Φ(x) is

quasiconcave on D.

Proof. For a given level α ≥ 0, we denote through

Sα = { x ∈ X ⊂ R
n |Φ(x) ≥ α }

the Lebesgue set of the function Φ(x). In particular, S0 =D.

If Sα is empty, there is nothing to talk about. If Sα �= ∅, then let the points x,

y (not necessarily different) belong to the set Sα , so that Φ(x) ≥ α , Φ(y) ≥ α .

Therefore,

R−
∣∣∣∣∣M−

n

∑
j=1

x j t j

∣∣∣∣∣ ≥ α
n

∑
j=1

|x j|,

R−
∣∣∣∣∣M−

n

∑
j=1

y j t j

∣∣∣∣∣ ≥ α
n

∑
j=1

|y j|.

Taking any λ ∈ [0,1] and summing the above inequalities with the nonnegative

weights λ and (1−λ ), we come up with the inequality of the same sense:

R−λ

∣∣∣∣∣ M−
n

∑
j=1

x j t j

∣∣∣∣∣−(1−λ )

∣∣∣∣∣M−
n

∑
j=1

y j t j

∣∣∣∣∣

≥ α

(
λ

n

∑
j=1

|x j|+(1−λ )
n

∑
j=1

|y j|
)
.

(2.17)

Further, applying the triangle inequality for the absolute values of intervals, we

can change the left-hand side of the inequality (2.17) to a greater or equal quantity

R−
∣∣∣∣∣ λ
(

M−
n

∑
j=1

x j t j

)
+(1−λ )

(
M−

n

∑
j=1

y j t j

)∣∣∣∣∣ ,

while the right-hand side (2.17) can be changed (due to α ≥ 0) to a smaller or equal

quantity

α

(
n

∑
j=1

|λx j +(1−λ )y j|
)
.

Finally, we have

R−
∣∣∣∣∣M−

n

∑
j=1

(λx j +(1−λ )y j)t j

∣∣∣∣∣ ≥ α

(
n

∑
j=1

|λx j +(1−λ )y j|
)
,
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which is equivalent to

Φ
(
λx+(1−λ )y

)
≥ α.

The point λx+ (1− λ )y thus lies within the set Sα too, i.e. Sα is convex. This

completes the proof of the theorem.

It is worth noting that the condition of nonnegativity on Φ(x) is not so burden-

some for applications of the above result, since negativity of Φ(x) for all x ∈ X is

only possible for uninteresting cases when the center point t does not lie within the

solution set. This follows from that the negativity of Φ(x) is equivalent to negativity

of the numerator in the fraction (2.15) and, hence, of the “recognizing” functional

Uni in the point t (see Section 2.4). Then we have to take care of a better choice for

the center point t.

The presence of moduli in the expression (2.15) makes the objective function

Φ(x) nonsmooth, although it is continuous. The function is still differentiable al-

most everywhere over its domain of definition. Therefore, the quasiconcavity of

Φ(x) may result in gradient-type methods for the solution of the problem (2.16).

For instance, if PrX means projection onto the box X, we can apply the simplest

gradient projection method

x(k+1) := x(k)+ γ(k)PrX

(
∇Φ(x(k))

)
, k = 0,1,2, . . . , (2.18)

with the appropriate choice of the step size γ(k) ∈R+ (see e.g. [2]). The components

of the gradient ∇Φ(x) are easily seen to have the form

(
∇Φ(x)

)
i
=

ti · sgn

(
M−

n

∑
j=1

x j t j

)
·
(

n

∑
j=1

|x j|
)
−
(

R−
∣∣∣∣∣M−

n

∑
j=1

x j t j

∣∣∣∣∣

)
· sgn xi

(
n

∑
j=1

|x j|
)2

,

i = 1,2, . . . ,n,

where “sgn” means the usual sign function.

A good choice of the initial approximation x(0) for the process (2.18) will be a

point where the objective function Φ(x) is already nonnegative. How can we find

this?

As follows from the results of Section 2.4, the membership of a point t in the

solution set Ξ(A,b) is equivalent to

Uni(t,A,b) = min
1≤i≤m

{
rad bi−

〈
mid bi−

n

∑
j=1

ai j t j

〉 }
≥ 0,
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which, in its turn, holds true if and only the same inequality is valid for the separate

i-th row of the matrix A, i= 1,2, . . . ,m. In terms of the function Φ defined by (2.15),

this means that

R−
〈

M−
n

∑
j=1

X j t j

〉
≥ 0, (2.19)

where X = (X1,X2, . . . ,Xn) = (ai1,ai2, . . . ,ain), R = rad bi, M = mid bi for a fixed

index i. Therefore, to find nonnegativity points for the objective function Φ(x), we

have to trace the endpoints of the intervals X1, X2, . . . , Xn, at which the value of the

expression 〈
M−

n

∑
j=1

X j t j

〉

is attained, similar to what has been recommended in the beginning of the section.

The numbers thus obtained constitute components of the sought-for starting approx-

imation x(0) for the gradient ascending method (2.18).

2.7 Numerical Examples

Let us consider a numerical example with the interval linear system

(
[2,3] [0,1]

[1,2] [2,3]

)
x =

(
[0,120]

[60,240]

)
, (2.20)

proposed by E. Hansen (see [5] and earlier works). Its solution set is shown at

Fig. 2.4.

In formal-algebraic approach to inner estimation of the solution set, we have to

carry our considerations into Kaucher complete interval arithmetic and organize the

so-called dualization equation

(
[3,2] [1,0]

[2,1] [3,2]

)
x =

(
[0,120]

[60,240]

)
,

having the matrix dualized and the right-hand side vector unchanged, and then com-

pute its formal (algebraic) solution [8, 15, 17, 18]. It can be computed by several

ways, and the most efficient subdifferential Newton method1 in 2 iterations finds

the vector (
[−12,60]

[24,90]

)
. (2.21)

1 C-sources and executable files of its implementation for Windows are downloadable from http:

//www.nsc.ru/interval/shary/Codes/progr.html

http://www.nsc.ru/interval/shary/Codes/progr.html
http://www.nsc.ru/interval/shary/Codes/progr.html
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−100

−50

200

100

Fig. 2.4: Solution set of Hansen system (2.20)

One can make sure that this is an inclusion maximal inner estimate of the solution

set for Hansen system.

Inner interval estimation with the use of our “center approach” starts from solving

the midpoint system (
2.5 0.5

1.5 2.5

)
x =

(
60

150

)
. (2.22)

Its solution is (13.6364,51.8182)⊤ and, due to regularity of the matrix in (2.22),

this vector is within the estimated solution set and can be taken as the center t of the

inner box.2

When solving the optimization problem (2.15)–(2.16) for the first equation of the

system (2.20), we have to take

R = 60, M = 60, X =
(
[2,3], [0,1]

)
.

Then 〈
M−

2

∑
j=1

X j t j

〉
= 0,

and this value is attained at (2.5,0.5)∈X which can serve as a starting point x(0) for

the method (2.18).

Launched from this x(0), with Φ(x(0)) = 20, the gradient ascending (2.18) reaches

the boundary of the box X at the point x̃ = (2.0,0.631581) (the exact number of

2 We keep no more than six digits in the numerical data of this section.
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steps depends on the specific choice of the step size γ(k)). The point x̃ turns out to

be maximum of Φ in X with Φ(x̃) = 22.8.

For the second equation of (2.20), the optimization problem (2.15)–(2.16) corre-

sponds to

R = 90, M = 150, X =
(
[1,2], [2,3]

)
.

We have 〈
M−

2

∑
j=1

X j t j

〉
= 0,

which is attained at (1.5,2.5). It is taken as the starting point x(0) for the method

(2.18), while Φ(x(0)) = 22.5. The gradient ascending (2.18) reaches the boundary

of the domain box X at the point x̃ = (1.0,2.63158) that delivers maximal value

Φ(x̃) = 24.7826 to the objective function.

According to Theorem 2 (Section 5) and formula (2.10), we get an inner interval

estimate for the solution set of Hansen system in the form

(
13.6364

51.8182

)
+min

{
22.8,24.7826

}
·
(
[−1,1]

[−1,1]

)
,

that is, (
[−9.16364,36.4364]

[29.0182,74.6182]

)
.

This is slightly worse than (2.21), but no so bad at all!

Next, we consider the interval linear system

⎛
⎜⎝

3.5 [0,2] [0,2]

[0,2] 3.5 [0,2]

[0,2] [0,2] 3.5

⎞
⎟⎠x =

⎛
⎜⎝

[−1,1]

[−1,1]

[−1,1]

⎞
⎟⎠ , (2.23)

with the solution set as in Fig. 2.5 (it is shown at the jacket of the book [10], but in

another projection).

Since the middle of the right-hand side vector is (0,0,0)⊤, the solution to the

midpoint system is the zero vector too, and we can take the center of the inner box

as t = 0. This crucially simplifies our technique, since then the numerator of the

expression (2.15) does not depend on x any more. We have

max
x∈X

Φ(x) = max
x∈X

(
R−|M|
∑ j |x j|

)
=

R−|M|
minx∈X

(
∑ j |x j|

) = R−|M|
∑ j〈X j〉

, (2.24)

which is easily computable.
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x3

x1

x2

Fig. 2.5: Solution set for Neumaier system (2.23)

For the system (2.23), the expressions (2.24) taken over all three rows of the

matrix coincide and equal

1−0

〈3.5〉+ 〈[0,2]〉+ 〈[0,2]〉 =
1

3.5
= 0.285714.

Therefore, the inner interval box for the solution set of (2.23) should be

⎛
⎜⎝

[−0.285714,0.285714]

[−0.285714,0.285714]

[−0.285714,0.285714]

⎞
⎟⎠ . (2.25)

It coincides with the inner estimate obtained by formal-algebraic approach, as a

proper formal solution to the interval linear system in Kaucher arithmetic

⎛
⎜⎝

3.5 [2,0] [2,0]

[2,0] 3.5 [2,0]

[2,0] [2,0] 3.5

⎞
⎟⎠x =

⎛
⎜⎝

[−1,1]

[−1,1]

[−1,1]

⎞
⎟⎠ .

The cube (2.25) is actually an inclusion maximal inner interval estimates of the solu-

tion set to (2.23) that “exhaust” its central part adjacent to the origin of coordinates.
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2.8 Conclusions

The work presents a new method (“center approach”) for inner interval estimation

of the solution sets to interval linear systems, which is a good supplement to the

earlier developed techniques.

For interval linear systems with square matrices, the quality of the results pro-

duced by the new method is slightly worse in comparison to those of formal-

algebraic approach. But the new method is conceptually simpler and has wider

applicability scope, being able to compute inner estimates for the solution sets to

interval linear systems with general rectangular matrices. A notable feature of the

“center approach” is the possibility to easily control the location of the inner box

within the solution set, through changing the position of its center. Additionally, the

new approach can be adapted to interval linear systems with dependencies between

the entries of the matrix.

Acknowledgements The author is grateful to the referees for their valuable suggestions on im-
proving the presentation of the paper.
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Chapter 3

Structural Analysis for the Design of Reliable
Controllers and State Estimators for
Continuous-Time Dynamical Systems with
Uncertainties

Andreas Rauh (�) and Harald Aschemann

Abstract The task of designing feedforward control strategies for finite-dimensional

systems in such a way that the output variables match predefined trajectories is a

common goal in control engineering. Besides the widely used formulation of the

corresponding system models as explicit sets of ordinary differential equations,

differential-algebraic representations allow for a unified treatment of both system

analysis and synthesis. For modeling and analysis of many real-life dynamic pro-

cesses, differential-algebraic equations are a natural description to take into account

interconnections between different physical components. Each component of such

interconnected systems is described by a separate dynamic model, for instance the

electric drive and the mechanical components in power trains. Moreover, side condi-

tions are required to connect these component models by a description of power flow

or, for example, geometric constraints imposed by links and joints. During system

synthesis, control design tasks can be formulated in terms of initial value problems

for sets of differential-algebraic equations. To check solvability, verified and non-

verified algorithms are applicable which analyze the underlying system structures.

The same holds for the reconstruction of internal variables and parameters on the

basis of measured data. In this contribution, constructive approaches are discussed

for solving both the control and estimator design using differential-algebraic formu-

lations. It is demonstrated how these approaches can be used to show controllability

and observability of dynamical systems. Numerical results for two applications con-

clude this paper.
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3.1 Introduction

The basis for formulating control and estimation tasks for finite-dimensional contin-

uous-time processes is their mathematical modeling in terms of systems of ordinary

differential equations (ODEs) as well as differential-algebraic equations (DAEs).

Besides non-verified techniques for solving initial value problems (IVPs) for sys-

tems of DAEs (and in special cases ODEs), interval arithmetic tools are applied to

analyze the structure of control and state estimation problems in a verified way.

The non-verified solver that is applied for this purpose is DAETS [20–23]. In

addition to solving IVPs with consistent initial conditions on the basis of Taylor

series expansions in an accurate way, DAETS provides a functionality that allows

a user to structurally analyze sets of DAEs. This feature is exploited to determine

approximate solutions with high quality after computing a set of consistent initial

conditions for the state vector and a finite number of its time derivatives fulfilling

both explicit and hidden constraints.

Moreover, verified methods are employed in this paper which rely on interval

arithmetic. Basically, they were developed to quantify rounding errors in finite-

precision floating-point arithmetic as well as to determine the influence of uncer-

tainties in mathematical system models [11, 18].

In this contribution, the term verified solution approach is understood as a tech-

nique, implemented, for example, by using interval arithmetic software libraries,

in such a way that correctness of the results is guaranteed. This means, that the

computed results are represented by interval bounds containing the true solution to

the equations to be solved under consideration of all possible parameter values and

rounding errors. In contrast to a verified approach, non-verified software implemen-

tations only make use of classical finite-precision floating-point arithmetic and are,

therefore, subject to inaccuracies resulting from rounding errors.

Software libraries for basic interval arithmetic functionalities such as the evalu-

ation of arithmetic operations and functions (e.g. trigonometric and other transcen-

dental functions) are, for instance, the C++ toolboxes Profil/BIAS [12] and

filib++ [15]. In addition, most verified computational algorithms, such as those

presented in this article, make use of partial derivatives of the first and higher orders

as well as Taylor coefficients. Such derivatives can be obtained with the help of al-

gorithmic differentiation [9]. The C++ library that is used for this purpose in the

verified framework as well as in the solver DAETS is FADBAD++ [4].

On the basis of these software libraries, routines for verified integration of

IVPs for sets of ODEs were developed. Examples for interval-based tools are

VNODE-LP [19] and ValEncIA-IVP [3]. In addition, program packages such

as VSPODE [16] and COSY VI [5] make use of Taylor model arithmetic to

reduce the influence of overestimation. Overestimation is a general problem of ver-

ified computations. Its meaning is that enclosures of the desired solutions might get

too conservative for practical purposes. It often arises if naive implementations of

interval algorithms are applied.

On the one hand, packages for verified simulation of dynamical systems build

the basis for offline approaches for verification, design, stability analysis and opti-
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mization of robust open-loop and closed-loop control strategies (cf. [27,29,31–33]).

On the other hand, they are also applicable under certain prerequisites to the online

computation of feedforward control laws as well as state and disturbance estimates.

In offline applications, interval tools are used to quantify the effects of uncer-

tainties which result from, for example, manufacturing tolerances or measurement

errors occurring unavoidably in any technical application. In the offline design, ver-

ified enclosures of all possibly admissible solutions of control synthesis are de-

termined after verified enclosures of all reachable states have been calculated. In

this case, the actual computing time is of minor importance, whereas the analysis

of feasibility of all possible solutions with respect to state and control constraints

is of major interest. In online applications, however, we have to fulfill given real-

time requirements. For that reason, the computation is restricted to determining only

one guaranteed admissible solution taking into account the influence of all possible

uncertainties in such a way that constraints on state and control variables are not

violated. Pessimism of the solutions introduced in some applications can be com-

pensated effectively by implementing stabilizing feedback controllers.

In addition to directly solving IVPs for ODEs or DAEs over sufficiently short

time intervals, sensitivity analysis (implemented in a verified way in ValEncIA-
IVP) can be applied to solve control and, analogously, estimation problems. The

sensitivity analysis provides a means for the online adjustment of control strategies.

For that purpose, the sensitivity of the outputs of a dynamical system with respect

to its control inputs as well as uncertain parameters can be investigated [2, 30]. For

further work related to the design of robust controllers, see for example [1, 31, 32]

and the references therein.

In Section 3.2, DAE-based formulations for feedforward control synthesis as

well as state and disturbance estimation are presented for finite-dimensional sys-

tem models. For real-life control tasks, the structural analysis and numeric solution

of these DAE systems is in the focus of this paper. Verified simulation algorithms

for sets of ODEs and DAEs which are applicable to solve the corresponding IVPs

are briefly summarized in Section 3.3. The strategies for feedforward control design

and state estimation are applied in real-time to a finite volume representation of a

distributed heating system in Section 3.4. In Section 3.5, a further tracking control

task is presented for which dynamic extensions of the state equations are required.

This procedure is applicable to the control of non-quasi-linear sets of DAEs and

multiple-input multiple-output systems. Conclusions and an outlook on future work

are given in Section 3.6.

3.2 DAE Formulation of Dynamic Systems for Feedforward
Control and State Estimation

In this section, the basics of the formulation of feedforward control as well as state

and disturbance estimation tasks for continuous-time dynamic systems using IVPs

for sets of DAEs is given.
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3.2.1 Modeling of Continuous-Time Control Objects

On the one hand, a dynamic process, that is, the plant for which control strategies

are to be designed, can be described by a set of ODEs

ẋ(t) = f(x(t) ,p(t) ,u(t) , t) (3.1)

with the state vector x(t), a vector of constant or time-varying system parameters

p(t), and the control vector u(t). In this case, all constraints for the coupling of

different physical system components are eliminated explicitly such that a set of

explicit ODEs f(x(t) ,p(t) ,u(t) , t) is obtained.

On the other hand, as already mentioned in the introduction to this paper, a nat-

ural modeling approach for complex dynamic systems is the use of separate sets

of ODEs for smaller subprocesses which are connected with the help of algebraic

constraints. The resulting set of DAEs is assumed to be given by

ẋ(t) = f(x(t) ,y(t) ,p(t) ,u(t) , t)

0 = g(x(t) ,y(t) ,p(t) ,u(t) , t)
(3.2)

in the following with the vector of algebraic state variables y(t).
For both types of system representations, the following two types of problems

are solved in this contribution:

• Design a control strategy in such a way that output variables h(x(t) ,y(t)) of the

system match a desired dynamic behavior. Here, either the direct computation

of the physical control input u(t) can be considered in the task of feedforward

control or the design of a reference signal w(t) if an underlying (stabilizing)

controller is designed beforehand using classical control approaches.

• Design state and parameter estimators in such a way that non-measured internal

states and parameters are reconstructed on the basis of measured data.

For both types of problems, solvers for IVPs for DAEs can be employed not only

to simulate the system dynamics but also to synthesize the corresponding controllers

and estimators. To simplify the notation in the following, the control and estimator

synthesis is described for the system model (3.1), whereas all necessary extensions

to the more general DAE formulation (3.2) are highlighted. The solvability of both

controller and estimator design is checked with the help of a structural analysis of

the DAE formulations given in the following subsections.

3.2.2 DAE Formulation of Trajectory Planning and Tracking

Control for Systems with Consistent Initial Conditions

The first task mentioned above corresponds to trajectory planning and computation

of feedforward control strategies for ODE and DAE systems. In the case of trajec-
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tory planning for the system model (3.1), reference signals w(t) of open-loop con-

trollers (S is open in Fig. 3.1) or closed-loop controllers (S is closed in Fig. 3.1) are

calculated in such a way that the system outputs y(t) follow a desired time response

yd (t) within given tolerances. For closed-loop control, the structure and parameters

of u(x̂,w) are assumed to be determined beforehand using classical techniques for

control synthesis.

State estimation techniques can be employed in the closed loop in Fig. 3.1 to

reconstruct non-measured components of x, p, and q, where q corresponds to (un-

certain) parameters of the sensor characteristics and bounded measurement noise

expressed by interval parameters. The corresponding estimates x̂ can then be used

as a substitute for the unknown quantities in the closed-loop control u(x̂,w).

observer for

state

reconstruction

u(x̂,w) ẋ = f(x,p,u, t) y = h(x,u,q, t)

control law plant sensor characteristics

S

x
w

u

x̂

y

Fig. 3.1: Observer-based closed-loop control of nonlinear dynamical systems

To determine feedforward control strategies (and reference signals), the inputs

u(t) (and w(t)) are computed as components of the vector y(t) of algebraic state

variables of a set of DAEs, see also (3.2). This set of DAEs is obtained by adding

the specification of the desired system outputs

0 = h(x(t) ,u(t) ,q(t) , t)− (yd (t)+ ytol (t)) (3.3)

as an algebraic constraint g(x(t) ,y(t) , t) to the system model (3.1). This problem

can be formulated analogously if the original system models is already a set of

DAEs (3.2).

In the constraints (3.3), [ytol (t)] represents worst-case interval bounds for the

tolerances ytol (t) between the actual and desired outputs y(t) and yd (t). The re-

sulting DAE system can be solved either with the help of DAETS for a point-

valued approximation of the uncertain parameters or mathematically rigorously by

ValEncIA-IVP for the interval parameters given above, see also Section 3.3. In

both cases, the results are the control sequence u(t) and the state trajectories x(t)
which are consistent with the output specification (3.3). Considering time-varying

tolerances instead of fixed tolerance values is useful to express variable accuracies

of control strategies for transient and steady-state operating conditions. In the case

of interval parameters p ∈ [p], q ∈ [q], and [ytol (t)] �= [0 ; 0], the application of ver-

ified solution procedures such as ValEncIA-IVP provides guaranteed enclosures
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for all x and u that are consistent with (3.1) and (3.3). Therefore, the results can be

used directly to verify the admissibility of the solutions with respect to guaranteed

compliance with state and control constraints.

Compared with approaches based on symbolic formula manipulation which can

be applied to feedforward control of nonlinear exactly input-to-state linearizable sets

of ODEs (as a special case of differentially flat systems) [7, 17], the interval-based

approaches provided by ValEncIA-IVP are more flexible. First, uncertainties and

robustness requirements can be expressed directly in the constraints (3.3) which is

also not possible if a non-verified DAE solver is applied. In addition, the verified ap-

proach can also handle differentially non-flat systems if stability of the internal dy-

namics can be guaranteed [6,32]. For most of these non-flat systems, the output y(t)
does not coincide exactly with yd (t). However, verified techniques still allow us to

compute control sequences (if they exist) for which the tolerances [ytol (t)] �= [0 ; 0]
in (3.3) are not violated.

3.2.3 DAE Formulation of State Estimation Tasks

Since most control structures rely on estimates for non-measured states, parame-

ters, and disturbances, the DAE approach described above has to be extended. This

extension leads to a one-stage procedure instead of the two-stage method used in

most classical interval observers. In these two-stage approaches, the non-measured

quantities are reconstructed in a filter step by solving the measurement equations for

the same number of variables as linearly independent measurements (cf. [13]). In a

subsequent stage, this estimate is predicted over time using a verified ODE or DAE

solver up to the point at which the next measured data are available.

To estimate non-measured quantities in a one-stage DAE-based approach, the

equation

q(x) =
[
yT

m ẏT
m . . . y

(nx−1)
m

T
]T

=
[
h(x)T Lfh(x)

T . . . L
nx−1
f h(x)T

]T
(3.4)

describing the measured variables ym (t) and their i-th derivatives y
(i)
m (t) has to be

solved for the state vector x(t) ∈ R
nx , usually under the assumption of piecewise

constant control u(t).

In (3.4), y
(i)
m (t) is expressed as the Lie derivative

Li
fh(x) = Lf

(
Li−1

f h(x)
)
, i = 0, . . . ,nx−1 , (3.5)

of the output h(x) along the vector field f(x) with

L0
f h(x) = h(x) and Lfh(x) =

∂

∂x
h(x) · f(x) . (3.6)
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For a comprehensive summary of Lie algebra and its application to different control

tasks, see [10].

The equation (3.4) can be solved (at least locally) for x, if the observability matrix

Q(x) =
[
QT

0 (x) QT
1 (x) . . . QT

nx−1 (x)
]T

(3.7)

with Qi (x) =
∂
∂xLi

fh(x), corresponding to the Jacobian of q(x) with respect to the

state vector x, has the full rank nx. The rank of Q(x) yields sufficient information

about the dimension of the observable manifold of the dynamical system [2, 32].

For state, parameter, and disturbance estimation using a DAE formulation, the

system’s output equation ym (t) = h(x(t)) is included in the system model as a fur-

ther time-dependent algebraic constraint g(·) with interval uncertainties of the mea-

sured variables and their derivatives. In that way, the estimation task can be solved

by the same procedures that are required to solve the feedforward control problem

formulated in Subsection 3.2.2. Moreover, the Lie derivatives required in (3.4) co-

incide directly with the hidden constraints to be evaluated by the DAE solver, see

also Section 3.3. These constraints are evaluated in each time step in which the DAE

solver is used to integrate the dynamical system model by solving the corresponding

IVP. If the interval-based solver ValEncIA-IVP is used for this purpose, the influ-

ence of measurement uncertainties on the quality of state estimates can be quantified

directly by determining guaranteed consistent state enclosures.

3.2.4 Relations to Sensitivity-Based Predictive Control

As an alternative to directly solving IVPs to DAEs in control and estimator synthe-

sis, the computation of differential sensitivities of state trajectories with respect to

piecewise constant control inputs and parameters can be used [24, 28]. As shown in

this subsection, a sensitivity analysis provides further insight into the system struc-

ture and gives information about controllability of dynamic systems on the bound-

aries of the admissible operating regions.

Consider a finite-dimensional dynamical system model described by the ODEs

ẋ(t) = f(x(t) ,ξ ) (3.8)

with the state vector x ∈ Rn and the parameter vector ξ ∈ Rm. In this section, the

vector ξ is assumed to consist of both system parameters p and control inputs u
which are constant for each time interval t ∈ [tk ; tk+1], 0≤ tk < tk+1.

The sensitivity of the solution x(t) of the set of ODEs (3.8) with respect to a

time-invariant parameter vector ξ is computed by solving an IVP for the ODEs

ṡi (t) =
∂ f(x(t) ,ξ )

∂x
· si (t)+

∂ f(x(t) ,ξ )

∂ξi

(3.9)



50 A. Rauh and H. Aschemann

with the sensitivities si (t) := ∂x(t)
∂ξi

∈ Rn for all i = 1, . . . ,m.

This set of ODEs is coupled with the state equations (3.8). To determine a unique

solution for the corresponding IVP for t ≥ tk with the initial conditions x(tk), the

corresponding initial values for the sensitivities have to be determined according to

si (tk) =
∂x(tk,ξ )

∂ξi

. (3.10)

Two practically important special cases are initial conditions x(tk) which do not

depend on the parameters ξ leading to si (tk)= 0 and sensitivity analysis with respect

to the initial conditions x(tk) itself leading to

si (tk) = ei and
∂ f(x(t) ,ξ )

∂ξi

= 0 , (3.11)

where ei denotes the i-th unit vector.

The ODEs (3.9) for si (t), t ≥ tk, are then evaluated along the trajectories of the

system states x(t) for t ≥ tk determined by an appropriate IVP solver. All partial

derivatives required in (3.9) can be computed efficiently by algorithmic differentia-

tion provided by FADBAD++.

To use the sensitivities si (t) for the computation of dynamic feedforward control

laws and for the adaptation of the parameterization of feedback controllers, the error

measure

J =
k+N

∑
i=k

D (y(ti)− yd (ti)) (3.12)

is determined, where y(t)−yd (t) represents the control error.

In the following, the quadratic error measure

D (y(ti)− yd (ti)) := (y(ti)−yd (ti))
T P(y(ti)−yd (ti)) (3.13)

with the positive definite matrix P = PT is considered. Since the vector y(t) can be

expressed as a function of the states x and the control u (which is assumed to be

piecewise constant for tk ≤ t < tk+1) according to

y(t) = g(x(t) ,u(t)) , (3.14)

the corresponding differential sensitivity of J can be determined using algorithmic

differentiation with the help of (3.9) and the condition
∂x(tk−1)
∂∆u = 0 by

∂J

∂∆u
=

k+N

∑
i=k

2(∆g(x,u))T ·P · (y(ti)−yd (ti)) (3.15)

with

∆g(x,u) :=

(
∂g(x,u)

∂x

∂x(ti)

∂∆u
+

∂g(x(ti) ,u)

∂∆u

)
. (3.16)
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Here, the terms ∂g
∂x and ∂g

∂∆u denote the Jacobians of the output equations with

respect to x and u, which are evaluated for x = x(ti) and u = u(tk−1). Here, the

dimensions of the vectors u and y do not necessarily have to be identical.

Using the equations derived above, a correcting control input u(tk) can be com-

puted by

u(tk) = u(tk−1)+∆uk with ∆uk =−
(

∂J

∂∆u

)+

· J , (3.17)

where the superscript + denotes the left pseudo inverse M+ :=
(
MT M

)−1
MT of a

rectangular matrix M. The corresponding control input u is used only in the time

interval tk ≤ t < tk+1 and recomputed again at t = tk+1 with
∂x(tk)
∂∆uk+1

= 0.

This procedure can be applied to arbitrary combinations of

• the direct computation of a physical control input,

• the adaptation of gain factors of a feedback controller with a given structure, and

• the adaptation of reference signals in closed-loop control structures to improve

tracking properties.

In the equations above, it is assumed that the complete state vector x is accessible

to the controller at each time step tk either by direct measurement or by reconstruc-

tion using a suitable observer.

An extension to sensitivity-based control of systems described by DAEs

ẋ(t) = f(x(t) ,y(t) ,ξ )

0 = g(x(t) ,y(t) ,ξ )
(3.18)

is straightforward after evaluating the corresponding sensitivity equations

ṡx,i (t) =
∂ f(x(t) ,y(t) ,ξ )

∂x
· sx,i (t)+

∂ f(x(t) ,y(t) ,ξ )

∂y
· sy,i (t)+

∂ f(x(t) ,y(t) ,ξ )

∂ξi

0 =
∂g(x(t) ,y(t) ,ξ )

∂x
· sx,i (t)+

∂g(x(t) ,y(t) ,ξ )

∂y
· sy,i (t)+

∂g(x(t) ,y(t) ,ξ )

∂ξi

(3.19)

with

sx,i (t) :=
∂x(t)

∂ξi

and sy,i (t) :=
∂y(t)

∂ξi

. (3.20)

As shown in [25], it is possible to extend this sensitivity-based control approach

using the verified ODE and DAE solvers presented in the following section in such

a way that constraints on state and output variables are guaranteed not to be violated

in the presence of interval uncertainties.

To verify controllability of dynamic systems on the boundary of the admissible

operating range, the following criteria are checked: Reaching the maximal admis-

sible value yi of the system output yi, the sensitivity sy,i, j =
∂yi

∂u j
has to fulfill the

condition sy,i, j < 0 for at least one admissible control u j. Here, the sensitivity sy,i, j
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is computed for all possible values p ∈ [p] of the uncertain system parameters. If

the condition sy,i, j < 0 is fulfilled, it is guaranteed that the critical state variable yi

remains within its admissible range. In contrast, operability is certainly not given

if the violation of the state constraint cannot be avoided for any possible u j and at

least one p ∈ [p] if sy,i, j > 0 holds. Similarly, controllability can be verified if the

bound y
i

is reached, where sy,i, j > 0 has to be guaranteed.

3.3 Verified Simulation of IVPs in ValEncIA-IVP

As shown in the previous section, IVPs for ODEs and DAEs arise naturally in the

analysis and synthesis of control strategies as well as state and parameter estimation

tasks. To solve IVPs for dynamic system models with uncertainties in the initial

states and parameters, verified ODE and DAE solvers can be applied. In this sec-

tion, the basic functionalities provided for that purpose by ValEncIA-IVP are

summarized.

3.3.1 Initial Value Problems for Systems of ODEs

First, the verified solution to IVPs to the set of ODEs

ẋ(t) = f(x(t) , t) , x ∈ R
nx (3.21)

is considered with the uncertain initial conditions x(0) ∈ [x(0)] := [x(0) ; x(0)],
xi (0) ≤ xi (0) for all i = 1, . . . ,nx with the help of the verified solver ValEncIA-
IVP.

In the basic version of ValEncIA-IVP, time-varying state enclosures

[xencl (t)] := xapp (t)+ [R(t)] (3.22)

are computed iteratively which consist of a non-verified approximate solution

xapp (t) with guaranteed error bounds [R(t)]. For the sake of simplicity, we spec-

ify the iteration formulas for the ODE (3.21) in the time interval 0 ≤ t ≤ T . In this

case, an interval containing the derivatives
[
Ṙ(t)

]
of the desired error bounds [R(t)]

can be computed by

[
Ṙ(κ+1) (t)

]
=−ẋapp (t)+ f

([
x
(κ)
encl (t)

]
, t
)

=−ẋapp (t)+ f
(
xapp (t)+

[
R(κ) (t)

]
, t
)
=: r

([
R(κ) (t)

]
, t
) (3.23)

if [
Ṙ(κ+1) (t)

]
⊆
[
Ṙ(κ) (t)

]
(3.24)
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holds with
[
R(κ+1) (t)

]
⊆
[
R(κ+1) (0)

]
+ t · r

([
R(κ) ([0 ; t])

]
, [0 ; t]

)
(3.25)

and t = T as well as [x(0)]⊆ xapp (0)+
[
R(κ+1) (t)

]
.

In addition, we can apply the approach of computing exponential state enclosures

to prevent the growth of interval diameters for asymptotically stable systems. The

basic idea is to use the representation

[xencl (t)] := exp([Λ ] · t) · [xencl (0)] (3.26)

for the guaranteed state enclosures with the diagonal matrix

[Λ ] := diag{[λi]} , (3.27)

where the coefficients [λi] are computed iteratively by

[
λ
(κ+1)
i

]
:=

fi

(
exp

([
Λ (κ)

]
· [0 ; T ]

)
· [xencl (0)] , [0 ; T ]

)

exp
([

λ
(κ)
i

]
· [0 ; T ]

)
·
[
xencl,i (0)

] (3.28)

for all i = 1, . . . ,nx in the case of convergence, that means, for
[
λ
(κ+1)
i

]
⊆
[
λ
(κ)
i

]
.

The iteration formula (3.28) is only admissible if the value zero does not belong

to the set of all reachable states in the time interval [0 ; T ]. To check this property, we

compute guaranteed enclosures for all states by the basic iteration formulas (3.23)–

(3.25) before evaluating the tighter exponential state enclosures.

A detailed derivation of the iteration formulas of ValEncIA-IVP can be found,

for example, in [3, 27]. To further tighten the computed state enclosures, consis-

tency tests are available which exclude domains resulting from overestimation by

constraints representing conservation properties such as energy balances for me-

chanical systems [8, 26].

3.3.2 Initial Value Problems for Systems of DAEs

As an extension to the systems considered in Subsection 3.3.1, we consider semi-

explicit DAEs

ẋ(t) = f(x(t) ,y(t) , t) (3.29)

0 = g(x(t) ,y(t) , t) (3.30)

with f : D �→ Rnx , g : D �→ Rny ,D ⊂ Rnx ×Rny×R1, and the consistent initial con-

ditions x(0) and y(0). As for systems of ODEs, these DAEs may further depend

on uncertain parameters p. To simplify the notation, the dependency on p is not
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explicitly denoted. However, all presented results are also applicable to uncertain

systems with pi ∈
[
p

i
; pi

]
, p

i
< pi, i = 1, . . . ,np. The basis for the applications in

Sections 3.4 and 3.5 is the computation of guaranteed enclosures for both consistent

initial conditions and solutions to IVPs for DAEs. The enclosures for the differential

and algebraic variables xi (t) and y j (t), respectively, are defined by

[xi (t)] := xapp,i (tk)+ (t− tk) · ẋapp,i (tk)+ [Rx,i (tk)]+ (t− tk) · [Ṙx,i (t)] (3.31)

and

[y j (t)] := yapp, j (tk)+ (t− tk) · ẏapp, j (tk)+ [Ry, j (t)] (3.32)

with i = 1, . . . ,nx, j = 1, . . . ,ny, and t ∈ [tk ; tk+1], t0 ≤ t ≤ t f .

In (3.31) and (3.32), tk and tk+1 are two subsequent points of time between which

guaranteed state enclosures are determined. For t = 0, the conditions

[x(0)] = xapp (0)+ [Rx (0)] and [y(0)] = yapp (0)+ [Ry (0)] (3.33)

have to be fulfilled with approximate solutions xapp (t) and yapp (t). They are com-

puted, for example, by the non-verified DAE solver DAETS [20–23].

The following three-stage algorithm allows us to determine guaranteed state en-

closures of a system of DAEs using the Krawczyk iteration [14] which solves non-

linear algebraic equations in a verified way.

Step 1. Compute hidden constraints that have to be fulfilled for the verified en-

closures of the initial conditions x(0) and y(0) as well as for the time responses x(t)
and y(t) by considering algebraic equations gi (x) which do not depend explicitly

on y. Differentiation with respect to time leads to

d jgi (x)

dt j
=

(
∂L

j−1
f gi (x)

∂x

)T

· f(x,y) = L
j

fgi (x) = 0 (3.34)

with L0
f gi (x) = gi (x). The Lie derivatives L

j
fgi (x) are computed automatically by

using FADBAD++ [4] up to the smallest order j > 0 for which L
j

f gi (x) depends

on at least one component of y.

Step 2. Compute initial conditions for the equations (3.29) and (3.30) such that

the constraints (3.30) and (3.34) are fulfilled using the Krawczyk iteration.

Step 3. Substitute the state enclosures (3.31) and (3.32) for the vectors x(t)
and y(t) in (3.29) and (3.30) and solve the resulting equations for [Ṙx (t)] and

[Ry (t)] with the help of the Krawczyk iteration. The hidden constraints (3.34) are

employed to restrict the set of feasible solutions.

A scenario, in which this procedure is combined with a dynamic extension of the

control inputs of a dynamic system using an integrator chain to obtain a uniquely

solvable set of equations, is described in Section 3.5.

For the application scenarios discussed in Sections 3.4 and 3.5, the conservative-

ness of verified ODE and DAE solvers is not critical, since state enclosures are only

computed over short time horizons. In online applications, these enclosures are fur-
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ther tightened by verified state estimates relying on measured data which are used

to reduce overestimation.

3.4 Control of a Distributed Heating System

3.4.1 Basic Experimental Setup

To visualize the practical applicability of verified DAE solvers for feedforward con-

trol as well as state and disturbance estimation, we consider the distributed heating

system in Fig. 3.2. The controlled variable of this system is the temperature at a

given position of the rod. Control and disturbance inputs are provided by four Peltier

elements and cooling units. The temperature ϑ (z, t) of the rod depends both on the

spatial variable z and on the time t.

����

��������	��


���

������������

������
��
���	��
���

�

�

�
�

�

����������

���������������
�

Peltier element

�������������� �����
���������

	


��� !��"����#$� �%�������&��
���%���
��

��������'���#$� &��
�����	�
����

����(��'���!#$� &��
�
������������������


�����!���� 
�
�������
&����
&�����

�
�
������ ����
&����������


���� �	��������������
�

���� ���� )��
&����
&�����

�����!��� &���&
����
&�����
�
�
����

�
������ ��������������


�
�
� ������
�
��%���
	��

���*��� 
��%���
	���%������

�
�
� 
��%���
	������������
��

Fig. 3.2: Experimental setup of a distributed heating system

Mathematically, the temperature distribution is given by the parabolic PDE

∂ϑ(z, t)

∂ t
− λ

ρcp

∂ 2ϑ(z, t)

∂ z2
+

α

hρcp

ϑ(z, t) =
α

hρcp

ϑU (3.35)

which is discretized in its spatial coordinate into finite volume elements. Balancing

of heat exchange between four volume elements leads to the ODEs

⎡
⎢⎢⎣

ẋ1 (t)
ẋ2 (t)
ẋ3 (t)
ẋ4 (t)

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

a11 a12 0 0

a12 a22 a12 0

0 a12 a22 a12

0 0 a12 a11

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎣

x1 (t)
x2 (t)
x3 (t)
x4 (t)

⎤
⎥⎥⎦+

1

mscp

⎡
⎢⎢⎣

1

0

0

0

⎤
⎥⎥⎦u(t)+

αA

mscp

⎡
⎢⎢⎣

e1 (t)
e2 (t)
e3 (t)
e4 (t)

⎤
⎥⎥⎦ (3.36)

for the temperatures xi (t) in the segments i = 1, . . . ,n = 4 with the coefficients
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a11 =−
αAls+λsbh

lsmscp

, a12 =
λsbh

lsmscp

, and a22 =−
αAls+2λsbh

lsmscp

. (3.37)

In (3.36), the input signal u(t) corresponds to the heat flow into the first segment

of the rod. The goal of feedforward control (determined by ValEncIA-IVP or

DAETS) is the computation of an input u(t) = u1 (t) in such a way that the output

temperature y(t) in an arbitrary segment tracks the desired temperature profile

yd (t) = ϑ0 +

(
ϑ f −ϑ0

)

2

(
1+ tanh

(
k

(
t− 3600s

2

)))
(3.38)

with ϑ0 = ϑU(0), ϑ f = ϑ0 +∆ϑ , ∆ϑ = 10K, and k = 0.0015 exactly. The pre-

diction time horizon for the DAE solver is tk+1− tk = 1s. To determine a unique

control, the definition u1 (t) = 0.5 · (u1 (t)+ u1 (t)) with t ∈ [tk;tk+1) is used.

t in s

x 4
(t
),

y
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(t
)
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K
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(a) Output temperature x4 (t)
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Fig. 3.3: Experimental results for closed-loop control of the heating system
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The additive terms ei (t), i = 1, . . . ,n = 4 summarize errors resulting from the

discretization of the PDE and unmodeled disturbances which are estimated by a

Luenberger observer and the DAE-based approach described in Subsection 3.2.3

implemented using ValEncIA-IVP, see the experimental results in Fig. 3.3. The

interval observer detects the point of time from which on the Luenberger observer

yields consistent estimates. Both estimators make use of the measured temperatures

ym,1 = x1 and ym,2 = x4. If model errors are neglected, all ei are equal to the ambient

temperature ϑU (0).
For the implementation of the disturbance observer, the ODEs (3.36) are ex-

tended by ė = 0 with e = e1 = . . . = e4. To quantify the influence of measure-

ment errors, the uncertainties xi ∈ ym, j +[−1 ; 1]K, ẋi ∈ [−0.5 ; 1.5] ẏm, j, i ∈ {1,4},
j ∈ {1,2} are considered in the DAE-based estimator. To compensate model errors

and disturbances, output feedback u2 (t) is introduced in addition to u1 (t) by a PI

controller

u2 (t) = KI ·

⎛
⎝(yd (t)− y(t))+

1

TI

t∫

0

(yd (τ)− y(τ))dτ

⎞
⎠ (3.39)

with KI = 3 and TI = 786s compensating the largest time constant TI of the

plant (3.36). Therefore, the total control input is given by u(t) = u1 (t)+ u2 (t).

3.4.2 Structural Analysis for Specification of Flat Outputs

For specification of the flat output

g(x, t) = x4 (t)− yd (t) = 0 (3.40)

of the system, the same state equations as in Subsection 3.4.1 are considered with

the assumption that the error terms ei (t) are piecewise constant. In this case, the

structural analysis performed in ValEncIA-IVP provides the result summarized

in the following table, where only explicit dependencies on state, control, and time

variables are listed.

The Lie derivative L4
f g corresponds to the smallest order of the derivative of

the output equation g(x, t) which is influenced directly by the control input u.

Since the number of unknowns (all unknowns are marked by • in the previous

scheme) and the number of hidden constraints are identical in this case, the equa-

tions L1
f g = 0, . . . ,L4

f g = 0 can be solved directly by application of interval Newton

techniques for the consistent states x1, x2, and x3, as well as the desired control in-

put u. Since all internal states xi, i = 1, . . . ,4, and the control u are uniquely defined

by yd and a finite number of its derivatives, the output y = x4 corresponds to the

system’s flat output. Note that the value of x4 is known a-priori by evaluation of

g = L0
f g = 0 for each point of time t, which is denoted by ⋄. Since the solution is

uniquely defined by specification of the desired system output, no additional initial
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conditions are required for the synthesis of the corresponding feedforward control.

However, this also means that deviations of the initial temperature distribution in

the rod from the values specified by L1
f g= 0, . . . ,L4

f g = 0 inevitably lead to tracking

errors y(t)− yd (t) �= 0. These deviations can be compensated by output feedback

controllers according to Subsection 3.4.1.

x1 x2 x3 x4 t u

ẋ1 • • •
ẋ2 • • •
ẋ3 • • ⋄
ẋ4 • ⋄

g(x, t) ⋄ ⋄

x1 x2 x3 x4 t u

L0
f g ⋄ ⋄

L1
f g • ⋄ ⋄

L2
f g • • ⋄ ⋄

L3
f g • • • ⋄ ⋄

L4
f g • • • ⋄ ⋄ •

Legend:

⋄ a-priori known

• determined via algebraic constraints of the DAE system

As an alternative to the interval-based computation of feedforward control using

ValEncIA-IVP (and its structural analysis which allows us to determine guaran-

teed enclosures of all admissible initial conditions in a given domain for bounded

control inputs u), the non-verified solver DAETS can be used if no interval un-

certainties are considered for parameters and modeling errors. In Fig. 3.4, the con-

trol inputs u(t) are displayed for the output defined in (3.40). For the visualization

without interval uncertainties, DAETS has been used to determine the feedforward

control for different variations ∆ϑ = ϑ f −ϑ0 of the output temperature.

3.4.3 Structural Analysis for Specification of Non-Flat Outputs

For specification of a non-flat output, for example

g(x, t) = x3 (t)− yd (t) = 0 , (3.41)

the order δ of the derivative of the output equation g which is influenced directly by

the control input u is smaller than the number of unknown variables. For that reason,

the relative degree δ of the system is smaller than the dimension of the state vector.

Since the number of unknowns is now larger than the number of hidden con-

straints, the equations L1
f g = 0, . . . ,Lδ

f g = 0, δ = 3, cannot be solved directly by

application of interval Newton techniques to obtain the missing consistent states

(denoted by •) and the desired control input u. This is also demonstrated by the

following result of the structural analysis.
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x1 x2 x3 x4 t u

ẋ1 • • •
ẋ2 • • ⋄
ẋ3 • ⋄ •
ẋ4 ⋄ •

g(x, t) ⋄ ⋄

x1 x2 x3 x4 t u

L0
f g ⋄ ⋄

L1
f g • ⋄ • ⋄

L2
f g • • ⋄ • ⋄

L3
f g • • ⋄ • ⋄ •

Therefore, to solve this system, further information about the initial conditions

has to be taken into account in the following two-stage procedure. In the first stage,

we identify a set of ODEs or DAEs which includes the system’s output and can be

solved as an IVP by specification of a suitable number of initial conditions. The

resulting equations describe either an IVP for ODEs or an IVP for a set of DAEs. In

the first case, all initial conditions can be specified arbitrarily. In the second case, the

initial conditions have to be computed consistently with the help of the output equa-

tion g= L0
f g= 0 and, if necessary, the lower-order constraints L1

f g= 0, . . . ,Lτ
f g= 0,

τ < δ . In the second stage, this solution to the IVP is substituted for the correspond-

ing state variables (denoted by ◦) in Lτ+1
f g= 0, . . . ,Lδ

f g= 0. These equations, which

are purely algebraic, are now solved for the remaining states (denoted by •) and the

control input u(t) using interval Newton techniques.

In the following, this procedure is demonstrated for the system model (3.36) and

the output specification (3.41). For specification of x3 as the desired output (denoted

by ⋄), it is at least necessary to know the initial temperature x4(0). Then, an IVP

for the ODE for x4 (t) is solved in the first stage with the known temperature profile

x3 (t). This information is substituted for x4 (t) in the constraints L1
f g= 0, . . . ,Lδ

f g=
0, which can now be solved for the remaining unknowns.

x1 x2 x3 x4 t u

ẋ1 • • •
ẋ2 • • ⋄
ẋ3 • ⋄ ◦
ẋ4 ⋄ ◦

g(x, t) ⋄ ⋄

x1 x2 x3 x4 t u

L0
f g ⋄ ⋄

L1
f g • ⋄ ◦ ⋄

L2
f g • • ⋄ ◦ ⋄

L3
f g • • ⋄ ◦ ⋄ •

Alternatively, the solution of IVPs using a DAE solver with the given initial con-

ditions x2(0), x4(0), and the constraint L1
f g= 0 (or the initial conditions x1(0), x2(0),

x4(0), and the constraints L1
f g = 0, L2

f g = 0, respectively) produces the same result.

The variables which are determined by the verified DAE solver in this first stage are

denoted by ∗ in the following schemes. The remaining constraints L2
f g = 0, L3

f g = 0

(or only L3
f g = 0, respectively), are used to compute the consistent internal system

states and the input u in the stage 2 of the solution approach, denoted again by •.
In analogy to the specification of the flat system output, the non-verified solver

DAETS is applied as an alternative solution procedure. In Fig. 3.5, the correspond-

ing feedforward control sequences are displayed for the output function (3.41).
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x1 x2 x3 x4 t u

ẋ1 • ∗ •
ẋ2 • ∗ ⋄
ẋ3 ∗ ⋄ ◦
ẋ4 ⋄ ◦

g(x, t) ⋄ ⋄

x1 x2 x3 x4 t u

L0
f g ⋄ ⋄

L1
f g ∗ ⋄ ◦ ⋄

L2
f g • ∗ ⋄ ◦ ⋄

L3
f g • ∗ ⋄ ◦ ⋄ •

x1 x2 x3 x4 t u

ẋ1 ∗ ◦ •
ẋ2 ∗ ◦ ⋄
ẋ3 ◦ ⋄ ◦
ẋ4 ⋄ ◦

g(x, t) ⋄ ⋄

x1 x2 x3 x4 t u

L0
f g ⋄ ⋄

L1
f g ◦ ⋄ ◦ ⋄

L2
f g ∗ ◦ ⋄ ◦ ⋄

L3
f g ∗ ◦ ⋄ ◦ ⋄ •

Legend:

⋄ a-priori known

◦ determined via IVP solver (ODE/ DAE)

∗ determined via algebraic constraints of DAE (stage 1)

(not required if the flat output is specified directly)

• determined via algebraic constraints of DAE (stage 2)
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Fig. 3.4: Feedforward control: Specification of flat output x4 (t) with ∆ϑ = 10K
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Fig. 3.5: Feedforward control: Specification of non-flat output x3 (t) with ∆ϑ = 10K

3.4.4 Structural Analysis for State and Disturbance Estimation

In analogy to the previous subsections dealing with the DAE-based design of feed-

forward control laws, the structural analysis is performed for the state and distur-

bance estimation task. In this case, an algebraic constraint g is defined which re-

lates the temperatures x1 and x4 to the measured values ym,1 and ym,2. Calculat-

ing the corresponding Lie derivatives leads to the following scheme showing that

L1
f g1 = 0,L1

f g2 = 0,L2
f g2 = 0 can be solved for all unknown quantities:

x1 x2 x3 x4 e t u

ẋ1 ⋄ • • ⋄
ẋ2 ⋄ • • •
ẋ3 • • ⋄ •
ẋ4 • ⋄ •

g1(x, t) ⋄ ⋄
g2(x, t) ⋄ ⋄

x1 x2 x3 x4 e t u

L0
f g1 ⋄ ⋄

L1
f g1 ⋄ • • ⋄

L0
f g2 ⋄ ⋄

L1
f g2 • ⋄ • ⋄

L2
f g2 • • ⋄ • ⋄ ⋄

As an alternative to the solution summarized in this scheme, the second derivative

of the first measured output corresponding to the constraint L2
f g1 = 0 could be used

instead of the constraint L2
f g2 = 0. Note that the variation of the measured outputs

is approximated by a linear function in time with the interval uncertainties given in

Subsection 3.4.1.

The algorithm can be extended easily to higher order approximations of mea-

sured outputs, for example to arbitrary polynomial representations in t. Here, to

reduce the sensitivity of the approximation of the output variables with respect to

measurement noise and to avoid excessively wide intervals for the representation of

approximation errors, verified least squares estimates can be used to determine the

corresponding output representations g1 and g2, where the number of measured data

is chosen significantly larger than the number of coefficients to be determined.
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To visualize the changes that occur if a different finite volume representation of

the heat transfer equation is used, the analysis of the system structure is repeated for

n = 5, where the control input again only acts on the first rod segment. As in the

previous case, the selection of the orders of the derivatives of the output variables

is not unique. Instead of the third time derivative of the second output specified by

L3
f g2 = 0, the second derivative of the first measured output corresponding to the

constraint L2
f g1 = 0 can be used.

x1 x2 x3 x4 x5 e t u

ẋ1 ⋄ • • ⋄
ẋ2 ⋄ • • •
ẋ3 • • • •
ẋ4 • • ⋄ •
ẋ5 • • ⋄ •

g1(x, t) ⋄ ⋄
g2(x, t) ⋄ ⋄

x1 x2 x3 x4 x5 e t u

L0
f g1 ⋄ ⋄

L1
f g1 ⋄ • • ⋄ ⋄

L0
f g2 ⋄ ⋄

L1
f g2 • ⋄ • ⋄ ⋄

L2
f g2 • • ⋄ • ⋄ ⋄

L3
f g2 • • • ⋄ • ⋄ ⋄

Legend:

⋄ a-priori known from measurement or control design

• determined via algebraic constraints of the DAE system

3.5 Dynamic Extensions for Feedforward Control Design

In this section, we demonstrate the basic procedure for a dynamic extension of sys-

tem models for the design of exact feedforward control strategies using the example

of an autonomous robot.

3.5.1 Example — Modeling of an Autonomous Robot

Consider the autonomous robot in Fig. 3.6. Its equations of motion on the (x1 ; x2)–
plane with the translational velocity u1 and the angular velocity u2 as inputs are

given by the ODEs

ẋ(t) =

⎡
⎣

cos(x3 (t))
sin(x3 (t))

0

⎤
⎦u1 (t)+

⎡
⎣

0

0

1

⎤
⎦u2 (t) , (3.42)

where x3 denotes the angle of the orientation according to Fig. 3.6.



3 Structural Analysis for the Reliable Control of Uncertain Dynamical Systems 63

Fig. 3.6: Control of an autonomous robot

In the following, we consider the computation of feedforward control strategies

for the inputs u1 and u2 such that the actual position of the robot is consistent with

a predefined trajectory
(
x1,d ; x2,d

)
. Obviously, we have to assume consistent initial

positions x1(0) = x1,d(0) and x2(0) = x2,d(0) for this task.

3.5.2 Feedforward Control Design

To determine dependencies of all system states x1 (t), x2 (t), x3 (t) and all inputs

u1 (t), u2 (t) on the desired trajectories x1,d (t), x2,d (t), both output equations y1 = x1

and y2 = x2 have to be differentiated twice. The relative degrees of the control input

u2 are equal to δ1 = δ2 = 2 in both cases according to

ẋ1 (t) = cos(x3 (t))u1 (t)

ẍ1 (t) =−sin(x3 (t))u2 (t)u1 (t)+ cos(x3 (t)) u̇1 (t)
(3.43)

and

ẋ2 (t) = sin(x3 (t))u1 (t)

ẍ2 (t) = cos(x3 (t))u2 (t)u1 (t)+ sin(x3 (t)) u̇1 (t) .
(3.44)

Thus, for this system there are four constraints but only three unknowns (x3,u1,u2).

To solve this problem, we extend the dynamical system model (3.42) with an addi-

tional state variable for the input u1 which appears as the the first derivative u̇1 in

the Eqs. (3.43) and (3.44) for both ẍ1 and ẍ2. Thus, we obtain the new system model

ż (t) =

⎡
⎢⎢⎣

cos(z3 (t))
sin(z3 (t))

0

0

⎤
⎥⎥⎦ z4 (t)+

⎡
⎢⎢⎣

0

0

0

1

⎤
⎥⎥⎦ν1 (t)+

⎡
⎢⎢⎣

0

0

1

0

⎤
⎥⎥⎦ν2 (t) (3.45)
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with the state variables z1 := x1, z2 := x2, z3 := x3, z4 := u1. The differentiation of

the output equations now leads to

ż1 (t) = cos(z3 (t)) z4 (t)

z̈1 (t) =−sin(z3 (t)) z4 (t)ν2 (t)+ cos(z3 (t))ν1 (t)
(3.46)

and

ż2 (t) = sin(z3 (t)) z4 (t)

z̈2 (t) = cos(z3 (t)) z4 (t)ν2 (t)+ sin(z3 (t))ν1 (t)
(3.47)

with the new control inputs ν1 (t) and ν2 (t). These controls as well as the states

z3 (t) and z4 (t) can be computed in the feedforward control design by substituting

the desired trajectories x1,d (t) and x2,d (t) for x1 (t) and x2 (t), respectively.

This necessity for dynamic state extensions is typical for non-quasi-linear DAE

systems and, generally, for differentially flat systems for which the sum of the

relative degrees exceeds the dimension of the state vector. For the extended sys-

tem (3.45), the feedforward control and state estimation procedures introduced in

Section 3.2 can be applied.

The basis for the development of a general algorithm for automatic state exten-

sions is the structural analysis performed by ValEncIA-IVP. For the original

model of the autonomous robot, the corresponding result is:

x1 x2 x3 t u1 u2

ẋ1 • •
ẋ2 • •
ẋ3 •

g1(x, t) ⋄ ⋄
g2(x, t) ⋄ ⋄

x1 x2 x3 t u1 u2

L0
f g1 ⋄ ⋄

L1
f g1 • ⋄ •

L0
f g2 ⋄ ⋄

L1
f g2 • ⋄ •

In this case, differentiation of the algebraic constraints is stopped as soon as

one of the Lie derivatives depends on the algebraic state variable u1 corresponding

to the first control input. Since the resulting set of equations is underdetermined

and, therefore, cannot be solved for u2, the dynamic extension in the input u1 is

performed automatically. This extension leads to the following uniquely solvable

system structure:



3 Structural Analysis for the Reliable Control of Uncertain Dynamical Systems 65

z1 z2 z3 z4 t v1 v2

ż1 • •
ż2 • •
ż3 •
ż4 •

g1(z, t) ⋄ ⋄
g2(z, t) ⋄ ⋄

z1 z2 z3 z4 t v1 v2

L0
f g1 ⋄ ⋄

L1
f g1 • • ⋄

L2
f g1 • • ⋄ • •

L0
f g2 ⋄ ⋄

L1
f g2 • • ⋄

L2
f g2 • • ⋄ • •

Legend:

⋄ a-priori known

• determined via algebraic constraints of the DAE system

A typical result for the DAE-based feedforward control synthesis is shown in

Fig. 3.7. Here, DAETS has been used as for the heat transfer problem in the pre-

vious section. In contrast to ValEncIA-IVP, the structural analysis included in

DAETS asks the user to provide initial values for the complete state vector x(0)
as well as for u1 (0) and for the two derivatives ẋ1 (0) and ẋ2 (0) if the control task

is formulated by the DAE problem consisting of the equations (3.42) and the con-

straints

0 = x1 (t)− x1,d (t) = x1 (t)− sin(t) and

0 = x2 (t)− x2,d (t) = x2 (t)− sin

(
2

3
πt

)
.

(3.48)

3.6 Conclusions and Outlook on Future Research

In this paper, interval-based approaches for the verification and implementation of

robust control strategies were presented and applied to a finite volume representation

of a distributed heating system as well as a model of an autonomous robot. For these

systems, feedforward control laws which are computable online using ValEncIA-
IVP were derived and extended by a classical output feedback for compensation of

model and parameter uncertainties and neglected disturbances. Furthermore, a veri-

fied estimation procedure for internal system states and disturbances was described.

It is implemented using a one-stage approach instead of the classical two-stage pro-

cedure usually employed by other interval observers. This observer can be applied

to verify the admissibility and reliability of classical non-verified observers such as

Luenberger-type observers by checking the guaranteed inclusion of the non-verified

estimates in the corresponding interval bounds.
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Fig. 3.7: Feedforward control for the autonomous robot using DAETS

In future work, we will investigate further relations between reachability and

controllability of states and the solvability of DAEs describing feedforward control

problems. Moreover, the routine implemented in ValEncIA-IVP for the detection

of hidden algebraic constraints will be generalized. The goal will be to fully extend

the presented automated feedforward control to multiple-input multiple-output sys-

tems for which desired output trajectories are prescribed for non-flat outputs and

for which ambiguities in the solution might exist. One of the tasks will be a more

detailed investigation of analogies and differences between the currently used struc-

tural analysis in ValEncIA-IVP and the one implemented in the non-verified

DAE solver DAETS which employs the Dulmage-Mendelson algorithm to deter-

mine consistent initial conditions and consistent solutions to IVPs for DAEs.

Finally, combinations with verified tools for stability analysis based on interval

evaluation of Lyapunov functions will be developed further to prove stability of

non-observable or non-controllable internal dynamics and simultaneously to adapt

controller structures to ensure asymptotically stable behavior.
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Chapter 4

Analyzing Reachability of Linear Dynamic
Systems with Parametric Uncertainties

Matthias Althoff (�), Bruce H. Krogh, and Olaf Stursberg

Abstract As an important approach to analyzing safety of a dynamic system, this

paper considers the task of computing overapproximations of reachable sets, i.e.

the set of states which is reachable from a given initial set of states. The class of

systems under investigation are linear, time-invariant systems with parametric un-

certainties and uncertain but bounded input. The possible set of system matrices due

to uncertain parameters is represented by matrix zonotopes and interval matrices –

computational techniques for both representations are presented. The reachable set

is represented by zonotopes, which makes it possible to apply the approach to sys-

tems of 100 continuous state variables with computation times of a few minutes.

This is demonstrated for randomized examples as well as a transmission line exam-

ple.

4.1 Introduction

Reachability analysis deals with the problem of finding the set of states that a system

can reach when starting from a specified set of initial states in finite or infinite time.

One of the main purposes of reachability analysis is to demonstrate the safe execu-

tion of a system by proving that the system does not reach any unsafe state. This
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is illustrated for a two-dimensional example with states x1, x2 in Fig. 4.1. Besides

the safety verification problem, reachability analysis is a useful tool for robustness

analysis [1], abstraction of hybrid systems [2], and state-bounding observers [3].

In this work, an efficient algorithm for computing reachable sets of continuous-

time linear systems with uncertain inputs/disturbances and constant but uncertain

parameters is presented. One advantage of the proposed method is that the computa-

tional complexity is moderate in terms of the system dimension. As shown by earlier

work, the reachability algorithm for linear systems can be extended to the analysis

of nonlinear systems [4] and hybrid systems [5]. Thus, the reachability analysis of

linear systems can be seen as a basic module for the reachability analysis of more

complicated system classes.

x1

x2

reachable set
unsafe set

initial set

trajectory

Fig. 4.1: An empty intersection of (an overapproximation of) the reachable set with

an unsafe set of states verifies system safety

For systems with derivative bounds ẋ ∈ P, where x ∈ Rn and P is a bounded

convex polyhedron (polytope) in Rn, the reachable set can be represented by poly-

hedra [6]. Reachable sets of such systems can be used as a basis for the reachability

analysis of linear or even more complex systems, such as nonlinear and hybrid sys-

tems [7, 8].

Other work deals directly with linear systems ẋ(t) =Ax(t)+u(t), where x∈Rn,

u ∈U ⊂Rn, A ∈Rn×n. Exact reachable sets of linear systems can only be obtained

in special cases; in general one has to compute overapproximations to perform sys-

tem verification [9]. Approaches to this class of systems can be classified by the

geometric representation used for the reachable sets: polytopes [10], ellipsoids [11],

oriented rectangular hulls [12], zonotopes [13, 14], or level sets [15]. Support func-

tions [16] unify these methods, except of the use of level sets. If uncertain param-

eters are considered, most existing algorithms are based on interval methods and

multidimensional intervals (hyperrectangles) to represent reachable sets [17–19].

Similar techniques are used for validated integration methods of ordinary differ-

ential equations, which are typically applied to smaller uncertainties in the initial

states [20–22].

Besides the mentioned techniques that are based on guaranteed set integration,

for which an overview can be found in [23], one can verify the safety of a system

with barrier certificates [24] or simulation based techniques, e.g. [25, 26].

Previous work addressed the computation of reachable sets of linear systems with

uncertain parameters [27]. Recently, this approach has been extended to linear sys-

A. Althoff et al.
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tems with time-varying uncertain parameters [28]. In these works, the reachable sets

are represented by zonotopes, which offer a more general representation compared

to multidimensional intervals, which are typically used for this class of problems.

Zonotopes are also a more efficient alternative to arbitrary polytopes for reachability

analysis of linear systems [14]. The novelties for the follow-up work presented here

are:

• Improved computational techniques: Dependencies between the elements of state

transition matrices due to common parameters are considered when computing

with matrix zonotopes.

• A norm bound for the computation of matrix exponential sets is derived.

• Performance evaluations of methods for computing matrix exponential sets are

conducted.

• Properties of a new transmission line example are verified.

This book chapter is organized as follows. In Section 4.2, the problem of com-

puting reachable sets is introduced, and a brief description of the used algorithmic

procedure is given. The formulas for computing reachable sets of linear systems un-

der uncertain initial states, parameters, and inputs are derived in Section 4.3. These

formulas are based on the set of possible state transition matrices, of which the

computation is described in Section 4.4. The usefulness of the presented approach

is demonstrated for a transmission line example, and randomly generated examples

in Section 4.5.

4.2 Problem Formulation

We consider time-invariant linear systems of the form

ẋ(t) = Ax(t)+u(t), A ∈A , u(·) ∈U[0,t f ], x(0) ∈X0, t ∈ [0, t f ],

where u(t) : R+→Rn is an input function over time, A is the set of system matrices

A, X0 is the set of initial states, and t f ∈ R+ is the time horizon. The set of input

functions is defined as U[0,t f ] = {u(·)|u(·) is piecewise continuous,u(t) ∈ U , t ∈
[0, t f ]}, where U is the set of possible input values. The notation u(·) refers to

trajectories rather than the explicit value at time t. Note that the commonly used

input formulation Bũ(t) is included in u(t) when defining U = {Bũ|ũ ∈ Ũ }.
The objective of this work is to compute the set of reachable states

R
e([0, t f ]) =

{
x
∣∣∣x =

∫ t

0
(Ax(τ)+u(τ))dτ, A ∈A ,

u(·) ∈U[0,t f ], x(0) ∈X0, t ∈ [0, t f ]
}
.

The fact that Re([0, t f ]) refers to the exact reachable set is indicated by the super-

script e. However, the reachable set for uncertain time-invariant linear systems can-
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not be computed exactly for arbitrary A and u(·) [9]. Therefore, overapproximations

R([0, t f ])⊇Re([0, t f ]) are computed in this work. The task is to find algorithms that

bound the overapproximation as tightly as possible, while at the same time ensuring

that the algorithms are efficient and scale well with the system dimension n. Ensur-

ing tightness of the enclosure is a challenging task due to the wrapping effect, which

is understood as the propagation of overapproximations through the computations

of successive time steps [29].

The basic principle of many reachability algorithms, including the approach

presented here, is to compute the reachable set for consecutive time intervals

R([tk−1, tk]), where tk = k ·r and k ∈N is the time step; see [10,12,14,30]. The com-

plete reachable set is then obtained by: R([0, t f ]) =
⋃

k=1...t f /r
R([tk−1, tk]), where

t f is a multiple of r. Since the union is represented as a list of the sets R([tk−1, tk]),
the focus of this work is on the computation of a single time interval [0,r]. The basic

steps for the computation of R([0,r]) are shown in Fig. 4.2 and are summarized as

follows:

1. Computation of the reachable set H (r) without the input (homogeneous solu-

tion), but with consideration of the set A of system matrices;

2. Generation of the convex hull of the solution at t = r and the initial set;

3. Enlargement of the convex hull to ensure enclosure of all trajectories for the

time interval t ∈ [0,r]. The enlargement compensates for two assumptions made

in steps 1 and 2: The first assumption was that the system has no input. The sec-

ond one was that trajectories between the initial set and the reachable set H (r)
are straight lines for which the convex hull computation would be sufficient.

R(0)

H (r)

convex hull
of R(0), H (r)

R([0, r])

➀ ➁ ➂

enlargement

Fig. 4.2: Computation of the reachable set for a time interval

It is guaranteed that the formulas derived below return reachable sets that enclose

all possible trajectories. The implementation of the algorithms in this work neglects

the effect of floating-point errors caused by the finite number of stored digits in

computers. This effect can be taken care of by exchanging floating-point arithmetic

by interval arithmetic [31], which propagates the rounding errors.

A. Althoff et al.
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4.3 Overapproximating the Reachable Set

It is well known that the solution of an autonomous linear time-invariant system (ẋ=
Ax) is provided by the state transition matrix: x(t) = ΦΦΦ(t, t0)x0, where ΦΦΦ(t, t0) =
eA(t−t0). When the initial state is uncertain within R(t0), the set of reachable states

at time t is R(t) = {eA(t−t0)x0|x0 ∈ R(t0)}. If additionally, the system matrix is

uncertain, one has to compute the reachable set as R(t) = {eA(t−t0)x0|A ∈A ,x0 ∈
R(t0)}. The computation of the set of possible state transition matrices is discussed

first. Then, the extensions for reachable sets of time intervals [0,r] and under the

influence of uncertain inputs are presented. Without loss of generality, it is assumed

that t0 = 0 from now on, so that ΦΦΦ(t) =ΦΦΦ(t, t0).

4.3.1 Overapproximating the State Transition Matrix

In order to make the computation of the set of state transition matrices {eAt |A ∈
A } tractable for matrix zonotopes and interval matrices, some set-based operations

have to be computed independently. The set computations that remain dependent are

indicated by a special notation. Letting ◦ denote either addition or multiplication,

then the exact evaluation is denoted by

�A◦A�A∈A := {A◦A|A∈A }, (4.1)

while an independent evaluation is denoted by

A ◦A := {A1 ◦A2|A1 ∈A ,A2 ∈A }.

Using an independent evaluation of operands, one obtains an overapproximation in

general, e.g.

�(A+B)C�A∈A
B∈B
C∈C

⊆ �AC�A∈A
C∈C

+ �BC�B∈B
C∈C

= A C +BC .

The notation introduced above makes it possible to formulate an overapproximation

of the set of matrices M (t) := �eAt�A∈A based on the Taylor series of eAt . For

typical step sizes in time used in reachability analysis, only the first terms of the

Taylor series contribute significantly to the solution. Thus, the dependent set-based

evaluation is performed up to second order, while higher order terms are evaluated

independently; that is,

M (t) =
�
I+A t+

1

2!
(A t)2 +

1

3!
(A t)3 +

1

4!
(A t)4 + . . .

�
A∈A

⊆
�
I+A t+

1

2!
(A t)2

�
A∈A

+
1

3!
(A t)3 +

1

4!
(A t)4 + . . . .

(4.2)
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It is shown below that the computation above is always bounded when the set of

matrix values A and time t is bounded. Thereto, the norm of a set of matrices is

defined as

‖A ‖= sup
{
‖A‖

∣∣A ∈A
}
, (4.3)

where ‖A‖ denotes an arbitrary matrix norm, while special norms, such as the in-

finity norm, will be denoted by ‖A ‖∞. Applying the matrix norm, one obtains

‖�eAt�A∈A ‖ ≤
∞

∑
i=0

1

i!
‖A ‖it i = e‖A ‖t ,

which is bounded for ‖A ‖< ∞ and t < ∞.

In order to compute �eAt�A∈A , the infinite sum in (4.2) has to be replaced by

a finite sum to which a set of remainder matrices is added. The number of terms

retained in the Taylor series is denoted by η .

Proposition 4.1 (State Transition Matrix Remainder). The set of remainder ma-

trices ∑∞
i=η+1

1
i!A

it i is overapproximated for |A | ≤C∈Rn×n by the interval matrix

E[i](t) = [−Y(t),Y(t)], Y(t) = eCt −
η

∑
i=0

Cit i

i!
.

The absolute value of a matrix set is defined as the matrix in which each element is

equal to the supremum of the absolute value of the corresponding element in each

matrix in A . That is, |A |i, j = sup
{
|ai, j|

∣∣A ∈A
}
.

Proof. The multiplication of two matrix sets A and B, where C and D are cho-

sen such that |A | ≤ C ∈ R
n×n and |B| ≤ D ∈ R

n×n, has the absolute value bound

|A B| ≤ |A | |B| ≤CD. From this it follows that |A n| ≤ Cn such that

∣∣∣∣
∞

∑
i=η+1

A it i

i!

∣∣∣∣≤
∞

∑
i=η+1

|A i|t i
i!

≤
∞

∑
i=η+1

Cit i

i!
= eCt −

η

∑
i=0

Cit i

i!
. ⊓⊔

Besides the presented Taylor method, there is a number of different techniques

to compute the matrix exponential [32]. Unfortunately, these alternative approaches

are not suitable for computations with matrix sets or do not provide error bounds.

No error bounds can be provided when applying techniques which use solvers of

ordinary differential equations [32]. Polynomial methods make it possible to obtain

the matrix exponential from a finite sum eAt = ∑n−1
i=0 αi(t)A

i, where αi(t) is a poly-

nomial. However, the error introduced by the Taylor series remainder, which would

be omitted using this technique, is small compared to the computation of the powers

A i. Matrix decomposition methods, where A = SBS−1 so that eAt = SeBtS−1 suffer

from the problem that the inverse of an uncertain matrix is hard to compute [33]

and that for many techniques S is hard to obtain when A is uncertain, e.g. when S is

a matrix of eigenvectors [34]. Splitting techniques which are based on the formula

eB+C = limm→∞(e
B/meC/m)m are not appropriate, too, since high powers of matrix

sets are hard to compute.

A. Althoff et al.
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4.3.2 Reachable Sets of Time Intervals

Given the homogeneous solution xh(r) ∈M (r)x(0), the following approximation

for the solution at intermediate points in time is suggested:

x̂h(t) = x(0)+
t

r
(Mx(0)− x(0)), M ∈M (r), t ∈ [0,r]. (4.4)

The error xh(t)− x̂h(t) made when applying this approximation is bounded by the

set F (r)x(0), where F (r) is a set of matrices such that xh(t) ∈ x̂h(t)+F (r)x(0).
Using the inclusion xh(t)∈M (t)x(0) and replacing M (t) by its Taylor series yields

a formula for computing the set of matrices F :

F (r)⊇
{ η

∑
i=0

Ait
i

i!
+E[i](t)− I− t

r

( ∞

∑
i=0

Air
i

i!
+E[i](r)− I

)∣∣∣∣Ai ∈A
i, t ∈ [0,r]

}

=

{ η

∑
i=2

A i

i!
(t i− tri−1)+E[i](t)−

t

r
E[i](r)

∣∣∣∣t ∈ [0,r]

}
.

In [27] it is shown that

[ϕ ](i,r) :=
{
t i− tri−1

∣∣t ∈ [0,r]
}
= [(i

−i
i−1 − i

−1
i−1 )ri,0].

It remains to compute E[i](t)− t
r
E[i](r). The matrix set E[i](t) is strictly increasing

with time so that E[i](t) ∈ [0,1]E[i](r) for t ∈ [0,r]. Thus,

{
E[i](t)−

t

r
E[i](r)

∣∣t ∈ [0,r]
}
⊆
{
(µ1− µ2)E[i](r)

∣∣µ1,µ2 ∈ [0,1]
}
= [−1,1]E[i](r)

and [−1,1]E[i](r) = E[i](r) because E[i](t) has symmetric bounds. These simplifica-

tions make it possible to compute F (r) as

F (r) =
η

∑
i=2

A i

i!
[ϕ ](i,r)+E[i](r).

Since all possible solutions of (4.4) are contained in the convex hull CH(R(0)∪
M (r)R(0)), the reachable set for a time interval without input can be computed as

R([0,r]) = CH(R(0)∪M (r)R(0))+F (r)R(0).

4.3.3 Reachable Set of the Complete System

We now consider the additional contribution to the reachable set due to uncertain in-

puts. Since the superposition principle for linear systems can be applied, the reach-

able set of the input solution can be computed independently of the homogeneous

solution. The input solution xp(t) is bounded according to [35, Chap. 3] by
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xp(t) ∈
∫ t

t0

M (t− τ)u(τ)dτ, t ≥ t0. (4.5)

In order to compute the reachable set due to uncertain inputs, the following propo-

sition on distributivity of positive scalars and convex matrix sets is required.

Proposition 4.2 (Distributivity of Matrix Sets). When A is convex and a,b∈R+:

aA + bA = (a+ b)A .

Proof. It is always true that (a+b)A ⊆ aA +bA , even if A is not convex. Further,

due to the convexity it follows for the real-valued and arbitrary matrices X1,X2 ∈A

and the scalar α ∈ [0,1] that αX1 +(1−α)X2 ∈A . Making use of a,b≥ 0 this can

be rewritten by choosing α = a
a+b

:

a

a+b
X1 +

b

a+ b
X2 ∈A

so that aX1 +bX2 ∈ (a+ b)A and consequently aA + bA ⊆ (a+b)A . ⊓⊔

Theorem 4.1 (Input Solution). The set of reachable states due to the uncertain

input u(t) ∈U is overapproximated as

P(t) =
η

∑
i=0

(
CH(A iU )t i+1

(i+1)!

)
+E[i](t)t |U |.

Proof. The integral in (4.5) is solved for set-valued inputs by splitting the integral

from t0 to t into subintervals [tk, tk+1], where k ∈ {0, . . . ,m− 1}. For now, it is as-

sumed that the input value taken from U is constant within time intervals [tk, tk+1],
so that U can be excluded from the integration:

xp(t) ∈
m−1

∑
k=0

∫ tk+1

tk

M (t− τ)dτU . (4.6)

This assumption will be overruled when choosing m→ ∞ later. Next, M (t− τ) =
∑

η
i=0 A i(t− τ)i/i!+E[i](t− τ) is inserted so that

∫ tk+1

tk

M (t− τ)dτ =
η

∑
i=0

A i

i!

∫ tk+1

tk

(t− τ)idτ

︸ ︷︷ ︸
=
∫ t−tk
t−tk+1

τ idτ

+

∫ tk+1

tk

E[i](t− τ)dτ

︸ ︷︷ ︸
=
∫ t−tk
t−tk+1

E[i](τ)dτ

(4.7)

The integral in (4.7) can be moved inside since the matrix values within A are not

time-varying. Inserting (4.7) into (4.6) yields

xp(t) ∈
m−1

∑
k=0

(
η

∑
i=0

A i

i!

∫ t−tk

t−tk+1

τ idτ+
∫ t−tk

t−tk+1

E[i](τ)dτ

)
U

A. Althoff et al.



4 Analyzing Reachability of Linear Dynamic Systems with Parametric Uncertainties 77

Using ∑m−1
k=0

∫ t−tk
t−tk+1

E[i](τ)dτ|U | =
∫ t

0 E[i](τ)dτ|U |, where |U | returns an axis-

aligned box, and applying Prop. 4.2 yields

xp(t) ∈
η

∑
i=0

CH(A iU )

i!

∫ t

0
τ idτ

︸ ︷︷ ︸
=ti+1/(i+1)

+

∫ t

0
E[i](τ)dτ|U |.

One can see that the result is independent of the number m of intermediate time in-

tervals due to Prop. 4.2. This means that choosing m→∞ returns the same result so

that the assumption of constant input values within time intervals can be overruled.

It remains to compute the integral [−Ỹ(t),Ỹ(t)] :=
∫ t

0 E[i](τ)dτ , where

Ỹ(t) =
∞

∑
i=η+1

Ci

(i+1)!
t i+1 <

∞

∑
i=η+1

Ci

i!
t i+1 = Y(t)t,

so that
∫ t

0 E[i](τ)dτ ⊂ E[i](t)t and Y(t) is as introduced in Prop. 4.1. ⊓⊔

If the origin is contained in the set of possible inputs (0 ∈ U ), it holds that

P([0,r]) = P(r); see [27]. If this is not the case, some minor extensions are re-

quired [27]. Assuming that 0∈U , the overall algorithm for computing the reachable

set can be stated in Algorithm 1.

Algorithm 1 Compute R([0, t f ])

Input: Initial set R(0), set of state transition matrices M (r), input set U , set of correction ma-
trices F (r), time increment r, time horizon t f

Output: R([0, t f ])

H0 = CH(R(0)∪M (r)R(0))+F (r)R(0)

P0 = ∑
η
i=0

(
CH(A iU )ri+1

(i+1)!

)
+E[i](r)r|U |

R0 = H0 +P0

for k = 1 . . .
t f
r
−1 do

Rk = M (r)Rk−1 +P0

end for

R([0, t f ]) =
⋃t f /r

k=1 Rk−1

4.4 Overapproximating the State Transition Matrix

The computation of the set of possible state transition matrices {eAt |A ∈A } using

matrix zonotopes and interval matrices as representation of the matrix set A are

discussed next. Matrix zonotopes are more general than interval matrices, while the

presented computations are more efficient using interval matrices. The presented
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techniques still work when the set of matrices A contains matrices for which the

linear system is unstable. This is useful when considering hybrid systems with

switched linear dynamics, where some linear systems are unstable, while the overall

dynamics is stable.

4.4.1 Matrix Zonotopes

A matrix zonotope is defined as

A[z] =
{

G(0)+
κ

∑
i=1

piG
(i)
∣∣∣pi ∈ [−1,1],G(i) ∈ R

n×n
}

(4.8)

and is written in short form as A[z] = (G(0),G(1), . . . ,G(κ)), where the first matrix

is referred to as the matrix center and the other matrices as matrix generators. The

order of a matrix zonotope is defined as ρ = κ/n. When exchanging the matrix

generators by vector generators g(i) ∈ Rn, one obtains a zonotope (see e.g. [14]).

Matrix zonotopes can also be represented as the convex hull of its so-called matrix

vertices V(i):

A[z] =
{ r

∑
i=1

αiV
(i)
∣∣∣V(i) ∈R

n×n,αi ∈ R,αi ≥ 0,∑
i

αi = 1
}
. (4.9)

In order to obtain the Taylor series terms in (4.2), one has to compute the

power of matrix zonotopes. This is done iteratively by A l
[z] = A[z]B[z], where

B[z] = A
l−1
[z]

. Thus, it suffices to show the multiplication of two matrix zonotopes

A[z] = (G(0), . . . ,G(κA)) and B[z] = (H(0), . . . ,H(κB)):

A[z]B[z] =
�(

G(0)+
κA

∑
i=1

piG
(i)
)(

H(0)+
κB

∑
j=1

q jH
( j)
)�

pi,q j∈[−1,1]

= G(0)H(0)+
κA

∑
i=0

κB

∑
j=0

(i, j) �=(0,0)

�piq j�pi,q j∈[−1,1]︸ ︷︷ ︸
⊆[−1,1]

G(i)H( j),
(4.10)

so that A[z]B[z] ⊆ (G(0)H(0),G(0)H(1), . . . ,G(κA)H(κB)). The Taylor terms up to sec-

ond order are evaluated exactly:

Proposition 4.3 (Dependent Matrix Zonotope Evaluation). The set

�I+A t + 1/2(A t)2�A∈A[z]
, where A[z] = (G(0),G(1), . . . ,G(κA)) is enclosed by the

smallest possible zonotope W[z](t) = (L(0)(t),L(1)(t), . . . ,L(κW )(t)), where

A. Althoff et al.
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L(0)(t) = I+G(0)t+
(
G(0)2

+∑
κA
i=1 0.5G(i)2

)
t2,

j = 1 . . .κA : L( j)(t) = G( j)t+(G(0)G( j)+G( j)G(0))t2,

j = 1 . . .κA : L(κA+ j)(t) = 0.5G( j)2t2,

l = ∑
κA−1
j=1 ∑

κA

k= j+1 1 : L(2κA+l)(t) = (G( j)G(k)+G(k)G( j))t2.

Proof. The result of the multiplication (G(0)+∑
κA
i=1 piG

(i))(G(0)+∑
κA
i=1 piG

(i)) can

be rearranged to

G(0)2
+

κA

∑
j=1

p j(G
(0)G( j)+G( j)G(0))+

κA

∑
j=1

p2
jG

( j)2

+
κA−1

∑
j=1

κA

∑
k= j+1

p j pk(G
( j)G(k)+G(k)G( j)),

where p j, pk ∈ [−1,1] and p2
j ∈ [0,1]. Since the interval [0,1] deviates from [−1,1]

used as factors for matrix generators, it is split into 0.5+ [−1,1]0.5; this makes

it possible to add the matrices 0.5G( j)2 to the constant solution G(0)2
, and use

the same matrix values as generator matrices. Applying this result to �I+A t +
1/2(A t)2�A∈A[z]

results in the above proposition. ⊓⊔

4.4.2 Interval Matrices

An interval matrix is a special case of a matrix zonotope and specifies for each

matrix element the interval of possible values:

A[i] = [A,A], ∀i, j : ai j ≤ ai j, A,A ∈ R
n×n.

The matrix A is referred to as the lower bound and A as the upper bound of A[i].

When computing with intervals, one generally uses interval arithmetic. In this

work, only the addition and multiplication rule are required:

[a]+ [b] =[a+ b,a+ b],

[a] · [b] =[min(ab,ab,ab,ab),max(ab,ab,ab,ab)].
(4.11)

For the computation of the Taylor terms 1
i! (A[i]t)

i, one has to compute the power of

interval matrices. This is done iteratively as for matrix zonotopes by A[i]
l =A[i]B[i],

where B[i] =A[i]
l−1. Using interval arithmetic, C[i] =A[i]B[i] is computed element-

wise by the single-use expression [ci j] =∑n
k=1[aik][bk j], i.e. each matrix value occurs

only once for each computation of [ci j]. In interval arithmetic, single use expressions

are always exact, e.g. [a]([b]+ 1) = �a(b+ 1)�a∈[a],b∈[b]. However, in this case, B[i]

is a function of A[i] such that C[i] ⊇A[i]B[i].
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In [36] it has been shown that the square of an interval matrix can be rewritten as

a single-use expression, making the computation exact using interval arithmetic, i.e.

the tightest possible interval matrix is computed. It has been further proven in [36]

that it is NP-hard to compute the tightest enclosing interval matrix of the cube of

an interval matrix (A[i]
3). The idea of computing the square of an interval matrix is

extended in order to write as many computations of �I+A t+ 1/2(A t)2�A∈A[i]
as a

single-use expression, while the other expressions are evaluated by computing the

global maxima.

∀i �= j : [wi j] =[ai j](t+
1

2
([aii]+ [a j j])t

2)+
1

2 ∑
k:k �=i,k �= j

[aik][ak j]t
2

∀i : [wii] =
[
κ([aii], t),max

(
aiit +

1

2
a2

iit
2,aiit +

1

2
a2

iit
2
)]

+
1

2 ∑
k:k �=i

[aik][aki]t
2

κ([aii], t) =

{
min

(
{aiit+

1
2a2

iit
2,aiit +

1
2a2

iit
2}
)
, for− 1

t
/∈ [aii]

− 1
2 , for− 1

t
∈ [aii]

Proof. The non-diagonal elements [wi j] can be formulated as a single-use expres-

sion (SUE), resulting in an exact evaluation using interval arithmetic. The com-

putation of the diagonal elements [wii] cannot entirely be reformulated to a SUE.

However, one can split [wii] into a part with and without a single variable occur-

rence:

[wii] = [aii]t +
1

2
[aii]

2
t2

︸ ︷︷ ︸
non-SUE

+
1

2 ∑
k:k �=i

[aik][aki]t
2

︸ ︷︷ ︸
SUE

.

It remains to obtain the exact interval of γ(a) := at + 1
2a2t2 by computing the

minimum and maximum. The function γ(a) has only one minimum at a = −1/t
and is monotone elsewhere, so that the maximum is to be found at the borders:

γmax = max(aiit+
1
2a2

iit
2,aiit+

1
2a2

iit
2). Where the global minimum (amin =−1/t) is

an element of [aii], one obtains: γmin = −1/2. In the other case, the minimum is to

be found at the border: γmin = min(aiit+
1
2a2

iit
2,aiit+

1
2a2

iit
2). ⊓⊔

Besides computing with the lower and upper bound of intervals, one can also

compute with the center and the radius of the interval. The advantage of the latter

technique is that it is more efficient and easier to parallelize; see [31]. The result

is more conservative, but the interval of a standard operation (addition, difference,

multiplication, and division) is bounded by a factor 1.5 in radius1 compared to the

computation with lower and upper bounds.

1 The radius of a set X is defined as 0.5maxx1∈X ,x2∈X |x1− x2| in [31].

A. Althoff et al.

Proposition 4.4 (Dependent Interval Matrix Evaluation). The set

�I+A t+1/2(A t)2�A∈A[i] [i](t)=

[W(t),W(t)], where

can be tightly enclosed by another interval matrix W
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4.4.3 Norm Bounds

In order to quickly estimate the size of the set of state transition matrices, it is often

helpful to compute with norms instead of applying the introduced computational

techniques using matrix zonotopes or interval matrices.

Theorem 4.2 (Norm Bound). In order to obtain a tight norm bound, the matrix set

A is overapproximated by an interval matrix A[i] which is split into a nominal and

a symmetric part: A[i] = A[n]+[−S,S]. The norm of the distance of the set of state

transition matrices to the exponential matrix of the nominal matrix is computed for

‖|A[n]|+S‖< 2
t

as

‖�eAt�A∈A − e
A[n]t‖

≤
‖A[n]‖‖S‖ t2

2

‖A[n]‖ · ‖|A[n]|+S‖ t2

4 − (‖A[n]‖+‖|A[n]|+S‖) t
2 + 1

+
‖S‖t

1−‖|A[n]|+S‖ t
2

.

The proof is shown in the Appendix.

4.4.4 Discussion

For small times t < 2/(‖|A[n]|+S‖) (see the Appendix), which are typically used

for reachability analysis, the terms 1
i! (A t)i contribute less to the overall solution

�eAt�A∈A for increasing i values. Thus, one should use sophisticated computations

for the first terms and switch to coarser and more efficient computations for higher

order terms. For this reason, computations with matrix zonotopes are only con-

ducted up to second order in this work. Another reason is that the number of genera-

tors for the lth power is (κ+1)l−1, while the representation size does not grow for

interval matrices. In order to keep the overapproximation of interval computations

low, higher powers are based on the exact result of the square; see [36]. Besides

matrix zonotopes, one can also represent uncertainties by the more general matrix

polytopes [27]. However, due to the computational complexity of matrix polytopes,

it is advisable to overapproximate them by matrix zonotopes (see [27]) and compute

with the methods presented herein.

4.4.5 Numerical Evaluation of the Set of State Transition Matrices

The methods presented for computing the set of state transition matrices are illus-

trated for a five-dimensional example and evaluated for randomly generated exam-

ples.
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4.4.5.1 Five-Dimensional Example

The computation of the set of state transition matrices is demonstrated for the matrix

zonotope

A[z]=(G(0),G(1)), G(0)=

⎡
⎢⎢⎢⎢⎣

−1 −4 0 0 0

4 −1 0 0 0

0 0 −3 1 0

0 0 −1 −3 0

0 0 0 0 −2

⎤
⎥⎥⎥⎥⎦
, G(1)=

⎡
⎢⎢⎢⎢⎣

0.1 0.1 0 0 0

0.1 0.1 0 0 0

0 0 0.1 0.1 0

0 0 0.1 0.1 0

0 0 0 0 0.1

⎤
⎥⎥⎥⎥⎦
.

(4.12)

and the corresponding interval matrix that tightly encloses the above matrix zono-

tope:

A[i] =

⎡
⎢⎢⎢⎢⎣

[−1.1,−0.9] [−4.1,−3.9] 0 0 0

[3.9,4.1] [−1.1,−0.9] 0 0 0

0 0 [−3.1,−2.9] [0.9,1.1] 0

0 0 [−1.1,−0.9] [−3.1,−2.9] 0

0 0 0 0 [−2.1,−1.9]

⎤
⎥⎥⎥⎥⎦
.

(4.13)

The resulting sets M (t) are computed for t = 0.05 and the maximum order η = 6

of the Taylor expansion. For the matrix zonotope A[z], the set of state transition

matrices is plotted for selected projections in Fig. 4.3. Particular matrix exponential

values generated from matrix samples Ǎi ∈A[z] are also plotted. These matrices are

the vertex matrices of A[z] and 100 randomly chosen matrices. One can observe that

the matrix zonotope computation is much more accurate and captures very well the

result of the samples, while the interval matrix computation returns a much larger

set. The independent evaluation of each Taylor term using matrix zonotopes, i.e.

(4.10) is applied for the first two Taylor terms instead of Prop. 4.3, also returns a

much larger set compared to the dependent evaluation of the terms up to second

order.

The results for the interval matrix A[i] are shown in Fig. 4.4. Obviously, the

computation with matrix zonotopes results only in marginal improvements when

the uncertain matrix is an interval matrix, while it is a more significant improvement

over the independent evaluation, i.e. pure interval arithmetic is applied for the first

two Taylor terms instead of Prop. 4.4. For interval matrices, the result is tight for

both, the interval matrix and the matrix zonotope computation.

4.4.5.2 Random Matrix Set Generation

For a more thorough evaluation, random matrix sets are computed using a num-

ber of characterizing parameters. A random matrix whose elements are uniformly

distributed is denoted by Arand = rand(a,µ) so that ∀i, j :−a≤ arand
i j ≤ a. The vari-

able µ determines the ratio of the number of non-zero elements to all elements of a

A. Althoff et al.



4 Analyzing Reachability of Linear Dynamic Systems with Parametric Uncertainties 83

−0.195 −0.19 −0.185
0.925

0.93

0.935

M
12

M
2
2

(a) Projection onto M 12, M 22.

−0.05 −0.045 −0.04 −0.035

0.04

0.045

0.05

M
43

M
3
4

(b) Projection onto M 43, M 34.

Fig. 4.3: Computations of M (t) for the set A[z] as specified in (4.12); t = 0.05,

η = 6. Solid line: matrix zonotope computation; dashed line: interval matrix compu-

tation; dash-dotted line: independent matrix zonotope computation, i.e. independent

evaluation of each Taylor term
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Fig. 4.4: Computations of M (t) for the set A[i] as specified in (4.13); t = 0.05,

η = 6. Solid line: matrix zonotope computation; dashed line: interval matrix compu-

tation; dash-dotted line: independent matrix zonotope computation, i.e. independent

evaluation of each Taylor term

matrix, i.e. the number of non-zero values is ceil(µ n2) and ceil returns the next

higher natural number.

The matrix center and matrix generators are randomly generated as G(0) =
rand(σ ,1) and G(i) = rand( 1

κ ,µ), where σ is referred to as center-uncertainty ra-

tio, κ is the number of generators, and µ is the non-zero ratio. Note that the non-zero

elements have the same row and column indices for all generator matrices so that the

corresponding interval matrix uncertainties are non-zero at the same positions. The

interval enclosure of matrix zonotopes is equivalent to generating interval matrices

G(0)+[−S,S], where S = rand(1,µ).
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There are no further constraints on the generation of random matrix sets, such

that the sets might contain stable and/or unstable matrices.

4.4.5.3 Norm Evaluation

As a first test, the norm ‖M (t)−M[n](t)‖∞ with M[n](t) = e
A[n] t as defined in (4.3)

is over- and underapproximated. The underapproximation is obtained as a union

of sampled matrices: M (t) =
⋃ϖ

i=1 eǍ(i)t , where Ǎ(i) are vertex matrices and 103

randomly generated matrices.

The overapproximation is obtained as presented above and the inf-norm when

computing with interval matrices can easily be computed as ‖A[i]‖∞ = ‖A∗‖∞, where

a∗i j = max(|ai j|, |ai j|). Note that computing the 2-norm of an interval matrix is ex-

ponential in the system dimension [37]. When the set of uncertain matrices is from

the class of matrix zonotopes, the maximum norm is to be found equal to one of the

vertex matrices V(i) since ‖∑rA
i=1 αiV

(i)‖ ≤ ∑
rA
i=1 αi‖V(i)‖, αi ≥ 0 (see (4.9)). How-

ever, the number of vertices is too high, even in small dimensions, such that only

interval matrices can be evaluated. This is obvious since already the number of ver-

tex matrices required to represent the remainder E[i] is 2n2
when each element of E[i]

is uncertain within an interval.

The ratio of both norms is defined as

θ =
‖M (t)−M[n](t)‖∞
‖M (t)−M[n](t)‖∞

and its evaluation is performed using randomly generated interval matrices with pa-

rameters specified in Table 4.1. After introducing tmax = 2/‖A[i]‖∞, one can define

the time-ratio ω := t/tmax so that for ω ∈ [0,1] the convergence of the norm bound

is guaranteed (see the Appendix). By varying one of the parameters while fixing the

others, and by choosing the maximum Taylor order to η = 10, the plots in Fig. 4.5

are obtained. It can be seen that the only dominant parameter is the time ratio ω ,

while all other variations return norm ratios of around 1.2 which is mainly caused

by choosing ω = 0.2.

Table 4.1: Error norm evaluation: Random matrix set generation parameters

dimension n center-delta ratio σ time ratio ω non-zero ratio µ

20 3 0.2 0.3

A. Althoff et al.
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Fig. 4.5: Norm evaluation: Norm ratios θ for variations of parameters while fixing

the other parameters given in Table 4.1

4.4.5.4 Volume Evaluation

Since the performance of the matrix zonotope computations could not be evaluated

in the previous norm test, we now evaluate how big the volume of the set of state

transition matrices M (t) is when it is computed by matrix zonotopes or interval

matrices. The volume of M (t) is computed by transforming it to a set in the vector

space, so that interval matrices become multidimensional intervals and matrix zono-

topes become zonotopes. The transformation is established by stacking the column

vectors of a matrix Y ∈Rn×n into a vector y ∈ Rn2
.

The volume computation of multidimensional intervals is simply the product of

the interval lengths in each dimension. The volume computation of a zonotope is

more elaborate and ♯P-hard; see [38]. For this reason, zonotopes are overapproxi-

mated by parallelotopes according to [5] for which the volume computation is much

easier, meaning that the exact volume ratio is better for matrix zonotopes than shown

in Fig. 4.6. In order to ensure that the volume is always greater than 0, the non-zero

ratio µ is chosen to 1. Due to the computational load, the dimension is chosen as

n = 6 in contrast to Table 4.1. For a comparison of the results, the average ratio for

each dimension is computed: υ = (V1/V2)
1/n2

, where V1 is the volume of the zono-

tope computation,V2 the volume of the interval computation, and the dimension due

to the vector space transformation is n2. It can be seen that especially for problems

in higher dimension, matrix zonotopes perform better than interval matrices.
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Fig. 4.6: Volume evaluation: Normalized volume ratios υ for variations of parame-

ters while fixing the other parameters.



86

4.5 Computation of Reachable Sets

As mentioned in the introduction, there exists a large number of possible represen-

tations for reachable sets. It has been shown that zonotopes and support functions

outperform other representations when computing the reachable set of linear time

invariant systems [16, 39]. However, for linear systems with uncertain parameters,

no efficient method has yet been proposed using support functions. Thus, zonotopes

are used for the numerical examples, which are specified as in (4.8), except that

the matrix generators are replaced by vector generators. The order of a zonotope is

also defined as ρ = κ/n, where κ is the number of generators and n is the system

dimension.

In order to execute Alg. 1, it remains to specify how to multiply an interval ma-

trix or a matrix zonotope with a zonotope, and how to add zonotopes. Due to space

limitations, the derivation of these operations is left to [27]. It is noted that the mul-

tiplication and addition operation can be implemented efficiently which is reflected

in the numerical examples presented below.

4.5.1 Five-Dimensional Example

As a first example, the reachable set of the linear system ẋ=Ax+u(t) is computed,

where A ∈ A[z] as specified in (4.12). Alternatively, the reachable set is computed

with interval matrices so that A ∈A[i] as specified in (4.13) to compare the accuracy

with the more complex matrix zonotope computations. The set of inputs is bounded

by the interval [−0.1,0.1] for each dimension. The maximum order of Taylor terms

is chosen to η = 4, the maximum zonotope order is chosen as ρ = 20, the time

increment is r = 0.05 and the time horizon is t f = 5.

The scalability of the algorithm is shown by computing reachable sets for sev-

eral randomly generated linear systems using the same parameters as for the five-

dimensional system. There are no further constraints on the generation of random

matrix sets, such that the sets might contain stable and/or unstable matrices. Compu-

tation times for system matrices bounded by interval matrices and matrix zonotopes

are shown in Table 4.2. The computations have been performed in MATLAB on an

Intel i7 Processor with 1.6 GHz and 6 GB memory.

4.5.2 Transmission Line

The second example is a transmission line which is modeled as an R-L-C circuit,

see Fig. 4.8. Those models are used in, e.g., timing verification of integrated circuit

design [40]. Possible verification tasks are to guarantee a minimum time to reach a

certain output voltage or to guarantee that a maximum output voltage is not overshot.

Similar examples have been studied in [16, 41], where wrapping-free algorithms

A. Althoff et al.



4 Analyzing Reachability of Linear Dynamic Systems with Parametric Uncertainties 87

−1 −0.5 0 0.5 1 1.5

0

0.5

1

x
2

x
3

R(0)

R([0.t f ]) using A[i]

R([0.t f ]) using A[z]

(a) Projection onto x2, x3.

0 0.5 1

0

0.5

1

x
4

x
5

(b) Projection onto x4, x5.

Fig. 4.7: Reachable set of the five-dimensional example. The light gray region shows

the reachable set when computing with the interval matrix A[i], while the dark gray

region shows the result when computing with the original matrix zonotope A[z].

Black lines show exemplary trajectories and the white region is the initial set

Table 4.2: Computation times

Dimension n 5 10 20 50 100

Interval matrix

CPU time in [s] 0.14 0.17 0.46 1.05 3.63

Matrix zonotope: Nr of generator matrices κ = 1

CPU time in [s] 0.14 0.15 0.46 1.36 6.24

Matrix zonotope: Nr of generator matrices κ = 2

CPU time in [s] 0.15 0.20 0.72 3.53 11.01

Matrix zonotope: Nr of generator matrices κ = 4

CPU time in [s] 0.22 0.36 1.47 7.58 28.33

could be applied. This is not possible in this work since uncertain parameters are

considered. The wrapping effect plays a dominant role in this example since the

system is poorly damped, where the smallest damping ratio of all poles is 0.016.

Thus, even a small wrapping effect can cause unstable reachable set computations.

This effect could be decreased by applying subdivision strategies for the uncertain

parameters, which would increase the computation time, however.

Uin Uout

Rdriver RRL LL

CCC

I1 I2 Iη

U1 U2

Fig. 4.8: Transmission line modeled as an R-L-C circuit
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After denoting the voltage and the current at the lth node by Ul and Il , respec-

tively, and all resistances, inductances, and capacitances by R, L, C, the differential

equations are

first node (l = 1) other nodes last node (l = η)
U̇1 =

1
C
(I2− I1) U̇l =

1
C
(Il+1− Il) U̇η =− 1

C
Iη

İ1 =
1
L
(U1 +Uin)− Rdriver

L
I1 İl =

1
L
(Ul−Ul−1)− R

L
Il İη = 1

L
(Uη −Uη−1)− R

L
Iη

(4.14)

with parameter ranges listed in Table 4.3. After introducing the state vector x =
[U1, . . . ,Uη , I1, . . . , Iη ]

T , the input u=Uin, and grouping the terms in (4.14), one can

formulate the differential inclusion

ẋ ∈ ([p1]Q
(1)+[p2]Q

(2)+[p3]Q
(3)+[p4]Q

(4)

︸ ︷︷ ︸
=A[z]

)x+[p1]r︸︷︷︸
=B[z]

u, (4.15)

where Q(i) ∈Rn×n, r ∈ Rn, and

[p1] =
1

[L]
, [p2] =

1

[C]
, [p3] =

[Rdriver]

[L]
, [p4] =

[R]

[L]
.

The formulation in (4.15) makes it possible to obtain the generators G(i) of the

matrix zonotope A[z] as

G(0) =
4

∑
i=1

mid{[pi]}Q(i), for i = 1..4 : G(i) = rad{[pi]}Q(i)

and analogously for B[z], where mid{.} returns the midpoint and rad{.} the ra-

dius of an interval. The initial state of the system is determined by the steady state

solution for input voltages Uin = u ∈ [−0.2,0.2] to which an uncertainty is added

so that the initial currents are also uncertain: R(0) = −A−1bu+�(0.001), where

A, b are chosen as the matrix centers of A[z], B[z], and �(0.001) is a box of edge

length 2 · 0.001. At time t = 0, the input is changed to u ∈ [0.99,1.01] so that the

step response of the output voltage Uout =Ul can be verified. For the modeling of

the transmission line, 20 nodes have been used such that the system has 40 state

variables. The reachable set of Uout is presented in Fig. 4.9 when computing with

matrix zonotopes (dark gray) or interval matrices (light gray). It can be observed

that the matrix zonotope computations are much tighter due to the consideration

of the dependency of the R, L, and C values of each node. Further projections of

reachable sets in the phase space are shown in Fig. 4.10.

The step size of the example is r = 0.002, the time horizon is t f = 0.7, Taylor

terms are computed up to order η = 6, and the maximum zonotope order is ρ = 400,

where the order reduction is performed as in [14]. The computation time was 388 s

for the matrix zonotope computation and 37 s for the interval matrix computation in

MATLAB (without using the parallel computing toolbox) on an Intel i7 Processor

A. Althoff et al.
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with 1.6 GHz and 6 GB memory. Interval computations have been performed using

the Matlab toolbox IntLab [42].

Table 4.3: Transmission Line Parameters

resistance in [Ω ] driver resistance in [Ω ] inductance in [H] capacitance in [F]

R ∈ [0.99,1.01] Rdriver ∈ [9.9,10.1] L = 1e−10 C ∈ 1e−13 · [3.99,4.01]
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Fig. 4.9: Output voltage range of the transmission line over time. The light gray re-

gion shows the reachable set when computing with the interval matrix A[i], while the

dark gray region shows the result when computing with the original matrix zonotope

A[z]. Black lines show exemplary trajectories

4.6 Conclusions

The computation of reachable sets for linear systems with uncertain time-invariant

system matrices and time-varying inputs has been presented. The reachable set for

points in time without any input is computed based on the set of state transition

matrices, which is extended for time intervals and uncertain inputs. New methods

for tightly overapproximating the set of state transition matrices by considering pa-

rameter dependencies have been developed for interval matrices and matrix zono-

topes. These methods are numerically evaluated and supplemented by an accurate

norm estimation. Due to the use of zonotopes for the reachable set representation,

the computational complexity grows moderately with the number of state variables

compared to other approaches, such as the computation with arbitrary polytopes.

The usefulness of the presented methods is demonstrated for the verification of a
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Fig. 4.10: Reachable set of the transmission line example. The light gray region

shows the reachable set when computing with the interval matrix A[i], while the

dark gray region shows the result when computing with the original matrix zonotope

A[z]. Black lines show exemplary trajectories and the white region is the initial set

transmission line. Although the overapproximation of reachable sets is small for

the first time intervals, the wrapping effect might become a dominant source for

overapproximation when the system is poorly damped.

As previously mentioned, it is assumed that the implementation of the presented

methods returns exact numerical results, although computers have rounding errors

due to a fixed number of significant digits. This can be fixed by performing all un-

derlying numerical computations with interval arithmetics accounting for rounding

errors.

Future work aims at reducing the wrapping effect by developing new order re-

duction techniques for zonotopes. This might be achieved by adopting techniques

used for the reduction of the wrapping effect of multidimensional intervals, such as

the QR-preconditioning algorithm [29]. Preconditioning the state equations such as

using the classical diagonalization of system matrices, where A ∗ = SA S−1 and S

contains the eigenvectors of the nominal system matrix A[n], has not been beneficial

since the uncertainty of A ∗ is increased compared to A due to the necessary ma-

trix set multiplications. However, if one could compute the range of eigenvalues and

eigenvectors more efficiently and tighter as today [34], one could use these results

to obtain an exactly diagonalized system matrix directly. It would then be possible

to compute the set of state transition matrices for long time horizons (due to the

separate evaluation for each dimension) such that wrapping-free implementation

developed in [39] could be applied.
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Appendix

Proof of Theorem 4.2

The lth power of an interval matrix can be represented by a real valued matrix C[n](l)
and a symmetric interval matrix [−D(l),D(l)]:

A[i]
l = (A[n]+[−S,S])l = C[n](l)+ [−D(l),D(l)].

Using the nominal or center value A[n] and the symmetric interval [−S,S], the values

of C[n](l) and D(l) can be obtained iteratively (see [31]):

C[n](i+1) = A[n]C[n](i),

D(i+1)≤ |A[n]|D(i)+S|C[n](i)|+SD(i) = (|A[n]|+S)D(i)+S|C[n](i)|,
(4.16)

where C[n](1) = A[n], D(1) = S. Using this notation, the difference between the

nominal exponential matrix and the overapproximated set of exponential matrices

is

�eAt�A∈A − eA[n]t ⊆
∞

∑
i=1

[−D(i),D(i)]
t i

i!
. (4.17)

We are ultimately interested in S∑(i) := ∑i
l=1 D(l) tl

l! (see (4.17)). A matrix com-

putation can be found for S∑(i) based on (4.16) when overapproximating the abso-

lute value of C[n](i) by |C[n](i+ 1)|= |A[n]||C[n](i)|:
⎡
⎣
|C[n](i+1)|t i+1

D(i+ 1)t i+1

S∑(i+1)

⎤
⎦=

⎡
⎣
|A[n]|t 0 0

St (|A[n]|+S)t 0

0 I 1
i! I

⎤
⎦

︸ ︷︷ ︸
=G̃(i)

⎡
⎣
|C[n](i)|t i

D(i)t i

S∑(i)

⎤
⎦ .

In order to derive some properties from the linear update scheme, the matrix G̃(i)
depending on i is replaced by a constant matrix G such that the result is overap-

proximated. This is done by overapproximating the sum S∑(i) = ∑i
l=1 D(l) tl

l! by

S∑∗(i) = ∑i
l=1 D(l) tl

2l−1 :

⎡
⎣
|C[n](i+1)|t i+1/2i

D(i+1)t i+1/2i

S∑(i+1)

⎤
⎦=

⎡
⎣
|A[n]| t2 0 0

S t
2 (|A[n]|+S) t

2 0

0 I I

⎤
⎦

︸ ︷︷ ︸
=G

⎡
⎣
|C[n](i)|t i/2i−1

D(i)t i/2i−1

S∑(i)

⎤
⎦ . (4.18)

When using the definition of norms of matrix sets in (4.3), the following relation-

ships hold: ‖AB‖ ≤ ‖A‖‖B‖, ‖A+B‖ ≤ ‖A‖+‖B‖. The inequality for the multi-
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plication only holds for sub-multiplicative norms, which is the case for all p-norms.

This makes it possible to rewrite (4.18) to

⎡
⎣
‖C[n](i+1)‖t i+1/2i

‖D(i+1)‖t i+1/2i

‖S∑(i+1)‖

⎤
⎦=

⎡
⎣
‖A[n]‖ t

2 0 0

‖S‖ t
2 ‖|A[n]|+S‖ t

2 0

0 1 1

⎤
⎦

︸ ︷︷ ︸
=Gnorm

⎡
⎣
‖C[n](i)‖t i/2i−1

‖D(i)‖t i/2i−1

‖S∑(i)‖

⎤
⎦

Due to the block-triangular structure of Gnorm, the eigenvalues are ‖A[n]‖ t
2 ,

‖|A[n]|+S‖ t
2 , and 1. If ‖|A[n]|+S‖ t

2 < 1, it follows that the maximum eigenvalue

is 1, which is assumed from now on. Another interesting property of Gnorm is that

it is non-negative, i.e. gnorm,i, j ≥ 0 for all i, j = 1 . . .3. In addition, if there exists a

common natural number m for all index pairs such that (Gm
norm)i j > 0, the matrix is

not only irreducible, but primitive, too.

For primitive matrices, one can apply the Perron-Frobenius theorem that allows

one to compute limk→∞ Gk
norm based on the left and right eigenvectors of Gnorm.

However, due to the block-triangular structure of Gnorm, it follows that it is a re-

ducible matrix and thus not primitive. In [43] it is shown that under certain con-

ditions (see [43, Assumption 2]), the results of the Perron-Frobenius theorem can

be generalized to the reducible matrix at hand, where y is the right and q the left

eigenvector corresponding to the greatest eigenvalue λ̄ = 1: limk→∞Gk
norm/λ̄

k =
limk→∞ Gk

norm = yqT/(yTq). Using this result, and the fact that the right eigenvec-

tor is always y =
[
0 0 1

]T
and q3 = 1, the norm of the set of matrix exponentials

can be overapproximated by

‖�eAt�A∈A − eA[n]t‖ ≤
[
0 0 1

] yqT

qT y︸ ︷︷ ︸
=qT

⎡
⎣
‖A[n]‖t
‖S‖t

0

⎤
⎦ . (4.19)

The remaining left eigenvectors are

q1 =
‖S‖ t

2

‖A[n]‖ · ‖|A[n]|+S‖ t2

4 − (‖A[n]‖+ ‖|A[n]|+S‖) t
2 +1

,

q2 =
1

1−‖|A[n]|+S‖ t
2

.

Inserting this result into (4.19) yields the result of the theorem.
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Chapter 5

Robustness Comparison of Tracking Controllers
Using Verified Integration

Marco Kletting and Felix Antritter (�)

Abstract In this contribution we discuss a method for investigating the robustness

properties of tracking controllers using verified simulation. This method allows to

compare the controllers with respect to robustness against uncertainty in the param-

eters of the plant and in the initial conditions of measured and unmeasured states. A

robustness criterion is formulated, which can be evaluated using interval methods.

To illustrate the approach, we compare the robustness properties of three concep-

tually different flatness based tracking controllers with dynamic output feedback,

which are applied to a simple example.

5.1 Introduction

Differential flatness [1–3] is a powerful tool for motion planning and trajectory

tracking for linear and nonlinear systems. In particular for nonlinear systems there

is a wide acceptance of this approach, which has been applied successfully to nu-

merous problems of industrial relevance. However, a major drawback is the lack of

techniques that allow to investigate the robustness of flatness based tracking con-

trollers against, e.g., uncertainty in the plant parameters or in the measurements due

to non-ideal sensors.

Roughly speaking, differential flatness of a control system is characterized by

the existence of a — possibly fictitious — flat output that allows a differential pa-
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rameterization of the states and inputs. Based on the differential parameterization ,

a tracking controller for a given reference trajectory for the flat output can be de-

signed. In general, not all system variables which are necessary to implement the

tracking controller can be measured. In this case a nonlinear tracking observer as

proposed in [4] can be used. These relations are discussed here in a general manner

for single-input systems and are applied to a magnetic levitation system, where only

the load position can be measured.

It has been shown in [5–7] that interval methods are a suitable tool for analyzing

the properties of the resulting closed loop. Using interval methods, the maximum

admissible range of parameter uncertainties in the plant and in the initial state is

determined such that the deviation from a desired trajectory is guaranteed to remain

within specified tolerances. To be more specific, subintervals of the parameter un-

certainty boxes are considered for a verified integration [8, 9] over the desired time

span. A subinterval is admissible if the resulting enclosures over the complete time

span lie completely inside the specified tolerances for robustness. If the enclosures

are completely outside the specified tolerances for at least one point of time, the

corresponding subinterval is not admissible. Further splitting is required to decide

about the admissibility of all remaining intervals. Not only uncertainty in the plant

parameters can be considered but also uncertainties in the initial conditions and

in the available measured signals can be considered. For the verified integration a

solver based on Taylor models as implemented in COSY VI [8] is used.

In this paper we illustrate the approach for the comparison of the robustness of

three different flatness based tracking controllers. The compared approaches are the

“classical” flatness based tracking controller with exact linearization of the tracking

error dynamics (see, e.g., [2]), the tracking controller with exact feedforward lin-

earization [10] and an approach using a nonlinear feedforward together with a linear

error feedback [11–13]. The proposed robustness analysis using interval methods

cannot be used to obtain general results for the different controllers but it allows to

evaluate their performance for a given system. Here, we used a magnetic levitation

system. This is a structurally rather simple single input differentially flat system and

hence simplifies the discussion. Furthermore, this system has been chosen in [10] as

an example system for the illustration of the feedforward linearizing controller.

From the discussion of the robustness analysis in this paper it becomes clear

that the approach can be applied to a wide class of uncertainties (e.g. sensor errors

see [7]) and controllers (with and without observers, single and multi input) and it

yields very explicit results on the disturbed dynamic behavior. This is in contrast

to the approach presented in [14] for the feedforward linearizing controller, which

allows to determine the final set of equilibria of the closed loop system in the pres-

ence of perturbations using set inversion based on the algorithm SIVIAX (see [15]),

when additional restrictions on the velocity of the assigned reference trajectories are

introduced.

This paper is organized as follows. In Section 5.2, the flatness based controllers

to be compared are introduced and the construction of a nonlinear tracking observer

is recalled. Additionally, we recall the most important properties of a linear dy-

namic output feedback of reduced order, which can be used for the linear tracking
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controller to estimate the feedback. In Section 5.3, we introduce the magnetic levi-

tation system and present the resulting controllers. Section 5.4 describes briefly the

verified integration of nonlinear uncertain systems based on Taylor models, which

is required for the robustness analysis presented in Section 5.5, where additionally

the robustness criterion is formulated. Simulation results are shown in Section 5.6,

where we restricted to a parameter uncertainty in the right hand side of the system

equations and in the initial state in order to focus the discussion on the comparison

of the tracking controllers. Finally, conclusions and an outlook on future research

are given in Section 5.7.

5.2 Flatness Based Controller Design

5.2.1 Differential Flatness and Feedforward Controller Design

Flatness based controller design has been introduced, e.g., in [1] (differential alge-

braic setting) and [2] (differential geometric setting). Various aspects of flatness are

illustrated, e.g., in [3]. In this contribution the following relations for nonlinear sin-

gle input systems are used, where the dependence of the relations on the parameters

are stated explicitly: For a flat system

ẋ = f(p,x,u) , (5.1)

with x ∈ Rn, u ∈ R and the parameter vector p ∈ Rnp , differential flatness of (5.1)

implies the existence of a flat output y f ∈ R, such that

y f = h f (p,x) , (5.2)

x = ψx(p,y f , ẏ f , . . . ,y
(n−1)
f ) , (5.3)

u = ψu(p,y f , ẏ f , . . . ,y
(n)
f ) (5.4)

holds, with h f , ψu, ψx smooth at least on an open subset of Rn and Rn+1 respec-

tively. Introducing the new coordinates

ζ = (ζ1, . . . ,ζn) = (y f , ẏ f , . . . ,y
(n−1)
f ) , (5.5)

the flat system (5.1) can be transformed via the well defined diffeomorphism

ζ =Φ(p,x) (5.6)

into controller normal form

ζ̇i = ζi+1, i = 1,2, . . .n−1 ,

ζ̇n = α(p,ζ ,u) .
(5.7)
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Setting v = y
(n)
f yields

u = ψu(p,ζ ,v) (5.8)

in view of (5.4) and (5.5). In [10] it has been shown that

α(p,ζ ,ψu(p,ζ ,v)) = v (5.9)

holds and thus, by application of the feedback law (5.8), system (5.1) is diffeomor-

phic to the Brunovský normal form

ζ̇i = ζi+1, i = 1,2, . . .n−1 ,

ζ̇n = v ,
(5.10)

with new input v. A (sufficiently smooth) reference trajectory y f ,d : [t0, t0 +T ]→ R

for the flat output y f can be assigned almost arbitrarily (excluding singularities of

the differential parameterization (5.3)–(5.4)). If the reference trajectory y f ,d satisfies

the boundary conditions

x(t0) = ψx(p0,y f ,d(t0), ẏ f ,d(t0), . . . ,y
(n−1)
f ,d (t0)) , (5.11)

then a corresponding feedforward controller that provides y f (t) = y f ,d(t) for t ∈
[t0, t0 +T ] is given by

ud(t) = ψu(p0,y f ,d(t), ẏ f ,d(t), . . . ,y
(n)
f ,d(t)) . (5.12)

For (5.11) and (5.12) it has been assumed that the parameter vector p of the plant

(5.1) matches a nominal parameter vector p0.

5.2.2 Flatness Based Tracking Controller Design

5.2.2.1 Tracking Controller with Exact Linearization

To stabilize the tracking of a given reference trajectory y f ,d for the flat output, the

tracking error e is introduced as

e = y f − y f ,d = ζ1− ζ1,d . (5.13)

In view of (5.10) it follows that

e(i) = ζi+1− ζi+1,d, i = 0,1, . . . ,n−1 . (5.14)

Thus, when setting the new input v in (5.10) to

v f b = ζ̇n,d−
n−1

∑
i=0

ãi(ζi+1− ζi+1,d) = ζ̇n,d−
n−1

∑
i=0

ãie
(i) , (5.15)
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the tracking error obeys the linear differential equation

0 = e(n)+
n−1

∑
i=0

ãie
(i) , (5.16)

which can be made stable by a suitable choice of the ãi. Substituting (5.15) into

(5.8) yields the tracking controller

uel = ψu(ζ ,v f b) , (5.17)

which yields an exact linearization of the controlled tracking error dynamics (see

(5.16)).

5.2.2.2 Tracking Controller with Feedforward Linearization

It has been pointed out in [10] that the exact linearizing feedback controller can be

very sensitive with respect to uncertain parameters and it has been proposed to use a

so-called feedforward linearizing controller. The feedforward linearizing controller

uses the feedback law

u f l = ψu(ζd,v f l) . (5.18)

The name of this tracking controller is motivated by the fact that the linearizing

property (5.9) holds only when ζ = ζd. Via the input v f l a similar feedback as in the

case of exact linearization is done:

v f l = ζ̇n,d−
n−1

∑
i=0

λie
(i) , (5.19)

where e is defined as in (5.13). The design of the controller parameters λi, i =
0,1, . . . ,n−1 is then carried out based on a linearization of the closed loop dynamics

about the reference trajectory (see [10] for details).

5.2.2.3 Linear Tracking Controller

As a third tracking controller we consider a linear stabilizing feedback of the form

ulin = ud +νlin, (5.20)

where ud is the nonlinear feedforward controller given by (5.12) and

νlin =−
n−1

∑
i=0

kie
(i) . (5.21)
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5.2.2.4 Resulting Closed Loop System

Using the inverse of the diffeomorphism (5.6), it is possible to implement all three

presented tracking controllers as a time varying feedback of the original states, i.e.

u = ψ ′u, f bl(p0,pc,x,y f ,d, ẏ f ,d , . . . ,y
(n)
f ,d) = ψ ′′u, f bl(p0,pc,x, t) , (5.22)

where ψ ′u, f bl is any of the feedback laws (5.17),(5.18) or (5.20), p0 is the nominal

system parameter vector and pc contains the controller parameters (i.e. ãi, λi or ki).

As a consequence, the controlled system can be summarized for all three controllers

as

ẋ = f(p,x,ψ ′′u, f bl(p0,pc,x, t)) = ffbl(p,p0,pc,x, t) (5.23)

where p is the vector containing the actual plant parameters and p �= p0 can occur

due to not exactly known parameters.

It has been shown in [16] that the tracking controllers presented in Sections

5.2.2.1–5.2.2.3 yield the same linearized closed loop dynamics for the nominal sys-

tem, if the parameters in (5.19) and (5.21) respectively are chosen according to

λi = ãi+aci
, ki =

1

bc(t)
(ãi+ aci

), i = 0,1, . . . ,n− 1 , (5.24)

where the time varying parameters aci
i= 0,1, . . . ,n−1 and bc are the entries of the

linearization matrices of the open loop system in the coordinates (5.5). This will not

be discussed in detail here but explained by means of the example in Section 5.3

(for more details see [16]).

5.2.3 Output Feedback

5.2.3.1 Tracking using a Nonlinear Tracking Observer

For the implementation of the feedback (5.22), in general, all states have to be avail-

able for measurement. If only the output

y = h(p,x) (5.25)

with y ∈ Rm is available for measurement, a nonlinear tracking observer with time

varying observer gain L(t)

˙̂x = f(p0, x̂,u)+L(t)(y−h(p0, x̂)) (5.26)

= f(p0, x̂,u)+L(t)(h(p,x)−h(p0, x̂))

= fobs(p,p0,x, x̂,u, t)
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as proposed in [4] can be used. The observer (5.26) basically consists of a model of

the plant and a feedback of the difference of the measured and the estimated output.

For the model of the plant also the nominal parameter values p0 are used. The time

varying observer gain L(t) is designed such that the linearization of the nominal

estimation error dynamics about the reference trajectory y f ,d , given by

∆ ẋ−∆ ˙̂x = (A(t)−LC(t))(∆ x̂−∆x) (5.27)

with

A(t) =
∂ f

∂x

∣∣∣
xd,ud

, C(t) =
∂h

∂x

∣∣∣
xd,ud

(5.28)

are stable. For the stabilization of (5.27), i.e. of the estimation error dynamics in the

vicinity of the reference trajectory y f ,d , methods for linear time varying systems as

proposed in [17] can be used, which place constant eigenvalues in the time varying

observer normal form. With the tracking observer (5.26), the feedback (5.22) can be

estimated using the observer states x̂

û = ψ̂u(p0,pc, x̂, t) . (5.29)

Thus, the controlled system can be summarized as

[
ẋ
˙̂x

]
=

[
f(p,x, ψ̂u(p0,pc, x̂, t), t)

fobs(p,p0,x, x̂, ψ̂u(p0,pc, x̂, t), t)

]
= ffbo(p,p0,pc,x, x̂, t) . (5.30)

The resulting structure for the controlled systems (5.30) is shown in Fig. 5.1. It

can be analyzed using the methods discussed in Sections 5.4 and 5.5.

Some additional modifications for the tracking controllers with observer can be

introduced that do not change the resulting structure and will be discussed in Sec-

tion 5.3.

u−d e

^

ζζ

ζ

Feedforward
Generator

Tracking
Controller

Plant

Nonlinear Tracking

Observer

Fig. 5.1: Structure of the tracking controllers with observer
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5.2.3.2 Linear Dynamic Output Feedback

Due to the linear structure of the tracking controller (5.20)–(5.21) it is possible

to construct a linear dynamic output feedback which directly estimates the control

law instead of estimating the states and using the estimated states to implement the

feedback law. We will not go into the details of the construction of the reduced order

linear dynamic output feedback, for more details see [13]. At this point we just state

that it has the form

ξ̇ = AO(t)ξ +By(t)∆y , (5.31)

ûlin = ud +Cξξ +Cy(t)∆y , (5.32)

with the order d = dimξ of the output feedback satisfying d ≤ n−m and that it is

constructed such that the estimated control input satisfies a linear differential equa-

tion with the actual input, in other words

(ulin− ûlin)
(d)+

d−1

∑
i=0

γi(ulin− ûlin)
(i) = 0 . (5.33)

The closed loop system becomes

[
ẋ

ξ̇

]
=

[
f(p,x, ûlin(p0,pc,ξ ,∆y, t), t)

AO(t)ξ +By(t)∆y

]
= fdo(p,p0,pc,x,ξ , t) . (5.34)

The resulting structure is given in Fig. 5.2.

Of course, the linear estimation error dynamics (5.33) holds only in the vicinity

of the reference trajectory since it has been assigned for the linearization. Note,

however, that also the nonlinear tracking observer discussed in Section 5.2.3.1 is

designed using a linearization.

lin∆

d y

− y

Generator

Dynamic Output
Feedback

PlantFeedforward

v

u

Fig. 5.2: Structure of the tracking controller with linear dynamic output feedback
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5.3 Magnetic Levitation System

A simplified model of a magnetic levitation system (see Fig. 5.3) is given by [18]

Fig. 5.3: Sketch of the magnetic levitation system

ẋ1 = x2 ,

ẋ2 = k
m

u2

(c−x1)2 −g ,
(5.35)

with the nominal parameters k0 = 58.041 kgcm3

s2 A2 , g0 = 981 cm
s2 , m0 = 0.0844kg and

c0 = 0.11cm. The system is already given in controller normal form (5.7) and thus

a flat output of (5.35) is

y f = x1 . (5.36)

The relations (5.3)–(5.4) can directly be derived from (5.35)

(x1,x2) = (y f , ẏ f ) , (5.37)

u = (c− y f )

√
m

k
(ÿ f + g) . (5.38)

For the load of the levitation system a set point change is considered, i.e. a trajectory

has to be planned such that the following boundary conditions are satisfied

(x1(0s),x2(0s)) = (−0.4cm,0
cm

s
) , (5.39)

(x1(0.2s),x2(0.2s)) = (−0.2cm,0
cm

s
) .

In view of the differential parameterization (5.37) this yields the following boundary

conditions for a corresponding trajectory y f ,d for the flat output
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y f ,d(0s) =−0.4cm, ẏ f ,d(0s) = 0
cm

s
, (5.40)

y f ,d(0.2s) =−0.2cm, ẏ f ,d(0.2s) = 0
cm

s
,

which can be satisfied by assigning for y f ,d a third order polynomial. The resulting

trajectory for y f can be seen in Fig. 5.4.
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Fig. 5.4: Reference trajectory for the position x1 and x2 respectively

Based on the results in Section 5.2.1 a tracking controller with exact linearization

of the tracking error dynamics for system (5.35) is given by (see (5.8) and (5.15))

uel = (c− y f )

√
m

kc

((ÿ f ,d− ã1ė− ã0e)+ g) . (5.41)

This controller achieves the linear tracking error dynamics

0 = ë+ ã1ė+ ã0e . (5.42)

The linearization matrices of (5.35) in the flat coordinates clearly have the struc-

ture

A =
∂ f

∂ζ

∣∣∣
ζd,ud

=

[
0 1

ac0
(t) 0

]
, B =

∂ f

∂u

∣∣∣
ζd,ud

=

[
0

bc(t)

]
. (5.43)

Thus, the feedforward linearizing controller which yields the same linearized closed

loop dynamics as (5.41) results to (see (5.18)–(5.19) with (5.24))
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u f l = (c− y f ,d)

√
m

kc

((ÿ f ,d− ã1ė− (ac0
(t)+ ã0)e)+ g) . (5.44)

Finally, the controller with linear feedback and, again, the same linearized closed

loop dynamics, results to (see (5.20)–(5.21) with (5.24))

udor = ud +
1

bc(t)

(
−ã1ė− (ac0

(t)+ ã0)e
)
. (5.45)

It is assumed that the flat output of (5.35) is available for measurement, i.e.

y = h(x) = x1 . (5.46)

For the given output a nonlinear tracking observer, as discussed in Section 5.2.3.1,

can be derived. It has the form

˙̂x1 = x̂2− l1(t)(x1− x̂1) ,
˙̂x2 = k

m
u2

(c−x̂1)2 −g− l2(t)(x1− x̂1) .
(5.47)

The feedback law (5.41) which stabilizes the tracking can then be estimated using

the observer as

ûel = (c− x1)

√
m

kc

((ÿ f ,d− ã1(x̂2− ẏ f ,d)− ã0(x1− y f ,d))+ g), (5.48)

where the measured output (5.46) was used to estimate x1 and x2 is estimated using

the observer state x̂2. In the same manner we get for the feedback law (5.44) the

estimation

û f l = (c− y f ,d)

√
m

kc

((ÿ f ,d− ã1(x̂2− ẏ f ,d)− (ac0
(t)+ ã0)(x1− y f ,d))+ g) . (5.49)

Finally, the feedback law (5.45) can be estimated with the following first order linear

dynamic output feedback

ξ̇ = aO(t)ξ + by(t)∆y ,
ûlin = ud + ξ + cy(t)∆y

(5.50)

with ξ ∈ R.

For the robustness analysis we assume that there are constraints for the at most

tolerable deviations from the reference trajectory for the controlled system which

are specified in the following manner

|xi(t)− xi,d(t)|< δi, i = 1,2; ∀t ∈ [0s,0.2s] (5.51)

In Section 5.5 it will be shown how it is possible, using interval methods, to deter-

mine the admissible parameter interval [p;p] with p ∈ [p;p] such that the tracking
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controllers can meet the specification (5.51). Before that, we will give a short intro-

duction into verified simulation using Taylor models in the next section.

5.4 Verified Integration Based on Taylor Models

The controlled systems (5.30) and (5.34) respectively can be described by a set of

time varying nonlinear ordinary differential equations

ẋ(t) = fx(x(t),p(t), t), (5.52)

where x ∈ R
nx is the state vector (including eventually the controller state for the

integral error feedback) and p ∈ Rnp the parameter vector. The parameter vector

p and the initial conditions x(0) are assumed to be uncertain with p ∈ [p;p] and

x(0) ∈ [x(0);x(0)]. If the parameters may vary over time within their bounds and if

upper and lower bounds of the variation rate are known then

ṗ(t) = ∆p with ∆p ∈ [∆p;∆p] (5.53)

holds.

The state vector can be extended by the parameter vector according to

ż(t) =f(z(t)) with z(t) = [x(t)T ,p(t)T ]T and

f =

[
fx(x(t),p(t))
∆p

]
,

(5.54)

with f : D �→ Rn, D ⊂ Rn = Rnx ×Rnp . Time invariant uncertain parameters are

described by ∆p = 0.

For the robustness analysis a verified integration of the system model has to be

performed. In this paper a Taylor model based integrator as implemented in COSY

VI [8] is used.

Verified integration techniques like VNODE [9] are based on Taylor series ex-

pansion in time. COSY VI performs, in addition to the expansion in time, also an

expansion in the initial state vector, which is in the following denoted by z. The

domain interval vector for z is given by [z]. The expansion point for the expansion

in the initial state vector z is given by ẑ with ẑ ∈ [z]. The expansion point for the

expansion in time is tk. The flow of the differential equation in a given time interval

[tk;tk+1] is enclosed by an n-dimensional Taylor model

Tρ(z− ẑ, t− tk) := Pρ(z− ẑ, t− tk)+ Iρ ,k+1,

with z ∈ [z] and t ∈ [tk;tk +1] ,
(5.55)

where Pρ(z− ẑ, t − tk) is the multivariate polynomial part of order ρ and Iρ ,k+1

the remainder interval vector. Components i of Tρ(z− ẑ, t − tk) are denoted by

Tρ ,i(z− ẑ, t− tk). The Taylor model at t = tk+1 is
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Tρ ,k+1(z− ẑ) := Pρ ,k+1(z− ẑ)+ Iρ ,k+1 . (5.56)

Components i of Tρ ,k+1(z− ẑ) are given by Tρ ,i,k+1(z− ẑ).
Verified integration methods which use a single interval vector or a single par-

allelepiped for the state enclosure may suffer from large overestimation, especially

in case of nonlinear systems. The flow representation by Taylor models makes it

possible to obtain tight enclosures of non-convex sets and leads to a reduction of

overestimation.

For the integration, the differential equation (5.54) is rewritten as a fixed point

equation

O (z)(t) := z(tk)+
∫ t

tk

f(z(t ′), t ′)dt ′ . (5.57)

Applying the operator O to a Taylor model for the integration in the time-interval

[tk;tk+1] yields

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1) = z(tk)+
∫ t

tk

f(Pρ(z− ẑ, t ′− tk)+ Iρ ,k+1)dt ′ ,

where z(tk) is represented by its corresponding Taylor model enclosure at t = tk.

Tρ ,k = Pρ ,k(z− ẑ)+ Iρ ,k . (5.58)

This leads to

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)

= Pρ ,k(z− ẑ)+ Iρ ,k +
∫ t

tk

f(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)dt ′ .
(5.59)

The goal for the integration from tk to tk+1 is to determine a Taylor model

Tρ(z− ẑ, t− tk) such that

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)⊂ Pρ(z− ẑ, t− tk)+ Iρ ,k+1 (5.60)

∀z ∈ [z] and ∀t ∈ [tk;tk+1].
The polynomial part and the interval remainder are determined in two separate

steps. A detailed description of these steps is given in [8, 19].

The expansion in initial states reduces the overestimation during the integration

process. However, the interval remainder part remains as a source for overestima-

tion. In order to limit the long-term growth of the remainder error and to further

reduce overestimation the following strategies can be applied:

• Shrink Wrapping: here, the interval remainder is absorbed in the polynomial part

[20].

• Preconditioning: the solution of ODE is studied in a different coordinate system

in order to minimize long-term error growth [21].

• The domain interval vector [z] can be split into subboxes and the enclosure of

z(t) is given by a list of Taylor models [19].
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5.5 Robustness Analysis of the Tracking Controllers

In this section, we discuss how the requirement (5.51) for the magnetic levitation

system can be evaluated using verified integration. The goal is to determine param-

eter values and initial conditions of the states which are contained in the set

Sin =

{[
x0

p0

]
= z(0)

∣∣∣∣
∣∣xi(t)− xi,d(t)

∣∣≤ δi∀t ∈ [t0, t0 +T ], i = 1,2

}
, (5.61)

i.e., for which it can be guaranteed that the conditions for robustness in equation

(5.51) are fulfilled. On the other hand we want to determine parameter values and

initial conditions which are contained in

Sout =

{[
x0

p0

]
= z(0)

∣∣∣∣∃t ∈ [t0, t0 +T ],s.t.
∣∣xi(t)− xi,d(t)

∣∣> δi, i ∈ {1,2}
}

,

(5.62)

i.e., for which it can be guaranteed that the robustness conditions are not fulfilled.

The δi, i = 1,2 are the allowed tolerances around the reference trajectories of the

position x1 and velocity x2 respectively. In Fig. 5.5 examples for the evolution of

the states with admissible, non-admissible and undecided parameter values of the

magnetic levitation system are given when

δ1 ∈ [−0.2;0.2] ·10−3 m, δ2 ∈ [−0.01;0.01]
m

s
. (5.63)

The determination of Sin and Sout can be done by splitting [p] and [x(0)] in sub-

boxes. Here the state vector x, the uncertain parameters p, the estimated state vector

x̂ are combined in an extended state vector z = [xT , x̂T ,pT ]T . Thus, when [p] and

[x(0)] are split, the interval vector [z(0)] is split into subboxes

[z̃(l)(0)], l = 1,2, . . . ,L,
L⋃

l=1

[z̃(l)(0)] = [z(0)] . (5.64)

For each subbox a verified integration is performed. Here, the approach based on

Taylor models as described in Section 4 is used. The algorithm is illustrated in

Fig. 5.6. First an interval vector [z̃(l)(0)] is selected for the robustness analysis, then

a splitting criterion is evaluated and the selected box is split. For the split subboxes

a verified integration of the system model is performed. Then, three cases have to

be distinguished:

1. If, for some t ∈ [t0, t0+T ], the resulting enclosure of the trajectory is completely

outside the specified tolerances then the corresponding box is not admissible

and can be deleted.
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Fig. 5.5: Examples of evolutions of x1 for admissible, non-admissible and undecided

parameters

2. If, on the other hand, the resulting enclosures of the trajectory lies completely

inside the tolerance for all t ∈ [t0, t0 +T ], then the corresponding box is admis-

sible.

3. Subboxes which do not satisfy either of the two previous conditions have to

be split further until a user given maximum number of splitting operations is

reached.

Each subbox [z̃(l)(0)] can again be expressed as a Taylor model with the unit box

[−1;1]n as domain interval vector according to

[z̃(l)(0)] = c̃
(l)
0 + D̃(l)z with zi ∈ [−1;1], i = 1,2, . . . ,n ,

l = 1,2, . . . ,L , (5.65)
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where c̃
(l)
0 is the midpoint of [z̃(l)(0)] and D̃(l) is a diagonal matrix with

D̃(l) = rad
(
[z̃(l)(0)]

)
.

If L > 1, the most appropriate subbox for the splitting has to be selected at first.

This could be the interval vector [z̃(l)(0)] with the largest pseudo-volume. Another

strategy is to calculate the pseudo volume of the interval enclosure of the Taylor

model T̃
(l)
ρ ,kmax

(z) resulting from each subbox [z̃(l)(0)] in the last integration step of

the preceding integration and select the subbox [z̃(l)(0)] which led to the largest

pseudo volume. A third selection strategy is to consider the interval remainders of

the Taylor models in the last integration step, and to select the subbox which led

to the interval remainder with the largest pseudo volume. After the selection of an

interval vector [z̃(l)(0)] a splitting direction has to be determined by checking the

sensitivity of the Taylor model T̃
(l)
ρ ,kmax

(z) from the selected interval vector [z̃(l)(0)]
at the last integration step of the previous integration with respect to each component

zi, i = 1 . . .n of the domain interval vector. The component µ of z for which the

Taylor model T̃
(l)
ρ ,kmax

(z) is most sensitive is determined by the following heuristics:

First, all wi, j

wi, j = diam([zi]) ·
∣∣∣∣
∂Tρ ,k+1, j(z)

∂ zi

∣∣∣
z=mid([z])

∣∣∣∣ ,

i = 1, . . . ,n, j = 1, . . . ,n ,

(5.66)

have to be calculated and the component µ is determined by

µ = argmax
i=1...n

(
n

∑
j=1

wi, j

)
. (5.67)

As the interval vectors [z̃(l)(0)] and [z] are related by (5.65), the interval vector

[z̃(l)(0)] selected for splitting is also split in the component µ . Alternative methods

are given in [19].

5.6 Simulation Results

For the simulation, we assume that the parameter k is not exactly known but bounded

by k ∈ [54;62] kgcm3

s2 A2 . Additionally, we assume that the initial state x2(0) is uncertain

but bounded by x2(0) ∈ [−0.01;0.01] cm. Figure 5.7 shows the parameter values in

this range for which the robustness criterion (5.51) with δi according to (5.63) is

satisfied for the controller with exact linearization of the tracking error dynamics

and tracking observer. Admissible parameters are plotted in yellow, non-admissible

parameters in green. Boxes with undecided parameters are depicted in red.

Figure 5.8 shows the results for the controller with feedforward linearization and

tracking observer.
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Fig. 5.6: Block diagram of the algorithm for the determination of the admissible

parameters
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Fig. 5.7: Admissible (white), undecided (black) and non-admissible (gray) parame-

ters for flatness based tracking controller with exact linearization and observer
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Fig. 5.8: Admissible (white), undecided (black) and non-admissible (gray) param-

eters for flatness based tracking controller with feedforward linearization and ob-

server

Finally, Fig. 5.9 shows the result for the linear controller, which is estimated by

the reduced order output feedback.
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Fig. 5.9: Admissible (white), undecided (black) and non-admissible (gray) parame-

ters for linear dynamic output feedback
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The parameters ã have been chosen such that the roots of (5.42) are placed at

−70. The eigenvalues of the tracking observer in observer normal form have been

placed at −140. Also the root of the first order estimation error dynamics resulting

from the linear dynamic output feedback (5.50) has been placed at −140. Thus, for

all controllers a comparable behavior of the linearization has been used.

The feedforward linearizing controller can indeed accept a bigger parameter

range than the controller with exact linearization. However, the biggest admissible

parameter range is achieved by the linear controller. The better robustness prop-

erties of the linear controller result from the first order dynamic output feedback

which provides, among other advantages, a more “direct” feedback of the tracking

error compared to the tracking controller with tracking observer, which is of dimen-

sion two. Additionally, it is much simpler to implement the linear controller with

standard commercially available controllers due its lower order and purely linear

structure.

The analysis yields clear results for the considered system, but as has been men-

tioned already in the introduction, these results cannot be generalized to robustness

properties of the different controllers for other systems.

5.7 Conclusions

In this paper the robustness of three different flatness based tracking controllers

which use only output feedback for a magnetic levitation system has been analyzed

using interval methods. Verified integration of subsets of the uncertain parameter

and initial state led to guaranteed enclosures of the admissible sets such that the in-

vestigated controllers could satisfy the tolerances. Based on the robustness analysis,

the most robust controller for the given system has been determined. Let us empha-

size that such explicit results which allow to specify the maximal deviation from

the desired trajectory are a new contribution for flatness based tracking controllers.

Furthermore, from the discussion it has become clear that the approach can be used

for rather general tracking controllers, i.e., in particular also for non flatness based

tracking controllers.

It can be concluded that, together with the tools developed in earlier work [5–7],

the approach provides unique possibilities for the design and verification of robust

tracking controllers

The method can also be extended to other control strategies. And for the evalu-

ation of the robustness analysis also other validated ODE solvers like VNODE [9],

ValEncIA-IVP [22] or VSPODE [23] can be used.
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Chapter 6

Probabilistic Set-Membership State Estimator

Luc Jaulin

Abstract Interval constraint propagation methods have been shown to be efficient,

robust and reliable to solve difficult nonlinear bounded-error state estimation prob-

lems. However they are considered as unsuitable in a probabilistic context, where

the approximation of a probability density function by a set cannot be accepted as

reliable. This paper proposes a new probabilistic approach which makes it possible

to use classical set-membership observers which are robust with respect to outliers.

The approach is illustrated on a localization of robots in situations where there exist

a large number of outliers.

6.1 Introduction

Set-membership state estimation deals with characterizing a (preferably small) set

which encloses the state vector of a model from data collected on a dynamic sys-

tem [29]. In the context of bounded-error estimation, the measurement errors are

assumed to be bounded and characterizing the feasible set for the state vectors

amounts to solve a sequence of set problems for which interval constraint propa-

gation [26], [9] methods have been shown to be particularly efficient, even when

the model is nonlinear [19], [18], [17], [22] or [13]. In a probabilistic context, set

membership approaches can still be considered even if the measurement errors are

not anymore described by sets, but by probability density functions. Bayesian ap-

proaches make it possible to obtain the posterior probability density function for

the state vector (see, e.g., [10]) and the set to be computed becomes the minimal

volume credible set [2]. This set corresponds to the minimal volume set enclosing

the associated state vector with a given probability. Interval methods can still be

used to characterize credible sets [14], but they are limited to small dimensional
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parameter estimation problems with few data. Recently, it has been shown [16]. [7]

that it was possible to solve efficiently traditional probabilistic parameter estimation

problems using interval tools. The resulting approach provides a probability associ-

ated to computed set which is fully explained with classical probabilistic tools. The

main idea of the approach is to transform a probabilistic problem into a set inversion

problem. Contrary to other robust Monte-Carlo based methods (such as the Ransac

algorithm [12] widely used in computer vision) the resulting algorithm is determin-

istic and provides guaranteed results if the assumptions are satisfied (in this context,

the probability of having the assumptions satisfied was assumed to be known).

This paper extends this approach to discrete-time state estimation of dynamical

systems described by the following nonlinear state equations

{
x(k+1) = fk(x(k),n(k))
y(k) = gk(x(k)),

where x is the state vector, n is the state noise and k is the time. Since the evolution

function f depends on k, this formulation encloses situations where the state equa-

tions are time dependent or when the system depends on some known inputs. In a

bounded-error context (which is not exactly what is considered in this paper), n(k)
and y(k) are assumed to belong to some prior feasible sets denoted by N(k) and

Y(k), respectively. The sets N(k) are known a priori and the sets Y(k) are obtained

from the measurement vector ỹ(k) of the output vector y(k) and take into account

some bounded-error noises that could corrupt the measurements. The feasible set

X(k) corresponding to the set of all state vectors x(k) that are consistent with the

past can be computed recursively [4] as follows

X(k+ 1) = fk
(
X(k)∩g−1

k (Y(k)) , N(k)
)
.

In this formula, the operations have to be understood in a set-theoretical sense, i.e.,

g−1
k (Y) = {x | gk(x) ∈ Y}

and

fk (X,N) = {z | ∃x ∈X,∃n ∈N,z = fk (X,N)} .
Now, in practice, it may happen that some of the y(k), the actual values of the output

vector at time k, do not belong to their corresponding sets Y(k). The vector y(k), is

said to be an inlier if y(k) ∈ Y(k) and an outlier otherwise. Set-membership meth-

ods have been shown to be adapted to problems involving outliers (see, e.g., [27],

[23], [28], [21]). The main contribution of this paper is to give a probabilistic in-

terpretation of existing set-membership observers or more precisely to the observer

presented in [15], by assuming that

• all events ”y(k) ∈Y(k)”,k > 0 and the event x(0) ∈X(0) are all independent, a

priori;

• the prior probability πy = Pr(y(k) ∈Y(k)) is known.
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The resulting methods will make it possible to use set-membership approaches

to solve state estimation problems that are expressed in a probabilistic form. Note

that set-membership techniques have been already been combined with probabilistic

tools [20], [8], [11], [3] in order to solve estimation problems [1], but the results of

the associated algorithms could not easily be explained using classical probabilistic

notions.

Section 6.2 presents a set membership observer which is robust with respect to

outliers. Section 6.3 provides some probabilistic properties of the observer. An il-

lustrative application is given in Section 6.4. Section 6.5 concludes the paper.

6.2 Robust State Estimator

In a set-membership context, estimators that are robust with respect to outliers can

be obtained by using the notion of relaxed intersection [15]. The q-relaxed inter-

section of m sets X1, . . . ,Xm of Rn denoted by

{q}⋂
Xi is the set of all x ∈ Rn which

belong to all Xi’s, except q at most. Figure 6.1 illustrates this notion for m = 6 and

q = 2,3,4. For this example, we have

{0}⋂
Xi =

{1}⋂
Xi = /0,

{5}⋂
Xi =

⋃
Xi and

{6}⋂
Xi = R

2.

Define by induction the following notations

{
fk:k (X)

def
= X

fk1:k2+1 (X)
def
= fk2

(fk1:k2
(X) ,N(k2)), k1 ≤ k2.

The set fk1:k2
(X) represents the set of all x(k2), that are consistent with the fact that

x(k1) ∈ X. Consider the following set state estimator

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

X(k) = f0:k (X(0)) if k < m, (initialization step)

X(k) = fk−m:k (X(k−m)) ∩
{q}⋂

i∈{1,...,m}
fk−i:k◦g−1

k−i (Y(k− i)) if k ≥ m

(6.1)

If we assume that (i) within any time window of length m we never have more than

q outliers and that (ii) X(0) contains the true value for x(0), then X(k), as defined

by (6.1), corresponds to the set of all feasible x(k) (see [15]). The principle of the

observer (6.1) is illustrated by Figure 6.2 for m = 3 and q = 1. In this figure, double

arrows are used to describe the correspondences between sets. For instance, the

rightmost set corresponds to fk−2:k◦g−1
k−2 (Y(k− 2)) and represents the set of all x(k)

that are consistent with the k−2 data set. The small gray circles are the true values

of the state vectors x(k− i) and output vectors y(k− i). Note that y(k− 2) is outside
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Fig. 6.1: Illustration (in gray) of the q-relaxed intersection of the 6 sets X1, . . . ,X6

where q ∈ {2,3,4}

Y(k−2) and is thus is an outlier, whereas y(k−1) and y(k− 3) are inliers. The state

estimator can efficiently be implemented using an interval constraint propagation

approach which recursively computes supersets which enclose the X(k)’s.

6.3 Probabilistic Analysis

This section provides a probabilistic interpretation of the set-membership observer

presented in the previous section. We shall assume that all events ”y(k)∈Y(k)”,k>
0 and the event x(0) ∈ X(0) are all independent, a priori. This assumption can be

interpreted as the fact that the occurrence of an outlier at time k is independent from

the past, which is close to the classical Markovian assumption. For simplicity, we

shall also assume that the known prior probability πy = Pr(y(k) ∈ Y(k)) does not

depend on k.

Proposition. Consider the following hypothesis, denoted by Hq(k1:k2), which

states that among all k2− k1 + 1 output vectors, y(k1), . . . ,y(k2), at most q of them

are outlier. We have

Pr(Hq(k−m : k−1)) =
m

∑
i=m−q

m!

i!(m− i)!
π i

y.(1−πy)
m−i . (6.2)
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Fig. 6.2: The feasible set for the state vector X(k), assuming at most q = 1 outlier,

can be defined recursively from X(k− 3) and from the data sets Y(k− 1),Y(k−
2),Y(k− 3).

Proof. The prior probability of having exactly i inliers among m follows a bino-

mial distribution given by

β (i,m,πy) =
m!

i!(m− i)!
π i

y.(1−πy)
m−i .

Thus, the probability of having at least m−q inliers (or equivalently having at most

q outliers) among m data is ∑m
i=m−qβ (i,m,πy). �

Theorem. Consider the sequence of sets X(0),X(1), . . . built by the observer

(6.1). We have

Pr(x(k) ∈ X(k))≥ Pr(x(k−m) ∈ X(k−m))∗
m

∑
i=m−q

m! π i
y.(1−πy)

m−i

i!(m− i)!
.

Moreover, in the special case where N(k) are all singletons (which amounts to say-

ing that we have no state noise) and the functions fk are all injective, then the in-

equality becomes an equality.

Proof. Since the m+1 following events:

x(k−m) ∈ X(k−m) and

⎧
⎪⎨
⎪⎩

y(k−m) ∈ Y(k−m)
...

y(k−1) ∈ Y(k−1)

are all independent and since
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X(k)
def
= fk−m:k (X(k−m)) ∩

{q}⋂

i∈{1,...,m}
fk−i:k◦g−1

k−i (Y(k− i)) if k ≥m

we have the following implication

x(k−m) ∈ X(k−m)
Hq(k−m : k−1)

}
⇒ x(k) ∈ X(k). (6.3)

Since the two events x(k−m) ∈ X(k−m) and Hq(k−m : k− 1), are independent,

we have

Pr(x(k) ∈X(k)) ≥ Pr(x(k−m) ∈ X(k−m))∗Pr(Hq(k−m : k− 1))

and thus

Pr(x(k) ∈ X(k))≥ Pr(x(k− 1) ∈ X(k−1))∗ m

√
Pr(Hq(k−m : k−1)). (6.4)

Assume that we have no state noise and that the fk are all injective. The implication

(6.3) becomes an equivalence and thus (6.4) becomes an equality. �

6.4 Application to Localization

As an illustration, we shall now consider the problem of the localization and control

of an underwater robot. The problem is similar to that presented in [15], but here, we

shall add the probabilistic information. Set-membership methods have often been

considered for robot localization (see, e.g., [25], in the case where the problem is

linear and also [5] when the robot is underwater). In situations where strong non-

linearities are involved, interval analysis has been shown to be particularly useful

(see, e.g., [24], [6]). Here, the approach is made more efficient by the addition of

constraint propagation techniques. Assume the robot evolution is described by

⎧
⎪⎪⎨
⎪⎪⎩

ẋ1 = x4 cosx3

ẋ2 = x4 sinx3

ẋ3 = u2− u1

ẋ4 = u1 +u2− x4,

where x1,x2 are the coordinates of the robot center, x3 is its orientation (see Fig. 6.3)

and x4 is its speed. The inputs u1 and u2 are the accelerations provided by the left

and right propellers, respectively. This model corresponds to an underwater robot

with a constant depth (the depth regulation of the robot is assumed to be already

solved and will not be considered here) and with no roll and pitch. Thus, our robot

can be seen as a two-dimensional robot. The localization problem for this type of
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robot in the presence of outliers is similar to that treated in [24] or [19], but, in

these two papers, the outliers was treated with a static manner, i.e., at each k a lot of

measurements were collected (24 sensors were available for the application treated).

The robot pose had to be consistent with all measurements made at time k except q

of them. In [15], the outliers was treated in a dynamic way, but no probability was

given on the resulting set. The system can be discretized by xk+1 = fk (xk) where,

fk

⎛
⎜⎜⎝

x1

x2

x3

x4

⎞
⎟⎟⎠=

⎛
⎜⎜⎝

x1 + δ .x4.cos(x3)
x2 + δ .x4.sin(x3)

x3 + δ .(u2(k)− u1(k))
x4 + δ .(u1(k)+ u2(k)− x4)

⎞
⎟⎟⎠

and δ = 0.01sec is the sampling time. The robot moves inside a swimming pool with

a known shape (four vertical planar walls and two vertical cylinders). The robot is

equipped with a sonar which measures the horizontal distance between the robot and

the border of the pool following the direction pointed by the sonar. The sonar turns

around itself (see Fig. 6.3) with an angular speed of 5rad/sec. Denote by α(k) the

angle between the direction of the sonar and the axis of the robot. Since the swim-

ming pool is composed with vertical walls, the observation equation of the system

has the form d = gk (x). Even if the functions fk and gk are strongly nonlinear, the

feasible set Xk can efficiently be characterized using interval propagation methods.

The Tchebychev center x̂k of Xk (i.e., the center of the smallest cube enclosing Xk)

is returned by our observer as an estimation of the actual state vector for the robot.

This estimate is then used by the controller to compute the values u to be given to

the propellers.

10 meters

x 1

x 2
x 3

Fig. 6.3: Underwater robot moving inside a pool
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Consider now a mission for the robot where three waypoints have to be reached.

Once a waypoint is thought to be reached with a precision less than 0.5m, the plan-

ner sends the next waypoint, until all waypoints have been reached. The length of

the sliding time window is chosen as m = 100, which corresponds almost to one

complete turn of the sonar. The number of allowed outliers inside a time window

of length m is chosen as q = 60. In our simulation, an outlier is generated with

a probability of 0.5. In order to facilitate the visualization of the results, when an

outlier is generated, the measured distance returned by the simulated robot is fixed

at the unknown distance of 15m. Moreover, to the measured distance, we added a

white noise with a uniform distribution inside the interval [−0.03,0.03], which cor-

responds to an error of ±3cm. Figure 6.4 illustrates the mission of the robot for

t ∈ {3,6,9,12,15,16.2}where 16.2 sec corresponds to the duration of the mission.

The black squares represent the current waypoint where the robot plans to go. The

gray segments correspond the sonar distances estimated by our observer. Note that

here these segments also correspond to the true distances. The small black circle

represent the current position of the robot. The associated black tail represents all

positions the robot had in the time interval [t−mδ , t]. A typical emission diagram,

associated to t = 9sec, is represented on Figure 6.5. The 42 outliers correspond to

the gray segments. The black segments correspond to filtered distances that have

been returned by our observer. The actual trajectory as well as the set-membership

envelope returned by the observer are depicted on Figure 6.6. For different times

t, the table below provides a lower bound for Pr (x(k) ∈X(k)) and the (unknown)

number of outliers that are stored inside the current data buffer of the observer.

t(sec) Pr(x ∈ X) Outliers

3.0 ≥ 0.965 58

6.0 ≥ 0.932 50

9.0 ≥ 0.899 42

12.0 ≥ 0.869 51

15.0 ≥ 0.838 51

16.2 ≥ 0.827 49

As predicted by the theorem, the lower bound for Pr (x(k) ∈ X(k)) decreases expo-

nentially with respect to k. For our test-case, due to the large number q of outliers

that are assumed (the number of allowed outliers inside a time window of length

m was chosen as q = 60), this lower bound decreases fast and after few minutes it

becomes almost zero. In practice, different decisions could be taken at this level.

• We want a low-cost robot for short mission and we believe that this result is

sufficient.

• We want to be reliable for longer missions but we do not need to be accurate.

We can thus increase the size of the Y(k) by increasing the error bound, we can

thus assume less outliers. This will generate larger sets X(k), but with a higher

probability to enclose x(k).
• We want to be both accurate and reliable. In this case, we can either add new

sensors or chose more accurate sensors which generate less outliers.
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Fig. 6.4: Illustration of the robot mission for different times t

The computation time for all the mission takes less than 100 sec on classical

personal computer, which makes the approach consistent with real time applications.

The C++ Builder 5 source codes of this test case are available at the following

address

www.ensieta.fr/jaulin/probintk.html

6.5 Conclusion

In this paper, we have proposed a new approach for state estimation which combines

an interval set-membership approach with probabilities. This approach has several

advantages over classical approaches. By propagating the assumptions on the possi-

http://www.ensieta.fr/jaulin/probintk.html
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Fig. 6.5: Emission diagram at time t = 9sec

ble outliers through time, the observer has been made robust with respect to a large

number of outliers. Moreover, thanks to interval analysis, the observer is able to

deal with nonlinear (or non-differentiable and even noncontinuous) state equations,

without linearizing or approximating them. But the remarkable property of our ob-

server is its ability to provide a probability associated with the current set X(k) for

the state vector x(k). This is new in the context of set-membership state estimation.

As a consequence, the observer was able to take into account the fact that there al-

ways exists a nonzero probability that some of the set-membership assumptions are

not fulfilled. The principle of the approach has been illustrated on the localization

of an underwater robot where many outliers occurred during the mission.

As illustrated by the test-case, the main limitation of the proposed approach is

that the lower bound for the probability that the computed set X(k) contains the state

vector, decreases exponentially with respect to k. As a consequence, the approach

for state estimation cannot be used for long missions, when the the sensors generate

a large number of outliers and when a good accuracy is required to control the

system.
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Chapter 7

Verified Global Optimization for Estimating the
Parameters of Nonlinear Models

Michel Kieffer (�), Mihály Csaba Markót, Hermann Schichl, and Eric Walter

Abstract Nonlinear parameter estimation is usually achieved via the minimization

of some possibly non-convex cost function. Interval analysis allows one to derive

algorithms for the guaranteed characterization of the set of all global minimizers of

such a cost function when an explicit expression for the output of the model is avail-

able or when this output is obtained via the numerical solution of a set of ordinary

differential equations. However, cost functions involved in parameter estimation are

usually challenging for interval techniques, if only because of multi-occurrences of

the parameters in the formal expression of the cost. This paper addresses param-

eter estimation via the verified global optimization of quadratic cost functions. It

introduces tools for the minimization of generic cost functions. When an explicit

expression of the output of the parametric model is available, significant improve-

ments may be obtained by a new box exclusion test and by careful manipulations

of the quadratic cost function. When the model is described by ODEs, some of the

techniques available in the previous case may still be employed, provided that sen-

sitivity functions of the model output with respect to the parameters are available.
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Mihály Csaba Markót
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7.1 Introduction

Estimating the parameters of models from experimental data often involves the op-

timization of possibly non-convex cost functions. Let y(ti) be the vector of all mea-

surements collected on the system to be modeled at some time instant ti, i= 1, . . . ,N.

The model output ym(x, ti) at some instant ti may consist of an explicit expression

involving the vector x of parameters to be estimated, or it may require the solution

of sets of ordinary differential equations (ODEs) containing x such as

dz

dt
= g(z,x, t) , z(t0) = z0, (7.1)

where z is some state vector with initial value z0 at t0 and with

ym(x, t) = h(z,x, t) .

A standard procedure for estimating x (see, e.g., [9,38] and the references therein)

is via the minimization of a cost function f (x), which may be deduced from proba-

bilistic assumptions on the noise affecting the measurements and on the parameters.

Often, this cost function is quadratic, for instance

f (x) = (ym (x)−y)T (ym (x)− y) , (7.2)

where

yT
m (x) =

(
yT

m(x, t1), . . . ,y
T
m(x, tN)

)
(7.3)

and

yT =
(
yT(t1), . . . ,y

T(tN)
)
. (7.4)

When ym (x) is linear in x, the minimization of a quadratic f (x) is, up to nu-

merical stability issues, a trivial matter. Unfortunately, many models are actually

nonlinear in x, e.g., knowledge-based models such as those encountered in physics,

chemistry, or biology. As a consequence, f (x) may admit in some cases several

global minimizers that are all equally valid estimates. The usual local methods (such

as those based on Gauss-Newton or conjugate gradient algorithms) then converge at

best to a local minimizer of the cost function. Global optimization methods based

on random search (for instance simulated annealing or genetic algorithms) cannot

guarantee to locate all global minimizers in finite time.

Guaranteed optimization algorithms based on interval analysis [5,11,22,23,39],

on the other hand, are able to derive proven statements about the global minimum of

the cost function and associated set of global minimizers. However, cost functions

involved in parameter estimation are usually challenging for interval techniques,

due, e.g., to multi-occurrences of the vector of parameters in the expression of the

cost function [11, 22]. Getting tight enclosures of cost functions over large boxes

is then very difficult. This, combined with the curse of dimensionality, restrains the

dimension of problems, which may be addressed using such guaranteed techniques.
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The aim of this chapter is to provide some results which may help improving the

efficiency of global optimization using interval techniques, especially in the case of

cost functions used in parameter estimation. Tools for the guaranteed minimization

of generic cost functions are first recalled in Section 7.2. Section 7.3 then focuses

on techniques that significantly improve global optimization algorithms, such as

constraint propagation, a new box exclusion test, and symbolic manipulations of the

cost function. Such manipulations are possible when an explicit expression of the

output of the parametric model is available. When the model is described by ODEs,

some of the techniques introduced in Sections 7.2 and 7.3 may still be employed,

provided that sensitivity functions of the model output with respect to the parameters

are available, see Section 7.3.4. Improvements provided by the tools presented to the

problem of parameter estimation via verified global optimization of quadratic cost

functions are illustrated on a simple compartmental model in Section 7.4.

7.2 Basics of Guaranteed Optimization

This section recalls some well-known methods for guaranteed optimization that are

relevant for nonlinear parameter estimation.

7.2.1 Problem Formulation

Consider the generic bound-constrained optimization problem

min f (x),

s.t. x ∈ [x]0,
(7.5)

where [x]0 ∈ IR
n is some search box, and the objective function f : Rn → R is at

least twice continuously differentiable on [x]0. The problem of parameter estimation

via minimization of some cost function may be written as (7.5) , provided that a

(possibly very large) initial search box [x]0 has been chosen.

As already mentioned in the introduction, the aim of deterministic global opti-

mization is to find rigorous interval enclosures to all global minimizers and to the

global minimum f ∗. The most widely used scheme of interval-based global opti-

mization methods is the branch–and–bound (B&B) technique introduced by [12,14]

for discrete problems and for continuous problems by [18,35]. There have been nu-

merous improvements, see [22] for a recent survey.
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7.2.2 Why is Global Optimization for Parameter Estimation

Difficult?

Assume, for the sake of simplicity, that y(ti) is scalar, so the objective function (7.2)
may be rewritten as

f (x) =
N

∑
i=1

(ym(x, ti)− yi)
2. (7.6)

The cost function (7.6) consists of N squared differences between ym(x, ti) and yi.

Each of these squares may involve several occurrences of the parameter vector x,

leading to at least N occurrences of x in the expression of (7.6). Getting accurate

inclusion functions for f thus may be particularly challenging. Moreover, the func-

tion evaluation near the minimizers is often dominated by cancellation since the

yis and the ym(x, ti)s are often magnitudes higher than their difference. This often

causes severe overestimation in the interval evaluations, which slows down branch-

and-bound methods and increases the cluster effect.

7.2.3 Interval Branch–and–Bound Methods

In general, interval B&B involves the following main iteration loop (the terminology

working list refers to the subboxes waiting for further processing, i.e., those located

at open leaves of the B&B tree):

1. Step 1: select a subbox [x]⊆ [x]0 from the working list;

2. Step 2: split [x] into subboxes [x]i, i = 1, . . . ,k;

3. Step 3: for each i run acceleration tests to eliminate [x]i or parts of it that cannot

contain a global minimizer;

4. Step 4: if the stopping criterion holds for the remaining part of [x]i, then store it

in the result list R, else store the remaining part of [x]i in the working list;

5. Step 5: update the best known upper bound f̃ of the global minimum using

information acquired from [x]i.

Initially the working list contains only [x]0. The main loop is executed until the

working list becomes empty. At the end of the algorithm it is ensured that enclo-

sures of all global minimizers are in R, and the global minimum is in the interval

[min[x]∈R inf( f ([x])), f̃ ].
For all steps of the B&B algorithm, there exist a number of tools. Here we will

focus on describing those tools that were most successful in solving nonlinear least

squares problems using the coco gop ex solver (see Section 7.4.1.4). However,

the methods presented in what follows are quite general and can be applied to solv-

ing all kinds of global optimization problems, see [17].
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7.2.3.1 Operations on the Working List

The subbox to be subdivided is selected as the one with the smallest lower bound

of interval enclosure for the cost (Moore-Skelboe rule). The boxes are split into two

subboxes in a direction determined by a first order merit function given by Csendes

and Ratz (rule ‘B’ in [24]). The stopping criterion used in Step 4 is diam( f ([y]))< ε
for a pre-specified tolerance value ε .

7.2.3.2 Tools to Update f̃

For every subbox we compute sup( f ([c])) for the interval enclosure of the center c
to update f̃ . Furthermore, if sup( f ([c]))< f̃ , we run a local search from c.

7.2.3.3 Tools to Prune or Erase [x]

Most of the effort for solving a global optimization problem is spent in this phase of

the solver. The effectivity of the implemented pruning or reduction techniques for

subboxes is essential for the efficiency of the B&B solver.

Bound (suboptimality) test

If inf(Vf ([x])) > f̃ , then the box [x] cannot contain a global minimizer and may

be discarded. For this test an enclosure f ([x]) of the range V f ([x]) of the objective

function on [x] is computed by interval evaluation. There are several methods for

computing enclosures for the values taken by a function over a box, naive inter-

val arithmetic being the one that requires the least effort. Naive interval arithmetic

usually overestimates the range, however, and the overestimation is proportional to

the radius of [x]. This is a problem, since it often makes it impossible to eliminate

boxes that are close to a global minimizer without further splitting them. Therefore,

estimation methods with higher order approximation properties, i.e., overestima-

tion being O(rad([x]))p for p > 1, are needed to remove boxes close to a global

minimizer. Centered forms and higher-order centered forms provide such estimates.

They can be based on interval gradients or higher interval derivatives or on slopes

of first or higher order (see [21, 29, 33]). Typical centered forms used to get tighter

enclosures are

V f ([x])⊆ f (z)+∇ f ([x])T ([x]− z)

V f ([x])⊆ f (z)+ (∇ f (z)T + 1
2 ([x]− z)T∇2 f ([x]))([x]− z),

V f ([x])⊆ f (z)+
(
∇ f (z)T + 1

2 ([x]− z)T
(
∇2 f (z)

+ 1
3 ∑

i

∇3
i:: f ([x])([x]i− zi)

))
([x]− z),
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where z is usually chosen as the center of the box [x], and the notation : indicates

that all possible values of the index should be considered. The first has quadratic,

the next cubic, and the last one quartic approximation property.

Here, the naive interval arithmetic and the first two centered forms above have

been considered.

Monotonicity test

If 0 /∈V∇i f ([x]) for some i, then [x] cannot contain a global minimizer in its interior.

The range of the gradient over some [x] can also be enclosed using various methods.

It can be computed by forward and backward algorithmic differentiation [28, 33],

the forward evaluation giving better enclosures but taking an effort of O(n) func-

tion evaluations, while the backward method produces slightly worse enclosures

but requires an effort of only about two function evaluations. For both approaches

the overestimation is O(rad([x])). Centered forms can be used to get higher-order

approximation properties for the gradient as well, thus increasing the effectiveness

of the monotonicity test for small boxes close to a critical point. Typical centered

forms are

V∇ f ([x])⊆ ∇ f (z)+∇2 f ([x])([x]− z),

V∇ f ([x])⊆ ∇ f (z)+
(
∇2 f (z)+ 1

2 ∑
i

∇3
i:: f ([x])([x]i− zi))

)
([x]− z),

where again z usually is chosen as the center of the box [x]. The first centered form

has quadratic and the second cubic approximation property. Here, the first centered

form update of the interval gradient has only been used, whenever an interval Hes-

sian has been computed.

Interval Newton test

A Gauss-Seidel iteration is used to solve the interval system

∇2 f ([x]) · ([x]− c)+∇ f (c) = 0, (7.7)

with c ∈ [x], to verify the uniqueness or non-existence of a stationary point in [x]
[21]. The interval Newton test can shrink [x] or return a set of subboxes of [x] that

needs to be considered further in place of [x].

Constraint propagation (CP)

Since every global minimizer x∗ of (7.5) has to satisfy f (x∗) ≤ f̃ , the additional

constraint f (x) ≤ f̃ may be introduced. We attempt to reduce [x] by propagating

this information back to the variables. An especially efficient method for constraint
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propagation is the PAID propagator [36], see Section 7.3.1. It is based on coordinat-

ing forward evaluation and backward propagation steps to reduce the bounds on all

variables and intermediate nodes as much as possible.

For the least squares situation (7.6), the constraint propagator will, e.g., automat-

ically take into account the N additional constraints

ym(x, ti)− yi ∈
[
−
√

f̃ ,

√
f̃

]
, (7.8)

which may be deduced from the fact that if f (x)≤ f̃ , then each term of the sum in

(7.6) has to satisfy (ym(x, ti)− yi)
2 ≤ f̃ , which may be rewritten as (7.8).

Exclusion/inclusion boxes

To avoid the cluster effect [10] higher-order methods are necessary. These are usu-

ally invoked right after a new approximate local minimizer x̃ has been detected, in

order to provide a pair of boxes x̃ ∈ [x]i ⊆ [x]e. In the inclusion box [x]i uniqueness

of the local optimizer is proved, along with non-existence of another local optimizer

in the interior of the exclusion box [x]e. This box [x]e then significantly reduces the

size of the result list, since boxes are pruned from the search tree, whenever they

are interior to [x]e. A more detailed description of this technique can be found in

Section 7.3.2.

7.3 Improving the Efficiency of Guaranteed Techniques

7.3.1 The PAID Constraint Propagator

For the PAID propagator the cost function needs to be represented as a directed

acyclic graph of elementary operations, called the model DAG in what follows. The

Forward-Backward Propagation on DAGs (FBPD) algorithm is used to compute

and improve enclosures of the ranges of all nodes in the DAG. Let N be a node

that has k children {Ci}ki=1, denoting its input variables. The elementary operation

represented by N is a function g : Dg → R, where Dg ⊆ R
k denotes the domain of

definition of g. Hence, the relationship between N and its children can be written as

N = g(C1, . . . ,Ck). Let [g] be an inclusion function of g. The forward evaluation at

node N using the inclusion function [g] is defined as

FE(N, [g])≡ {D(N) := D(N)∩ [g]} , (7.9)

where D(M) denotes the currently best known enclosure for node M. This forward

evaluation computes the enclosure of the range of a node based on the enclosures
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of the ranges of its children (its input variables) using an inclusion function of the

elementary operation representing that node.

The backward propagation prunes the enclosures associated with children based

on the constraint range of their parent. In other words, for each child Ci the back-

ward propagation evaluates the i-th projection of the relation N = g(C1, . . . ,Ck) on

the input variable represented by Ci. We call it the i-th backward propagation at

N and denote it by BP(N,Ci). We define the following sequence as the backward

propagation at node N
BP(N) = {BP(N,Ci)}ki=1. (7.10)

Although the exact projection of relations is expensive in general, an evaluation

of the exact projection of elementary operations can be obtained at low cost. Indeed,

assume that from the relation N= g(C1, . . . ,Ck) one can infer an equivalent relation

Ci = hi(N,{C j}kj=1) for some i ∈ {1, . . . ,k}, where hi is a function from R
k to R.

Let [hi] be an inclusion function of hi. The i-th backward propagation can then be

obtained as follows

BP(N,Ci)≡
{
D(Ci) := D(Ci)∩ [hi]

(
D(N),{D(C j)}kj=1

)}
. (7.11)

The FBPD algorithm coordinates forward and backward steps through the model

DAG by a proper ordering of the nodes. The overall scheme is independent of the

type of enclosure chosen at each node. Most usual are interval enclosures of the

range, but interval sets, affine enclosures, and centered-form enclosures, as well

as combinations of them are also possible. The complete algorithm can be found

in [36].

The PAID propagator can also be used for bound and monotonicity tests, es-

pecially if it is combined with the Karush-John generator which computes a DAG

representation of the first order optimality conditions. This is very efficient for gen-

eral nonlinear problems with equality and inequality constraints. However, in the

case of nonlinear least squares problems, the efficiency is limited, and for the pa-

rameter estimation problem considered the overall solution time is actually about

30% higher if PAID is enabled for checking the first order optimality conditions.

7.3.2 Exclusion and Inclusion Boxes

Close to a global minimizer it is usually difficult to remove subboxes generated

during the splitting phase. In [10], it was shown that avoiding the cluster effect

requires at least second-order methods. For very flat problems, such as nonlinear

least-squares problems, close to global minimizers second order information is usu-

ally not enough. Based on [32], we have developed in [31] a third-order method

that computes large exclusion boxes for optimization problems. For coco gop ex

we have implemented the special case for unconstrained problems, which can be

applied for optima in the interior of [x]0.
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Let z be an approximate local solution of (7.5) in the interior of [x]0. We compute

the preconditioning matrix C ≈ (∇2 f (z))−1 as the inverse of the point Hessian at

z∈ [x] for some box [x]⊆ [x]0. Using this we compute the following estimates (using

directed rounding and interval arithmetic)

b≥ |C∇ f (z)|, B0 ≥ |C∇2 f (z)− I|,

Bi jk ≥ 1
2

∣∣∣∣∑
l

Cil∇
3
l jk f ([x])

∣∣∣∣,

as tightly as feasible, where | · | denotes the componentwise absolute value. Choose

some v ∈ R
n with v > 0 and set w := (I−B0)v, ai := ∑ j,k v jBi jkvk. If D j = w2

j −
4a jb j > 0 for all j, define

λ e
j :=

w j +
√

D j

2a j

, λ i
j :=

b j

a jλ e
j

, λ e := min
j

λ e
j , λ i := max

j
λ i

j.

Theorem 7.1. Let all estimates above be satisfied for the box [x]. If now D j > 0

for all j and λ e > λ i then there exists a unique critical point x∗ for (7.5) in the

inclusion region [x]i := [z−λ iv,z+λ iv]∩ [x]. This is the only critical point of (7.5)

in the interior of the exclusion region [x]e := [z−λ ev,z+λ ev]∩ [x].

Proof. Only a general idea of the proof is provided here, see [31] for more details.

The result follows from [32, Theorem 4.3] if we set f = ∇ f (x).
In [8] and [34] it was shown that existence and uniqueness of a zero of a C1-

function f : Rn→ Rn in the box [x] may be proved using the Krawczyk operator

K0([x],z) := z−Cf(z)− (C∇f([x])− I)([x]− z),

where I is the identify matrix and C is some arbitrary matrix. More precisely, if

K0([x],z) ⊆ [x] then [x] contains a zero of f. If K0([x],z) ⊆ int([x]) then there is a

unique zero in [x].
Instead of K0 we can consider the second-order Krawczyk-type operator [31]

K([x],z) := z−Cf−
(

C∇f(z)− I+
n

∑
k=1

([x]k− zk)
T∇2f([x])::k

)
([x]− z). (7.12)

Then K has the same properties as K0 with regard to proving existence and unique-

ness of zeros of f.
A critical point x∗ for f in (7.5) satisfies ∇ f (x∗) = 0, so we set f = ∇ f (x).

Then we prove that for every z ∈ [x] and every critical point x∗ ∈ [x] the deviation

s := |x∗− z| satisfies

0≤ s≤
(
B0 +∑skB::k(x)

)
s+b.

This is then used to prove that for u ∈ Rn, u > 0, with
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(
B0 +∑ukB::k

)
u+b< u (7.13)

the set {x ∈ [x] | |x− z| ≤ u} contains a unique critical point of f. Finally, to find

such an u we choose an arbitrary v ∈ Rn, v > 0 and set u := λv. Equation (7.13)

then leads to a quadratic equation in λ for every component of u, which in turn

proves the theorem. �

The Krawczyk-type operator (7.12) takes for f = ∇ f the form

K([y],z) = z−C∇ f (z)− (C∇2 f (z)− I+
n

∑
k=1

([y]k− zk)
T∇3

::k f ([y]))([y]− z).

This operator can be used after computing the inclusion/exclusion box pair in the

third-order iteration [y]k+1 := K([y]k,mid([y]k)) ∩ [y]k with [y]0 = [x]i to further

shrink the size of the inclusion box. Usually, this contracts the inclusion box in a

few iterations to the limit accuracy of floating point computations. Since third-order

information is used in the iteration, on the final inclusion box the enclosure of the

global minimum can be computed by the third order centered form

V f ([x])⊆ f (z)+
(
∇ f (z)T + 1

2 ([x]− z)T
(
∇2 f (z)

+ 1
3 ∑

i

∇3
i:: f ([x])([x]i− zi)

))
([x]− z).

7.3.3 Methods Requiring an Explicit Expression for the Cost

Function

Overestimation is a serious problem when solving nonlinear least-squares problems.

In many cases the interval range enclosures overestimate the true range by several

orders of magnitude due to the structure of the functions ym(x, ti) in (7.6) and the

severe numerical cancellation in evaluating ym(x, ti)− yi if x is close to a global

minimizer.

Things get even more difficult if the evaluation of ym itself is already hampered

by numerical cancellation. This usually is the case if ym is a linear combination of

exponentials, as when the ODE (7.1) is linear in the state z.

To increase the efficiency of the solution process, therefore, it is necessary to find

an expression for ym that causes as little cancellation as possible. If it, e.g., can be

tweaked a little bit by factoring out such that it ends up as a product of univariate

functions (even if they are fairly complicated and depend on more complicated pa-

rameters) then numerical cancellation will be significantly smaller, and the interval

evaluations will produce less overestimation.

In view of this effect, and partially motivated by the present study, the CO-

CONUT environment provides special tools for the optimal interval evaluations, i.e.

evaluations with no overestimation, of one-dimensional functions and their higher-

order derivatives, see [1, 27] and Section 7.4.1.4. User defined one-dimensional
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functions are represented as individual nodes in the model DAGs (see Section 7.3.1).

If the necessary analytic properties of the functions are supplied (domain of defini-

tion, explicit derivatives up to the specified order, limit points and values, extremal

points and the associated extrema, inflexion points, poles, etc.), then optimal inter-

val evaluations can be obtained. Furthermore, inverse function evaluations on such

one-dimensional nodes (i.e., the evaluation of an enclosure of all x values for which

f (x) ∈ [r] holds for a fixed [r]) can also be performed using a one-dimensional root

finding method. Inverse function evaluations are key ingredients needed by the con-

straint propagation method in Section 7.3.1.

Alternatively, the COCONUT system can autodetect complex univariate func-

tions using a symbolic analysis on the DAG and can compute the required infor-

mation by automatic curve tracing and algorithmic differentiation [30]. However,

the enclosures computed by automatic curve tracing are only approximately fully

optimal. They are computed by univariate validated root finding of derivatives and

evaluation of the functions on the enclosures of their zeros. The enclosures of the

optima produced by that method are usually a few factors of the machine epsilon

wide.

An example of proper reformulation of a model is provided in Section 7.4.1.

7.3.4 Without Explicit Expression for the Cost Function

Apart from the evaluation of the set of values taken by the cost f over some box [x],
the algorithms presented in Sections 7.2.3, 7.3.1, and 7.3.2 require the evaluation of

the range of derivatives of the cost up to the third order with respect to the parame-

ters. This section shows the way these quantities may be obtained when no explicit

expression of cost function is available for the case of models described by ODEs

such as (7.1).

7.3.4.1 Getting Derivatives of the Cost Function

Assume, for the sake of simplicity that the cost function is given by (7.6). In this

case, its gradient is

∇ f (x) = 2
N

∑
i=1

(ym (x, ti)− yi)
∂ym (x, ti)

∂x
, (7.14)

and its Hessian matrix is

∇2 f (x) = 2
N

∑
i=1

(
∂ 2ym (x, ti)

∂x
∂xT +(ym (x, ti)− yi)

∂ym (x, ti)

∂x

∂ym (x, ti)

∂xT

)
. (7.15)
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The gradient thus can be computed via the evaluation of the first-order sensitivity

function of the output of the model with respect to the parameters

sy (x, ti) =
∂ym (x, ti)

∂x
, (7.16)

while the Hessian matrix requires also the evaluation of the second-order sensitivity

function

s2
y (x, ti) =

∂ 2ym (x, ti)

∂x∂xT
. (7.17)

Assume that the model is described by (7.1) with an output at time ti given by

ym (x, ti) = h(z,x, ti), then

∂ym (x, ti)

∂x
=

∂zT (x, ti)

∂x

∂h(z,x, ti)

∂z
+

∂h(z,x, ti)

∂x
, (7.18)

where the main difficulty comes from the evaluation of the first-order sensitivity of

the state vector z with respect to x

Sz (x, ti) =
∂zT (x, ti)

∂x
. (7.19)

Similarly, the evaluation of the Hessian matrix requires first and second-order sen-

sitivity functions of z with respect to x.

7.3.4.2 Sensitivity Functions

When the model is described by ODEs such as (7.1), the sensitivity functions of z
with respect to x are obtained easily by evaluating the partial derivatives of (7.1)

with respect to x, and inverting the order of derivation to get

dSz (x, t)

dt
=

∂gT (z,x, t)

∂x
(7.20)

and

Sz (x, t0) =
∂zT

0 (x)

∂x
. (7.21)

Obtaining the first-order sensitivity functions of z with respect to x thus requires

solving a coupled system of ODEs consisting of (7.1) supplemented with (7.20) and

(7.21) {
dz
dt
= g(z,x, t)

dSz(x,t)
dt

= ∂gT(z,x,t)
∂x

with

{
z(t0) = z0 (x)

Sz (x, t0) =
∂z0(x)
∂x .

(7.22)

If the dimension of the initial system of ODEs is nz, the dimension of the coupled

system of ODEs (7.22) is nz + nznx.
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Similarly, obtaining second-order sensitivity functions of the state with respect

to the parameters requires solving systems of ODEs with nz

(
1+nx+ n2

x

)
equations.

Due to the increase in complexity of the systems to be solved, higher order methods

described in Section 7.3.2 are quite difficult to apply when no explicit expression of

the output of the model is available.

7.3.4.3 Guaranteed Numerical Integration

Several approaches may be considered to solve (7.22). Classical methods for the so-

lution of systems of ODEs, such as Runge-Kutta, are not able to provide the range

of the solutions at each ti, i = 1, . . . ,N when x is only known to belong to some

box [x]. Guaranteed numerical integration techniques could be employed, such as

AWA [15], VNODE [20], COSY IV [6], VSPODE [13], or ValEncIA-IVP [25,26].

The main difficulty comes from the fact that obtaining accurate enclosures for the

solutions when there are uncertain parameters, as here, and uncertain initial condi-

tions is quite difficult.

To address this issue, one may build an extended state ze =
(
zT,xT

)T
, satisfying

the following extended systems of ODEs

dze

dt
=

(
g(z,x, t)

0

)
, (7.23)

if the vector of parameters is constant. The initial conditions are then

ze (t0) =

(
z0 (x)

x

)
, with x ∈ [x]. (7.24)

When only the initial conditions are undetermined, but known to belong to some

box, guaranteed ODE solvers such as COSY IV, VSPODE, or ValEncIA-IVP

perform quite well, since they are evaluating a Taylor development of the solution

with interval remainder, this development being made also with respect to the initial

condition.

Alternatively, one may enclose the solutions of (7.22) with uncertain x ∈ [x] be-

tween a coupled pair of ODEs with deterministic initial conditions using Müller’s

theorem [19], see also Chapter 10 in this book. Any guaranteed tool for solving

ODEs may then be used to solve this system.

7.4 Example

To illustrate the efficiency of the optimization techniques presented previously, we

consider the estimation of the parameters of compartmental models. These models

are widely used, e.g., in biology to study metabolisms [7].
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A compartmental model consists of a finite set of homogeneous subsystems,

called compartments, which may exchange material between them and with the

outside world. The evolution of the quantity of material in the compartments is de-

scribed by a set of first-order ordinary differential equations, corresponding to con-

servation equations, usually assumed to be linear and time-invariant. These equa-

tions can be written in the form of a state equation.

Consider for example the model described by Figure 7.1. If z = (z1,z2)
T is the

1

x3

x1

x2

2

u

Fig. 7.1: Two-compartment model

vector of the quantities of material in the two compartments, its evolution is de-

scribed by the linear state equation

{
ż1 =−(x1 + x3)z1 + x2z2,
ż2 = x1z1− x2z2.

(7.25)

Assume that the initial state is known, and such that z0 = (1,0)T, that there exists

some true parameter value x∗, and that only Compartment 2 is observed so that the

observation equation is

y(ti) = ym (x∗, t)+ b(ti), i = 1, ...,N

with

ym (x, t) = z2 (x, ti)

and the b(ti)’s are some noise realizations.

To generate artificial data, a two-compartment model with x∗=(0.6,0.15,0.35)T

has been simulated. The data were then obtained by rounding the value of z2(ti) to

the nearest two-digit number for ti = i∆ t, with ∆ t = 1 s and i= 1, . . . ,15. The initial

search domain is [x]0 = [0.01,1]×3.

Parameter estimation is performed by minimizing the cost function (7.6) .
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7.4.1 Using an Explicit Expression for the Model Output

7.4.1.1 Original Formulation of the Problem

For the two-compartment model of Figure 7.1, one may show that the model output

satisfies

ym(x, ti) =
x1√
a(x)

(eλ1(x)t − eλ2(x)t), (7.26)

where

a(x) = (x3− x2 + x1)
2 + 4x1x2, (7.27)

λ1(x) =−(x3 + x2 + x1−
√

a(x))/2, (7.28)

λ2(x) =−(x3 + x2 + x1 +
√

a(x))/2. (7.29)

7.4.1.2 Reformulation of the Problem

We rearrange ym(x, t) as a product of univariate functions by factoring out ym(x, t)
as

ym(x, t) =
x1√
a(x)

(
e
√

a(x)t/2− e−
√

a(x)t/2
)

e−(x3+x2+x1)t/2 (7.30)

= (x1e
−x1t/2)(e−x2t/2)(e−x3t/2)

(
e
√

a(x)t/2− e−
√

a(x)t/2

√
a(x)

)
. (7.31)

The exact range of a(x) and each parenthesized term in (7.31) can be evaluated

easily with interval arithmetic (except, of course, for outward rounding) over any

box in search space. Therefore, overestimation is greatly reduced when compared

to the original formulation.

In the COCONUT environment we introduced the following univariate functions,

on which optimal enclosures can be computed for all derivatives and the inverse

function needed for the constraint propagation (see Section 7.3.1).

xexp(v,c) := vecv, (7.32)

hsf(v,c) :=
e−c

√
v− ec

√
v

√
v

=− 2√
v

sinh(c
√

v). (7.33)

In addition we added the special quadratic node

asqr(v) := (v3− v2 + v1)
2 + 4v1v2. (7.34)

with exact range evaluations up to second order and inverse function evaluations.

This can be generalized for arbitrary quadratic functions, see [3, 4].
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With these new expressions and the exponential node (denoted here by exp(v,c)=
ecv), ym(x, t) is represented as

ym(x, t) = xexp(x1,c) · exp(x2,c) · exp(x3,c) ·hsf(asqr(x),c), (7.35)

with c =−t/2.

7.4.1.3 Symmetry Breaking

Note that the cost function has a x2–x3 permutation symmetry; this follows easily

from the x2–x3 symmetry of a(x) and (7.31). This symmetry was already identi-

fied in [37]. The symmetry can be broken easily to reduce the necessary compu-

tations. For this purpose we implemented a new box elimination/pruning tool in

coco gop ex just for the present problem instance: for each box [x] under pro-

cessing we eliminate subregions of it for which [x2]> [x3].
Here, the symmetry, which translates in a lack of structural identifiability of the

model is detected easily before performing the optimization. The automatic identi-

fication and treatment of symmetries in models represented by DAGs is an ongoing

research topic in the development of the COCONUT environment.

However, if symmetries or lack of structural identifiability is not detected a pri-

ori, an a posteriori detection is possible, by looking at the set of boxes containing

the candidate global optimizers, which may consists of several disconnected com-

ponents. This is a definite advantage of these identification approaches based on

deterministic global optimization compared to local search techniques.

7.4.1.4 Results

In the present study we used coco gop ex [17], the bound-constrained interval

B&B solver of the COCONUT environment [1, 27]. The COCONUT environment

is a software platform for global optimization that provides various state-of-the-art

modules that can be combined in strategies for solving global optimization prob-

lems. For bound-constrained problems the solver coco gop ex is provided which

implements the B&B algorithm loosely described in Section 7.2.3.

For computing centered forms, etc., COCONUT provides various algorithmic

differentiation tools [28]. We computed ∇ f ([x]) by backward algorithmic differenti-

ation. Second-order derivatives are computed through Hessian times vector products

also with a backward evaluation scheme. The third-order derivatives are computed

as follows: during the problem initialization, the DAG of the Karush-John first order

necessary conditions to the problem is created; this DAG contains ∇ f as a subgraph.

To get third-order derivatives, the Hessian times vector product evaluator is applied

on this subgraph. Alternatively, there is now a new third derivative evaluator which

does not need the Karush-John conditions, but for the current test this has not yet

been used.
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Table 7.1: Solutions of the two-compartment model problem with different toler-

ance values ε . In each row, CPU is the running time in seconds, NIT is the number

of B&B iterations, NBoxes is the number of small result boxes, and w is the com-

ponentwise width of the hull of the enclosures of all global minimizers (rounded to

3 nonzero decimals).

ε CPU NIT NBoxes w

10−2 14 1023 1191 [7.65,13.2,22.2] ·10−2

10−3 71 5680 5581 [5.62,5.89,12.8] ·10−2

10−4 176 14332 2625 [3.28,2.20,5.89] ·10−2

10−5 218 16973 1602 [7.54,5.62,15.5] ·10−3

10−6 251 18984 790 [1.50,1.22,3.12] ·10−3

10−7 278 21024 724 [4.06,2.52,6.34] ·10−4

10−8 283 21377 8 [7.79,5.48,13.4] ·10−5

10−9 284 21377 0 [3.25,2.21,6.40] ·10−12

For local optimization, interfaces to many different local solvers are provided by

the COCONUT environment. For bound constrained problems, we use LBFGS-B

[2].

For a detailed description of coco gop ex and the ways of synchronizing the

tools used we refer to [17].

We solved the example problem on a PC with an Intel Dual-Core Mobile CPU at

1.73 GHz and with 2 GB RAM under Linux. To show how coco gop ex tackled

the problem, in Table 7.1 we introduce results for different tolerance values ε from

10−2 to 10−9. In each row of the table we gave the running time in seconds, the num-

ber of B&B iterations, the number of boxes in the result list, and the componentwise

width of the search space for which we proved that it contains all global minimizers

of the problem. (The latter information was computed as the componentwise hull of

the elements of Ri.)

Our conclusions are the following: for larger tolerance values (ε ≥ 10−3) the

problem was solved by mostly using pure splitting and first-order information. The

result obtained for ε = 10−3 with the new algorithm is similar to that of the basic

interval B&B algorithm used in [37], for which the solution was obtained in about

3 hours (on a slightly slower computer). Nevertheless, coco gop ex provides the

solution in just over a minute, with an approximate speedup of more than 100 times.

This is due to the symbolic transformations applied to the problem (i.e., the special

handling of the univariate subexpressions) and the efficiency of constraint propa-

gation. Note that a very good approximation to the global minimum is found after

only a few hundred iterations. Therefore the bound test and the CP module can work

efficiently with it right from the beginning of the algorithm.

Second-order tools start to work efficiently for ε ≤ 10−4, when the processed

boxes reach the size of what is approximately the size of the output boxes for

10−3. For instance, we found that when solving with ε = 10−3, only around 5%
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of the total amount of eliminated boxes were thrown away by the suboptimality test

using second-order centered form updates, but for ε = 10−4 this ratio was about

40%. Indeed, without using second-order information the cluster effect would have

already dominated the search even for this tolerance value: when we disabled all

second-order tools, we obtained the solution in around 12 minutes instead of 3, with

over 64 000 result boxes! With second-order information the cluster effect is clearly

avoided, as shown also by the drop in the number of output boxes from 5 600 (with

ε = 10−3) to about 2 600.

From this point the refinement of the solution with smaller and smaller tolerance

values was relatively easy, e.g., solving the problem with ε = 10−9 instead of 10−4

took only about 110 more seconds, with continuous drops in both the number and

the size of the result boxes. For ε = 10−8 and ε = 10−9 the boxes became small

enough so that the exclusion box utility also took effect. The number 0 in the NIT

column of the last row actually indicates that we have no boxes left outside the

exclusion box (the componentwise widths in column w are thus the widths of the

inclusion box belonging to that exclusion box). That is, at this point the solution

became fully specified up to the maximal possible capabilities of our algorithm. As

a summary, we found that the two-compartment example model has

– one unique global minimizer (apart from the x2 – x3 permutation symmetry),

located in the interior of the (inclusion) box

( [0.604961728242,0.604961728246],
[0.144474180373,0.144474180376],
[0.366021184203,0.366021184210] )

(the result intervals are given outward rounded with 12 decimal digits), and

– the enclosure of the global minimum is

[6.72177710824,6.72177710827] ·10−5.

The fact that the width of the enclosure of the global minimum is of the order

of the machine epsilon shows that the algorithm has reached the maximal possible

resolution with standard double-precision floating-point computation.

For solving this example problem, we used two tools that may not be applicable

in general, namely, analytic reformulation to reduce the interval overestimation and

symmetry breaking. We also solved the example problem without these two acceler-

ation tools. Our final conclusions were precisely same as above, i.e., with tolerance

ε = 10−9 we reached the tolerance of the unique optimal solution and the global op-

timum presented above. The performance indicators were, of course, different from

those of the first run: the running time and the number or required iterations were

around 6 and 4 times larger, respectively, while maximal number of result boxes

(also peaking at ε = 10−3) was around 4 times larger than in the fully accelerated

method.
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7.4.2 Without Using an Explicit Expression for the Model Output

7.4.2.1 Sensitivity Functions

All first-order sensitivity functions are easily derived from (7.25). These sensitivity

functions are denoted si j (x, t) = ∂ zi/∂x j in what follows. Sensitivity functions may

be obtained by pairs, for example

{
ds11
dt

=−z1− (x1 + x3)s11 + x2s21
ds21
dt

= z1 + x1s11− x2s21

(7.36)

with s11 (0) = s21 (0) = 0. However, (7.36) cannot be solved alone, as it requires

to be coupled with (7.25). Thus, all first-order sensitivity function together with the

system output require the solution of three coupled systems of ODEs of dimension 4.

7.4.2.2 Müller’s Theorem

When outer-bounding the range of the gradient of the cost over some box [x], one

has to evaluate the set of values taken by the sensitivity functions over [x]. For that

purpose, Müller’s theorem is used to get for each coupled system of four uncertain

ODEs defined in Section 7.4.2.1, a coupled system of eight deterministic ODEs.

For example, to get enclosures of the state and of the sensitivity function of the state

with respect to x1, one has to solve the following system of ODEs

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dz1
dt

=−(x1 + x3)z1 + x2z2
dz2
dt

= x1z1− x2z2
dz1
dt

=−(x1 + x3)z1 + x2z2
dz2
dt

= x1z1− x2z2
ds11
dt

=−z1− (x1 + x3) s11 + x2s21
ds21
dt

= z1 + x1s11− x2s21
ds11
dt

=−z1− (x1 + x3) s11 + x2s21
ds21
dt

= z1 + x1s11− x2s21

(7.37)

with z1 (0)= z1 (0)= 1, z2 (0)= z2 (0)= 0, and s11 (0)= s21 (0)= s11 (0)= s21 (0)=
0. At any time instant ti, when x ∈ [x], an enclosure for z1 ([x], ti) is given by

[z1 ([x], ti) ,z1 ([x], ti)], obtained by solving (7.37). Similar enclosures are obtained

for z2 ([x], ti), s12 ([x], ti), s22 ([x], ti), s13 ([x], ti), and s23 ([x], ti).



148 M. Kieffer et al.

7.4.2.3 Results

Only first-order sensitivity functions have been used. Guaranteed numerical inte-

gration of systems such as (7.37) has been performed using VNODE-LP. Thus,

only basic box elimination tests using first-order derivatives were implemented. An

equivalent of the PAID contractor has been employed using centered forms for the

cost function.

For a tolerance parameter ε = 0.001, a list of boxes is obtained whose projections

onto the (x1,x2) plane and (x2,x3) plane are shown in Figure 7.2. Only boxes for

which it was not possible to prove that they do not contain any global minimizer

are represented, so this is an outer approximation. This result has been obtained in

3 h on a Pentium IV at 2 GHz. The set of boxes contains the solution provided in

Section 7.4.1.4. The cluster effect could not be avoided here due to the lack of use

of higher-order methods.

The time required to obtain the solution is much higher (more than 100 times

for ε = 0.001) than that required in Section 7.4.1.4 due to the necessity to perform

numerical integration.

x1 x2

x2 x3

Fig. 7.2: Projection onto the (x1,x2) plane (left) and (x2,x3) plane (right) of a guar-

anteed outer approximation of the set of all global minimizers (ε = 0.001)

7.5 Conclusions and Perspectives

Interval analysis provides tools for the guaranteed characterization of the set of all

global minimizers of the cost function associated with parameter estimation even

when the model output is obtained via the numerical solution of a set of ordinary

differential equations. This chapter has shown that when the cost function involves
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many occurrences of the parameters, as is usually the case in parameter estimation

via optimization, higher-order techniques for box reduction and elimination, as well

as reformulation of the cost function may play a very important role in reducing

complexity.

Such tools are however still very difficult to employ when no explicit expres-

sion of the cost function is available. Their adaptation to models described by ODEs

poses in principle no problem. It would for example be possible to use higher-order

Taylor models [16]. Such models would be helpful to get closed-form enclosures

of the cost function. Higher-order Taylor models have also better approximation

properties than the methods described here. However, computing times are O(nk)
in dimension n for order k. This usually takes too much time already in low di-

mensions, except if these models are used near the solution only. There, however,

we use the exclusion box trick of Section 7.3.2 which is usually sufficient and can

be performed with O(n3) effort. The combination of higher-order Taylor models

with sensitivity functions, to get closed-form enclosures for gradients and Hessian

matrices has also to be considered.
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Chapter 8

Optimal Control of Induction Heating: Theory
and Application

Darya Filatova (�) and Marek Grzywaczewski

Abstract The theoretic background of an optimal control task for a precision in-

duction heating problem is studied in this work. The basics of electro-magnetic and

heat transfer theory are used to describe the dynamics of induction heating processes

of rectangle workpieces. The main result of this work, presented as the first-order

necessary conditions for the optimal solution of the considered control task, allows

one to employ interval representations of the mathematical model’s main parameters

in order to study the influence of environment uncertainties which have dominant

effects on induction heating processes.

8.1 Introduction

The state-of-the-art of manufacturing technologies requires control techniques which

improve product quality with reduced energy consumption, maximize productivity

under consideration of environmental constraints, and optimize consistency by ex-

tending the fixture life cycle. Induction heating is one of the progressive processes

which are applicable to bond, harden or soften metals or other conductive materials.

It is clear that the mathematical model of the induction heating has to take into

account electromagnetic, thermal and metallurgical phenomena and, thus usually

consists of two equations, namely a first one is for the inductor electromagnetic

field and a second one for thermal phenomenon in a heated part. Both equations are

related by means of the electrical resistivity parameter. The values of the parameters

Darya Filatova
UJK, ul. Krakowska 11, 25-027 Kielce, Poland and Analytical Centre of Russian Academy of
Sciences, ul. Vavilova 40, 199911 Moscow, Russia
e-mail: daria_filatova@rambler.ru

Marek Grzywaczewski
Politechnika Radomska, ul. Malczewskiego 20A, 26-600 Radom, Poland
e-mail: mgrzyw@interia.pl

153A. Rauh and E. Auer, Modeling, Design, and Simulation of  Systems with Uncertainties,

Mathematical Engineering 3, DOI 10.1007/978-3-642-15956-5_8, 

© Springer Berlin Heidelberg, 2011-Verlag 

mailto:daria_filatova@rambler.ru
mailto:mgrzyw@interia.pl


154 D. Filatova and M. Grzywaczewski

very often depend on the temperature of the heated part, the purity of its material,

and the environmental temperature. In addition, heat losses from conduction, con-

vection and radiation should also be considered, for an example, by means of an

interval representation of the technological parameters. All this causes complica-

tions in the solution of induction heating tasks especially if they are to be solved in

an optimal manner. An optimal control task in the general form can be formulated

as follows.

Let x : [t0, t1]→ Rn be a state vector related to space coordinates of a heated

workpiece and defined on a time interval I = [t0, t1], a heating temperature function

T(x, t) : Rn×R→ Rn+1 which is twice differentiable by x and once differentiable

by t ∈ I. The trajectory of T(x, t) is subject to a control vector u= (u1 (x, t) ,u2 (t)),
where u1 (x, t) ∈ Rr presents the control of the different sections of the induction

coil and u2 (t) ∈Rs presents the control of the whole capacity of the induction coil.

The production management wants to choose u in such a way that the quality of the

production is optimized over the planning horizon I. Namely, the following func-

tional is to be minimized

J [T(·, ·) ,u(·)]→min
u
, (8.1)

where J [·, ·] is defined on the domain ϒ = Ω × I, where Ω ⊂ Rn and I ∈ R take

into account the following conditions.

a) The dynamics of a system under consideration or the object equation is given

by

L [T] = S(u,x, t,T) , (8.2)

where L [·] is a differential operator of parabolic type, S(·, ·, ·, ·) is an elliptic

operator and (x, t) ∈ϒ .

b) The set of all possible initial and terminal values of the trajectory T is defined

by

K1 (T(x, t0) ,T(x, t1)) ≤ 0, (8.3)

K2 (T(x, t0) ,T(x, t1)) = 0, (8.4)

where x ∈Ω , K1 : Rn+1×Rn+1 → Rk1 and K2 : Rn+1×Rn+1 → Rk2 are some

functions.

c) The boundary conditions are presented by

ℓ [T] = q(u,x, t,T) , (8.5)

where ℓ(·) is a differential operator and q(·, ·, ·, ·) is a function which corresponds

to physical phenomenon conditions; x ∈ Γ (Γ = ∂Ω is a piecewise smooth

bound), t ∈ I.

d) The control constraints for i = 1,2, ...,k and for any (x, t) ∈ϒ are given

ϕi (u(x, t) ,x, t)≤ 0, (8.6)
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where (x, t) ∈ϒ .

e) The terminal constraints are formulated as

κ (T(x, t1) ,T
∗ (x))≤ 0, (8.7)

where T∗ (x) is the final temperature required from the technological point of

view given a priori , x ∈Ω .
f) The phase constraints take a form

Φ j (T(x, t) ,x, t)≤ 0, (8.8)

where j = 1,2, ...,m, (x, t) ∈ϒ .

A good review on the considered optimal control problem and its chronological

development can be found in [13]. Here, we comment only on several aspects con-

nected to the induction heating problem. So, first attempts to solve the problem by

means of the maximum principle belong to Butkovskii’s group [1, 2]. However, the

results were far from technological process requirements. The next step in the prob-

lem solution, done by Rapoport’s group, allowed to get an improved solution by

means of the alternance method [14], [16]. Both methods deal with a simple geom-

etry of the shapes and constant parameters of heated part. Moreover, the theoretical

backgrounds for the problem solution, where the control action enters to the system

dynamics through the boundary conditions, have not been shown. Recent develop-

ments in optimal control theory allow one to get the first-order necessary optimality

conditions for the task (8.1) - (8.8) using the Dubovitski-Milyutin method. Our main

task in this research is to obtain these conditions of optimality and to show how to

adapt the theory for cases when the materials exhibit a strong dependence on the

temperature [15].

The rest of the paper is organized as follows. In Section 2, the precision heating

problem is formulated with respect to the heat transmitting equation and the prede-

termined heating sources. Section 3 presents the first-order necessary conditions for

the optimal solution based on the Dubovitski-Milyutin method taking into account

constraints (8.3) - (8.8). The parametrization of the control, its transformation to a

bang-bang control problem and a short illustrative example are shown in Sections 4

and 5. Finally, some conclusions are presented in Section 6.

8.2 Precision Induction Heating Problem

Let us reformulate the task of induction heating concerning only the case of preci-

sion heating and taking into account technological process constraints. In this case,

the goal function (8.1) takes the form

J (T(x, t1) ,u) = max
Ω
|T(x, t1)−T

∗ (x)| →min
u

(8.9)
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and is subject to the following constraints, namely

a) the model (8.2) of the object takes the form

c(T(x, t))
∂T(x, t)

∂ t
−∇λ (T(x, t))∇T(x, t) = φ (u(x, t) ,x, t,T) (8.10)

with initial conditions T(x, t0) = T0 (x) for any x ∈Ω ;

b) the constraints by the cost of the industrial production for t = t1

∫

ϒ

Φ0 (u(x, t) ,x, t,T)dxdt ≤ ξ1, (8.11)

where ξ1 ≥ 0;

c) the boundary conditions are

λ (T(x, t))
∂T

∂n
= q(u(x, t) ,x, t,T) (8.12)

for any x ∈ Γ and t ∈ I (
∂ (·)
∂n

is an operator of the directional derivative of a

function);

d) the control constraints for any (x, t) ∈ϒ take the form

ϕi (u(x, t) ,x, t,T)≤ 0 (8.13)

for i = 1,2, ...,k;

e) the terminal constraints for t = t1 are given as

max
x,y
|T(x, t)−T(y, t)| ≤ ε (8.14)

for any (x, t) ∈ϒ ∩ (y, t) ∈ϒ , ε > 0;

f) the phase constraints are

max
ϒ

T(x, t)≤ ξ2 (8.15)

for any (x, t) ∈ϒ and ξ2 ≥ 0.

8.3 The Local Maximum Principle

As already described, we are going to use the Dubovitski-Milyutin method [10], [11]

to solve the problem (8.9) - (8.13). This means that first of all we have to get the

Euler equation, after the Pontryagin function, and at last to formulate the first-order

necessary optimality conditions.
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8.3.1 Preliminaries

Define the set

V [t0, t1] := {u : [t0, t1]→ U|u(·) is measurable} ,
where U can be regarded as a metric space. Any u(·) ∈ V [t0, t1] is called a feasible

control.

Assumption 1. A control u(·) is called an admissible control, and (T,u) is called

an admissible pair, if:

• u(·) ∈V [t0, t1],
• the object equation (8.10) has a unique solution under u(·),
• the constraints (8.10) - (8.13) are satisfied, and

• the functional (8.9) belongs to the set of Lebesgue measurable functions ρ :

[t0, t1]→ Rn such that
t1∫
t0

|ρ (t)|p dt < ∞ (p ∈ [1,∞)). �

The set of all admissible controls is denoted by Vad [t0, t1]. Now, the task of opti-

mal control can be formulated as follows:

minimize (8.9) over V [t0, t1] .

Assumption 2. The problem is said to be finite if (8.9) has a finite lower bound,

and it is said to be solvable if there is a uopt (·) ∈Vad [t0, t1] satisfying

J (u∗ (·)) = inf
u(·)∈V [t0,t1]

J (u(·)) . (8.16)

Any uopt (·) ∈ V [t0, t1] satisfying (8.16) is called an optimal control and [Topt(·, ·),
uopt(·)] is called an optimal pair. �

8.3.2 The Euler Equation Analysis

Suppose that all conditions of Assumption 1 and Assumption 2 are fulfilled, more-

over, γ is some integral function, ψ (x, t) :ϒ → R1 is a function, dv, dθ and dµ are

non-negative Radon measures onϒ ⊂Rn+1, α0 is a Lagrange multiplier, mi (x, t) is

a non-negative function which takes zero values only on the set

M (ϕi) = {(x, t) ∈ϒ : ϕi (u(x, t) ,x, t,T) = 0}),
for i = 1,2, ...,k. Then, taking into account the object model (8.10) and the con-

straints (8.12) and (8.13), the Euler equation takes the form1

1 The index var means ”variation” throughout this paper to distinguish it from the notation of the
interval estimate. For the simplicity of the reasoning, we omit the arguments of the functions and
only state them if they are required to emphasize the mathematical meaning.
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∫

ϒ

((
λ∇2ψ+ c

∂ψ
∂ t

)
Tvar +ψφ ′uu

var +ψφ ′
T
Tvar

)
dxdt

+
∫

Γ×I

(
λ ∂ψ

∂n
−ψ ∂λ

∂n

)
T

vardΓ dt

− ∫
Γ×I

ψλ ∂Tvar

∂n
dΓ dt− ∫

Ω
cψTvar |t1

|t0dx

+γ
(

∂λ
∂n

Tvar +λ ∂Tvar

∂n
−q′

T
Tvar

)
+β (Tvar (x, t0))

−∫
ϒ
Tvardµ−∑

i
〈mi,ϕ ′iuu

var〉− ∫
Ω
Tvar (x, t1)dv

−∫
ϒ
Tvardθ −α0

∫

ϒ

(
Φ ′ouu

var +Φ ′oTT
var
)
dxdt = 0,

(8.17)

where β (Tvar (x, t0)) and γ are some linear functionals.

Let Tvar (x, t) = 0 and uvar be arbitrary for any (x, t)∈ϒ . In this case (8.17) takes

form

∫

ϒ

ψφ ′uu
vardxdt−∑

i

〈
mi,ϕ

′
iuuvar

〉
−α0

∫

ϒ

(
Φ ′0iuu

var +Φ ′0iTT
var
)
dxdt = 0.

According to the Yosida-Hewitt theorem [8], any functional mi can be presented as

mi = ma
i +ms

i ,

where ma
i is an absolutely continuous component and ms

i is a singular component of

the functional mi, i = 1,2, ...,k.

Let the function mi (x, t) :ϒ −→ R
1, i = 1,2, ...,k, fulfill the condition

〈ma
i ,ξ 〉=

∫

ϒ

mi (x, t)ξ (x, t)dxdt

for any ξ (·, ·) ∈ L∞ (ϒ ). So mi (x, t) is a non-negative function, which takes zero

values only on the set M (ϕi), therefore the condition of complementary slackness

is

mi (x, t)ϕi (u(x, t) ,x, t) = 0.

This yields

∫

ϒ

(
ψφ ′u−α0Φ

′
ou

)
uvardxdt−

∫

ϒ

∑
i

miϕ
′
uu

vardxdt = 0.

Recall that u = (u1,u2), so

0 =
∫

ϒ

(
ψφ ′u1

−α0Φ ′ou1
−∑

i

miϕ ′u1

)
uvar

1 dxdt

−
∫

ϒ

(
ψφ ′u2

−α0Φ ′ou2
−∑

i
miϕ ′u2

)
uvar

2 dxdt.
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Taking uvar
2 = 0, we have

∫

ϒ

(
ψφ ′u1

−α0Φ
′
ou1
−∑

i

miϕ
′
u1

)
uvar

1 dxdt = 0

so

ψφ ′u1
−α0Φ

′
ou1
−∑

i

miϕ
′
u1
= 0.

If uvar
1 = 0 holds, we have

∫

I

⎡
⎣
∫

Ω

(
ψφ ′u2

−α0Φ
′
ou2
−∑

i

miϕ
′
u2

)
dx

⎤
⎦uvar

2 dt,

which gives

∫

Ω

(
ψφ ′u2

−α0Φ
′
ou2
−∑

i

miϕ
′
u2

)
dx = 0.

Now we introduce the Pontryagin functions

H = ψφ ′u−α0Φ
′
ou−∑

i

miϕ
′
u

and

h =
∫

Ω

Hdx.

This leads to the local maximum principle for the component u1

H ′u1
= 0

as well as for the component u2

h′u2
= 0.

After setting uvar = 0 the Euler equation (8.17) can be rewritten according to
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∫

ϒ

((
λ∇2ψ+ c

∂ψ
∂ t

)
Tvar +ψφ ′

T
Tvar

)
dxdt

+
∫

Γ×I

(
λ ∂ψ

∂n
−ψ ∂λ

∂n

)
TvardΓ dt−

− ∫
Γ×I

ψλ ∂Tvar

∂n
dΓ dt− ∫

Ω
cψTvar |t1

|t0dx

+γ
(

∂λ
∂n

Tvar +λ ∂Tvar

∂n
− q′

T
Tvar

)
+β (Tvar (x, t0))

−∫
ϒ
Tvardµ− ∫

Ω
Tvar (x, t1)dν−

∫

ϒ
Tvardθ

−α0

∫

ϒ

(
Φ ′ouu

var +Φ ′oTT
var
)
dxdt = 0.

(8.18)

To get the adjoint equation, we set Tvar (x, t) = 0 and
∂Tvar(x,t)

∂n
= 0 in (8.18) for

any (x, t) ∈ Γ × I and allow arbitrary values Tvar (x, t) for any (x, t) ∈ϒ\Γ × I, so

that

∫

ϒ

(
λ∇2ψ+ c

∂ψ

∂ t
+ψφ ′T

)
T

vardxdt−
∫

ϒ

T
vardµ−

∫

ϒ

T
vardθ = 0 (8.19)

results. Rewriting the equation (8.19), we have

(
λ∇2ψ+ c

∂ψ

∂ t
+ψφ ′T

)
dxdt = dµ+ dθ .

Now setting uvar = 0 in (8.18), we come to

∫
Γ×I

(
λ ∂ψ

∂n
−ψ ∂λ

∂n

)
TvardΓ dt− ∫

Γ×I

ψλ ∂Tvar

∂n
dΓ dt− ∫

Ω
cψTvar |t1

|t0dx

+γ
(

∂λ
∂n

Tvar +λ ∂Tvar

∂n
− q′

T
Tvar

)
+β (Tvar (x, t0))−

∫

Ω
Tvar (x, t1)dν = 0,

(8.20)

where γ (·) is some integral functional, such that

γ (z) =
∫

Γ×I

γ̃zdΓ dt

and, therefore,

∫

Γ×I

ψλ
∂Tvar

∂n
dΓ dt =

∫

Γ×I

γ̃zdΓ dt.

In addition, the condition Tvar (x, t) = 0 holds for any (x, t) ∈Γ × I ; Tvar (x, t0) = 0

as well as T
var (x, t1) for any (x, t) ∈ Ω ; since

∂T(x,t)
∂n

is arbitrary for any (x, t) ∈
Γ × I, we have the possibility to rewrite (8.20) as
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−
∫

Γ×I

ψλ
∂Tvar

∂n
dΓ dt+ γ

(
∂λ

∂n
T

var

)
= 0. (8.21)

Taking into account that λ (T) > 0 is satisfied on Γ × I, we get ψ = γ̃ for any

(x, t) ∈ Γ × I and, therefore,

γ (z) =
∫

Γ×I

ψzdΓ dt. (8.22)

Now rewrite (8.20) by using (8.21) and (8.22)

∫
Γ×I

(
λ ∂ψ

∂n
−ψ ∂λ

∂n

)
TvardΓ dt− ∫

Ω
cψTvar |t1

|t0dx

+
∫

Γ×I

ψ
(

∂λ
∂n
−q′

T

)
T

vardΓ dt+β (Tvar (x, t0))−
∫

Ω
T

var (x, t1)dν = 0.

Setting Tvar (x, t0) = 0 and Tvar (x, t1) for any (x, t) ∈Ω gives

∫

Γ×I

(
λ
∂ψ

∂n
−ψ

∂λ

∂n

)
T

vardΓ dt+

∫

Γ×I

ψ

(
∂λ

∂n
− q′T

)
T

vardΓ dt = 0,

so

• for any T
var

∫

Γ×I

(
λ
∂ψ

∂n
−ψq′T

)
T

vardΓ dt = 0,

• for any (x, t) ∈ Γ × I

λ
∂ψ

∂n
−ψq′T = 0.

Additionally the Euler equation takes new form

−
∫

Ω

cψT
var |t1

|t0dx+β (Tvar (x, t0))−
∫

Ω

T
var (x, t1)dν = 0. (8.23)

Let Tvar (x, t0) take any values for any x ∈Ω and T
var (x, t1) = 0 for any x ∈Ω .

The equation (8.23) can be rewritten as

−
∫

Ω

c(T)ψ (x, t0)T
var (x, t0)dx+β (Tvar (x, t0)) = 0. (8.24)
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This means that c(T)ψ (x, t0) can take any values. To complete the analysis we

show how to get the transversality conditions using the rest of the equation (8.24)

given as

−
∫

Ω

c(T)ψ (x, t1)T
var (x, t1)dx−

∫

Ω

T
var (x, t1)dν= 0

for any Tvar (x, t1).
Suppose that Tvar (x, t1) is arbitrary for any x ∈Ω . This gives

−c(T)ψ (x, t1)dx−dν = 0

or equivalently

ψ (x, t1)dx =− dν

c(T)
.

Let dν1 = − dν
c(T) . This measure has the properties dν1 ≥ 0 and dν1(|T(x, t1)−

T∗(x)|− ε) = 0, where ε > 0 . The complementarity slackness is

dν1 = 0 if |T(x, t1)−T
∗ (x)|− ε �= 0,

dν1 �= 0 if

{
T(x, t1)−T∗ (x)− ε = 0,

−(T(x, t1)−T∗ (x))− ε = 0.

Again, according to the Yosida-Hewitt decomposition theorem, we set

dν1 = dνa
1 + dνs

1,

where in our case dνa
1 = 0 and dνs

1 �= 0 hold.

So that

ψ (x, t1) =−
r

∑
i=1

T(xi, t1)−T∗ (xi)

ε
δ (xi) , (8.25)

where δ (·) is the Dirac function, i = 1,2, ...,k is an index of the active constraint.

The main result of this work can be formulated as follows.

Theorem 8.1. Let (Topt ,uopt) be an optimal pair and let the property λ (Topt) �=
0 holds on the envelope ϒ and c(Topt) on ϒ , then there exists a non-trivial set

of Lagrange multipliers α0, ψ (x, t), dv, dµ , mi (x, t1), i = 1,2, ...,k, such that the

number α0 ≥ 0 satisfies the complementarity slackness

α0

⎛
⎝
∫

ϒ

Φ0 (u(x, t) ,x, t,T)dxdt− ξ1

⎞
⎠= 0,
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ψ (x, t) :ϒ → R1 is a function, dv is a non-negative Radon measure on ϒ ⊂ Rn+1

concentrated on the set MT = {x ∈Ω : |T(x, t1)−T∗ (x)|= ε}, dµ ≥ 0 is a non-

negative Radon measure onϒ ⊂ R
n+1 concentrated on the set

(x, t) ∈ϒ
∣∣Topt (x, t) = ξ2,

mi (x, t1)→ R1 are nonnegative functions which satisfy complementarity slackness

mi (x, t1)ϕi (u
opt (x, t) , t) = 0, i = 1,2, ...,k, and the following conditions are ful-

filled:

a) The adjoint equation is given by

(
λ
(
T

opt
)
∇2ψ (x, t)+ c

(
T

opt
) ∂ψ (x, t)

∂ t
+ψ (x, t)φ ′T−αΦ ′0T

)
dxdt = dµ .

(8.26)

b) The transversality condition, that is the boundary condition for t = t1, is equal

to

ψ (x, t1)dx =−
(
T

opt (x, t1)−T
∗ (x)

)
dv (8.27)

for any x ∈Ω .

c) The boundary conditions on Γ × I can be formulated by

∂ψ

∂n
= ψ q′T (8.28)

for any (x, t) ∈ Γ × I.

d) Finally, the local maximum principle takes one of the following two forms,

namely, either

ψ (x, t)
(
φ ′u2

(uopt (x, t) ,x, t,T)− q̃′u2
(uopt (x, t) ,x, t,T)

)

−α0Φ ′ou2
(uopt (x, t) ,x, t,T)

−
k

∑
i=1

mi (x, t)ϕ ′iu2
(uopt (x, t) ,x, t) = 0;

(8.29)

for (x, t) ∈ϒ , or

∫

Ω

[
ψ (x, t)

(
φ ′u2

(uopt (x, t) ,x, t,T)− q̃′u2
(uopt (x, t) ,x, t,T)

)
−

−α0Φ ′ou1
(uopt (x, t) ,x, t,T)

]
dx

−∫
Ω

k

∑
i=1

mi (x, t)ϕ ′iu1
(uopt (x, t) ,x, t) = 0,

(8.30)

with
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q̃(u, t,x, t,T) =

{
q(u, t,x, t,T) if x ∈ Γ ,

0 if x ∈Ω\Γ .
(8.31)

for t ∈ I. �

8.4 The Bang-Bang Control Case

The numerical solution of the induction heating task, even in less complicated cases

has many obstacles [4] – [6], [9]. For the task (8.10), (8.26) – (8.31) the main re-

sult cannot be directly applied, especially in the case when the parameters of the

induction heating process are not exactly defined. To adapt the theoretical solution

to the situation mentioned above we convert the induction heating control problem

to the bang-bang case. This requires linearity of the control and a specially selected

protocol for the inductor, which can be presented by an interval.

Let the Pontryagin function have the form

H (α0,ψ (x, t) ,u,x, t) = ψφ (u,x, t)−α0Φ0 (u,x, t) . (8.32)

The functions H
(
α0,ψ (x, t) ,u1,u

opt
2 (t) ,x, t

)
and ϕi

(
u1,u

opt
2 (t) ,x, t,T

)
for i =

1,2, ...,k are convex functions with respect to the control component u1. The theo-

rem condition (8.29) is equivalent to the local maximum principle presented as the

following inequality

H
(
α0,ψ (x, t) ,u1,u

opt
2 (t) ,x, t

)
≤ H

(
α0,ψ (x, t) ,uopt

1 ,uopt
2 (t) ,x, t

)

for u1 ∈R1. The function H (α0,ψ (x, t) ,u1,u2 (t) ,x, t) is convex with respect to u1

for any arbitrary values of α0 ≥ 0, ψ ∈ R1, u2 ∈ R1, x ∈ Rn, t ∈ R1, if for example

Φ0 (u,x, t) is a convex function and and φ (u,x, t) is a linear function with respect

to u1.

Next we separate the control constraints and denote them as

ϕi (u1 (x, t) ,x, t)≤ 0,

ϕ j (u2 (t) , t)≤ 0,

where i = 1,2, ...,k1 and j = k1 +1,k1 + 2, ...,k.

In this case, the complementarity slackness conditions take the form

m
(u1)
i (x, t)ϕi

(
uopt

1 (x, t) ,x, t
)
≤ 0

and

m
(u2)
j (t)ϕ j

(
uopt

2 (t) , t
)
≤ 0,



8 Optimal Control of Induction Heating: Theory and Application 165

for i = 1,2, ...,k1 and j = k1 + 1,k1 + 2, ...,k. The local maximum principle (8.29)

and (8.30) is

ψ(x, t)φ ′u1

(
uopt (x, t) ,x, t,T

)
−α0Φ

′
ou1

(
uopt (x, t) ,x, t,T

)

−
k1

∑
i=1

m
(u1)
i (x, t)ϕ ′iu1

(uopt (x, t) ,x, t) = 0

and

∫

Ω

[
ψ (x, t)φ ′u2

(uopt (x, t) ,x, t,T) −
−α0Φ ′ou2

(uopt (x, t) ,x, t,T)
]
dx

−∫
Ω

k

∑
j=k1+1

m
(u2)
j (t)ϕ ′ju2

(
u0 (x, t) ,x, t

)
= 0.

For the following derivation of the bang-bang control, we introduce the notations

φ̃ (x, t) = φ ′u1

(
uopt (x, t) ,x, t

)
,

˜̃
φ (x, t) = φ ′u2

(
uopt (x, t) ,x, t

)
,

Φ̃0 (x, t) = Φ ′0u1

(
uopt (x, t) ,x, t

)
,

˜̃
Φ0 (x, t) = Φ ′0u2

(
uopt (x, t) ,x, t

)
,

q̃(x, t) = q′u1
(u(x, t) ,x, t,T) ,

˜̃q(x, t) = q′u2
(u(x, t) ,x, t,T) ,

Furthermore it is supposed that the control depends only on time. Then the local

maximum principle takes the form

∫

Ω

[
ψ (x, t)φ ′u2

(uopt (x, t) ,x, t,T) −
−α0Φ ′ou2

(uopt (x, t) ,x, t,T)
]
dx

−
∫

Ω

k

∑
j=k1+1

m
(u2)
j (t)ϕ ′ju2

(uopt (x, t) ,x, t) = 0.

Taking into account the assumption of the control linearity, the right-hand side of

(8.10) is now written as

φ (u(x, t) ,x, t,T) = u(x, t) φ̃ (x, t) . (8.33)

The same is done for the right-hand side of (8.12)

q(u(x, t) ,x, t,T) = u(x, t) q̃(x, t,T) , (8.34)
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and finally

Φ0 (u(x, t) ,x, t,T) = u(x, t)Φ̃0 (x, t,T) . (8.35)

Now we consider two cases in order to get a bang-bang control problem.

Case 1. The control vector u(x, t) has only one component u1 (x, t) and u1 ≤
u1 (x, t) ≤ u1. With respect to the limitations on the inductor mentioned above the

constraints (8.13) are

−u(x, t)+ u1 ≤ 0,

u(x, t)− u1 ≤ 0, (8.36)

where u ∈ U
ad . We rewrite again the complementarity slackness as

m
(u1)
1 (x, t)(−u(x, t)+ u1) = 0, m

(u1)
1 (x, t)≥ 0, (8.37)

m
(u1)
2 (x, t)(u(x, t)− u1) = 0, m

(u1)
2 (x, t)≥ 0,

getting a new expression for the local maximum principle

ψ (x, t)
(
φ̃ (x, t)− q̃(x, t,T)

)
−α0Φ̃0 (x, t,T) =

−m
(u1)
1 (x, t)+m

(u1)
2 (x, t)

(8.38)

for any (x, t) ∈ U, where U is the set of admissible control.

Now, we have to study the equation (8.38). Let there be a domain (x, t) ∈ U,

where two inequalities are fulfilled, namely

ψ (x, t)
(
φ̃ (x, t)− q̃(x, t,T)

)
−α0Φ̃0 (x, t,T)> 0 (8.39)

and

ψ (x, t)
(
φ̃ (x, t)− q̃(x, t,T)

)
−α0Φ̃0 (x, t,T)< 0. (8.40)

Clearly, taking into account (8.37) for (8.38) with respect to (8.39) we get

m
(u1)
2 (x, t)> 0

and

m
(u1)
1 (x, t) = 0.

Now, it is easy to show that (u(x, t)−u1) = 0 and u(x, t) = u1. The same can be

done in the case of (8.40), leading to

m
(u1)
1 (x, t)> 0,

and
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m
(u1)
2 (x, t) = 0.

So, (−u(x, t)+ u1) = 0 gives u(x, t) = u1. If

ψ (x, t)
(
φ̃ (x, t)− q̃(x, t,T)

)
−α0Φ̃0 (x, t,T) = 0

is satisfied we have the bang-bang control case with

u(x, t) ∈ [u1,u1] .

Case 2. The control vector u(x, t) has only one component u2 (t) and u2 ≤
u2 (t)≤ u2. The local maximum principle is

∫

Ω

[
ψ (x, t)

(
˜̃
φ (x, t)− ˜̃q(x, t,T)

)
−

−α0
˜̃
Φ0 (x, t)

]
dx =−m

(u2)
1 (t)+m

(u2)
2 (t)

(8.41)

for any t ∈ I.

Now let

∫

Ω

[
ψ (x, t)

(
˜̃
φ (x, t)− ˜̃q(x, t,T)

)
−α0

˜̃
Φ0 (x, t)

]
dx > 0

or

∫

Ω

[
ψ (x, t)

(
˜̃
φ (x, t)− ˜̃q(x, t,T)

)
−α0

˜̃
Φ0 (x, t)

]
dx > 0.

Using the reasoning as in the previous case, it is not difficult to show that u(x, t) ∈
[u2,u2].

8.5 An Illustrative Example

To illustrate the bang-bang optimal control presented in the previous section, we use

an example based on the description [3] choosing a duralumin (AA2024) slab with

a rectangle cross section xmax
1 × xmax

2 = 1× 2m2, which is placed into an induction

coil. The power supply generates an alternating current at 50 Hz. Here, we consider

the case where the whole capacity of the induction coil is controlled.

According to [18], mathematical equations describing the electromagnetic part

are based in the generalized case on Helmholtz’s equation

�
×
(
ρ
�
×H

)
=−2π f jµH, H(x) =HΓ . (8.42)

The right-hand side of (8.10) takes a form
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φ = ρ
(�

×H
)(�

×H
)
∗. (8.43)

The mathematical model in a rectangle cross-section slab case takes the form

H=HΓ

[
1+

(
coshkx2

coshkxmax
2

− 1

)(
1− coshA2kx1

coshA2kx
max
1

)]

or

H =HΓ

[
1+

(
coshkx1

coshkxmax
1

−1

)(
1− coshA1kx2

coshA1kx
max
2

)]
,

where HΓ is the boundary function, which allows to control the induction heating

process, k = 1+ j
∆ (∆ =

√
ρ

π f µ )

Ai =

√√√√
2

3− kxmax
i tanh2 kxmax

i
kxmax

i −tanhkxmax
i

, i = 1,2.

This gives a possibility to rewrite (8.43) as

φ (x1,x2) = ρ

(
∂H

∂x1

∂H∗

∂x1
+

∂H

∂x2

∂H∗

∂x2

)
.

It is clear that the electromagnetic equation (8.42) and the heat transfer equation

(8.10) are interconnected by means of ρ = ρ (T).
The parameters of the object equation (8.10) and the required constraints are

chosen on the basis of the technological process for the external environment tem-

perature TE = 293K (see Fig.8.1 and Fig.8.2). The numerical results for the optimal

control of the whole capacity of the induction coil, the maximum error for the tem-

perature profile and the final temperature profile are presented in Fig. 8.3 - Fig. 8.5.

Next, simulations were made once only for the lower bound and once only

for the upper bound of the parameters ρ(T) ∈ [0.95ρE(T),1.05ρE(T)], c(T) ∈
[0.95cE(T),1.05cE(T)], and λ (T) ∈ [0.95λE(T), 1.05λE(T)] (where the index E

means the parameter values were received for the ambient temperatureTE = 293K).

The optimal control strategies for both cases are presented in Fig. 8.6. Comparing

control actions one can see the difference caused by the parameter variation. That

means that during the production process the technologist has to know how the

uncertainties of the external environment can affect the induction heating to avoid

undesired outcomes.

8.6 Conclusions

In this work, we studied the theoretical backgrounds of the optimal control for in-

duction heating in the case that the control actions enter the system through bound-
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Fig. 8.1: The parameters of the technological process selected according to [12]

and [17]
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Fig. 8.2: The heat source protocol

ary conditions. The main result is presented as first-order necessary conditions. Nu-

merical simulations showed that the theoretical results can be easily implemented

in the case of the interval representation of the parameters. In further investigations,

one can treat, for an example, ξ1 and ξ2 as some stochastic processes or use time-

dependent distributions of parameters ρ (T), c(T), and λ (T) in order to take the

uncertainties of the technological processes in induction heating and to improve the

quality of production.
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Appendix

Nomenclature

T Temperature in K

c (Heat capacity of workpiece)×(mass density) in Jm−3K−1

λ Thermal conductivity in Wm−1K−1

q Heat flux in Wm−2

φ Heat source in Wm−3

ρ Electrical resistivity in Ωm

µ Magnetic permeability in Wb2N−1m−2

f Frequency of electro-magnetic field in Hz

H Magnetic field intensity in N Wb−1

x1, x2 Space coordinates for workpiece in m

xmax
1 × xmax

2 Size of workpiece rectangular in cross-section in m2
�

Nabla symbol

∗ Conjunction
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Chapter 9

Coherent Upper and Lower Conditional
Previsions Defined by Hausdorff Outer and
Inner Measures

Serena Doria

Abstract A new model of coherent upper conditional previsions is proposed to

represent uncertainty and to make previsions in complex systems. It is defined by

the Choquet integral with respect to Hausdorff outer measure if the conditioning

event has positive and finite Hausdorff outer measure in its Hausdorff dimension.

Otherwise, when the conditioning event has Hausdorff outer measure equal to zero

or infinity in its Hausdorff dimension, it is defined by a 0-1 valued finitely, but

not countably, additive probability. If the conditioning event has positive and finite

Hausdorff outer measure in its Hausdorff dimension, it is proven that a coherent

upper conditional prevision is uniquely represented by the Choquet integral with

respect to the upper conditional probability defined by Hausdorff outer measure

if and only if it is monotone, comonotonically additive, submodular and continuous

from below. Moreover sufficient conditions are given such that the upper conditional

previsions satisfy the disintegration property and the conglomerability principle.

9.1 Introduction

Many complex systems are strongly dependent on the initial conditions, that is small

differences on the initial conditions lead the system to entirely different states. These

systems are called chaotic systems. Thus uncertainty in the initial conditions pro-

duces uncertainty in the final state of the system. Often the final state of the system

is represented by a fractal set, i.e., a set with non-integer Hausdorff dimension. In

this paper a new model of coherent upper and lower conditional previsions defined

by Hausdorff outer and inner measures is proposed to represent uncertainty and to

make previsions in complex systems. Coherent upper and lower conditional proba-

bilities are obtained when only 0-1 valued random variables are considered. In [12]

Serena Doria
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stochastic independence for fractal sets has been investigated with respect to coher-

ent upper and lower conditional probabilities defined by Hausdorff outer and inner

measures.

Coherent conditional previsions and probabilities are tools to model and quan-

tify uncertainties; they have been investigated in de Finetti [15], [16], Dubins [13]

Regazzini [25], [26] and Williams [35]. Upper and lower conditional previsions have

been introduced in Walley [33], [34] and models of upper and lower conditional pre-

visions have been analyzed in Vicig et al. [32] and Miranda and Zaffalon [22].

Coherent upper conditional previsions are functionals on a linear space of bound-

ed random variables satisfying the axioms of coherence. They cannot always be de-

fined as an extension of expectation of measurable random variables defined by

the Radon-Nikodym derivative, according to the axiomatic definition. It occurs be-

cause one of the defining properties of the Radon-Nikodym derivative, that is to be

measurable with respect to the σ -field of the conditioning events, contradicts a nec-

essary condition for coherence. So the necessity to find a new mathematical tool in

order to define coherent upper conditional previsions arises. In the subjective prob-

abilistic approach coherent probability is defined on an arbitrary class of sets and

any coherent probability can be extended to a larger domain. So in this framework

no measurability condition is required for random variables. In the sequel, bounded

random variables are bounded real-valued functions (these functions are called gam-

bles in Walley [34] or random quantities in de Finetti [15]). When a measurability

condition for a random variable is required, for example to define the Choquet in-

tegral, it is explicitly mentioned through the paper. In particular, various conditions

of measurability proposed in the literature are considered:

i) upper µ-measurability of a random variable with respect to a monotone set

function µ defined on a class S of sets, which requires that the decreasing distri-

bution functions of a random variable with respect to the outer and inner measures

generated by µ are equal [8].

ii) upper S-measurability of a random variable, which requires that the random

variable is upper µ-measurable with respect to every monotone set function µ de-

fined on S [8, p.49]; upper S-measurability implies that the Choquet integral with

respect to µ depends only on the values that µ assumes on S.

iii) measurability of a random variable with respect to a partition B [34, p.291],

which requires that the random variable is constant on the atoms of the partition.

iv) measurability of a random variable with respect to a σ -field , which requires

that the preimage of every Borelian set of real numbers belongs to the σ -field.

If S is closed under intersection, upper S-measurability implies measurability of

the random variable with respect to the partition of atoms of S [8, p.52]. If S is a

σ -field and X and −X are upper S-measurable then upper S-measurability of X is

equivalent to the measurability of X with respect to the σ -field S.

Let (Ω ,d) be a metric space and let B be a partition of Ω such that each B ∈ B
is measurable with respect to the Hausdorff dimensional outer measure in its Haus-

dorff dimension. For every bounded random variable X defined on B a coherent

upper conditional prevision P(X |B) is defined by the Choquet integral with respect

to its associated Hausdorff outer measure if the conditioning event has positive and
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finite Hausdorff outer measure in its Hausdorff dimension. Otherwise if the condi-

tioning event has Hausdorff outer measure in its Hausdorff dimension equal to zero

or infinity it is defined by a 0-1 valued finitely, but not countably, additive proba-

bility. If the conditioning event B has positive and finite Hausdorff outer measure

in its Hausdorff dimension then the given upper conditional prevision defined on

the linear space of all bounded random variables on B is proven to be a functional,

which is monotone, submodular, comonotonically additive and continuous from be-

low. Moreover, given a class S of subsets of B, all these properties are proven to

be a sufficient condition under which the upper conditional probability defined by

Hausdorff outer measure is the unique monotone set function, which represent a

coherent upper conditional prevision of upper S-measurable bounded random vari-

ables as Choquet integral. The paper is organized as follows. In section 2 the notion

of coherent upper conditional prevision and its properties are recalled. In section

3 it is proven that conditional expectation, defined by the Radon-Nikodym deriva-

tive may be not coherent. A new model of upper conditional prevision defined with

respect to Hausdorff outer measure is proposed in section 4. In section 5 a coher-

ent upper conditional prevision is characterized as Choquet integral with respect to

upper conditional probability defined by Hausdorff outer measure. In section 6 suf-

ficient conditions are given such that the given upper conditional previsions satisfy

the disintegration property and the conglomerability principle.

9.2 Separately Coherent Upper and Lower Conditional
Previsions

Separately coherent upper conditional previsions P(·|B) are functionals, defined on

a linear space of bounded random variables, satisfying the axioms of separate co-

herence [34].

Definition 9.1. Let (Ω ,d) be a metric space and let B be a partition of Ω . For every

B ∈ B let K(B) be a linear space of bounded random variables defined on B. Let us

denote by X |B a random variable defined on B, or more generally the restriction to

B of a random variable defined on Ω and by sup(X |B) the supremum value that X

assumes on B. Then separately coherent upper conditional previsions are functionals

P(·|B) defined on K(B), such that the following conditions hold for every X and Y

in K(B) and every strictly positive constant λ :

1) P (X |B)≤ sup(X |B);

2) P(λ X |B) = λ P(X |B) (positive homogeneity);

3) P(X +Y)|B) ≤ P(X |B)+P(Y |B);
4) P(B|B) = 1.

Separately coherent upper conditional previsions can always be extended to co-

herent upper previsions on the class L(B) of all bounded random variables defined

on B.
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Suppose that P(X |B) is a coherent upper conditional prevision on a linear space

K(B) then its conjugate coherent lower conditional prevision is defined by P(X |B)=
−P(−X |B). If for every X belonging to K(B) we have P(X |B) = P(X |B) = P(X |B)
then P(X |B) is called a coherent linear conditional prevision (de Finetti [15]) and it

is a linear positive functional on K(B).

Definition 9.2. Let (Ω ,d) be a metric space and let B be a partition of Ω . For every

B ∈ B let K(B) be a linear space of bounded random variables defined on B. Then

linear separately coherent conditional previsions are functionals P(·|B) defined on

K(B), such that the following conditions hold for every X and Y in K(B) and every

strictly positive constant λ :

1’) if X ≥ 0 then P(X |B)≥ 0 (positivity);

2’) P(λX |B) = λP(X |B) (positive homogeneity);

3’) P(X +Y)|B) = P(X |B)+P(Y |B) (linearity);

4’) P(B|B) = 1.

A class of bounded random variables is called a lattice if it is closed under point-

wise maximum ∨ and point-wise minimum ∧.

Two random variables X and Y defined on B are comonotonic if, (X(ω1)−
X(ω2))(Y (ω1)−Y(ω2))≥ 0 ∀ω1,ω2 ∈ B.

Definition 9.3. Let (Ω ,d) be a metric space and let B be a partition of Ω . For every

B ∈ B let K(B) be a linear lattice of bounded random variables defined on B and let

P(·|B) be a coherent upper conditional prevision defined on K(B) then for every X,

Y, Xn in K(B) P(·|B) is

i) monotone iff X ≤ Y implies P(X |B) ≤ P(Y |B);
ii) comonotonically additive iff P(X +Y |B) = P(X |B) + P(Y |B) if X and Y are

comonotonic;

iii)submodular iff P(X ∨Y |B)+P(X ∧Y |B)≤ P(X |B)+P(Y |B);
iv)continuous from below iff limn→∞P(Xn|B) = P(X |B) if Xn is an increasing se-

quence of random variables converging to X .

A bounded random variable is called B-measurable or measurable with respect

to the partition B [34, p.291] if it is constant on the atoms B of the partition. Let

G(B) be the class of all B-measurable random variables.

Denote by P(X |B) the random variable equal to P(X |B) if ω ∈ B.

Separately coherent upper conditional previsions P(X |B) can be extended to a

common domain H so that the function P(·|B) can be defined from H to G(B) to

summarize the collection of P(X |B) with B ∈ B.

P(·|B) is assumed to be separately coherent if all the P(·|B) are separately coher-

ent. In the next section the function P(X |B) is compared with the Radon-Nikodym

derivative.
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9.3 The Radon-Nikodym Derivative May Fail to be Coherent

In [34, 6.5.8] a comparison between Kolmogorov theory and coherent linear previ-

sions has been performed. The author points out that when the conditioning event

has probability zero Kolmogorov allows conditional previsions to be completely

arbitrary. In this section the role of the Radon-Nikodym derivative in the assess-

ment of coherent linear prevision is analysed. Let Ω be a non-empty set; a class

F of subsets of Ω is a σ -field if it contains Ω , it is closed under the formation of

complements and countable unions. Let P be a probability measure on F, that is

P is a non-negative real function on F, which is countably additive and such that

P(Ω) = 1. The triple (Ω ,F,P) is called a probability space.

We prove that when Ω is equal to [0,1] and the σ -field of the conditioning events

is properly contained in the σ -field of the given probability space and contains all

singletons of Ω , then conditional expectation may fail to be coherent.

In the axiomatic approach [3] conditional expectation is defined with respect to

a σ -field G of conditioning events by the Radon-Nikodym derivative;

Definition 9.4. Let F and G be two σ -fields of subsets of Ω with G contained in

F and let X be an integrable random variable. Let P be a probability measure on

F; define a measure ν on G by ν(G) =
∫
G XdP. This measure is finite and abso-

lutely continuous with respect to P. Thus there exists a function, the Radon-Nikodym

derivative denoted by E[X |G], defined on Ω , G-measurable, integrable and satisfy-

ing the functional equation

∫

G
E[X |G]dP =

∫

G
XdP

with G in G.

This function is unique up to a set of P-measure zero and it is a version of the

conditional expected value.

The definitions of conditional expectation and coherent linear conditional previ-

sion can be compared when the σ -field G is generated by the partition B. In partic-

ular, given a probability space (Ω ,F,P), let G be equal or contained in the σ -field

generated by a countable class C of subsets of F and let B be the partition gener-

ated by the class C. Denote Ω ’ = B, P(A|B) the random variable equal to P(X |B) if

ω ∈ B and ϕB the function from Ω to Ω ’ that associates to every ω ∈ Ω the atom

B of the partition B that contains ω . Then we have that P(A|G) = P(A|B) ◦ϕB for

every A ∈ F [20, p.262], that is P(A|G) = P(A|B).
The next theorem shows that every time that the σ -field G of the conditioning

events is properly contained in F and it contains all singletons of [0,1] then the

conditional prevision, defined by the Radon-Nikodym derivative is not coherent.

It occurs because one of the defining properties of conditional expectation that is

to be measurable with respect to the σ -field of conditioning events contradicts the

following necessary condition for coherence of a linear conditional prevision. If

P(X |B) is separately coherent and X is B-measurable then P(X |B) = X [34, p.292].
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This necessary condition for coherence is not always satisfied if P(X |B) is defined

by the Radon-Nikodym derivative.

Theorem 9.1. Let Ω = [0,1], let F be the Borel σ -field of [0,1] and let P be the

Lebesgue measure on F. Let G be a sub σ -field properly contained in F and con-

taining all singletons of [0,1]. Let B be the partition of all singletons of [0,1] and

let X be the indicator function of an event A belonging to F - G. If P(X |B) is equal

to the Radon-Nikodym derivative with probability 1, that is

P(X |B) = E[X |G]

except on a subset N of [0,1] of P-measure zero, then the function P(X |B) is not

separately coherent.

Proof. If the equality P(X |B) = E[X |G] holds with probability 1, then we have that,

with probability 1, the function P(X |B) is different from X , the indicator function

of A; in fact having fixed A in F−G the indicator function X is not G-measurable,

it does not verify a property of the Radon-Nikodym derivative and therefore it

cannot be assumed as conditional expectation according to the axiomatic defini-

tion. Therefore P(X |B) does not satisfy the necessary condition for being coherent,

P(X |B) = X . ⊓⊔

Example 9.1. [3, Example 33.11] Let Ω = [0,1], let F be the Borel σ -field of Ω ,

let P be the Lebesgue measure on F and let G be the sub σ -field of F of sets that

are either countable or co-countable. Let B be the partition of all singletons of Ω ; if

the linear conditional prevision is defined equal, with probability 1, to conditional

expectation defined by the Radon-Nikodym derivative, we have that

P(X |B) = E[X |G] = P(X).

So when X is the indicator function of an event A = [a,b] with 0 < a < b < 1 then

P(X |B) = P(A) and it does not satisfy the necessary condition for coherence that is

P(X |B) = X .

Evident from Theorem 1 and Example 1 is the necessity to introduce a new tool

to define coherent conditional previsions.

9.4 Coherent Upper Conditional Previsions Defined by
Hausdorff Outer Measures

In this section a coherent upper conditional prevision P(·|B) is defined by the Cho-

quet integral with respect to its associated Hausdorff outer measure if the condi-

tioning event B has positive and finite Hausdorff outer measure in its Hausdorff

dimension. Otherwise if the conditioning event B has Hausdorff outer measure in its

Hausdorff dimension equal to zero or infinity it is defined by a 0-1 valued finitely,

but not countably, additive probability. Let (Ω ,d) be a metric space and let B be
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a partition of Ω . In the sequel each set B of B is required to be measurable with

respect to hs, the Hausdorff outer measure associated with B, so that the indicator

function of each set B is hs-upper measurable and P(B|B) can be represented as the

Choquet integral with respect to hs.

Definition 9.5. Let (Ω ,d) be a metric space and let B be a partition of Ω . For each

B in B, denote by s the Hausdorff dimension of B then the Hausdorff s-dimensional

outer measure is called the Hausdorff outer measure associated with the coherent

upper prevision P(·|B). Let B∈B be measurable with respect to the Hausdorff outer

measure associated with P(·|B).

9.4.1 Hausdorff Outer Measures

Given a non-empty set Ω , let ℘(Ω) be the class of all subsets of Ω . An outer

measure is a function µ∗ :℘(Ω)→ [0,+∞] such that µ∗(⊘) = 0, µ∗(A) ≤ µ∗(A′)
if A⊆ A′ and µ∗(

⋃∞
i=1 Ai)≤ ∑∞

i=1 µ
∗(Ai).

Examples of outer set functions or outer measures are the Hausdorff outer mea-

sures [14], [27].

Let (Ω ,d) be a metric space. A topology, called the metric topology, can be

introduced into any metric space by defining the open sets of the space as the sets G

with the property:

if x is a point of G, then for some r > 0 all points y with d(x,y) < r also belong

to G.

It is easy to verify that the open sets defined in this way satisfy the standard

axioms of the system of open sets belonging to a topology [27, p.26].

The diameter of a non empty setU of Ω is defined as |U |= sup{d(x,y) : x,y ∈U}
and if a subset A of Ω is such that A ⊂ ⋃iUi and 0 < |Ui| < δ for each i, the class

{Ui} is called a δ -cover of A.

Let s be a non-negative number. For δ >0 we define hs,δ (A) = inf ∑+∞
i=1 |Ui|

s
,

where the infimum is over all δ -covers {Ui}.
The Hausdorff s-dimensional outer measure of A, denoted by hs(A), is defined

as

hs(A) = lim
δ→0

hs,δ (A).

This limit exists, but may be infinite, since hs,δ (A) increases as δ decreases be-

cause less δ -covers are available. The Hausdorff dimension of a set A, dimH(A), is

defined as the unique value, such that

hs(A) = +∞ if 0≤ s < dimH(A),

hs(A) = 0 if dimH(A)< s <+∞.
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We can observe that if 0 < hs(A) < +∞ then dimH(A) = s, but the converse is

not true. Hausdorff outer measures are metric outer measures (hs(E ∪F) = hs(E)+
hs(F) whenever d(E,F) = inf{d(x,y) : x ∈ E,y ∈ F}> 0).

A subset A of Ω is called measurable with respect to the outer measure hs if it

decomposes every subset of Ω additively, that is if hs(E) = hs(A∩E)+ hs(E−A)
for all sets E ⊆Ω .

All Borel subsets of Ω are measurable with respect to any metric outer measure

[14, Theorem 1.5]. So every Borel subset of Ω is measurable with respect to every

Hausdorff outer measure hs since Hausdorff outer measures are metric.

The restriction of hs to the σ -field of hs-measurable sets, containing the σ -field

of the Borel sets, is called Hausdorff s-dimensional measure. The Borel σ -field is

the σ -field generated by all open sets. The Borel sets include the closed sets (as

complement of the open sets), the Fσ -sets (countable unions of closed sets) and the

Gσ -sets (countable intersections of open sets), etc.

In particular the Hausdorff 0-dimensional measure is the counting measure and

the Hausdorff 1-dimensional measure is the Lebesgue measure.

The Hausdorff s-dimensional measures are modular on the Borel σ -field, that is

hs(A∪B)+ hs(A∩B) = hs(A)+ hs(B) for every pair of Borelian sets A and B; so

that [8, Proposition 2.4] the Hausdorff outer measures are submodular (hs(A∪B)+
hs(A∩B)≤ hs(A)+ hs(B)).

In [27, p.50] and [14, Theorem 1.6 (a)] it has been proven that if A is any subset

of Ω there is a Gσ -set G containing A with hs(A) = hs(G). In particular hs is an

outer regular measure.

Moreover Hausdorff outer measures are continuous from below [14, Lemma

1.3], that is for any increasing sequence of sets {Ai} we have limi→∞ hs(Ai) =
hs(limi→∞Ai).

hs-Measurable sets with finite Hausdorff s-dimensional outer measure can be

approximated from below by closed subsets [27, p.50] [14, Theorem 1.6 (b)] or

equally the restriction of every Hausdorff outer measure hs to the class of all hs-

measurable sets with finite Hausdorff outer measure is inner regular on the class

of all closed subsets of Ω . In particular any hs-measurable set with finite Hausdorff

s-dimensional outer measure contains an Fσ -set of equal measure, and so contains a

closed set differing from it by arbitrary small measure.

Since every metric space is a Hausdorff space then every compact subset of Ω
is closed; denote by O the class of all open sets of Ω and by C the class of all

compact sets of Ω , the restriction of each Hausdorff s-dimensional outer measure to

the class H of all hs-measurable sets with finite Hausdorff outer measure is strongly

regular [8, p.43] that is it is regular:

r1)hs(A) = inf{hs(U)|A⊂U,U ∈O} for all A ∈H (outer regular);

r2)hs(A) = sup{hs(C)|C ⊂ A,C ∈ C} for all A ∈H (inner regular)

with the additional property:

r3)inf{hs(U−A)|A⊂U,U ∈O}= 0 for all A ∈H

Any Hausdorff s-dimensional outer measure is translation invariant, that is,

hs(x+E) = hs(E), where x+E = {x+ y : y ∈ E} [14, p.18].
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Hausdorff measure and dimension of Cantor sets were estimated in [5]. Haus-

dorff measure of the level sets of a Brownian motion was estimated in [24] and

Hausdorff measure of arcs and Brownian motion was estimated in [7]. Hausdorff

dimension and Hausdorff measure are considered in [4] to classify compact subsets

of ℜ of Lebesgue measure zero.

9.4.2 The Choquet Integral

We recall the definition of the Choquet integral [8] with the aim of defining a co-

herent upper conditional prevision by Choquet integral with respect to Hausdorff

outer measure and to prove its properties. The Choquet integral is an integral with

respect to a monotone set function. Given a non-empty set Ω and denoting by S

a set system, containing the empty set and properly contained in ℘(Ω), a mono-

tone set function µ : S→ ℜ+ = ℜ+∪{+∞} is such that µ(⊘) = 0 and if A, B ∈ S

with A⊆ B then µ(A)≤ µ(B). Given a monotone set function µ on S, its outer set

function is the set function µ∗ defined on the whole power set℘(Ω) by

µ∗(A) = inf{µ(B) : B⊃ A;B ∈ S} ,A ∈℘(Ω)

The inner set function of µ is the set function µ∗ defined on the whole power set

℘(Ω) by

µ∗(A) = sup{µ(B)|B⊂ A;B ∈ S} ,A ∈℘(Ω)

Let µ be a monotone set function defined on S properly contained in ℘(Ω) and

X : Ω →ℜ=ℜ∪{−∞,+∞} an arbitrary function on Ω . Then the set function

Gµ,X (x) = µ {ω ∈Ω : X(ω)> x}

is decreasing and it is called decreasing distribution function of X with respect to

µ . If µ is continuous from below then Gµ,X (x) is right continuous. In particular the

decreasing distribution function of X with respect to the Hausdorff outer measures is

right continuous since these outer measures are continuous from below. A function

X : Ω → ℜ is called upper µ-measurable if Gµ∗,X(x) = Gµ∗,X (x). Given an upper

µ-measurable function X :Ω → R with decreasing distribution function Gµ,X (x), if

µ(Ω)<+∞, the asymmetric Choquet integral of X with respect to µ is defined by

∫
Xdµ =

∫ 0
−∞(Gµ,X(x)− µ(Ω))dx+

∫∞
0 Gµ,X (x)dx

The integral is in ℜ, can assume the values −∞, +∞ or is undefined when the

right-hand side is ∞−∞.

If X ≥ 0 or X ≤ 0 the integral always exists. In particular for X ≥ 0 we obtain

∫
Xdµ =

∫ +∞

0
Gµ,X (x)dx

If X is bounded and µ(Ω) = 1 we have that
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∫
Xdµ =

∫ 0

infX
(Gµ,X (x)− 1)dx+

∫ supX

0
Gµ,X (x)dx

=

∫ supX

infX
Gµ,X(x)dx+ infX .

9.4.3 A New Model of Coherent Upper Conditional Previsions

A new model of coherent upper conditional prevision is introduced and its properties

are proven. Let (Ω ,d) be a metric space and let B be a partition of Ω . For every

B ∈ B denote by s the Hausdorff dimension of the conditioning event B, by hs the

Hausdorff s-dimensional outer measure and by hs the Hausdorff s-dimensional inner

measure.

Theorem 9.2. Let B be an hs-measurable set and let K(B) be a linear space of

bounded random variables on B. Moreover, let mB be a 0-1 valued finitely additive,

but not countably additive, probability on ℘(B) such that a different mB is chosen

for each B. Then for each B ∈ B the functional P(X |B) defined on K(B) by

P(X |B) = 1
hs(B)

∫
B Xdhs if 0 < hs(B) <+∞

and by

P(X |B) = mB if hs(B) = 0,+∞

is a coherent upper conditional prevision.

Proof. Since K(B) is a linear space we have to prove that, for every B ∈ B P(X |B)
satisfies conditions 1), 2), 3), 4) of Definition 1.

If B has finite and positive Hausdorff outer measure in its Hausdorff dimension s

then P(X |B) = 1
hs(B)

∫
B Xdhs, so properties 1) and 2) are satisfied since they hold for

the Choquet integral [8, Proposition 5.1]. Property 3) follows from the Subadditivity

Theorem [8, Theorem 6.3] since Hausdorff outer measures are monotone, submod-

ular and continuous from below. B is hs - measurable then the indicator function of

B is upper hs - measurable and Property 4) holds since P(B|B) = 1
hs(B)

∫
B dhs = 1. If

B has Hausdorff outer measure in its Hausdorff dimension equal to zero or infinity,

coherence requires that the restriction of a linear conditional prevision to events is a

0-1-valued finitely, but not countably, additive probability. Because linear previsions

are uniquely determined by their restrictions to events thus the class of all coherent

(upper) previsions on L(B) whose restrictions to events take only the values 0 and 1,

can be identified with the class of 0-1-valued additive probabilities on ℘(B). Then

P(X |B) = mB and properties 1), 2), 3) are satisfied since mB is a 0-1 valued finitely,

but not countably, additive probability on ℘(B). Moreover since a different mB is

chosen for each B we have that P(B|B) = mB(B) = 1. ⊓⊔
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The unconditional coherent upper prevision is obtained as a particular case when

the conditioning event is Ω . Coherent upper conditional probabilities are obtained

when only 0-1 valued random variables are considered; they have been defined

in [9]:

Theorem 9.3. Let m be a 0-1 valued finitely additive, but not countably additive,

probability on ℘(B) such that a different m is chosen for each B. Thus, for each

B ∈ B, the function defined on℘(B) by

P(A|B) = hs(AB)
hs(B) if 0 < hs(B)<+∞

and by

P(A|B) = m(AB) if hs(B) = 0, +∞

is a coherent upper conditional probability.

Given an upper conditional prevision P(X |B) defined on a linear space the

lower conditional prevision P(X |B) is obtained as its conjugate, that is P(X |B) =
−P(−X |B). If B has positive and finite Hausdorff outer measure in its Hausdorff

dimension s and we denote by hs the Hausdorff s-dimensional inner measure we

have

P(X |B) =−P(−X |B) =− 1

hs(B)

∫

B
(−X)dhs =

1

hs(B)

∫

B
Xdhs =

1

hs(B)

∫

B
Xdhs.

The last equality holds since each B is hs-measurable, that is hs(B) = hs(B).
Let B be a set with positive and finite Hausdorff outer measure in its Hausdorff

dimension s. Denote by hs the s-dimensional Hausdorff outer measure and for every

A ∈℘(B) by µ∗B(A) = P(A|B) = hs(AB)
hs(B)

the upper conditional probability defined

on℘(B). From Theorem 2 we have that the upper conditional prevision P(·|B) is a

functional defined on L(B) with values in ℜ and the upper conditional probability

µ∗B integral represents P(X |B) since P(X |B) = ∫
Xdµ∗B = 1

hs(B)

∫
Xdhs. The number

1
hs(B) is a normalizing constant.

In the following theorem it is proven that, if the conditioning event has positive

and finite Hausdorff outer measure in its dimension s and K(B) is a linear lattice

of bounded random variables defined on B, necessary conditions for the functional

P(X |B) to be represented as Choquet integral with respect to the upper conditional

probability µ∗B, i.e. P(X |B) = 1
hs(B)

∫
Xdhs, are that P(X |B) is monotone, comono-

tonically additive, submodular and continuous from below.

Theorem 9.4. Let B be an hs-measurable set and let K(B) be a linear lattice of

bounded random variables defined on B. If the conditioning event B has positive and

finite Hausdorff s-dimensional outer measure then the coherent upper conditional

prevision P(·|B) defined on K(B) as in Theorem 2 is:
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i) monotone;

ii) comonotonically additive;

iii)submodular;

iv) continuous from below.

Proof. Since the conditioning event B has positive and finite Hausdorff outer mea-

sure in its Hausdorff dimension s then the functional P(·|B) is defined on K(B)
by the Choquet integral with respect to the coherent upper conditional probability

µ∗B(A) =
hs(AB)
hs(B) ; so conditions i) and ii) are satisfied because they are properties of

the Choquet integral [8, Proposition 5.2].

Condition iii) is equivalent to require that the monotone set function that rep-

resents the functional P(·|B) is submodular and it is satisfied since Hausdorff outer

measures are submodular. Moreover every s-dimensional Hausdorff measure is con-

tinuous from below then from the Monotone Convergence Theorem [8, Theorem

8.1] we have that the functional P(·|B) is continuous from below, that is condition

iv). ⊓⊔

9.4.4 Exactness and n-Monotonicity

In Maaß [21] exact functionals are introduced as a mathematical tool to unify the

concepts of coherent lower previsions, exact cooperative games [29] and coherent

risk measures [1].

Exact functionals are real-valued functionals that are monotone, superadditive,

positively homogeneous and translation invariant (or constant additive) [21, Defini-

tion 1]. A dual theory can be derived for monotone, subadditive, positively homo-

geneous and constant additive functionals.

In Proposition 7 of [21] it has been proven that an exact functional is repre-

sentable as Choquet integral if and only if it is comonotonically additive, moreover

the Choquet integral with respect to a monotone set function µ is exact if and only

if µ is supermodular. In the next theorem we prove that the lower conditional pre-

visions obtained as the conjugate of the upper conditional previsions defined as in

Theorem 2 are exact functionals.

Theorem 9.5. Let K(B) be a linear space of bounded random variables on B. The

lower conditional prevision P(·|B) on K(B) obtained as the conjugate of the upper

conditional prevision defined as in Theorem 2 is an exact functional on K(B).

Proof. Let P(·|B) be the lower conditional prevision obtained as the conjugate of the

upper conditional prevision defined as in Theorem 2. From Proposition 7 of [21] we

obtain that if B has positive and finite Hausdorff inner measure in its dimension then

the functional P(X |B) is exact since Hausdorff inner measures are supermodular.

If B has Hausdorff inner measure equal to zero or infinity in its dimension then

the lower conditional prevision P(X |B) is a 0-1-valued finitely, but not countably,

additive probability and so it is exact since it is a monotone linear functional on

K(B). ⊓⊔



9 Coherent Upper and Lower Conditional Previsions 187

In de Cooman et al. [6] a special subclass of exact functionals, namely n-

monotone are studied.

Definition 9.6. Let Γ be a functional whose domain is a lattice of bounded random

variables on Ω . Γ is called n-monotone if for all p ∈ N, p ≤ n, and all f , f1, ..., fp
belonging to the domain of Γ :

∑
I⊆{1,...,p}

(−1)|I|Γ ( f ∧
∧

i∈I

fi)≥ 0

Theorem 9.6. Let K(B) be a linear space of all bounded randomvariables on B. The

lower conditional prevision P(·|B) on K(B) obtained as the conjugate of the upper

conditional prevision defined as in Theorem 2 is a completely monotone functional

on K(B).

Proof. If the conditioning event B has positive and finite Hausdorff s-dimensional

inner measure in its dimension let P(·|B) be the restriction to the Borel σ -field of

subsets of B, of the lower conditional probability P(·|B), which is the conjugate of

the upper conditional probability defined as in Theorem 3. Then P(·|B) is a linear

exact set function on a lattice of events; thus [6, Theorem 5] it is always completely

monotone and completely alternating. Moreover the lower conditional probability

P(·|B) is the natural extension to the class of all events of P(·|B) then [6, Theorem

7] P(·|B) is also completely monotone. Since the Choquet functional with respect

to an exact set function µ on ℘(B) is n-monotone if and only if µ is [6, Theorem

9] then we obtain that the lower conditional prevision P(·|B) is completely mono-

tone because it is defined by the Choquet integral with respect to the completely

monotone set function defined by the Hausdorff inner measure.

If the conditioning event B has Hausdorff s-dimensional inner measure equal to

zero or infinity in its dimension then the lower conditional prevision P(·|B) is com-

pletely monotone and completely alternating because it is defined by a 0-1 valued

finitely, but not countably, additive probability. ⊓⊔

9.5 Uniqueness of the Representing Set Function for a Coherent
Upper Conditional Prevision

If the conditioning event B has positive and finite Hausdorff measure in its Haus-

dorff dimension there is the problem of determining conditions, which assure that

a coherent upper conditional prevision P(·|B) can be represented by the Choquet

functional is also called completely monotone (i.e. it is a functional n-monotone for

all n ∈ N) and its conjugate completely alternating.

An n-monotone functional on a lattice of events is called an n-monotone set func-

tion.

The conjugate of an n-monotone functional is called n-alternating. An∞-monotone



188 S. Doria

integral with respect to a monotone set function and to determine the interval of

monotone set functions which represent P(·|B).
The representation of coherent lower previsions as Choquet integrals with respect

to supermodular lower probabilities has been studied in [6]. In the quoted paper a

representation result for exact n-monotone functionals in terms of Choquet inte-

grals has been proven. The result does not address uniqueness of the representing

function. The existence and uniqueness of a representation of coherent upper condi-

tional previsions as Choquet integral with respect to Hausdorff outer measures has

been studied in [11] [10]. Given a conditioning event with positive and finite Haus-

dorff outer measure in its dimension, it is proven that a coherent upper conditional

prevision is monotone, submodular, comonotonically additive and continuous from

below if and only if it is uniquely representable as the Choquet integral with respect

to the coherent upper conditional probability defined by its associated Hausdorff

outer measure.

Given a topological space (Ω ,τ) conditions under which a functional can be

represented as integral with respect to some monotone set functions are investigated

in Greco [18], Bassanezi, Greco [2] Schmeidler [30], Denneberg [8] and Narukawa

et al. [23].

Greco’s Representation Theorem (Greco [18], Denneberg [8, Theorem 13.2])

assures that if Γ is a monotone and comonotonically additive functional defined

on a linear lattice of bounded and unbounded random variables and such that it

satisfies the upper and lower marginal continuity properties [8, (iv), (v) p. 156] then

there exists a monotone set function defined on℘(Ω) which represents Γ .

In Schmeidler [30] it has been proven that if a functional Γ , defined on a class of

measurable bounded random variables, is monotone and comonotonically additive

then it can be represented by the Choquet integral with respect to a monotone set

function ν defined by ν(A) = Γ (A) on a set S.

In Narukawa et al. [23] it has been proven that a functional defined on the class

of continuous functions with compact support, which is monotone and comonotoni-

cally additive is represented by the Choquet integral with respect to a unique regular

fuzzy measure.

Given a family L of functions X : Ω →ℜ and a functionalΓ : L→ℜ we say that

Γ can be represented as Choquet integral with respect to a monotone set function µ
on℘(Ω) if Γ (X) =

∫
Xdµ . In Denneberg [8, Chapter 13], representation theorems

for functionals with minimal requirements on the domain are examined. Let L be a

class of random variables such that

a) X ≥ 0 for all X ∈ L (non negativity);

b) aX ,X ∧a,X−X ∧a ∈ L if X ∈ L, a ∈ℜ+;

c) X ∧Y,X ∨Y if X ,Y ∈ L (lattice property).

In [8, Proposition 13.5] it is proven that if a functional Γ , defined on the do-

main L, is monotone, comonotonically additive, submodular and continuous from

below then Γ is representable as Choquet integral with respect to a monotone, sub-

modular set function which is continuous from below. Furthermore all set functions

on ℘(Ω) with these properties agree on the set system of weak upper level sets
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M = {{X ≥ x}|X ∈ L,x ∈ℜ+}. The uniqueness of the representing set function [8,

Lemma 13.1] is due to the fact that the function Γ (X ∧ x) determines the distribu-

tion function Gµ,X of an upper µ-measurable and positive random variable X with

respect to any set function µ representing Γ ; it occurs since Gµ,X = d
dx
Γ (X ∧ x) for

X ∈ L and for all x ∈ℜ+ of continuity for Gµ,X . If µ is continuous from below then

Gµ,X is right continuous and it is the derivative from the right of Γ (X ∧x) for every

x ∈ℜ+. If the domain L is a linear lattice containing all constants this result can be

extended to every bounded random variable. In fact since X is bounded, there exists

a constant k such that Y = X− k ∈ L and Y = X− k ≥ 0 so that Gµ,Y = d
dx
Γ (Y ∧x).

In the next theorem a sufficient condition is given such that a coherent upper

conditional prevision is uniquely represented as Choquet integral with respect to

the upper conditional probability µ∗B defined by its associated Hausdorff outer mea-

sure. It is proven that if the conditioning event B has positive and finite Hausdorff

outer measure in its Hausdorff dimension s and the coherent upper conditional pre-

vision P(·|B) is monotone, comonotonically additive, submodular and continuous

from below then the upper conditional probability µ∗B defined by the s-dimensional

Hausdorff outer measure hs is the unique monotone set function on the set system

of weak upper level sets M = {{X ≥ x}|X ∈ L(B),x ∈ℜ}, which is submodular,

continuous from below and representing P(·|B) as Choquet integral. That is for ev-

ery monotone set function β on℘(B), which is submodular, continuous from below

and represents P(·|B) we have that

P(X |B) =
∫

B
Xdβ =

∫

B
Xdµ∗B =

1

hs(B)

∫

B
Xdhs

for every bounded random variable X .

Theorem 9.7. Let B be an hs-measurable set and let K(B) be a linear lattice of

bounded random variables on B containing all constants. If B has positive and fi-

nite Hausdorff outer measure in its dimension and the coherent upper conditional

prevision P(·|B) on K(B) is monotone, comonotonically additive, submodular and

continuous from below then P(·|B) is representable as Choquet integral with respect

to a monotone, submodular set function which is continuous from below. Further-

more all monotone set functions on ℘(B) with these properties agree on the set

system of weak upper level sets M = {{X ≥ x}|X ∈ K(B),x ∈ℜ} with the upper

conditional probability µ∗B(A) =
hs(AB)
hs(B)

for A ∈℘(B). Let β be a monotone set func-

tion on℘(B), which is submodular, continuous from below and such that represents

P(·|B) as Choquet integral. Then the following equalities hold

P(X |B) =
∫

B
Xdβ =

∫

B
Xdµ∗B =

1

hs(B)

∫

B
Xdhs.

Proof. K(B) is a linear lattice containing all constants so we can assume that prop-

erty a) is true because otherwise since X is bounded there exists a constant k

such that X − k ∈ K(B) and X − k ≥ 0. Moreover conditions b) and c) are satis-

fied. So from Proposition 13.5 of [8] we obtain that the functional P(·|B) is rep-

resentable by a monotone, submodular, continuous from below set function and



190 S. Doria

all set functions with these properties agree on the set system of weak upper level

sets M = {{X ≥ x}|X ∈K(B),x ∈ℜ}. Every s-dimensional Hausdorff outer mea-

sure is monotone, submodular and continuous from below so, if B has positive and

finite Hausdorff outer measure in its dimension then the monotone set function

µ∗B(A) =
hs(AB)
hs(B) defined on ℘(B) by the s-dimensional Hausdorff measure repre-

sents the functional P(·|B). Moreover all monotone set functions on ℘(B) which

are submodular, continuous from below and represent the functional P(·|B) agree

on the set system of weak upper level sets with the upper conditional probabil-

ity µ∗B(A) =
hs(AB)
hs(B) . Denote by β any monotone set function on ℘(B), which is

submodular, continuous from below and such that it represents P(·|B) as Choquet

integral. Then µ∗B and β agree on the set system of weak upper level sets M and

Gµ∗B,X (x) = Gβ ,X(x). µ∗B and β represent the coherent upper conditional prevision

P(·|B) so we have that µ∗B(B) = β (B) = 1. Moreover since every X belonging to

K(B) is bounded the following equalities hold:

P(X |B) =
∫

B
Xdβ =

∫ supX

infX
Gβ ,X(x)dx+ infX =

∫ supX

infX
Gµ∗B,X(x)dx+ infX =

∫

B
Xdµ∗B =

1

hs(B)

∫

B
Xdhs

. ⊓⊔

The same result can be obtained if the coherent upper conditional probabilities µ∗B
and β are defined on a class S properly contained in℘(B) and K(B) is a linear lattice

of bounded upper S-measurable random variables on B containing all constants.

Given a monotone set function β in Greco [17] a definition of measurability for

positive functions with respect to a class S of subsets of Ω is given with the aim of

determining the functions X such that the Choquet integral
∫

Xdβ depends only on

the values of β on S.

Definition 9.7. [17, p.165] A positive random variable X is S-measurable if and

only if
∫

Xdβ =
∫

Xdα , where α,β are monotone set functions defined on ℘(Ω)
such that α(A) = β (A) for every set A in S. A random variable X is S-measurable if

X+ and X− are S-measurable where X+ = X ∨0 and X− = (−X)∨0.

The previous definition is proven [17, Theorem 1] to be equivalent to the follow-

ing condition 5):

∀a,b ∈ℜ,a < b there exists a set H ∈ S so that {X > a} ⊃ H ⊃ {X > b} .
In Denneberg [8, p.49] a random variable X is defined to be upper S-measurable

if it is upper µ-measurable (Gµ∗,X(x) = Gµ∗,X(x)) for any monotone set function

µ on S. Condition 5) is a necessary and sufficient condition [8, Proposition 4.2] for

upper S-measurability of a random variable X . In particular X is upper S-measurable

if the upper set system MX = {{X ≥ x} ,x ∈ℜ}, is contained in S. If S is a σ -field

and MX and M−X are contained in S then we have the classical condition of measur-

ability of functions.
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Theorem 9.8. For every B ∈ B let B be an hs-measurable set and let K(B) be

a linear lattice of bounded random variables on B containing all constants. Let

P(·|B) be a coherent upper conditional prevision which is monotone, submodular,

comonotonically additive and continuous from below. Let S be a subclass prop-

erly contained in ℘(B) such that it contains the set system of weak upper level

sets M = {{X ≥ x}|X ∈ K(B);x ∈ℜ}. Denote by s the Hausdorff dimension of

the conditioning event B and by hs the Hausdorff s-dimensional outer measure. If

0 < hs(B) < +∞ define µ∗B(A) =
hs(AB)
hs(B) , for every A ∈ S and let β be a coherent

upper probability on S, which is submodular and continuous from below. Then the

following equalities hold:

P(X |B) = ∫
Xdβ =

∫
Xdµ∗B = 1

hs(B)

∫
Xdhs.

Proof. K(B) satisfies the properties a), b) and c) since it is a linear lattice of bounded

random variables on B containing all constants. Moreover P(·|B) defined on K(B) is

a coherent upper conditional prevision, which is monotone, submodular, comono-

tonically additive and continuous from below; S contains the set system of weak

upper level sets M = {{X ≥ x}X ∈K(B),x ∈ℜ} then every bounded X ∈ K(B)
is upper S-measurable, moreover since K(B) contains all constants then B belongs

to S. µ∗B and β are coherent upper probabilities on S so that µ∗B(B) = β (B) = 1;

they are submodular, continuous from below and represent the functional P(·|B)
then [8, Proposition 13.5] they agree on the set system of weak upper level sets M

and Gµ∗B,X(x) = Gβ ,X(x). Moreover P(·|B) is representable as Choquet integral with

respect to µ∗B and with respect to β . Then the following equalities hold:

P(X |B) =
∫

B
Xdβ =

∫ supX

infX
Gβ ,X(x)dx+ infX =

∫ supX

infX
Gµ∗B,X (x)dx+ infX =

∫

B
Xdµ∗B =

1

hs(B)

∫

B
Xdhs.

⊓⊔

The particular case where K(B) is the linear space of all bounded Borel-measur-

able random variables on B and S is the Borel σ -field of subsets of B is considered.

Example 9.2. Let B be a partition of Ω such that every B ∈ B is a Borelian set. For

every B ∈ B let K(B) be the linear space of all bounded Borel-measurable random

variables on B and let S be the Borel σ -field of subsets of B. Denote by s the Haus-

dorff dimension of the conditioning event B and by hs the Hausdorff s-dimensional

outer measure. If 0 < hs(B) < +∞ define µB(A) =
hs(AB)
hs(B)

, for every A ∈ S; µB(A)

is modular and continuous from below on S since each Hausdorff s-dimensional

(outer) measure is σ -additive on the Borel σ -field . Moreover let P(·|B) be a coher-

ent linear conditional prevision, which is continuous from below. Then P(·|B) can

be uniquely represented as the Choquet integral with respect to the coherent upper

conditional probability µB, that is

P(X |B) = ∫
XdµB = 1

hs(B)

∫
Xdhs.
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9.6 Coherence With Respect to the Unconditional Prevision

In this section the coherence with respect to the unconditional prevision of the upper

conditional previsions, introduced in Theorem 2, is investigated. Walley [34, 6.3]

discusses when an unconditional lower prevision P is coherent with the lower con-

ditional prevision P(·|B). In some special cases coherence of P and P(·|B) can be

characterized by simpler conditions. In particular in Walley [34, section 6.5.3 and

section 6.5.7 ] it has been proven that if P and P(·|B) are respectively linear uncon-

ditional and conditional previsions on the same domain and P(·|B) are separately

coherent, then P and P(·|B) are coherent if and only if the following conglomer-

ative property is satisfied P(X) = P(P(X |B)). When the domains of P and P(·|B)
are equal to the set of all bounded random variables on Ω then the conglomera-

tive property is equivalent to the notion of disintegrability of a prevision P(X) with

respect to a partition of Ω , introduced by Dubins [13], which is equivalent to the

conglomerative principle of de Finetti.

The relation between conglomerability and countable additivity has been investi-

gated in [34, section 6.9] and [28]. In [28] it has been proven that when a probability

P is defined at least on a σ -field and it assumes infinitely many different values then

it is fully conglomerable if and only if it is countably additive on every partition

of Ω . It means that we can find examples of merely additive probabilities defined

on a field, that is not a σ -field, that assume only finitely many values and that are

conglomerable with respect to a given partition [31, Example 5.5.]. But since every

merely finitely additive probability defined on a field can be extended to a σ -field

and to the power set, we have that every extension of this kind of probability to a

σ -field is not fully conglomerable, since it fails conglomerability with respect to

some countable partitions. We have that for non-countable partitions countable ad-

ditivity of the unconditional prevision is not a sufficient condition to assure that it is

coherent with the conditional previsions [19, Example 6.1].

In the next theorem sufficient conditions are given such that the upper conditional

previsions defined as in Theorem 2 satisfy the disintegration property and the con-

glomerative principle. The result is based on the fact that if a random variable X is

upper S-measurable then it is constant on the atoms of the partition of S [8, Exam-

ple 4.4], i.e. X is B-measurable [34] if B is the partition of atoms of S.

Theorem 9.9. Let S be a subclass properly contained in℘(Ω), such that it is closed

under intersection and let B be the partition of atoms of S. For each B ∈ B de-

note by s the Hausdorff dimension of B and by hs the Hausdorff s-dimensional

outer measure. Let K(Ω) be a linear space of bounded random variables on Ω ,

which are upper S-measurable. Then P(X |B) satisfies the disintegration property,

i.e. P(X) = P(P(X |B)) and the conglomerability principle, i.e. infB∈BP(X |B) ≤
P(X)≤ supB∈BP(X |B).
Proof. Since X is upper S-measurable, then it is constant on the atoms of S, which

are the sets of the partition B [8, Example 4.4]. By coherence [34, p.292] we have

that P(X |B) = X so that P(X) = P(P(X |B)).
Moreover infB∈BP(X |B) = infω∈ΩP(X) and supB∈BP(X |B) = supω∈ΩP(X).
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Since P is a coherent upper probability we have that

infω∈ΩP(X)≤ P(X)≤ supω∈ΩP(X)

and then the conglomerability principle is satisfied. ⊓⊔
.

Remark 9.1. Let Ω be a set with positive and finite Hausdorff outer measure in its

Hausdorff dimension s. If S is a σ -field properly contained in℘(Ω) and P is linear

then hs is σ -additive. In fact if P is linear then hs is additive, moreover every Haus-

dorff outer measure is continuous from below and every additive measure defined

on a σ -field is continuous from below if and only if it is σ -additive. Since hs is σ -

additive there exists at most a countable partition B such that each B∈B has positive

and finite Hausdorff s-dimensional outer measure. Then for every S-measurable ran-

dom variable X the disintegration property is satisfied for every countable partition

B since the following equalities hold:

P(P(X |B)) = ∑
B∈B

(
1

hs(B)

∫

B
Xdhs

)
hs(B)

hs(Ω)
=

1

hs(Ω) ∑
B∈B

∫

B
Xdhs =

1

hs(Ω)

∫

Ω
Xdhs = P(X)

9.7 Conclusions

The new model of upper conditional previsions proposed in this paper is based on

the notion of Hausdorff dimensional outer measures defined in a metric space. An

open problem is to find which properties of the given upper conditional previsions

do not depend on the metric. For this aim is important to note that Hausdorff outer

measures are defined in terms of diameters and covering properties of the condition-

ing event. Thus the Hausdorff outer measure of a set in its Hausdorff dimension is

an intrinsic property of that set, as a set on which a metric function is defined. If a

set B is removed from a metric space and re-embedded in another metric space such

that the two metrics are equal on B this will not change the Hausdorff outer measure

of B in its Hausdorff dimension.
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Part II

Applications: Uncertainties in Engineering



The second part of this book is concerned with real-life application scenarios from

various areas including but not limited to mechatronics, robotics, and biomedical

engineering. In Chapter 10, Marco Kletting, Michel Kieffer, and Eric Walter give a

detailed comparison of two different approaches for guaranteed state and parameter

estimation. Mehrdad Moshir presents a case study on the quantification of space-

craft failures in uncertain environments in Chapter 11. Chapter 12 by Denis Efimov,

Tarek Raı̈ssi, and Ali Zolghadri focuses on robust state and parameter estimation

techniques for nonlinear systems. Nonlinear adaptive control approaches for bio-

processes are presented by Neli Dimitrova and Mikhail Krastanov in Chapter 13.

Ekaterina Auer, Haider Albassam, Andrés Kecskeméthy, and Wolfram Luther dis-

cuss the verified analysis of a mathematical model for stance stabilization in Chap-

ter 14. Chapter 15 by Vasily V. Saurin, Georgy V. Kostin, Andreas Rauh, and Harald

Aschemann deals with the adaptive control of heat transfer problems with uncertain-

ties. Finally, Harald Aschemann, Dominik Schindele, and Jöran Ritzke discuss state

and disturbance estimation for the control of high-speed rack feeders in the last

chapter of this book.



Chapter 10

Two Approaches for Guaranteed State
Estimation of Nonlinear Continuous-Time
Models

Marco Kletting, Michel Kieffer (�), and Eric Walter

Abstract This paper deals with the estimation of the state vector of a nonlinear

continuous-time state-space model, such as those frequently encountered in the con-

text of knowledge-based modeling. Unknown and possibly time-varying parameters

may be included in an extended state vector to deal with the simultaneous estima-

tion of state and parameters. Observations depending on the (possibly extended)

state are assumed to take place at discrete measurement times. Given bounds on the

size of the additive measurement errors, guaranteed estimation should then provide

bounds on the possible values of the state at any given time. Two recently developed

approaches are presented and their performance is compared on a simple test case.

10.1 Introduction

When building knowledge-based models, for instance models based on the laws of

physics, one frequently ends up with a continuous-time state-space model, which

may depend on a possibly time-varying vector of parameters p ∈ Rnp :

Marco Kletting
Multi-Function Airborne Radars (OPES22), Cassidian Electronics,
Woerthstr. 85, 89077 Ulm, Germany
e-mail: marco.kletting@cassidian.com

Michel Kieffer
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ẋ(t) = fx (x(t) ,p(t)) ,

where x ∈ Rnx is the state vector. Provided that an equation is specified for the

dynamics of p, such as

ṗ(t) = ∆p with ∆p ∈ [∆p,∆p],

one can concatenate the state and parameter vectors into an extended state vector

z(t) = [x(t)T ,p(t)T ]T . Then

ż(t) = f(z(t)), (10.1)

where

f =

[
fx(x(t),p(t))
∆p

]

with f : D �→ R
n, D ⊂ R

n = R
nx ×R

np . Any time-invariant parameter pi should

satisfy ∆ pi = 0.

This paper is devoted to the estimation of the state of such a model from discrete-

time measurements. Measurement times t1 < t2 < · · · < tkmax
may not be regularly

spaced. The step from tk to tk+1, with size hk = tk+1− tk, is referred to as the (k+1)-
st step. The vector y(tk) ∈Rm of the values measured at time tk is assumed to satisfy

y(tk) = y̌(tk)+ δδδ (tk), (10.2)

where δδδ (tk) is an additive measurement error vector and

y̌(tk) = h(z(tk) , tk) (10.3)

is the result that would have been obtained from ideal measurements. Usually, n <
m. The absolute value of the measurement error is assumed to be bounded, with a

known upper bound δδδ , which implies that δδδ (tk) ∈ [−δδδ ;δδδ ] for all k. As a result, we

have

y̌(tk) ∈ [y(tk)] = [y(tk)− δδδ ,y(tk)+ δδδ ] .

If there are uncertain parameters in the measurement equation, then they can be

incorporated in the extended state vector, just as we have done with the uncertain

parameters in the state equation. In what follows, we shall therefore only be con-

cerned with the computation of guaranteed estimates of the (extended) state vector,

which contain guaranteed estimates of the parameters of the state and observation

equations, if any. This is why the extended state will simply be called state in what

follows, unless we need to distinguish the parameters from the state proper.

Guaranteed nonlinear state estimation in this context of bounded-measurement

errors have been addressed by a number of authors, see e.g. [2, 3, 7, 10, 15, 16, 22,

23, 26, 27, 30, 32]. All these approaches enclose the set of all state values consis-

tent with the model, and the measurements and noise bounds. They differ first by

the wrappers used to perform enclosure. Ellipsoids are used in [2, 3, 16, 30], zono-

topes in [15], boxes in [7, 10, 22, 23, 26, 27], and union of boxes in [32]. A second

important difference is in the hypotheses about the measurements. In [22, 23, 27],
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continuous-time measurements are assumed to be available. This rather unrealis-

tic assumption allows nice convergence properties of the estimators to be obtained.

Here, discrete-time measurements will be considered, which appears more realistic,

but makes convergence analysis much more difficult, especially for nonlinear sys-

tems. Techniques using boxes or union of boxes as wrappers usually rely on interval

analysis and guaranteed integration of ODEs.

We shall assume in this chapter that bounds are available on the possible value of

the initial state, and that estimates of the present state are to be produced based on

the past measurements only. As for most state estimators including the celebrated

Kalman filter, the (k+ 1)-st step of the procedure will then consist of two steps: a

prediction step that predicts the evolution of the state between two instants of time

at which measurements are obtained, and a correction step during which the newly

acquired data are taken into account to reduce the uncertainty in the result of the

prediction step. In the context of guaranteed estimation, the prediction step involves

guaranteed integration under consideration of all uncertainties, and the correction

step must eliminate any part of the predicted set that can be proved to be inconsistent

with the new measurements given the bounds on the measurement errors. For the

sake of simplicity, no state perturbation has been considered here. On how state

perturbations may be considered, see, e.g., [12].

Section 10.2 overviews bounded-error state estimation in an idealized context.

Section 10.3 considers two approaches that rely on interval analysis and try to coun-

teract the pessimism of guaranteed integration when the initial conditions are uncer-

tain, as is the case in an estimation context. The first of these approaches is based

on Müller’s theorem and presented in Section 10.3.1, while the second, based on

the use of high-order Taylor models is described in Section 10.3.2. Various ways to

implement correction steps are then described in Section 10.4. The resulting algo-

rithms are compared in Section 10.5 on a simple test-case.

10.2 Idealized State Estimation

Let Z(t) be the set of all state values that are consistent with the information avail-

able up to time t. An idealized bounded-error counterpart of the Kalman filter for

nonlinear discrete-time systems, alternating prediction and correction steps [8], may

be considered to build Z(t) at each t.

If z(tk) at tk is only known to belong to Z(tk), the set of solutions at time t > tk
of (10.1) is

z(t;tk,Z(tk)) = {z(t;tk,z(tk)) | z(tk) ∈ Z(tk)} .
For the (k+1)-st prediction step, one has thus to compute the predicted set

Z
+(tk+1) = z(tk+1;tk,Z(tk)).

For the (k+ 1)-st correction step, one has to take into account the measurement

available at time tk+1 to update Z+(tk+1) and obtain
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Z(tk+1) =
{

z ∈ Z
+(tk+1) |h(z, tk+1) ∈ [y(tk+1)− δδδ ,y(tk+1)+ δδδ ]

}
, (10.4)

thus Z(tk+1)⊆ Z+(tk+1).
Provided that all hypotheses on the state equation and the measurement noise

are satisfied, Z(tk+1) does contain z(tk+1). The main difficulty in this idealized al-

gorithm comes from the fact that Z(tk) may have a quite complex shape. Outer-

approximations of the sets Z and Z+ have thus to be evaluated. These outer-

approximations may consist of interval vectors (boxes), union of non-overlapping

boxes (subpavings), or may be described using Taylor models. Implementable coun-

terparts of the idealized prediction and correction steps are now described.

10.3 Prediction Step

A naive approach to obtain an outer-approximation for z(tk;t0, [z(0)]), k = 1 . . .kmax,

would be to use one of the guaranteed ODE solvers based on interval analysis AWA

[18], VNODE [25], COSY IV [6], VSPODE [17], or ValEncIA-IVP [28,29]. The

main difficulty is to obtain accurate enclosures for the solutions, when there are

uncertain parameters, bounded state perturbation, or uncertain initial conditions.

One may enclose the solutions of (10.1) with uncertain initial conditions be-

tween a pair of coupled system of ODEs with deterministic initial conditions using

Müller’s theorem [24]. Other types of uncertainty may be taken into account as well,

such as unknown but bounded inputs. Any guaranteed tool for solving ODEs may

then be used to solve this system, see Section 10.3.1.

When only the initial conditions are undetermined, but known to belong to some

box, guaranteed ODE solvers such as COSY IV, VSPODE, or ValEncIA-IVP

perform quite well, since they are evaluating a Taylor development of the solution

with interval remainder, this developments being made also with respect to the initial

condition, see Section 10.3.2.

10.3.1 Using Müller’s Theorem

Here, the solution is obtained by bounding the solutions of dynamical systems with

uncertain parameters or initial conditions using deterministic dynamical systems.

This approach has been previously presented in [11,31] in the context of cooperative

dynamical models, i.e., models such as (10.1) for which the off-diagonal terms of

the Jacobian matrix of f are positive. These results were inspired by the interval

observer proposed in [5]. Müller’s theorems [24], which have recently been used in

the context of guaranteed simulation [4], make it possible to bound the solutions of

more general dynamical models, see also [13].
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10.3.1.1 Müller’s Theorem

The following theorem [24] may be directly applied to bound the solutions of

dynamical models such as (10.1) in the presence of uncertain initial conditions

z(tk) ∈ [z(tk)], where [z(tk)] is a box in state space.

Theorem 10.1. Assume that f(z(t)) in (10.1) is continuous on

T :

{
ωωω (t)� x �ΩΩΩ (t)
tk � t � tk+1

where ωi (t) and Ωi (t) , i = 1 . . .nx, are continuous on [tk, tk+1] and satisfy

1. ωωω (tk) = z(tk) and ΩΩΩ (tk) = z (tk),
2. the left derivatives D−ωi (t) and D−Ωi (t) and right derivatives D+ωi (t) and

D+Ωi (t) of ωi (t) and Ωi (t) satisfy, for i = 1 . . .n and all t ∈ [tk, tk+1] ,

D±ωi (t)� min
Ti(t)

fi (z) and D±Ωi (t)� max
Ti(t)

fi (z) ,

where Ti (t) is the subsets of D defined by

Ti (τ) :

⎧
⎨
⎩

zi = ωi (τ) ,
ω j (τ)� z j �Ω j (τ) , j �= i,
t = τ,

and Ti (t) is the subset of D defined by

Ti (τ) :

⎧
⎨
⎩

zi =Ωi (τ)
ω j (τ)� z j �Ω j (τ) , j �= i,
t = τ.

Then, for any given z(tk) ∈ [z(tk)], a solution to (10.1) exists, such that

ωωω (t)� z(t)�ΩΩΩ (t) ∀t ∈ [tk, tk+1],

and this solution is equal to z(tk) at t = tk. Moreover, if for any t ∈ [tk, tk+1] , f(z, t) is

Lipschitz with respect to z, then for any given z(tk) ∈ [z(tk)] this solution is unique.

♦

The main idea of this theorem is to bracket the solutions of (10.1) between the

solution of two deterministic ODEs. The initial conditions for these ODEs are given

by 1. and the conditions that have to be satisfied by each solution are given by 2.,
see Section 10.5 for an example.



204 M. Kletting et al.

10.3.1.2 Prediction Step Using Müller’s Theorem

Müller’s theorem allows the evaluation of lower and upper bounds for the solution

of (10.1) provided that two functions ωωω (t) and ΩΩΩ (t) are available. The interval

function [ΦΦΦ] (t) = [ωωω (t) ,ΩΩΩ (t)] can then be seen as an inclusion function for all

solutions z(t) of the state equation in (10.1).

[ΦΦΦ ] (t) provides a box containing the state at each time instant. More accurate de-

scriptions of the predicted set may be obtained by splitting the box corresponding to

the initial conditions into non-overlapping subboxes, and to apply Müller’s theorem

on each of the resulting subboxes. A list of overlapping boxes is obtained, which

may be merged into a subpaving using the ImageSp algorithm [8]. This subpaving

may then be used by any implementable correction step described in Section 10.4,

or used to perform a new prediction until a measurement is available. The accuracy

of the description of Z+(tk) at time tk depends on some precision parameter ε , which

determines the size of the boxes obtained after splitting the initial box or subpaving

used by the ImageSp algorithm.

The construction of ωωω (t) and ΩΩΩ (t) is usually easy on a case-by-case basis, as

illustrated in Section 10.5.1. For more complex systems, hybrid automata may be

put at work to build these functions, as detailed in [21].

An inclusion function for h may similarly be obtained using the sensitivity func-

tions of the output with respect to the state, see Section 10.4.2.3.

10.3.2 Verified Integration Based on Taylor Models

Verified integration techniques such as VNODE [25] are based on a Taylor series

expansion in time. COSY-VI [1] performs, in addition to this expansion in time, an

expansion with respect to the initial state vector, denoted by z in what follows. The

box to which z is assumed to belong is given by [z]. The expansion point with respect

to the initial state vector z is some ẑ ∈ [z], and the expansion point with respect to

time is tk. The flow of the differential equation in a given time interval [tk, tk+1] is

enclosed by a n-dimensional Taylor model

Tρ(z− ẑ, t− tk) := Pρ(z− ẑ, t− tk)+ Iρ ,k+1,

with z ∈ [z] and t ∈ [tk, tk+1] ,

where Pρ(z− ẑ, t− tk) is the multivariate polynomial part of order ρ and Iρ ,k+1 is the

remainder box. The i-th entry of the n-dimensional vector Tρ(z− ẑ, t− tk) is denoted

by Tρ ,i (z− ẑ, t− tk). The Taylor model at t = tk+1 is written as

Tρ ,k+1(z− ẑ) := Pρ ,k+1(z− ẑ)+ Iρ ,k+1 .

The i-th entry of Tρ ,k+1(z− ẑ) is given by Tρ ,i,k+1(z− ẑ).
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Verified integration methods that use a single box or a single parallelepiped for

the state enclosure may suffer from large overestimation, especially for nonlinear

systems. The flow representation by Taylor models makes it possible to obtain tight

enclosures of non-convex sets and leads to less overestimation.

The integral form of the differential equation (10.1) is given by

O (z(t)) := z(tk)+
∫ t

tk

f(z(t ′), t ′)dt ′

Applying O to a Taylor model for the integration in the time-interval [tk, tk+1] yields

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1) = z(tk)+
∫ t

tk

f(Pρ(z− ẑ, t ′− tk)+ Iρ ,k+1)dt ′,

where z(tk) is represented by its Taylor model enclosure at t = tk.

Tρ ,k = Pρ ,k(z− ẑ)+ Iρ ,k .

This leads to

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)

= Pρ ,k(z− ẑ)+ Iρ ,k +
∫ t

tk

f(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)dt ′.

The goal for the integration from tk to tk+1 consists in determining a Taylor model

Tρ (z− ẑ, t− tk) such that

O(Pρ(z− ẑ, t− tk)+ Iρ ,k+1)⊂ Pρ(z− ẑ, t− tk)+ Iρ ,k+1

∀z ∈ [z]and ∀t ∈ [tk, tk+1]. The polynomial part and the interval remainder are deter-

mined in separate steps. A detailed description of these steps is given in [1, 14].

For numerical and implementation reasons it is advantageous to have the unit box

[−1;1]n as the domain box in each integration step [20]. Thus the initial enclosure

[z(0)] of the extended state vector z(t) is expressed as a Taylor model according to

[z(0)] = T(z) = c+Dz

with zi ∈ [−1;1], i = 1 . . .n,

where c is the midpoint of [z(0)] and D is a diagonal matrix with di,i = rad([z(0)]).
The expansion in initial state reduces the overestimation that may occur during

integration. To limit the long-term growth of the remainder error and to reduce over-

estimation the following strategies can be applied:

• Shrink Wrapping: the interval remainder is absorbed in the polynomial part [20].

• Preconditioning: the ODE solution is studied in a more suitable coordinate sys-

tem [19].

• Splitting: the domain box [z] is split into subboxes and the enclosure of z(t) is

given by a list of Taylor models [14]. This is described in the following section.
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10.3.2.1 Splitting the Domain Box

As when using Müller’s theorem, splitting of the domain box into subboxes [14]

may be useful to reduce overestimation. The state vector zk+1 at t = tk+1 is then

enclosed by a list Tk+1 of Taylor models

zk+1 ∈ Tk+1 =
{

T
(1)
ρ ,k+1(z),T

(2)
ρ ,k+1(z) . . .T

(Lk+1)
ρ ,k+1 (z)

}

with zi = [−1;1], i = 1 . . .n and Lk+1 ≤ Lmax.

where Lmax is the maximum allowed number of Taylor models. Consider a Taylor

model Tρ ,k+1(z) with the domain box [z], z ∈ [z] . The domain box of this Taylor

model is split into subboxes [z(l)], l = 1 . . .L,

L⋃

l=1

[z(l)] = [z] .

To obtain again the unit box as a domain box, [z(l)] is expressed as a Taylor model

according to

[z(l)] = T̃(l)(z) = c(l)+D(l) z

with zi ∈ [−1;1] , i = 1 . . .n ,

where c(l) is the midpoint of [z(l)] and D(l) is a diagonal matrix with d
(l)
i,i = rad([z

(l)
i ]).

The components of the original initial state vector z of Tρ ,k+1(z) are replaced by the

components of T̃(l)(z) by substituting T̃
(l)
i (z) for zi, which results in a modified

Taylor model

T
(l)
ρ ,k+1(z) = Tρ ,k+1(T̃

(l)(z))

for each subbox [z(l)].
To determine the component in which the domain box has to be split, splitting

criteria have to be evaluated for the considered Taylor model Tρ ,k+1(z). Splitting

is carried out perpendicularly to the direction which has been calculated by the

splitting criteria. Approaches to determine the splitting direction are described in

[14].

If several Taylor models are already present, the most appropriate Taylor model

for the splitting has to be selected. This is done by calculating the interval enclosure

of each Taylor model and the corresponding pseudo volume of the resulting box. The

pseudo volume of a n-dimensional interval vector is calculated by the multiplication

of the interval diameters of all its components. The Taylor model with the largest

pseudo volume is selected. Alternatively, the Taylor model with the largest interval

remainder could be selected.

How splitting of the domain box is combined with preconditioning is described

in detail in [14].
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10.3.2.2 Prediction Step Using Taylor Models

At time tk, the extended state vector is enclosed by a list Tk of Taylor models

zk ∈Tk =
{

T
(1)
ρ ,k(z),T

(2)
ρ ,k(z) . . .T

(Lk)
ρ ,k (z)

}

with zi = [−1;1], i = 1 . . .n and Lk ≤ Lmax.

First a Taylor model is selected for splitting, then a splitting criterion is evaluated,

and the Taylor model is split by splitting the domain box in subboxes. Taylor mod-

els are split until a pre-specified number of Taylor models or number of splittings is

reached. Next, for each Taylor model a verified integration is performed.

The resulting enclosure of the extended state vector at time tk+1 (after the predic-

tion step) is then given by

T
pr

k+1 =

{
T
(pr,1)
ρ ,k+1(z),T

(pr,2)
ρ ,k+1(z) . . .T

(pr,L
pr
k+1)

ρ ,k+1 (z)

}

with zi = [−1;1], i = 1 . . .n and L
pr
k+1 ≤ Lmax.

The prediction step is repeated until measurements become available. The result of

the last prediction step before measurements become available is used as an initial

enclosure of the next correction step.

10.4 Correction Step

Assume that the prediction step at time tk+1 has produced a set Z+(tk+1) that con-

tains z(tk+1). This set may consist of a single box, a list of potentially overlapping

boxes, or may be a subpaving.

The measurement vector y(tk+1) obtained at time tk+1 has now to be taken into

account. Several practical implementations of the idealized correction step (10.4)

are now presented.

10.4.1 Using Set Inversion Via Interval Analysis

The aim of the Set Inverter Via Interval Analysis (SIVIA) algorithm [9] is to elimi-

nate parts of Z+(tk+1) that can be proved to be inconsistent with the measurements,

the measurement equation and the bounds on the measurement noise.

Consider a box [z]⊂Z+(tk+1). If h([z], tk+1)⊂ [y(tk+1)−δδδ ,y(tk+1)+δδδ ], then all

z ∈ [z] are consistent with the measurements, model, and noise bounds. Therefore,

[z] has been proved to belong to Z(tk+1). If h([z], tk+1)∩ [y(tk+1)−δδδ ,y(tk+1)+δδδ ] =
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/0, then no z ∈ [z] is consistent with the measurement, model and noise bounds.

Thus, [z] has an empty intersection with Z(tk+1) and can be rejected. If none of the

previous conditions is satisfied, [z] is said undetermined, as parts of [z] may belong

to Z(tk+1).
The SIVIA algorithms iteratively performs selection, elimination, or bisection

of boxes, starting from a large initial search box, list of boxes or subpaving. Undeter-

mined boxes are bisected until their width is smaller than some precision parameter

ε , which helps to trade-off complexity and accuracy of representation of the solu-

tion set, Z(tk+1) here. The solution provided by SIVIA is a subpaving, consisting

of inner boxes and undetermined boxes deemed too small to be further bisected.

This subpaving may be fed to the next prediction step. See [8] for more details and

implementation issues.

10.4.2 Using Contractors

Bounded-error measurements translate into vector inequality constraint k(z)� 0, to

be understood componentwise. A contractor Ck for z is an algorithm to compute a

box Ck ([z]) such that

{
Ck ([z])⊂ [z] ,
{z ∈ [z] |k(z)� 0} ⊂Ck ([z]) .

(10.5)

The first relation in (10.5) ensures that [z] is contracted, while the second guarantees

that no value of z satisfying the constraints is lost. Contractors can be similarly

defined in the case of equality constraints.

10.4.2.1 Improving the State Estimate

Given the measurement equations (10.2), (10.3) and the fact that δk ∈
[
−δ ,δ

]
, two

constraints may be obtained that have to be satisfied by the state vector at time tk,

namely

k1 (z) = y(tk)−h(z, tk)+ δ � 0

and

k2 (z) =−y(tk)+h(z, tk)+ δ � 0.

Various types of contractors may be considered [8], depending on the structure

of h(z, tk). If m = n, the interval Newton or the Krawczyk contractors may be em-

ployed.
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10.4.2.2 Improving the Initial Conditions Estimate

If one is interested in obtaining a better estimate of the initial conditions, one may

write h(z, tk) as a function of z. For that purpose, consider the i-th entry of h(z, tk).
We have

hi ([zk+1] , tk)⊂ hi ([zk+1] (̂z) , tk)+ ([z]− ẑ)T ∂hi (z, tk)

∂ z

∣∣∣∣
[zk+1]

, (10.6)

where ẑ ∈ [z] and [zk+1] (̂z) is the box obtained when integrating the system with

known initial conditions taken as ẑ. In (10.6),

∂hi (z, tk)

∂ z
=

⎛
⎜⎜⎝

∂ z1
∂z1

. . . ∂ zn
∂z1

...
. . .

...
∂ z1
∂zn

. . . ∂ zn
∂zn

⎞
⎟⎟⎠

⎛
⎜⎜⎝

∂hi

∂ z1
...

∂hi

∂ zn

⎞
⎟⎟⎠

where ∂ zi
∂z j

is the sensitivity function of the i-th state component with respect to the

initial condition of the j-th state component.

Taking into account the measurement at time tk,

hi ([zk+1] (̂z) , tk)+ ([z]− ẑ)T ∂hi (z, tk)

∂ z

∣∣∣∣
[zk+1]

⊂
[
yi (tk)− δ ,yi (tk)+ δ

]
, i = 1 . . .m.

Thus each [zi], i = 1 . . .n, has to satisfy

[zi]⊂
(
y(tk)−

[
−δ ,δ

]
− hi ([zk+1] (̂z) , tk)

−∑
j �=i

([z j ]− ẑ j)

[
∂hi

∂ z j

]
([zk+1])

)
/

[
∂hi

∂ zi

]
([zk+1])+ ẑi,

leading to a contracted box [z]new =Ci ([z]), the components of which are defined as

[zi]
new =[zi]∩

((
y(tk)−

[
−δ ,δ

]
− hi ([zk+1] (̂z) , tk)

−∑
j �=i

([z j ]− ẑ j)

[
∂hi

∂ z j

]
([zk+1])

)
/

[
∂hi

∂ zi

]
([zk+1])+ ẑi

)

for i = 1 . . .n.

This contractor requires the computation of an inclusion function for the sensi-

tivity functions of each state component with respect to the initial condition; see the

next section.
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10.4.2.3 Sensitivity Functions

Denote the first-order sensitivity of z j with respect to zk by s jk

s jk (z, t) =
∂ z j

∂ zk
(z, t) .

Assume for simplicity that the model output is linear in the state and it is given by

h(z(t) , t) = Cz(t) ,

where C = (c1 . . .cn)
T is a known matrix. Then

∂h(z(t) , t)

∂ z
=

⎛
⎜⎜⎝

cT
1

∂z
∂z1
...

cT
n

∂z
∂zn

⎞
⎟⎟⎠ .

Differentiate once the jth row of (10.1) with respect to zk to obtain the differential

equation

ṡ jk =
∂ f j (z)

∂ z j

s jk. (10.7)

Since z is a scaled version of z(t0), the initial conditions for the sensitivity functions

are

s jk (t0) =
∂ z j (t0)

∂ zk
=

{
d j j if j = k,
0 else.

The sensitivity functions may then be obtained by considering a new extended state-

space model consisting of (10.1) and of all differential equations (10.7) satisfied by

the sensitivity functions. Müller’s theorem turns out to be especially useful, as the

extended state-space model is seldom cooperative, even if this is the case of the

initial state-space model.

10.4.3 Using Taylor Models

In the case of Taylor models, the correction step is quite different from what has been

described in Section 10.4.1. The measurement equation (10.2), (10.3) is rewritten as

h(zk+1)+ δδδ − y(tk+1) = 0. (10.8)

Each Taylor model T
(pr,l)
ρ ,k+1(z) of T

(pr)
k+1 is now considered separately and substituted

for zk+1 in (10.8) to obtain

h
(
T
(pr,l)
ρ ,k+1(z)

)
+ δδδ −y(tk+1) = 0. (10.9)
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For nonlinear systems, the left hand side of (10.9) is nonlinear even for a linear

measurement equation, since the Taylor model T
(pr,l)
ρ ,k+1(z) is nonlinear. One knows

that δδδ ∈ [−δδδ ,δδδ ], thus, (10.9) may be solved for z with an interval Newton method,

which leads to a tightened domain interval [z̃], hence z ∈ [z̃]. Here, the Krawczyk

method is used. For n > m, (10.9) is under-determined and cannot be inverted. A

simple approach is to solve (10.9) only for m variables (components of z), while

considering the remaining n−m variables as constant intervals.

This procedure is illustrated for a very simple linear example with n = 2 and

m = 1. Consider the case when (10.9) is given by

z1 + 0.5z2 + δ1− y1(tk+1) = 0, (10.10)

with [z1] = [−1;1], [z2] = [−1;1], y1(tk+1) = 0.9, and [δ1] = [−0.1;0.1]. Now,

(10.10) is first solved for z1, the interval [−1;1] being used for z2. We have

[z̃1] = y1(tk+1)− [δ1]− 0.5[z2] = 0.9− [−0.1;0.1]− 0.5[−1;1]= [0.3;1.5].

Now this result is intersected with the initial interval enclosure [−1;1] resulting in

[z̃1] = [0.3;1.5]∩ [−1;1] = [0.3;1].

Next, (10.10) is solved for z2 with the new [z1]

[z̃2] = 2(y1(tk+1)− [δ1]− [z̃1]) = 2(0.9− [−0.1;0.1]− [0.3;1])= [−0.4;1.4].

An intersection with the initial interval enclosure [−1;1] results in

[z̃2] = [−0.4;1.4]∩ [−1;1] = [−0.4;1].

Another possibility is to consider a sufficient number of previous measurements

y(t ≤ tk) and the corresponding Taylor models of the right hand side of (10.9) to

obtain the missing n−m equations.

If no solution in [z] can be found, then the corresponding Taylor model is incon-

sistent with the data and can be deleted.

As previously, the Taylor model is computed for a normalized domain box and

written as

[z̃] ∈T̃(z) = c̃+ D̃z

with zi ∈ [−1;1], i = 1 . . .n,

where c̃ is the midpoint of [z̃] and D̃ is a diagonal matrix with d̃i,i = rad([z̃i]). The

Taylor model T
(c,l)
k+1 after the correction step is then given by

T
(c,l)
ρ ,k+1(z) = T

(pr,l)
ρ ,k+1(T̃(z)),

which defines the l-th Taylor model for the next prediction step:
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T
(l)
ρ ,k+1(z) = T

(c,l)
ρ ,k+1(z).

The list of Taylor models at k+ 1 is then given by

zk+1 ∈Tρ ,k+1 =
{

T
(1)
ρ ,k+1(z),T

(2)
ρ ,k+1(z) . . .T

(Lk+1)
ρ ,k+1 (z)

}

with zi = [−1;1], i = 1 . . .n with Lk+1 ≤ L
pr

k+1 ≤ Lmax .

Interval Newton methods, like the Krawczyk method, involve the computation

of the derivatives of h with respect to the initial states z similar to (10.6) in the

correction step for the method based on Müller’s theorem. Since the Taylor model

performs an expansion in the initial states z, the derivatives are easily obtained by

calculating them for the Taylor model obtained from (10.9).

The correction step in combination with preconditioning is explained in [14],

together with a correction step that involves consistency tests.

10.5 Simulation Results

For a comparison of the two approaches, consider the following nonlinear system

⎧
⎨
⎩

ẋ1 =− p3x1−
p1x1

1+ p2x1
+ p4x2

ẋ2 =p3x1− p4x2

with the initial value of the state x1(0) = 1 and x2(0) = 0.

Only x2 is measured and the measurement equation at t = tk is

yk = x2(tk)+ δk.

The parameters p1, p2 and p3 are given by p1 = 1, p2 = 1.2 and p3 = 0.5. The

parameter p4 is uncertain with p4 ∈ [0.1,0.5]. Thus, the extended state satisfies

⎧
⎪⎪⎨
⎪⎪⎩

ż1 =− p3z1−
p1z1

1+ p2z1
+ z3z2

ż2 =p3z1− z3z2

ż3 =0

(10.11)

with z1 = x1, z2 = x2, and z3 = p4. Measurements are assumed to take place every

2 s. The measurement uncertainty is given by δ (tk) ∈ [−0.005,0.005] for all tk.
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10.5.1 Results with Prediction Based on Müller’s Theorem

10.5.1.1 Correction using Sivia

We used the Sivia algorithm combined with ImageSp to estimate the extended

state vector. For this purpose, a coupled system of ODEs is built from (10.11)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ż1 =− p3z1−
p1z1

1+ p2z1

+ z3z2

ż2 =p3z1− z3z2

ż3 =0

ż1 =− p3z1−
p1z1

1+ p2z1
+ z3z2

ż2 =p3z1− z3z2

ż3 =0

(10.12)

with z1 (0) = z1 (0) = 1, z2 (0) = z2 (0) = 0, and
[
z3 (0) ,z3 (0)

]
dependent on the

iteration in Sivia. Using (10.12), an inclusion function for h(z(tk)) = z2 (tk) is

obtained.

The estimates for p4 obtained at t = 10 s using the Sivia algorithm for various

values of the precision parameter ε are provided in Table 10.1. As expected, reduc-

ing ε increases the computing time and the accuracy of the estimate. These results

have been obtained using a single core of a two-processor, quad-core Intel Xeon

CPU E5462 at 2.80 GHz with 6 144 KB cache and 64 GB RAM.

ε time (s) estimate for p4

0.05 1.28 [0.125,0.35]
0.025 1.85 [0.1625,0.3125]
0.01 4.3 0.2[1718,8750]
0.005 8.28 0.2[3303,6875]
0.0025 15.77 0.2[4063,6251]
0.001 31.95 0.2[4546,5804]

Table 10.1: Estimates for p4 obtained with Sivia at t = 10 s for various values of ε

10.5.1.2 Correction by Constraint Propagation

Since only the third initial condition is unknown, only the first-order sensitivity

functions with respect to z3 have to be evaluated. For that purpose, each ODE in

(10.11) is derived with respect to z3 to get
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⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ṡ13 =

(
−p3−

p1

1+ p2z1
+

p1p2

(1+ p2z1)
2

)
s13 + s33z2 + z3s23

ṡ23 =p3s13− s33z2− z3s23

ṡ33 =0

(10.13)

with s13 (0)= s23 (0)= 0 and s33 (0)= 1. Müller’s theorem may be used with (10.13)

to compute an enclosure of the sensitivity function of the state with respect to the

third initial condition, which is also p4

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṡ13 =

(
−p3−

p1

1+ p2z1

+
p1p2z1

(1+ p2z1)
2

)
s13 + z2s33 + z3s23

ṡ23 =p3s13− s33z2− z3s23

ṡ33 =0

ṡ13 =

(
−p3−

p1

1+ p2z1
+

p1p2z1(
1+ p2z1

)2

)
s13 + s33z2 + z3s23

ṡ23 =p3s13− s33z2− z3s23

ṡ33 =0

This enclosure uses the fact that all quantities are positive, except s23 (t)≤ 0 for t ≥
0. The contractor described in Section 10.4.2 may then be employed in conjunction

with Sivia to reduce the uncertainty on the initial value of the third component of

the state.

Table 10.2 describes the evolution with time of the estimate for p4 as a function

of the precision parameter ε . Reducing ε again increases the accuracy at which

the estimate is obtained, but the price to be paid is an increased complexity, since

more ODEs are solved. Contrary to Sivia, a decent estimate is obtained even

with the largest value of ε . The first and second measurements provide the most

information about p4, since for these measurements, the best decrease in the size of

[z3] is observed. See also Figure 10.1. The same processor as in Section 10.5.1.1 has

been used here.

Time ε = 0.2 ε = 0.1 ε = 0.05 ε = 0.01

2 s 0.2[20488,57674] 0.2[24304,57668] 0.2[23906,57668] 0.2[24323,56828]
4 s 0.2[30813,57674] 0.2[34575,57668] 0.2[35411,57668] 0.2[40556,56828]
6 s 0.2[30813,57674] 0.2[36483,57668] 0.2[37597,57668] 0.2[44613,56828]

8 s 0.2[30813,57674] 0.2[36483,57668] 0.2[37597,57668] 0.2[44613,56828]
10 s 0.2[30813,57674] 0.2[36483,57668] 0.2[37597,57668] 0.2[44613,56250]

Comp. 1.0 s 2.13 s 3.47 s 17 s

Table 10.2: Evolution of the estimate for p4 with Sivia for various values of the

precision parameter ε as a function of the time and total computing time
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Fig. 10.1: Comparison of the estimation results with Sivia for different values of

the precision parameter ε used in the Müller method
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10.5.2 Prediction and Correction Involving Taylor Models

Estimation results for the approach based on Taylor models are shown for different

orders and numbers Lmax of Taylor models. In Figure 10.2 results for ρ = 4, ρ = 6,

and ρ = 12 for a single Taylor model (Lmax = 1, hence without splitting of the do-

main box) are depicted together with one result for ρ = 5 with 4 Taylor models

(Lmax = 4), hence with splitting of the domain box. In this section, all computations

have been done on a Intel Centrino Core2 Duo T7300 at 2 GHz. In Table 10.3 the

interval enclosures for the evolution of the estimate for p4 as a function of time and

total computing time are given. In Table 10.4 the interval enclosures for the esti-

mated parameter p4 at t = 10 s for various orders and numbers of Taylor models are

presented. Increasing the order from 4 to 6 leads to an improvement with a slightly

Time t ρ = 4, Lmax = 1 ρ = 6, Lmax = 1 ρ = 12, Lmax = 1 ρ = 5, Lmax = 4

2 s 0.2[07577 ,73053 ] 0.2[15534 ,65326 ] 0.2[15721 ,65149 ] 0.2[23622 ,57193 ]
4 s 0.2[33970 ,69719 ] 0.2[41587 ,62131 ] 0.2[41710 ,62005 ] 0.2[41941 ,57194 ]
6 s 0.2[33758 ,69931 ] 0.2[41585 ,62133 ] 0.2[41710 ,62005 ] 0.2[41941 ,57194 ]
8 s 0.2[40235 ,70064 ] 0.2[47399 ,62134 ] 0.2[47508 ,62005 ] 0.2[47786 ,57194 ]
10 s 0.2[40111 ,60466 ] 0.2[47399 ,53480 ] 0.2[47508 ,53377 ] 0.2[47786 ,53354 ]

Comp. 0.87 s 1.12 s 4.83 s 3.51 s

Table 10.3: Evolution of the estimate for p4 for various values of ρ and Lmax as a

function of time, and total computing time

ρ Lmax comp. time (s) estimate for p4

4 1 0.87 0.2[40111,60466]

6 1 1.12 0.2[47399,53480]
12 1 4.83 0.2[47508,53377]
5 4 3.51 0.2[47786,53354]

Table 10.4: Estimates obtained with Taylor models at t = 10 s for various values of

ρ and numbers of Taylor models.

higher computation time. However if the order is increased to 12, the computation

time increases drastically (from 1.12s to 4.83s) without tightening the enclosures in

any significant manner. Further improvement of the estimation results is achieved

only if splitting is applied as the results for ρ = 5 and Lmax = 4 indicate. Even the

computation time is lower than for ρ = 12 and Lmax = 1.
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Fig. 10.2: Comparison of the estimation results for different orders and number of

Taylor models.
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10.6 Conclusions and Perspectives

Physics, chemistry (and most other experimental sciences) tend to produce contin-

uous-time models whose outputs are nonlinear in their unknown parameters. When

these models are in state-space form, they are almost always nonlinear in the ex-

tended state vector obtained by concatenating the state and parameter vectors. Most

of the methods available for estimating this extended state vector are based on lin-

earization or random exploration and cannot provide any guarantee as to their re-

sults. Since each of the parameters and state variables of such models has a concrete

physical meaning, this is unfortunate. One would rather like to be able to character-

ize in some guaranteed way the set of all acceptable estimates given what is known

of the uncertainty in the experimental data.

For quite some time, this has been completely out of reach, but a combination

of advances in interval analysis, constraint propagation, and guaranteed integration

of ODEs, together with a massive increase in computing power have now made

this achievable, at least for small-scale models. This chapter has presented, in a

coordinated manner, a variety of tools that can be used when bounds are available

on the acceptable difference between the data and corresponding model output.

Guaranteed set estimation makes it possible to bypass the usual requirements of

identifiability, observability, and persistency of excitation. These properties should

nevertheless definitely contribute to the quality of the parameter and state estimates.

More generally, the problem of experiment design for guaranteed parameter or state

estimation is an interesting but still largely open question.

The main challenge is to increase the complexity of the models that can be stud-

ied with this type of guaranteed approach. To this end, it is necessary to use and

possibly combine tools that struggle as efficiently as possible with the pessimism

inherent to interval analysis and guaranteed integration and the curse of dimension-

ality. Contractors, which make it possible to eliminate parts of the search region

without the need for bisections, and high-order Taylor models are among the most

promising avenues for research.
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Chapter 11

Quantifying Spacecraft Failure in an Uncertain
Environment: the Case of Jupiter Europa
Orbiter

Mehrdad Moshir

Abstract Study of the Outer Planets is considered as a high priority activity by the

Planetary Science community. One candidate for the next Outer Planets Flagship

Mission (OPFM —missions in the $2B–$4B range) is the Jupiter Europa Orbiter

(JEO) concept. In this work, we address the interplay of various types of uncertain-

ties to probe the possibility of characterizing the reliability of a proposed mission

concept. By combining the aleatory characterization of spacecraft subsystems and

the epistemic uncertainties of the Jovian environment we describe an approach for

quantifying possible ranges of mission durations for a potential JEO concept. The

work here illustrates the potential for probabilistic representations of epistemic un-

certainties by introducing temporal correlations. In addition the effects of failure

correlations among similar components in a spacecraft are incorporated to assess

their impact on the failure likelihood.

11.1 Introduction

Over the past 40+ years spacecraft designers and engineers have learned the hard

way that when proper attention is not paid to the uncertain nature of their operating

environment rude awakening would be forthcoming with a vengeance. As a result

of experience gained from successes as well as failures, a large body of experience

has been accumulated [1–4]. Consequently space systems designers have devised

rules for incorporating safety margins into design specifications to mitigate various

system uncertainties [5]. As systems become more complex, the unregulated use

of generous margins can eventually make a mission’s cost non-competitive. As a

consequence, other strategies for understanding the system robustness in a quanti-
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tative sense need to be considered. The longevity of missions such as Voyagers 1

& 2 demonstrates that when spacecrafts are not exposed to excessive radiation they

can last a very long time by relying on standard design techniques. In contrast, in-

tense radiation environments introduce a hazard that if not mitigated would lead to

the early demise of the spacecraft, with the electronic components of the spacecraft

being the prime causes of failure. It should be recalled that previous missions to

the Jovian system have only made sparse measurements of the radiation levels –

thus significant spatial and temporal epistemic uncertainties remain in modeling the

radiation environment.

Among many interesting destinations within our solar system the Jovian neigh-

borhood presents several worthy targets for visit. One such target is the moon Eu-

ropa [6]. Previous spacecraft have produced a body of evidence that this moon may

possess an ocean deep beneath its outer icy surface and there exist evidence of re-

cent surface activity and changes, see Fig. 11.1. Previous missions to Jupiter have

provided scientists and spacecraft engineers with a model of charged particle distri-

bution in the Jovian system [7]. The important lesson learned over the years has been

that for spacecraft the charged particle environment has very detrimental effects on

the performance of various electronic components. An early failure of electronics

components can lead to the premature termination of a mission if proper redundancy

and shielding measures have not been incorporated in the design. Since spacecraft

live a fairly autonomous life during most of their operation the heart and brain of

the vehicle must be well shielded and their lifetime well understood.

In this work frequent reference to Total Ionizing Dose (TID) will be made. As

a charged particle traverses matter it ionizes the material and loses energy as it

Fig. 11.1: Potential icy surface and ocean structure on Europa



11 Spacecraft Failure Quantification in an Uncertain Environment 223

progresses, the quantification of this effect is via the Linear Energy Transfer (LET)

function defined to be dE
dx

–which is clearly material dependent. The number of

charged particles in a given energy range dE crossing a unit area in unit time is

denoted by particle flux φ(E, t)dE . Over a finite time interval the integral of flux

over time is denoted as the fluence, Φ(E)dE . Combined with the LET the Ionizing

Dose can be computed from
∫
E

Φ(E)LET (E)dE . The unit of measurement is a Rad,

defined to be equivalent to deposition of 100 ergs of energy into one gram of matter.

In electronics design process the parts have “spec sheets” provided by the vendor

indicating capabilities such as hardness with respect to radiation, typically expressed

in KRads and occasionally in MRads .

References will be made to Radiation Design Factor (RDF), the following sets

the context for its use. The RDF arose from the conventional approach to design,

for example [8]; consider a part that is advertised to have a radiation hardness of

say h0, and suppose that part will operate in an environment that can deliver a total

ionizing dose of D0 (in reference to standard 100 mils aluminum). The spacecraft

designers implemented a radiation shielding architecture around the component so

that no more than h0/S ionizing radiation would reach the component. The factor S

is referred to as the RDF. The purpose of the factor S was multi-fold; the level D0

corresponding to the predicted environment came from a model that could have ma-

jor uncertainties; in this context S can be considered similar to a model uncertainty

factor (MUF). Furthermore the calculations for shielding were not exact, and in case

the designed shielding was not sufficient the factor S could potentially remedy the

shielding uncertainty. There was also the possibility that the radiation hardness of

the component might not be what it was believed to be; again the factor S could mit-

igate that concern. Typically an RDF of 2-3 has been used in many circumstances.

Obviously the higher the S factor the more “resilient” the system gets, but shielding

comes with a significant penalty in mass and since higher lift capabilities of launch

vehicles come with a steep price premium there needs to be a more balanced and

quantitative approach to design.

Previous missions have been able to use standard design techniques with an RDF

of 2-3 because the expected radiation environments have not been excessive and

there has been no need to study the lifetime problem from a probabilistic point of

view. In the case of Europa the radiation environment is many times harsher than

any mission has experienced; use of standard design techniques will result in such

a large shielding mass that precludes carrying any science payload! Thus the need

arises to study the lifetime problem probabilistically.

From a probabilistic point of view managing risks associated with design deci-

sions in the previously described context is a very challenging undertaking due to the

abundance of uncertain or insufficient information. Sometimes the lack of concrete

evidence leads us to adopt expert opinion, use of expert opinion in a probabilistic

sense is a topic worthy of monographs and is not directly addressed here but obser-

vations will be made in the course of this work. Common sense also informs us to

consider the potential of correlations amongst the system elements. Depending on

the context, correlations can lead to either worse or better results than the uncorre-
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lated case. Computationally the incorporation of correlations into daily engineering

considerations is fraught with difficulty due to several reasons. The curriculum for

most practitioners does not include a detailed study of correlated random processes,

thus the lack of familiarity with the methods precludes their consideration. Further-

more, tools to easily allow the use of multidimensional correlated random processes

are not readily accessible. The new work described here incorporates correlation

among elements, whether physical components or natural phenomena, and will in-

vestigate the impact of such assumptions on the final result.

The reliability and longevity of a flight system is affected by many effects such as

natural aging, temperature variations, operational usage and duty cycles, as well as

the effects of radiation environment. In this work the probabilistic estimate for the

lifetime due to the radiation environment alone is assessed, specifically due to TID-

induced failures. Other non-TID radiation-induced effects as well as natural aging,

temperature induced degradation, mode of operation and duty cycles also do have

a bearing on the lifetime estimate, but not included in this analysis. The historical

data on the lifetime of spacecraft that have not been exposed to significant TID

indicates that the engineering de-rating approaches and attendant design processes

work well for benign radiation environments (for example Voyagers 1 & 2). For a

spacecraft that departs Earth for Jupiter, it can be assumed to be robust to failure

due to standard design techniques during its multi-year cruise phase. It is in the

Jovian radiation environment that the design approaches need to take into account

the shortened lifetime of the components and implement a strategy that allows the

spacecraft perform a long duration science tour.

One high level abstraction and summary of the flight system is commonly the

Master Equipment List (MEL) [9]. This abstraction includes enumeration of flight

system elements, their masses, their multiplicities and their expected radiation hard-

nesses. The model described here utilizes the estimates from the MEL for the elec-

tronic circuit TID capabilities and their shielding levels (with an RDF of 2). The

model generates probabilistic scenarios for the whole flight system TID capability.

This capability is then compared with a stochastic characterization of the radiation

exposure level at Europa to determine a prediction of the lifetime probability for a

set of model parameters. The reference radiation design point is defined by the TID

(for a 100 mils Al shell) at Europa Orbit Insertion (EOI) and at EOI plus 105 days;

1.65Mrad and 2.9Mrad, respectively.

The approach for modeling described in this work has been geared towards future

extensibility of using test-based radiation hardness probability distributions. Such

distributions may be presented in tabular form or as parameterized fits to functions

that may not be amenable to analytical study. With these future considerations in

mind the model has been implemented as a numerical method for Latin Hypercube

sampling of the probability phase space. One important point to note is that in the

engineering domain there is a predominance of easy to use tools such as Microsoft

Excel for initial investigation of problems. These types of computations eventually

may be best performed using more sophisticated computational capabilities such as

those provided by Matlab, C, Fortran, etc. The methods discussed here were imple-
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mented as an Excel program that requires a commercial plug-in [10] for performing

the Monte Carlo calculations.

The question of estimating the lifetime of a proposed mission to Europa has

been considered recently by a method that relies on the approach of modeling parts

counts and hardnesses derived from test-based expert judgment for two scenarios

for the environment, uncorrelated or fully correlated radiation doses [11].

The work described here goes beyond the characterization that was described

in [11]. This work employs a description of the flight system based on the MEL and

also introduces a new approach to characterize the inherent epistemic uncertainty in

the environment at Europa, the latter approach allows assessment of a continuum of

radiation environment temporal correlations. The methodology allows assessment

of more scenarios and assumptions for the effects of the radiation environment on

the flight system.

The discussion of system characterization in the following sections is an exam-

ple of model-based systems engineering, this approach to systems engineering is

recent and is beginning to be recognized by many complex space missions as a nec-

essary step to enhance mission success. For example, the Space Interferometry Mis-

sion (SIM Lite) concept required to demonstrate the capability to detect Earth-mass

planets in the habitable zones of nearby solar systems. The systems engineering

topics on this mission concept were similar to other projects; however the precision

requirements, which are beyond anything ever attempted, required judicious use of

validated models to accomplish the objectives. To support this objective a combined

model of the spacecraft, the instrument, the behavior of distant planetary systems

and typical operating scenarios was developed and performance results for five-year

mission concepts under many scenarios were derived to demonstrate the capabil-

ity of SIM Lite concept to detect Earth-mass planets. In many ways model-based

systems engineering found a true application in the SIM Lite concept [12].

11.2 Model Description

To place reasonable bounds on the likelihood of survival in an uncertain environ-

ment the problem needs to be broken down into manageable elements, with each

element treated probabilistically and finally reassembling the elements into the full

picture. Model construction has two facets, one uses empirically determined prob-

ability distributions for electronic component hardnesses, while the other invokes a

radiation model (using sparsely sampled data) for the Jovian environment and en-

hances it by adding an element of uncertainty by hypothesizing the potential for

temporal correlations in the expected radiation levels. The first facet is therefore ex-

pressible by aleatory uncertainties, whereas the second is an expression of epistemic

uncertainties.

The radiation dominated reliability concept invokes several notions. First notion,

(a), is that for the full flight system to operate gainfully all of its subsystems must

be operating; once any subsystem (as well as its redundant counterpart) has failed
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then the full system has failed. The other notion, (b), is that for each subsystem (and

its redundant counterpart) to operate, all of its radiation sensitive elements must

be in operating condition; when any one of the radiation sensitive elements of a

subsystem has failed, the subsystem has failed. One last notion, (c), is that each

electronic circuit is assembled from a small number of notional “functional compo-

nents”, and that each notional component will fail to operate once it has received

some TID threshold. It is not known a priori with certainty what that TID threshold

is for a specific functional component. Empirical evidence indicates that a sample

of identical components possesses a range of such hardness thresholds that can be

represented by a probability distribution that many practitioners approximate by a

function similar to a lognormal probability distribution, fLN(µ ,σ). This adopted

distribution is only to facilitate the computations; as noted in previously the actual

distributions will more than likely not have simple forms such as a lognormal. When

a system is decomposed into many notional components it becomes possible to de-

fine a probability distribution for the system TID capability –this characterization is

aleatory and derived from empirical evidence.

The other component of the model is the characterization of the radiation envi-

ronment. The analysis of data from previous missions has led to a model for the

mean value of radiation environment with a spread that depends on the Jovian dis-

tance RJ [7]. Due to uncertainties in the physics of models and lack of sufficient

data it may become tempting to treat the environment as a random variable. How-

ever, one must be cognizant of possible temporal correlations in the environment.

There are indications in the radiation data from the Galileo mission [13] that tempo-

ral correlations in the observed electron fluxes exist. Ideally a power spectral density

of the expected radiation fluctuations could shed significant light on the problem but

currently no power spectral density for the radiation environment exists. This study

adopts the approach of generating temporally correlated radiation dosage histories

using the published mean and variances of electron fluxes [7], with details that will

be described later.

The time at which the randomly generated radiation dosage exceeds the TID

capability of the system gives the lifetime. The “random” nature of the environment

and the expected TID capability of the system lead to a probability distribution for

the lifetime; from this probability distribution the likelihood of survival at EOI+105

days or any other number of days beyond EOI can be derived.

The remainder of the discussion is structured as follows: a description of the us-

age of lognormal distribution is given, followed by characterization of spacecraft

radiation hardness capability –based on empirical evidence and best expressed by

aleatory uncertainties. Next the characterization of the random TID histories which

are affected by epistemic uncertainties is discussed. Finally a comparison of space-

craft capability and dosage history is given, from which the lifetime probability

distribution is derived.
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Usage of Lognormal Distribution in the Model

For the circuit hardness discussion that follows, as well as the radiation environ-

ment characterization, the lognormal distribution will be invoked frequently. To be

clear and to remove any confusion about the lognormal distribution parameter us-

age in this work we illustrate with an example. Imagine that a sample of N com-

ponents from a given lot is exposed to radiation and the TID at failure for each

one is recorded as {d1,d2, . . . ,dN}. We define the mean hardness of the sample by

µ = 1
N

N

∑
i=1

di and its variance by σ2 = 1
N−1

N

∑
i=1

(di− µ)2.

Now suppose it is observed that natural logarithm of the dosages at failure

{ln(d1), ln(d2), . . . , ln(dN)} follows a Normal distribution. Then the probability dis-

tribution associated with the component hardness can be written as

fLN(z,µ
′,σ ′) =

1

z
√

2πσ ′
e
− 1

2 (
ln z′−µ ′

σ ′ )2

(11.1)

Where z is a possible realization of the component hardness, and new parameters

µ ′ and σ ′2 are defined by

µ ′ = lnµ− 1

2
ln(1+

σ2

µ2
) (11.2)

σ ′2 = ln(1+
σ2

µ2
) (11.3)

For example if such a hypothetical sample has a mean value (µ) of 1Mrads and a

standard deviation (σ ) of 0.2Mrads, then the probability distribution for the sample

can be written as fLN(z,−0.0196,0.198) . Suppose a random sample is taken from

this distribution and expressed in Mrads, such a draw could be considered a random

representative from the lot under consideration.

The important observation is that only two parameters fully characterize the dis-

tribution, µ and σ
µ . The opinion of electronic device experts [14] points to the ratio

σ
µ as being a significant discriminator among electronic parts. It is defined as the

coefficient of variation, COV . In this work we extend its usage to devices consisting

of parts and use the same terminology here while bearing in mind that in this case it

refers to a functional component and not a part.

One aspect of “spec sheets” for electronic parts is their conservative nature of

the estimates; experience indicates that if a part is advertised as having a radiation

hardness of µ Mrads, to compensate for the typical conservativism, the estimate

should be multiplied by a prudent scale factor of SF .

Using scale factor SF, coefficient of variation COV and a nominal rating µ , the

parameters µ and σ change to µ → SF µ and σ → COV SF µ . These new values

are what are used to calculate µ ′ and σ ′ for the lognormal distribution.

For a critical application such as an OPFM a program of radiation testing for

vulnerable parts is planned to reduce uncertainties and biases that may result from
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expert judgement alone. After such tests are performed the scale factor SF would

eventually be set to unity since the mean value from radiation testing is the true

representative mean rating of components.

It is worthwhile to note that one other weapon in the hands of system designers is

the use of “spot shielding” of vulnerable parts in a circuit. The possibility of using

spot shielding for weak components can be translated into an additional SF in the

model. Another method to improve on system capability is to “cherry pick” the

components from a given lot; when this is performed, it can lead to a reduction of

the COV as all parts will have very close capabilities.

As an engineering trade tool turning both SF and COV into variables in the model

allows performing analyses to assess the effects of spot shielding and the required

COV to reach specific reliability goals. In fact since both SF and COV currently rep-

resent expert judgement, they should properly be considered as elements with epis-

temic uncertainty and represented by probability distributions that reflect the state

of belief of the user in the judgement of that expert. In the numerical framework

we have discussed, such a characterization of the expert judgement via probability

distributions is easily feasible but not undertaken for the sake of simplicity.

11.3 Characterization of Flight System by Aleatory Uncertainties

In Section 11.1 reference was made to the MEL that describes the counts of various

subsystems of the spacecraft. An abbreviated typical MEL may look similar to that

shown in Fig. 11.2. To illustrate the approach this MEL will be used to create the

flight system TID capability with a given shielding strategy.

As can be seen in Fig. 11.2 each subsystem consists of several notional circuit

boards. For modeling the notional electronic boards, each one from the MEL is de-

composed into a different number of “functional components” from a small set that

consists of digital logic/clocking, LVDS I/F, DC/DC converter, voltage regulator,

memory, imaging array, optical encoder, PZT sensor, and other individual elements

such as electromechanical and “radiation hard by design” components. Information

from domain expertise [14] about reasonable values to assume for such components

leads to adopting a notional set of parameters that are shown in Table 11.1. These

values have been used in the ensuing computations. We also note that the scale factor

SF and COV are parameters that could be varied to probe various scenarios because

spot shielding and careful selection of components become equivalent to changing

the scale factor SF and COV .
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Fig. 11.2: List of subsystems, their circuits and TID capabilities from the MEL for

a notional JEO flight system

Type ID# Nominal rating (µ) Scale factor (SF) COV

Digital 1 1 1.5 .1 - .4

LVDS I/F 2 .5 1.5 .1 - .4

DC/DC 3 .3 1.5 .1 - .2

Volt Reg 4 .3 1.5 .1 - .2

Memory 5 .5 1.5 .1 - .2

Imaging array 6 1 1.5 .1 - .4

Optical encoder 7 .04 1.5 .1 - .2

PZT sensor 8 .075 1.5 .1 - .2

Electromechanical 9 .5 1.5 .1 - .4

RadHard by design 10 1 1.5 .1 - .4

Table 11.1: Parameters used for modeling various functional components chosen in

the circuit hardness computations

11.3.1 Methodology Description for a Notional Board

For illustration of the computational method, an example of one notional board will

be discussed in detail. Other boards follow the same approach but with different

component counts and parameters. The example board has a very simple-minded

abstraction of the functions of the SRU (stellar reference unit –aka star tracker), a

cartoon of it is seen in Fig. 11.3. The decomposition shown here is not intended to

be a one to one identification of what an eventual SRU would be like; rather it is

intended to capture the typical functions that such a SRU may have.

To model the radiation hardness of this board six different log normal distribu-

tions are needed. To simplify the notation, the lognormal distribution corresponding

to, for example the digital/clocking component, is written as fLN(ξ ,#1) where “#1”
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Fig. 11.3: Cartoon of a notional board using some of the functional components

from Table 1

is a reference to the parameter in column 2 (ID#) from Table 11.1, and likewise for

other components. So for the notional board shown in Fig. 11.3 we represent it

mathematically as the random set

{ fLN(.,#1), fLN(.,#2), fLN(.,#3), fLN(.,#4), fLN(.,#5), fLN(.,#6)} (11.4)

For a board described as above an aleatory radiation hardness realization is de-

noted by the list l =
{
ξ

1
,ξ

2
,ξ

3
,ξ

4
,ξ

5
,ξ

6

}
where each of ξ j denotes a random draw

from its corresponding distribution fLN(.,# j).
According to Section 11.2, the board fails if any one of its functional components

fails. The dosage at which this occurs is given by the smallest value in the list l. For

this board the radiation hardness, h, is therefore.

h = min(ξ
1
,ξ

2
,ξ

3
,ξ

4
,ξ

5
,ξ

6
) (11.5)

For simple probability distributions and uncorrelated variables the probability

distribution for h, P(. > h), can be derived using the techniques of order statis-

tics [15]. However in practice the distributions are derived empirically and numeri-

cal methods such as Monte Carlo need to be employed to compute P(. > h), as will

be done in the remainder of this work.
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Fig. 11.4: Two identical boards with identical components that may have hardness

correlations between like components

11.3.2 Methodology for Redundancy and Component Correlations

To illustrate how the model treats circuit redundancy we consider the cartoon shown

in Fig. 11.4 which shows two identical notional boards where they use identical

components. The same random number generation mechanism can be used as before

to represent the circuits by two sets of the forms

{ fLN(.,#1), fLN(.,#2), fLN(.,#3), fLN(.,#4), fLN(.,#5), fLN(.,#6)}1 (11.6)

{ fLN(.,#1), fLN(.,#2), fLN(.,#3), fLN(.,#4), fLN(.,#5), fLN(.,#6)}2 (11.7)

one for each circuit. A numerical approach easily allows accounting for possible

correlations of component hardnesses –such a scenario can come about because of

“cherry picking” or the components having come from the same manufacturing lot.

Of course when the same type of component is used in other circuits the hardness

correlation of a given component can extend beyond identical boards. To simplify

the calculations here the correlation is confined to the same circuit type. Extending

the model to incorporate this extra correlation to all circuits that use the component

is not a complex operation.

For each board (11.5) applies and the configuration radiation hardness is repre-

sentable by the random set {h1,h2}. To illustrate correlation in component hard-

nesses suppose the components of the type with ID #1 that are used in the circuits

have correlated hardnesses. Random number generation leads to a pair of hardnesses

for the two components, one for each circuit,
{
ξ

1
∈ f

LN
(.,#1),ξ

′
1
∈ f

LN
(.,#1)

}
, with

the condition that
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Fig. 11.5: The radiation hardness distribution for a single board, two boards (rep-

resenting a primary and a backup). Also shown is a single board that has internal

redundancy

ρ
12
=

cov(ξ
1
,ξ

′
1
)

√
Var(ξ

1
)
√

Var(ξ ′
1
)

(11.8)

is a non-zero value. It is straightforward to compute the hardnesses for each cir-

cuit as before, with

h = min(ξ
1
,ξ

2
,ξ

3
,ξ

4
,ξ

5
,ξ

6
) , h′ = min(ξ ′

1
,ξ ′

2
,ξ ′

3
,ξ ′

4
,ξ ′

5
,ξ ′

6
) (11.9)

With this construction the two boards develop correlated hardnesses because now

ξ
1

and ξ
′
1

are correlated. The intuitive expectation is that two circuits should provide

more hardness than one. The parameter that describes the benefit of two circuits is

defined by the larger of the two board hardnesses

H = max(h,h′) (11.10)

A plot of the distribution functions for H defined by (11.10) and h defined by

(11.5), should show that H extends to the right of h. This is illustrated in Fig. 11.5.

Figure 11.5 also includes a curve that indicates the hardness of one board but with in-

ternal redundancy within the same board for the weakest components of that board.

The curve shows that internal redundancy within a board provides more hardness

than two boards each without internal redundancy. However, in general designing

boards with complex internal redundancy will be more costly to the system than

using two simpler designed boards.
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Fig. 11.6: Same configuration as in Fig. 5 but with correlation of component hard-

nesses included for two boards (primary + backup)

The illustration shown in Fig. 11.5 used components that were uncorrelated in

hardness. The consequence of component hardness correlation for a primary and its

backup circuit is shown in Fig. 11.6 for the same example board. In this case the

components of same kind on the primary and backup were set to have a correlation

coefficient of 25% according to (11.8). Figure 11.6 shows hardness for the primary

+ backup boards is reduced when there is a correlation between like components.

For the example board shown the correlation effect is not extreme for a ρ
12

as high

as 25%.

11.3.3 Radiation Shielding and Hardness Capability

The discussion in Section 11.1 referred to the use of radiation shielding as an ap-

proach to protect the electronic systems and to prolong their lives. Historically at

JPL a set of Design Principles [5] have been developed that capture the results of

lessons learned from various missions. One parameter from the Design Principles is

the Radiation Design Factor (RDF). Its intent is to accommodate the epistemic un-

certainties related to the environment. In addition the design process for electronic

circuits relies on a set of Worst Case Analysis (WCA) methods that provide a per-

formance margin to the developer of the circuit elements, as the adjective “worst”

indicates. Due to differing radiation hardnesses of different components a normal-
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Fig. 11.7: The method of scaling to express circuit hardness in terms of equivalent

external environment dosage

ization to the radiation field external to the shielding is required. The illustration of

the process of using the RDF and WCA methods is shown in Fig. 11.7.

and 11.3.2, refer to the TID level the board receives. Boards are shielded from the

radiation environment by being enclosed in shield types shown in the MEL. The De-

sign Principles [5] require that an RDF of 2 is applied when designing the shielding,

where

RDF =
Design Capability

Expected local radiation received @design point
(11.11)

for each circuit the TID design capability is defined by the MEL. A value of RDF=2

therefore yields the level of radiation that is allowed at the circuit local environment

at the reference design point. In the case of the proposed JEO mission, the design

point is taken to be 2.9Mrads @EOI+105 days (100mils Al shell). The shielding

process ensures that the proper type of shielding is designed so that each circuit

receives no more radiation than

Design capability

RDF
. (11.12)

Therefore each unit of TID at the circuit corresponds to a larger level of TID

external to the shield (expressed in 100mils Al shell). The scale factor is α given by

The circuit hardnesses that are evaluated according to the recipes in Sections 11.3.1
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α = RDF
TID @Design point

Design capability
. (11.13)

Probabilistic radiation hardness curves described in Sections 11.3.1, 11.3.2 need

to be properly scaled by the appropriate α factor that corresponds to the board’s

design capability. We denoted the probability distribution for a circuit’s hardness as

P(. > h) in Sections 11.3.1, 11.3.2 (such as functions seen in Figs. 11.5, 11.6.) Board

hardness is now expressed in terms of dosage by a rescaling of the argument of the

probability distribution P, namely P(. > α h). This individual rescaling is applied

to all circuits separately so they can all be treated on equal footing of being in a

similar environment. This process of scaling, including additional scaling needed

due to spot shielding was illustrated in Fig. 11.7. To allow for generality, in the

model every circuit in the MEL has its own α factor, even though almost all circuits

within a subsystem have the same design capability.

11.3.4 Subsystem TID Capability

A spacecraft consists of subsystems which contain various numbers of electronic

circuits, as indicated in a MEL. The approach described in previous sections can

now be applied to a subsystem. The assembly of subsystems then leads to the whole

spacecraft.

For each subsystem the MEL defines the number of distinct circuits that the sub-

system requires for operation. For each circuit within a subsystem (and its redun-

dant counterpart, when applicable) it is possible to generate the hardness probabil-

ity distributions according to Sections 11.3.1, 11.3.2. Each probability distribution

is scaled by its α factor, according to the discussion in Section 11.3.3, to express

the TID capability. Each string of a subsystem that consists of m boards can be ex-

pressed symbolically by the function set {P1(. > d),P2(. > d), ...,Pm(. > d)}, with

each Pj being of a different functional form –depending on its constituent compo-

nents. A random draw from these distributions is made, the result of the draw is a

list l = {d1,d2, . . . ,dm}, where each d j corresponds to a dosage that just exceeds the

hardness of the circuit. The notion that a subsystem will fail when one of its cir-

cuits fails means that for the random realization corresponding to list l, the external

dosage level at which the subsystem fails is given by the smallest number in list l.

Thus for a subsystem consisting of m boards the dosage level at failure is

dSS = min{d1 ∈ P1(. > d),d2 ∈ P2(. > d), ...,dm ∈ Pm(. > d)} (11.14)

As seen in (11.5) and (11.10), the probability distributions Pj in (11.14) are al-

ready complex and the chances for analytical solutions would be slim, except for

very simple but unrealistic distributions. The approach for computing the proba-

bility distribution for dSS of necessity needs to be a numeric one. When there are
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Fig. 11.8: Survival probability for a single string of a notional ACS subsystem com-

pared to that of a primary plus a redundant string

dual strings, a primary as well as a backup subsystem, the dosage capability of the

subsystem as a whole becomes

dSS = max(d primary
SS ,dbackup

SS ) (11.15)

where d
primary
SS and d

backup
SS represent the dosage capability of the primary and

backup. As might be expected the dosage capability for the redundant system should

have a higher failure dosage level. An example of the resulting TID capability for

the notional Attitude Control Subsystem (ACS) is shown in Fig. 11.8, where the

single string TID capability is compared to the dual string case.

For some subsystems the definition of TID capability becomes more complex.

For example in many flight system designs there are typically four Reaction Wheel

Assembly (RWA) circuits in the ACS subsystem. For a mission to operate nominally

only 3 out of 4 are needed. Therefore the TID capability of the RWA component of

the ACS subsystem is defined by the second order-statistic of the set {d1,d2,d3,d4}.
It should be emphasized that since the individual samples are by construction cor-

related in some non-trivial fashion, the problem is unmanageable analytically. In

Fig. 11.9 the TID capability of a single RWA circuit compared to three out of four

is shown for the notional circuits. The figure shows the intuitive expectation that

for low TID levels the capability of three out of four is greater than an individual

one, but as the TID level increases the probability that at least one circuit survives

is greater than requiring that at least three survive.
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Fig. 11.9: At low TID levels the subsystem survival is greater with three out of four

circuits in comparison with a single circuit. At higher TID levels the reverse happens

As another example, in the case of the Command and Data Handling (C&DH)

non-volatile memory (NVM), for it to be operational (albeit at reduced storage ca-

pability) the model defines the TID capability of the SSR NVM as being the highest

TID capability among four circuits, max{d1,d2,d3,d4}.

11.3.5 Flight System and Payload TID Capability

The method to determine the individual TID capability of each subsystem was de-

scribed in Section 11.3.4. The full flight system is composed of a number of subsys-

tems as categorized in the MEL, Fig. 11.2. In Section 11.3.4 the method for deriving

the probability distribution for a subsystem TID capability was described (11.14) or

(11.15). The purpose of the flight system is to carry a science payload, as an illus-

tration of a spacecraft with an instrument the model combines the notional flight

system and a notional camera payload that consists of camera electronics circuit

and three imaging arrays. The pattern of deriving probability distributions in (11.5),

(11.10), (11.14), (11.15) leads to a similar characterization. The flight system is

divided into ACS, C&DH, Power, Telecom and Propulsion subsystems. For redun-

dancy architecture a cross-strapping (one method to fully utilize all of the redundant

components in a system) of the flight subsystems is assumed. Each subsystem j is

represented by a TID capability probability distribution PSS j
(d j).
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Fig. 11.10: Probability of achieving a TID capability for the full system. A compar-

ison is made between single string and cross-strapped redundant architectures

The complete system is symbolically denoted as

{
PSS1

(. > d1),PSS2
(. > d2),PSS3

(. > d3),PSS4
(. > d4),

PSS5
(. > d5),PSS6

(. > d6)

}
(11.16)

D = min{d1 ∈ PSS1
(. > d1),d2 ∈ PSS2

(. > d2),d3 ∈ PSS3
(. > d3), (11.17)

d4 ∈ PSS4
(. > d4),d5 ∈ PSS5

(. > d5),d6 ∈ PSS6
(. > d6)}

For illustration the notional complete system probability distribution of TID ca-

pability is shown in Fig. 11.10 for two architectures, a single string design and a

cross-strapped redundant design —the benefits of a cross-strapped design are clearly

observed.

The discussions in Section 11.3 have been geared towards describing the proba-

bilistic radiation tolerance of a spacecraft using arguments that encapsulate empiri-

cal parts testing results, expert opinion, engineering design processes and potential

correlations due to parts manufacturing or parts selection. To address the question

where the indices 1 through 6 refer to subsystems ACS, C&DH, Power, Telecom,

Propulsion, and the camera payload. Using (11.14) or (11.15) the model generates

1, d2,d3,d4,d5,d6}.
The full system fails when the smallest TID capability in the set is exceeded by the

environment. The model defines the complete system TID capability by

random realizations of the complete system which werepresent as{d
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of the lifetime of such a spacecraft the environment to which the spacecraft will be

exposed needs to be characterized. This is an area where information is sparse and

epistemic uncertainties are abundant. An approach for characterizing the “known

unknown” needs to be devised, Section 11.4 addresses this point.

11.4 Characterization of the Radiation Environment and
Epistemic Uncertainties

The radiation environment by nature has uncertainties; uncertainties are due to the

physical variability of the environment as well as the epistemic uncertainties due to

the incompleteness of physics models, as well as sparse and incomplete data. Radi-

ation damage to the spacecraft components is caused by electrons, protons, gamma

rays, heavy ions, galactic cosmic rays. The study of [7] indicates that particles of

concern for the TID around Europa are high energy electrons. This does not address

the non-TID damage caused by radiation. The analysis in [7] provides a characteri-

zation of the high energy electron flux for a range of Jovian radii.

If for a given time the spatial mean particle flux of energy E could be expressed

as a scalar field Φ(E,x,y,z, t), it could safely be assumed that currently the exact

form of Φ is not known due to lack of sufficient data and insufficient knowledge of

the physics of the problem. For example one such epistemic uncertainty manifests

as the somewhat periodic changes in solar activity –for which there is currently no

deterministic prediction approach and thus it is treated as an aleatory uncertainty

modulated by a long term trend which might be predictable in the future if the

intricacies of the Sun could be solved. Some of this knowledge gap in radiation

environment around Jupiter will be filled in the future years (before the proposed

JEO mission) when the Juno spacecraft arrives there a few years from now.

For the model developed here we recognize that the radiation environment from

day to day will be correlated due to the regular orbital period of Europa, the orbital

resonance with Io which is known to be source of particles, as well as the tilt of

Jupiter’s magnetic axis that combined with the 10 hour rotational period of Jupiter

generates a modulation of the particle fluxes. By putting these observations together

it is very reasonable to surmise that if a power spectral density (PSD) of the fluc-

tuations of particle fluxes is obtained that PSD would show prominent peaks at the

above mentioned frequencies in addition to a general trend that is indicative of the

longer term correlations. Data from the Galileo mission have indications that tem-

poral correlations in the observed electron fluxes exist [13]. To our knowledge no

such PSD analysis has so far been performed in the literature so this observation on

the PSD is only an educated speculation at this time.

In the following sections we describe a modeling approach that assumes for a

given time interval ∆ , the electron flux is constant and that over another time interval

∆ it is also a constant but of a different value. The important point described here

is that in generating such flux values from interval to interval there will be temporal

correlations between them. First the use of lognormal distribution for generation
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of random electron fluxes will be described followed by a description of correlated

random time series for expected dosages.

11.4.1 Usage of Lognormal Distribution for Radiation

Environment

The analysis of data [7] indicates that by defining an electron flux model Imodel the

parameter r = log10(Idata/Imodel) follows a normal distribution very closely. That is

P(r) =
1√

2πσ
e−

1
2 (

r−µ
σ )

2

(11.18)

with µ ∼ 0. The distribution for r can be changed to use natural logarithms (ln). If

y = log10 z then y = ln z
ln10 , as a result r can also be written as

r =
ln
(

Idata
Imodel

)

ln10
(11.19)

Writing
∼
r = ln(Idata/Imodel) simplifies the probability distribution of P(r) to

P(
∼
r) =

1

ln10
√

2πσ
e
− 1

2

(∼
r / ln10−µ

σ

)2

=
1

ln10
√

2πσ
e
− 1

2

(∼
r−µ ln10
σ ln10

)2

(11.20)

Further defining
∼
σ = σ ln10 we can express the lognormal distribution (11.20)

for the observed data with a standard deviation
∼
σ .

We now assume that the observed value of electron flux, I, can be taken to follow

a random distribution of the form

1

I
√

2π
∼
σ

e
− 1

2

(
ln I−lnImodel∼

σ

)2

(11.21)

At RJ ∼ 9.5 the results of [7] can be used to show that
∼
σ ≈ log10(1.5) ln10.

Assuming that electron flux for a given time interval is a constant, we integrate

the flux over the time interval, the result will be proportional to the TID for that time

interval. With these assumptions we arrive at the conclusion that the TID, denoted as

d, over a finite interval ∆ , follows the lognormal distribution also, with a probability

distribution

P(d) =
1

d
√

2π
∼
σ

e
− 1

2

(
lnd−lnd0∼

σ

)2

(11.22)
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The reference radiation design point is 1.65 Mrads at EOI and 2.9 Mrads 105 days

later. These values correspond to a mean TID per day of 11.9Krads/day. Based on

the science observing scenarios and tour planning most of the radiation dose prior

to EOI has been accumulated in the periods just before EOI. For modeling purposes

it can be assumed that for most of the mission duration the radiation dosage is small

and it begins to accumulate rapidly some time before EOI and rapid accumulation

continues past EOI. Using this simplifying assumption the zero point of dosage can

be found by marching back in time at the same dose level as in post EOI. By this

method it is found that ˜140 days prior to EOI corresponds to the zero point of

dosage.

11.4.2 Methodology for Generating Correlated Ionizing Dose Time

Series

To begin the generation of dosage time series starting from EOI-140d we can con-

sider accumulated dosage on a time interval ∆ of 15 days as the building block

for generating the time series; this also allows for speedy calculations. To create

correlated time series using intervals shorter than 15 days will make the computa-

tions more time consuming without adding substantive information because of the

inherent uncertainties in the radiation models.

With smoothed dosage increments that were described in Section 11.4.1 we use

two accumulation scenarios for pre-EOI and post-EOI periods. For periods prior to

EOI the assumption of uncorrelated 15-day increments may be justifiable because

the spacecraft travels over a wide range of distances and environments. In the post-

EOI period the assumption of an uncorrelated behavior between dosage increments

is not a reasonable one for the reasons discussed in Section 11.4. For the post-EOI

period it is necessary to generate random data that are correlated.

Due to the lack of spectral analysis of the radiation environment as discussed in

Section 11.4, it becomes necessary to adopt some model of the temporal behavior

of encountered dosages. We will adopt a simple correlation function for the incre-

ments, with a single parameter that allows varying the degree of temporal correla-

tion, from uncorrelated to fully correlated. The correlation function used here is of

the form exp(−|t− t ′|/τ), with t and t ′ referring to the times corresponding to each

15-day increment, and τ is the time constant of the temporal correlation.

Time is discretized into a sequence {0,1,2, . . . ,n} where 0 refers to time at the

dosage zero point —which we approximate to be EOI-150 days (to make it divisible

by 15 for simplicity). The end point of the sequence is taken to be a long time

after EOI. For computational purposes we take the end point to be EOI+540 days.

The time period EOI-150days to EOI+540days is divided into 15-day intervals. For

each 15 day interval a mean dosage accumulation of 15*11.9Krads =.179Mrads is

adopted.

For the individual dosage accumulations over each time interval denoted by

{0,1,2, . . . ,n} a random data set {δ0,δ1,δ2, ...,δn} is created. The time series for
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the total accumulation over time is given by the sequence {ξ0,ξ1,ξ2, ...,ξn} where

ξi = ξi−1 + δi. At the end of the zeroth dose time interval ξ0 = δ0.

Since all δi are positive, the generated sequence is a monotonically increasing

stochastic process.

For the first 11 samples –corresponding to pre-EOI period, the stochastic chain

acts like a random walk, but with positive increments. Each increment is taken to

be an independent random draw from a lognormal distribution with mean value of

0.179Mrads and a standard deviation of log10(1.5) ln10 ≈ 0.405. For the remaining

increments starting from EOI, each one is still drawn from a lognormal distribution

with same mean and standard deviation as before EOI, but now the increments are

forced to be correlated. With the correlation function that was defined earlier, the

random number generation process must satisfy the following correlation matrix

ρ , this matrix is symmetric positive definite with the following structure, where

ρi j = exp(−
∣∣ti− t j

∣∣/τ).

ρ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 ρ
12

ρ
13
. . . ρ

1n

ρ
12

1 ρ
23
. . . .

ρ
13

ρ
23

1 . . . .
. . . . . . .
. . . . . . .

ρ
1n−1

. . . . 1 ρ
n−1n

ρ
1n

ρ
12

. . ρ
n−2n

ρ
n−1n

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
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The calculations in the model extend to EOI+540days, so ρ in (11.23) is a 36×
36 matrix. An example for several sequences generated according to this recipe is

shown in Fig. 11.11 for the case of complete correlation between the increments

(this is the case when the time constant τ is infinite).

Another example when the temporal correlations have smaller time constants (of

the order of many weeks) is shown in Fig. 11.12. As a side remark we note that the

lognormal distribution is a “fat-tailed” distribution, as a consequence a random walk

that uses a lognormal distribution for its increments will display sudden jumps, as

this figure shows. As the increment to increment correlation increases the dosage

time histories become more like straight lines as in Fig. 11.11.

11.5 Estimation of the System Lifetime

The method of estimating system TID capability was described in Section 11.3.5

and the method for generating random dosage time histories was developed in Sec-

tion 11.4.2. By appropriate combination of these two results the lifetime probability

distribution can be derived. Symbolically suppose a dosage history (in reference to

100mils Al) is written as D(t). Examples of such series are shown in Figs. 11.11 and

11.12. An assumption is also adopted that the dosage at all circuits is the same for

any given time. This is the assumption of complete spatial correlation in the radia-

tion environment on the scale of the spacecraft. If in the future it becomes possible



11 Spacecraft Failure Quantification in an Uncertain Environment 243

Fig. 11.11: A few realizations of total ionizing dose time series when the individual

temporal increments are assumed to be completely correlated

Fig. 11.12: Several realizations of dosage time series when the individual increments

are correlated with a time correlation constant of the order of many weeks
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Fig. 11.13: For a given system TID capability the “roll of dice” represented by the

random radiation time series determines the lifetime of the spacecraft

to determine how the radiation environment varies over the scale of the spacecraft,

the model can be straightforwardly modified to generate multiple dosage histories

for each realization of the dosage history –where all realizations are very close to

the mean dosage D(t) but differ sufficiently from each other to represent spatial

variations due to spacecraft self shielding or directionality in the radiation field. For

simplicity this model uses one single dosage history for the whole system.

Setting aside all spatial variations in the radiation environment at the location

of the spacecraft, the scaled capabilities of each circuit are in reference to the same

single environment. It is therefore possible to use a single dosage realization for esti-

mating the system lifetime. Suppose a random draw from the system TID capability

probability distribution (11.17) is made and also a random dosage history is gener-

ated. For this realization of the system + environment the lifetime of the system is

at the intersection of the system TID capability and the dosage time series. By per-

forming many realizations a probability distribution function for the system lifetime

can be generated. A graphical example of how this works is shown in Fig. 11.13.

In this figure if the radiation dosage time series happens to be benign the lifetime

will be longer than if the dosage time series had been more unforgiving. Some real-

izations are lucky and some are not! If a system has a TID capability as shown, the

lifetime depends on the radiation scenario. For the same TID capability the unlucky

draw gives a shorter lifetime than a lucky draw would.
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Fig. 11.14: Probability distribution of the encountered TIDs at various epochs when

the dosage increments are uncorrelated

11.6 Lifetime Probabilities and Effects of Temporal Correlations
for a few Scenarios

Using the approach for estimating the system lifetime in Section 11.4.2 we can

probe various scenarios for the assumed electronic component hardness character-

istics (µ , SF and COV shown in Table 11.1) as well as the degree of temporal cor-

relation in the radiation environment. For the component characteristics we use a

sampling of the values shown in Table 11.1 and assess the lifetime for three radi-

ation correlation assumptions, one with zero correlation from one increment to the

next, one with a time constant of 45 days and another with a time constant of 90

days. Assuming a radiation history that is non-correlated (which is usually the easi-

est way most analysis is done) the probability distribution of the encountered TIDs

at various epochs is shown in Fig. 11.14. The resulting lifetime distribution for the

same set of assumptions is shown in Fig. 11.15.

When the time correlation constant is increased to 45 days the probability dis-

tribution of the encountered TIDs widens with the extremes, both high and low

becoming more likely. The means of the distributions remain unchanged because

of the use of the same mean value for every increment. Figure 11.16 illustrates the

widening of the encountered TID probability distributions due to the increased time

correlation constant. The system lifetime probability in this case reflects the widen-

ing of the encountered TID probability distribution. The probability of survival in

the early phases of the mission is reduced because the scenario allows higher prob-
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Fig. 11.15: Probability of system survival assuming a temporally uncorrelated radi-

ation environment

abilities for large TIDs; the increased probability for longer lifetimes is because the

scenario also allows more low TIDs as well; this effect is seen in Fig. 11.17 for the

cases of τ = 0, 45 and 90 days.

11.7 Conclusions

The results described here have extended the previous lifetime modeling effort that

used simple counting of parts and considered only two extreme cases of radiation en-

vironment, either fully uncorrelated or fully correlated day to day radiation dosages.

In this work by using a description of the flight system based on the MEL and de-

veloping a new approach to characterize the inherent epistemic uncertainty in the

environment at Europa we have enabled assessment of additional hardware archi-

tectures and hardness scenarios as well as varying the assumptions for the effects of

the radiation environment on the flight system.

The problem discussed here is representative of many other situations where

making probabilistic predictions becomes entangled in a web of epistemic uncer-

tainty and sparseness of information. We sketched an approach for dividing the

larger problem into manageable portions where quantification of probabilities can

be attempted. Even in smaller scale type of problems the issues of epistemic uncer-

tainties and use of expert opinion needs to be addressed. The approach described

here could be adaptable to many other cases. While the experts’ opinion or the un-
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Fig. 11.16: Widening of the probability distribution of TIDs due to a time correlation

constant of 45 days

Fig. 11.17: Changes in system lifetime as the time correlation constant of the radia-

tion environment is increased
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known environment might be of a different nature, a characterization of what is

“known to be unknown” can be made feasible. A simple model of what is “known

to be unknown” is preferable to ad hoc approaches that can not be parameterized

in a simple fashion. The conclusions from this analysis, using more representative

values of the parameters than were shown here have been leveraged to lend concrete

support to the concept that a mission to a high radiation environment such as Europa

is not in the realm of science fiction. Such a mission to Europa may become possible

by the end of this decade.
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Chapter 12

Robust State and Parameter Estimation for
Nonlinear Continuous-Time Systems in a
Set-Membership Context

Denis Efimov, Tarek Raı̈ssi (�), and Ali Zolghadri

Abstract This chapter deals with joint state and parameter estimation for nonlinear

continuous-time systems. Based on an appropriate LPV approximation, the prob-

lem is formulated in terms of a set adaptive observer design problem which can be

efficiently solved. The resolution methodology avoids the exponential complexity

obstruction often met in set-membership parameter estimation. The efficacy of the

proposed set adaptive observers is demonstrated on several examples.

12.1 Introduction

Observer design for nonlinear systems has been an area of intensive research during

the last two decades. There exist a lot of solutions dealing with diverse forms of

system models, see for instance [1, 2]. Typically, the observer design problem is

solvable if the system model can be transformed to a canonical form, that may be an

unacceptable assumption in many applications. Consider a generic nonlinear system

ẋ = f(t,x,u,θ ,d),y = h(x)+ v (12.1)

where x∈Rn, u∈Rm, θ ∈Rq, d∈Rl , y∈Rp, v∈Rp are respectively the state, the

control, the unknown parameters, the disturbances, the output and the measurement
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noise; t ∈ R+. The functions f, h are continuous with respect to all arguments and

differentiable with respect to x and u. In the literature, several observers are built

based on an approximation (or a transformation) of the nonlinear model (12.1) to a

Linear Parametric-Varying (LPV) one [3, 11]. LPV models are described by:

ẋ = A(ρ(t ))x+B(ρ(t ))u,y = C(ρ(t))x+v (12.2)

where the scheduling parameter vector ρ ∈P is a priori unknown, but with known

bounds, and P is a set of functions that remain in a compact real subspace. When

ρ is a function of the system state, the model (12.2) is called quasi-LPV. Further-

more, it is important to note that the system (12.2) is an equivalent representation

of (12.1), in the sense that trajectories of (12.1) remain in the trajectories of (12.2).

Among the available methodologies for LPV model constructions one can mention

the Jacobian linearization, the state transformation and the state substitution ap-

proaches [4,12,13]. The idea is to replace nonlinear complexity of the model (12.1)

by enlarged parametric variation in the linear model (12.2). Such LPV transforma-

tion simplifies the design of an observer for the system (12.1). As it will be shown

in the sequel, sometimes the complete LPV linearization is not necessary and a par-

tial one may be more suitable. For example, for the observer design purposes some

nonlinearities depending only on the output y can be preserved in order to decrease

the uncertainties of the model (12.2) collected in the vector ρ . The observer design

methodology proposed in the sequel is based on a guaranteed LPV transformation

recently developed in [14]. By ”guaranteed”, it is understood that the nonlinear tra-

jectory is sure to remain in the set of trajectories of the resulting LPV model. It is

based on an interval linearization around the operational state domain instead of a

linearization throughout the equilibrium points. The proposed LPV approximation

is performed by means of interval analysis [5, 6].

In the following, an adaptive set observer is developed based on (12.2) in a set-

membership context. There exist three main approaches to perform interval state

estimation for systems described by (12.2): the prediction/correction mechanism as

in the Kalman filter [15, 16]; the approach based on comparison theorems [17, 18];

and the closed loop interval observers with cooperative observation error dynam-

ics [19–21]. The latter has been extended in [14] for nonlinear systems using LPV

approximations with known minorant and majorant matrices for (12.2). Unfortu-

nately, these state estimators are efficient only when the uncertainties of the param-

eter vector are not large.

To the best of our knowledge, joint state and parameter estimation has not been

fully studied for systems described by (12.1) in a bounded error context and only

some attempts have been made to solve this problem [10, 16, 23]. In [16], the pa-

rameter estimation problem is formulated as a set inversion and solved by the SIVIA

algorithm (Set Inversion Via Interval Analysis) [22]. An inclusion test involving a

validated integration of a set of ordinary differential equations (ODEs) should be

evaluated over a time horizon. Such a procedure is computationally time-consuming

since the complexity of SIVIA is exponential with respect to the parameter vec-

tor dimension. In [23] the validated integration of ODEs is associated with consis-

D. Efimov et al.
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tency techniques in order to reduce the computing time. Nevertheless, the algorithm

in [23] is efficient only for very moderate levels of noise and the complexity remains

exponential. In the following, the methodology proposed in [14] is extended to deal

with joint state and parameter estimation even for high dimensional systems and

with large parametric uncertainties. The idea is to develop set-membership adaptive

observers based on the works reported in [24–26, 29].

In this work a procedure for adaptive set observer design is proposed for a sub-

class of the LPV representation (12.2). The main feature of this step is that coopera-

tivity property of the state observers (which can be assigned by the proper choice of

the observer gain, see [14] for more details) is not inherited by the adaptive counter-

part. Resolution of this issue requires especial consideration and additional condi-

tions checking. The main advantage is that no bisection is needed in the parameter

estimation procedure and the complexity of the algorithm is not exponential. Thus,

such an observer could be used even for high dimensional systems.

This chapter is organized as follows. In Section 12.2 the formal problem state-

ment is presented. Some preliminaries are given in Section 12.3. The adaptive ob-

server equations and the applicability conditions for the adaptive set observer are

derived in Section 12.4. Two different sets of conditions are analyzed leading to co-

operative or competitive adaptive observer loops. The combined set state observer

is analyzed in Section 12.5. Through the chapter numerical examples are provided

to illustrate the proposed results.

12.2 Problem Statement

Let us assume that the system (12.1) can be transformed to the following form:

{
ẋ = A(ρ(t ))x+B(ρ(t ))u+ϕ(y)+G(y)θ
y = Cx,yv = y+ v

, (12.3)

where x ∈ X ⊂ R
n, u ∈ U ⊂ Rm, y ∈ Y ⊂ Rp are the state, the input and the

output vectors; θ ∈ Θ ⊂ Rq is the vector of uncertain parameters; v ∈ V ⊂ Rp is

the measurement noise; yv is the vector of noisy measurements of the system (12.3),

ρ ∈ ϒ ⊂ Rr is some scheduling parameter vector. The compact sets X , U , Y , V ,

Θ and ϒ are given a priori and it is assumed that there exist some constant vectors

xm,xM ∈ Rn such that xm ≤ x≤ xM for all x∈ X . The vector function ϕ and columns

of the matrix function G are locally Lipschitz continuous and C is a constant matrix

of appropriate dimensions. The majorant matrices Am, AM, Bm, BM are given such

that

Am ≺ A(ρ )≺ AM,Bm ≺ B(ρ )≺ BM

for all ρ ∈ ϒ (the inequality A ≺ B for matrices A, B with dimension n×m is

understood elementwise Ai, j ≤ Bi, j, i = 1,n, j = 1,m). Note that, since y ∈ Y and

v ∈ V there exist constants kϕ > 0, kG > 0 such that |ϕ(y)−ϕ(yv )| ≤ kϕ |v| and

|G(y)−G(yv )| ≤ kG|v|.
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Remark 12.1. Note that the output map in (12.3) is linear and the dynamic effect

of the output and uncertain parameters is modeled through the term G(y)θ . Obvi-

ously, this model structure introduces some restrictions on the system (12.1) and its

LPV transformation. In addition, it is assumed that in the system (12.3), the LPV

transformation is not applied to some nonlinear terms dependent only on the output

y and, the functions ϕ and G are preserved in their original form. In fact, to increase

accuracy of the system (12.1) LPV approximation, one should explicitly handle with

care the output dependency in all nonlinearities, thus the most accurate presentation

of (12.3) could be

ẋ = A(ρ(t ),y)x+B(ρ(t ),y)u+ϕ(y)+G(y)θ .

In some examples below we will consider this issue with more details, however

for brevity of presentation, all theoretical results will be formulated only for the

system (12.3) (an extension on the former case is trivial).

In the following the aim is to design an adaptive observer that, in the noise-free

case, provides interval observation of unmeasured components of the state vector

x in (12.1) and estimates the set of admissible values for the vector θ . For any

v(t ) ∈V , t ≥ 0 the observer solutions should be bounded.

Note that the model form (12.3) is very important in several engineering fields

such as fault detection [28]. In this case, the vector θ could be composed of two

parts: the first one represents the physical parameters which are not exactly known

and the second part contains some ”fictive” parameters used to model the effect

of faults. The latter parameters (or some of them) become significantly different

from their nominal range when a fault occurs. Without loss of generality, the fictive

parameters are assumed to have zero value in the nominal fault free case. More-

over, detecting and isolating parametric faults require that the system is sufficiently

excited that motivates the requirement of persistent excitation for time varying dy-

namical systems recalled in the following section.

12.3 Preliminaries

12.3.1 Monotone Systems

The system

ẋ = f(t,x),x ∈ X , t ≥ 0 (12.4)

with the solution x(t,x0 ) for the initial condition x(0) = x0 is called monotone, if

x0 ≤ ξ0 ⇒ x(t,x0) ≤ x(t,ξ0) for all t ≥ 0 [7] (for the vectors x0, ξ0 the inequal-

ity x0 ≤ ξ0 is understood elementwise). The system (12.4) is called cooperative if

∂ fi(t,x)/∂ x j ≥ 0 for all 1 ≤ i �= j ≤ n, t ∈ R and x ∈ X [7]. Cooperative systems

form a subclass of monotone ones. A matrix A with dimension n×n is called coop-
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erative if Ai, j ≥ 0 for all 1 ≤ i �= j ≤ n. Note that for the cooperative stable system

(the matrix A is cooperative and Hurwitz)

ṡ(t ) = As(t )+ r(t ), s ∈ R
n,r ∈ R

n, t ≥ 0

the properties s(0) ≥ 0, r(t ) ≥ 0 for all t ≥ 0 imply s(t ) ≥ 0 for t ≥ 0 and, con-

versely, s(0) ≤ 0, r(t ) ≤ 0 for all t ≥ 0 ensures s(t ) ≤ 0 for t ≥ 0. The system

(12.4) is called competitive if ∂ fi(t,x)/∂ x j ≤ 0 for all 1 ≤ i �= j ≤ n, t ∈ R and

x ∈ X , the competitive systems behave like cooperative in backward time [7].

12.3.2 Persistency of Excitation

The (Lebesgue) measurable and square integrable matrix function R : R→ Rl1×l2

with dimension l1× l2 admits a (ℓ,ϑ )-persistency of excitation (PE) condition, if

there exist strictly positive constants ℓ and ϑ such that

t+ℓ∫

t

R(s)R(s)T ds≥ ϑ Il1

for any t ∈ R, where Il1 denotes the identity matrix of dimension l1× l1. This prop-

erty means that the matrix function
t+ℓ∫
t

R(s)R(s)T ds has an empty left kernel space

on a sufficiently long time interval.

Lemma 12.1. [24] Consider the time-varying linear dynamical system

ṗ =−Γ R(t )R(t )T p+b(t ), t0 ∈ R+,

where p ∈Rl1 , Γ is a positive definite symmetric matrix of dimension l1× l1 and the

functions R : R+→ R
l1×l2 , b : R+→ R

l1 are measurable, b is essentially bounded,

function R is (ℓ,ϑ )-PE for some ℓ > 0, ϑ > 0. Then, for any initial condition

p(t0 ) ∈ Rl1 , the solution of the system is defined for all t ≥ t0 and verifies (γ > 0 is

the smallest eigenvalue of the matrix Γ )

|p(t)| ≤ |p(t0)|e−0.5γϑℓ−1(t−t0−ℓ)+(1+ 2ϑ−1γ−1e−0.5ϑγ)ℓ||b||.

This lemma states that a linear system with a persistently excited time-varying ma-

trix gain and a bounded additive disturbance has bounded solutions.
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12.4 Interval Parameters Estimation

To proceed, we would like to introduce the following assumptions dealing with sta-

bilizability by output feedback of the system (12.3) linear part.

Assumption 1. There exist matrices L, Q = QT > 0 and P = PT > 0 such that

[A(ρ )−LC ]T P+P [A(ρ )−LC ] =−Q

for all ρ ∈ϒ .

�

For the system

ṡ = [A(ρ(t ))−LC ]s+ r, (12.5)

s ∈ R
n, r ∈ Rn, ρ(t ) ∈ ϒ for t ≥ 0, this assumption ensures uniform asymptotic

stability property for r= 0 and boundedness of the system solutions for any bounded

input r (the input-to-state stability property holds [27]). The system (12.5) is the

linear part of (12.3) closed by output feedback with a gain L. This assumption is

required for classical adaptive observer design for the system (12.3). It will be shown

later that this assumption is not actually required for the proposed approach. It will

be relaxed leading to the following assumption, that ensures existence of an adaptive

set observer for (12.3).

Assumption 2. There exist gains Lm, LM such that the matrices Am−LmC and

AM −LMC are Hurwitz and cooperative, and for all y ∈ Y , v ∈ V we have 0 ≺
G(y+ v).

�

In addition, since θ ∈Θ , there exist two vectors θm ∈ Rq and θM ∈ Rq such that

θm ≤ θ ≤ θM for all θ ∈Θ . Based on these assumptions, the equations of adaptive

observer are introduced below in two steps.

12.4.1 Ideal Case

Firstly, assume that the signal ρ(t ) ∈ϒ is available for measurements and assump-

tion 1 holds. Then, an adaptive observer [25,26] for the system (12.3) could be built

as:

ζ̇ = A(ρ(t ))ζ +B(ρ(t ))u+ϕ(yv )+L (yv−Cζ ) ; (12.6)

Ω̇ = [A(ρ(t ))−LC ]Ω −G(yv ); (12.7)

˙̂θ =−Γ0Ω
T CT (yv−Cζ +CΩ θ̂ ),Γ0 = Γ T

0 > 0, (12.8)

where ζ ∈Rn is the vector of ”estimates” for x; the matrix Ω ∈ Rn×q is an auxiliary

variable, which helps to overcome high relative degree obstruction in the system
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(12.3), i.e. to identify the value of θ even in the cases when only higher order time

derivatives of the output y depend on θ ; θ̂ ∈ Rq is the estimate of θ . Defining the

observation error ε = x−ζ , the estimation error θ̃ = θ− θ̂ and the auxiliary variable

δ = ε+Ω θ we obtain

ε̇ = [A(ρ(t ))−LC ]ε+G(yv )θ +dv, (12.9)

dv = ϕ(y)−ϕ(yv )+ [G(y)−G(yv ) ]θ −Lv,

δ̇ = [A(ρ(t ))−LC ]δ +dv, (12.10)

˙̃θ = Γ0 Ω
T CT (Cδ + v−CΩ θ̃ ). (12.11)

As in [24–26,29], if assumption 1 is satisfied and y∈Y , v∈V , then since the systems

(12.7) and (12.10) have a form similar to (12.5), all solutions of the system (12.7) are

bounded, i.e. there exists kΩ > 0 such that |Ω(t )| ≤ kΩ for all t ≥ 0. Furthermore,

we have |dv| ≤ [kϕ + kG|θ |+ |L| ]|v| for θ ∈Θ , v ∈ V , then the signal dv remains

bounded with amplitude proportional to that of v. Therefore, the solutions of (12.10)

are bounded and for the case v(t ) = 0, t ≥ 0 the system is asymptotically stable.

In addition, if the signal ΩT (t )CT is persistently exciting, then from lemma 12.1

the estimation error θ̃ (t ) remains bounded, and for v(t ) = 0, t ≥ 0 the asymptotic

relation holds: limt→+∞ θ̂ (t ) = θ . Finally, ε(t ) = δ (t )−Ω(t )θ for all t ∈ R and

the observation error is bounded since the signals δ (t ) and Ω(t ) have the same

boundedness property. Therefore, the system (12.6)-(12.8) is an estimator for θ in

the noise free case. The presence of noise does not destabilize the observer. Note

that as in [24–26, 29] a complication of the equation (12.6) allows one to ensure

observation of x(t ) by ζ (t ), however, as it will be shown later such a nice property

is not inherited by an adaptive set observer. This is why the simplified equation

(12.6) is considered here. Moreover, since the system (12.7) is a stable time-varying

filter, the requirement that the signal CTΩT (t) should be PE is related with the same

properties of the signal G(yv(t)).

12.4.2 Adaptive Set Observer Equations

Usually the signal ρ(t ) ∈ ϒ is not measured and not available on-line, thus the

observer (12.6)-(12.8) is not realizable. For this case we propose an interval observer

based on assumption 2 instead of assumption 1:

ζ̇o = Ao ζo+Bo u+ϕ(yv )+Lo(yv−Cζo); (12.12)

Ω̇o = [Ao−LC ]Ωo−G(yv ); (12.13)

˙̂θo =−ΓoΩ
T
o CT (yv−Cζo+CΩo θ̂o ),Γo = Γ T

o > 0, (12.14)
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where the index o ∈ {m,M } denotes the upper and lower interval bounds, ζo ∈ Rn,

Ωo ∈ Rn×q and θ̂o ∈ Rq have the same meaning.

In set observer design the monotonicity property of observers equations plays an es-

sential role. As it can be deduced from equations (12.12)-(12.14), the monotonicity

of the first two subsystems (12.12), (12.13) is predefined by assumption 2 condi-

tions. Monotonicity of the system (12.14), that defines dynamics of parameters es-

timator, may not be followed by the same property of the systems (12.12), (12.13).

Actually, it is shown below that under some conditions, the dynamics of the system

(12.14) can be either cooperative or competitive, impacting the admissible set of θ
construction. In the following subsections each case will be analyzed and the new

results are summarized in the Theorems 12.1 and 12.2.

12.4.3 Competitive Case

The following theorem establishes stability and monotonicity properties of the ob-

servers (12.12)-(12.14) for o ∈ {m,M}.

Theorem 12.1. Let assumption 2 hold, and x(t )∈ X, u(t )∈U, v(t )∈V, ρ(t )∈ϒ
and θ ∈Θ for all t ≥ 0, and assume that the signals ΩT

o (t )C
T are (ℓo,ϑo )-PE for

some ℓo > 0, ϑo > 0, o ∈ {m,M}. Then:

(i) for all t ≥ 0 and o ∈ {m,M } the solutions ζo(t ), Ωo(t ) and θ̂o(t) of the system

(12.12)-(12.14) are bounded;

(ii) if 0 ≺ C, v(t ) ≡ 0 for all t ≥ 0 and there exists a matrix Γ̄ such that for all

0≺ Γo ≺ Γ̄ , o ∈ {m,M }, then the following properties hold

a. if Ωo(0) = 0, o ∈ {m,M}, εm(0) ≥ 0, εM(0) ≤ 0, θ̂M(0) = θm, θ̂m(0) = θM

and θM ≤ R−1
m bm, R−1

M bM ≤ θm where

bo =− lim
T→+∞

T−1
∫ T

0
ΩT

o (t )C
T Cεo(t )dt,

Ro = lim
T→+∞

T−1
∫ T

0
ΩT

o (t )C
T CΩo(t )dt,o ∈ {m,M},

then

θ̂M(t)≤ θ ≤ θ̂m(t), t ≥ 0.

b. if Ωo(0) = 0, o ∈ {m,M}, εm(0) ≤ 0, εM(0) ≥ 0, θ̂m(0) = θm, θ̂M(0) = θM

and θM ≤ R−1
M bM , R−1

m bm ≤ θm, then

θ̂m(t )≤ θ ≤ θ̂M(t ), t ≥ 0.

Proof. Define εo = x−ζo, θ̃o = θ − θ̂o and δo = εo+Ωoθ for o ∈ {m,M}, then we

obtain

D. Efimov et al.



12 Set-Membership State and Parameter Estimation 257

ε̇o = [Ao−LoC ]εo +G(yv )θ +po+dv, (12.15)

po = [A(ρ(t ))−Ao]x+[B(ρ(t ))−Bo ]u,

δ̇o = [Ao−LoC ]δo +po+dv, (12.16)

˙̃θ o = ΓoΩ
T
o CT (Cδo + v−CΩo θ̃o ). (12.17)

The new term po appears in (12.15), (12.16) due to the introduction of Ao, Bo in

(12.12)-(12.14). Under assumption 2 for y ∈ Y , v ∈ V all solutions of the system

(12.13) are bounded, i.e. there exists kΩ ,o > 0 such that |Ωo(t )| ≤ kΩ ,o for all t ≥ 0.

Then |dv| ≤ [kϕ + kG|θ |+ |Lo| ]|v| and for θ ∈ Θ , v ∈ V the signal dv remains

bounded. The signal po is bounded for any ρ(t ) ∈ϒ , x(t ) ∈ X , u(t ) ∈U . There-

fore, if assumption 2 is satisfied, the solutions of the system (12.16) are bounded.

In addition, if the signal CTΩT
o (t ) is persistently exciting, then from lemma 1 the

system (12.17) solutions remain bounded. Since εo(t ) = δo(t )−Ωo(t )θ for all

t ≥ 0, the observation error εo(t ) is bounded. Therefore, the first part of the theo-

rem is proven, and the solutions of the system (12.15)-(12.17) remain bounded pro-

vided that x(t ) ∈ X , u(t ) ∈ U , v(t ) ∈ V , t ≥ 0. Now, let v(t ) = 0 for all t ≥ 0,

that implies dv(t ) = 0, t ≥ 0. Since 0 ≺ G(y+ v) for all y(t ) ∈ Y , v(t ) ∈ V ,

t ≥ 0, then monotonicity of the system (12.13) ensures that Ωo(t ) ≺ 0 for all

t ≥ 0 and o ∈ {m,M } for Ωo(0) = 0. In the equation (12.14) the gain matrix

ΓoΩT
o (t )C

T CΩo(t ), t ≥ 0 is positive semidefinite and not negative elementwise

for both o ∈ {m,M } due to 0 ≺ C (the system (12.14) is competitive [7]). The

matrix coefficients Γo, o ∈ {m,M } define the rate of changes for the variables

θ̂0. A modification of Γo, o ∈ {m,M } does not affect on behavior of the variables

ΩT
o (t )C

T CΩo(t ) and ΩT
o (t )C

T Cεo(t ) (they are defined by the decoupled from

(12.14) equations (12.12), (12.13) and their initial conditions). If Γo, o ∈ {m,M}
are chosen sufficiently small, then the variables θ̂0(t ) become ”slowly-varying” in

the system (12.3), (12.12)-(12.14) and the variables Ωo(t ) and εo(t ) are the ”fast”

ones. In such conditions, it is possible to apply averaging technique for the equation

(12.14) simplification [8, 9]:

˙̂θ o(t) = Γo [bo−Ro θ̂o(t ) ]. (12.18)

The matrices Ro, o ∈ {m,M } are positive definite due to the PE condition (Ro ≥
0.5ϑo/ℓo Iq according to lemma A1 from [24]). The system (12.18) is competitive

and stable. The solutions of the system (12.18) asymptotically converge to the equi-

librium θ̂∞
o = R−1

o bo. If θM ≤ R−1
m bm and R−1

M bM ≤ θm, then

lim
t→+∞

θ̂m(t )≥ θM, lim
t→+∞

θ̂M(t )≤ θm.

For competitive systems this fact implies that for the initial conditions θ̃m(0) ≤ 0,

θ̃M(0) ≥ 0, then θ̃m(t ) ≤ 0, θ̃M(t ) ≥ 0 for all t ≥ 0. The part (ii).a of the theorem

has been proven. The part (ii).b can be proven in the same way. ⊓⊔
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Theorem 12.1 establishes the conditions under which the estimation of the set of

possible values for θ is guaranteed. These conditions restrict admissible values for

initial conditions of the system (12.12)-(12.14) and provide upper bounds for the

gains Γo, o∈ {m,M}. For the given set X , the conditions εm(0)≥ 0, εM(0)≤ 0 can

be easily realized.

The most restrictive condition of the theorem deals with Ro and bo computation for

o ∈ {m,M }, they can be computed only asymptotically (afterwards the observer

(12.12)-(12.14) runs). However, these quantities can be used to test reliability of the

observers. The values θ̂∞
o = R−1

o bo, o ∈ {m,M } can be evaluated and compared

on-line with θm and θM , i.e. the estimates

b̂o(t) =−t−1
∫ t

0 Ω
T
o (τ )C

T Cεo(τ )dτ ,

R̂o(t) = t−1
∫ t

0 Ω
T
o (τ )C

T CΩo(τ )dτ
(12.19)

are well defined for all t ≥ ℓo, o ∈ {m,M} (by lemma A1 from [24], the matrix

R̂o(t ) is not singular for t ≥ ℓo) and the variable θ̄∞
o (t ) = R̂−1

o (t ) b̂o(t ) can be

used for θ̂∞
o evaluation. Therefore, while the restrictions θ̄∞

o (t ) ≈ θ̂∞
o , o ∈ {m,M}

required in Theorem 12.1 are satisfied, the observers generate reliable interval esti-

mates for the vector θ .

From another point of view, Theorem 12.1 fixes initial conditions for the systems

(12.12)-(12.14), i.e. if the property xm ≤ x ≤ xM holds for all x ∈ X for some

xm ∈ Rn, xM ∈ Rn, then the conditions of the part (ii).a of Theorem 12.1 are sat-

isfied taken ξm(0) = xm, ξM(0) = xM, Ωo(0) = 0, o ∈ {m,M }, θ̂m(0) = θm,

θ̂m(0) = θM . Therefore, in the system (12.3), (12.12)-(12.14) the unspecified ini-

tial conditions are x(0) ∈ X only, then Ro and bo, o ∈ {m,M} are functions of

x(0) (assuming for simplicity that v(t ) = 0). If the system (12.3) is also mono-

tone, then computation of Ro and bo, o ∈ {m,M} for the cases x(0) ∈ {xm,xM }
with θ ∈ {θm,θM } has to provide worst-case estimates on the values of Ro and bo,

o ∈ {m,M}.

Remark 12.2. The necessity of Ro, bo, o ∈ {m,M} computation and the idea of

the observers (12.12)-(12.14) design can be clarified in other words for the case

of assumption 1 (Lm = LM = L), when x(t ) ≥ 0, u(t ) ≥ 0 for all t ≥ 0. In such a

situation pm(t )≥ 0, pM(t )≤ 0. Define EΩ =Ω−Ωo, where Ω is the system (12.7)

solution with Ω(0) = 0, then

ĖΩ = [Ao−LC ]EΩ +[A(ρ(t ))−Ao ]Ω .

The system (12.7) is stable from assumption 1, cooperative (Am−LC≺A(ρ(t ))−
LC≺AM−LC for all t ≥ 0 and both Am−LC and AM−LC are cooperative from

assumption 2) with negative input and zero initial conditions, therefore, Ω(t ) ≺ 0

for all t ≥ 0 (indeed, Ω̇(0) ≤ 0 and if Ωi, j(t ), 1 ≤ i ≤ n, 1 ≤ j ≤ q approaches

zero from below, then Ω̇i, j(t ) becomes negative ensuring that Ω(t ) ≺ 0 for all

t ≥ 0). Thus, [A(ρ(t ))−Am ]Ω(t )≺ 0 and 0≺ [A(ρ(t ))−AM ]Ω(t ), that under

assumption 2 means for Ωo(0) = 0:
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ΩM(t )≺Ω(t )≺Ωm(t )≺ 0, ∀t ≥ 0.

Cooperativeness of the matrix Ao−LC in the system (12.16) implies that δm(t )≥
0, δM(t ) ≤ 0 for all t ≥ 0 provided that δm(0) ≥ 0, δM(0) ≤ 0 respectively (the

conditions δm(0) ≥ 0, δM(0)≤ 0 are satisfied for εm(0) ≥ 0 and εM(0) ≤ 0 since

Ωo(0) = 0).

Further, in the equation (12.17) the gain matrix ΓoΩT
o (t )C

T CΩo(t ), t ≥ 0 is pos-

itive semidefinite and not negative elementwise for both o ∈ {m,M } (the system

(12.17) is competitive [7]), ΓmΩT
m(t )C

T Cδm(t )≤ 0 and ΓM ΩT
M(t )CT CδM(t )≥ 0

for all t ≥ 0. If Γo, o ∈ {m,M } are chosen sufficiently small, then the variables

θ̃0(t ) become ”slowly-varying” in the system (12.3), (12.13), (12.15)-(12.17) and

the variables Ωo(t ) and δo(t ) are the ”fast” ones. Under these conditions, averaging

technique gives:
˙̃θ o(t) = Γo[ho−Roθ̃o(t)],

ho = lim
T→+∞

T−1
∫ T

0 ΩT
o (t)C

T Cδo(t)dt.
(12.20)

Note, that ΩT
o (t )C

T Cδo(t ) and ΩT
o (t )C

T CΩo(t ) are elementwise sign definite

functions, therefore, ho and Ro inherit this property, namely

hm ≤ 0≤ hM; Ro = RT
o > 0,0≺ Ro,o ∈ {m,M }.

Additionally, since ΩM(t ) ≺ Ωm(t ) ≺ 0 for all t ≥ 0 we have Rm ≺ RM. Thus,

the system (12.20) is competitive and stable. The solutions of the system (12.20)

converge asymptotically to the equilibrium θ̃∞
o = R−1

o ho. In addition, if R−1
m hm ≤ 0

and R−1
M hM ≥ 0, then

lim
t→+∞

θ̃m(t )≤ 0, lim
t→+∞

θ̃M(t )≥ 0.

For competitive systems this fact implies that for the initial conditions θ̃m(0) ≤ 0,

θ̃M(0) ≥ 0, θ̃m(t ) ≤ 0, θ̃M(t ) ≥ 0 for all t ≥ 0, that is exactly the conclusion of

part (ii).a of Theorem 12.1 (the part (ii).b can be illustrated by the case x(t ) ≤ 0,

u(t )≤ 0 for all t ≥ 0).

Unfortunately, all these nice monotonicity properties for ho and Ro, o∈ {m,M} are

not enough to ensure R−1
m hm ≤ 0 and R−1

M hM ≥ 0 (the inverse matrices R−1
o are not

elementwise sign definite in general case). As a result, the requirement on R−1
o bo

on-line checking is introduced in Theorem 12.1.

Remark 12.3. Let us stress that PE property of the signals ΩT
o (t )C

T , o ∈ {m,M}
can also be checked on-line by computing the integrals

t+ℓo∫

t

ΩT
o (τ )C

T CΩo(τ )dτ,



260

for o ∈ {m,M } and some ℓo > 0 for all t ≥ 0. While these integrals result in a

nonsingular matrix, the PE property holds. According to lemma A1 in [24], non-

singularity of these integrals are equivalent to the same property of the following

integral:

t−1

t∫

0

ΩT
o (τ )C

T CΩo(τ )dτ ,

that coincides with R̂o(t ) from (12.19). Thus, by calculating (12.19), it is possible

to check on-line PE properties for ΩT
o (t )C

T , o ∈ {m,M }, simultaneously with

verification of the conditions on R−1
o bo, o ∈ {m,M }.

Remark 12.4. If the functions CΩo(t ) and Cεo(t ) are T -periodical, then the limits

can be dropped in the definitions of ho and Ro, o ∈ {m,M } in Theorem 12.1 for-

mulation. In this case, on-line verification of the conditions for R−1
o bo via (12.19)

becomes trivial.

Fulfillment of the conditions θM ≤R−1
m bm, R−1

M bM ≤ θm or θM ≤R−1
M bM , R−1

m bm ≤
θm implies that the lower and upper estimates of possible values of θ̂o, o ∈ {m,M}
lie outside of the admissible values interval [θm,θM ] for the vector of unknown pa-

rameters θ . However, this fact does not mean that the observer (12.12)-(12.14) can

not improve available a priori estimate on the admissible interval [θm,θM ]. The vari-

ables θ̂o, o∈{m,M } converge to these conservative asymptotic estimates R−1
o bo for

sufficiently small values of Γo. By closing the gains Γo, o ∈ {m,M } to the boundary

Γ̄ it is possible to compute a more accurate estimate on admissible interval values

for θ , that we are going to show in the following example.

Example 12.1. Let

A(t ) =

⎡
⎣
−1+0.5 sin(t ) 1 0

1.2 −2+ 0.3cos(3 t ) 1.3
0 1 −3+ 0.6 cos(2 t )

⎤
⎦ ,

B =

⎡
⎣

0

0

0

⎤
⎦ ,C =

[
1 0 0

0 1 0

]
,

G(t ) =

⎡
⎣

0

1− 0.2 sin(2 t )
0

1

0

1+0.3 sin(3 t )

⎤
⎦ .

In this example, we assume that the exact dependence of the matrix A on time

argument is not known and only majorant matrices are available:

Am =

⎡
⎣
−1.5 1 0

1.2 −2.3 1.3
0 1 −3.6

⎤
⎦ ,

AM =

⎡
⎣
−0.5 1 0

1.2 −1.7 1.3
0 1 −2.4

⎤
⎦ ,
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while the matrix function G(t) is measured as it is required in the system (12.1).

Assume that

θ (t) =

{
θ1 if 0≤ t ≤ tθ ;

θ2 if tθ < t ≤ t f ,

θ1 =

[
2

1

]
,θ2 =

[
−1

−2

]
,

where t f = 600 is the time of simulation and tθ = 0.5 t f . Let

Lm = LM = L =

[
2 0 0

0 3 1

]T

,

then assumption 2 holds for

Am−LC =

⎡
⎣
−3.5 1 0

1.2 −5.3 1.3
0 0 −3.6

⎤
⎦ ,

AM−LC =

⎡
⎣
−2.5 1 0

1.2 −4.7 1.3
0 0 −2.4

⎤
⎦

and

θm = [1 −4.5 ]T ,θM = [3.5 7 ]T

for 0≤ t ≤ tθ and

θm = [−2.5 −9 ]T ,θM = [0 4.5 ]T

for tθ ≤ t ≤ t f .

Let x(0) = [1 1 1 ]T and Γ = Γm = ΓM = 5I2. The results of (12.19) computations

and on-line graphical checking the conditions on R−1
o bo, Theorem 12.1 are satisfied

for 0 ≤ t ≤ tθ , and conditions of the point (ii).b are satisfied for tθ ≤ t ≤ t f . The

variables θ̂ (the estimate of the ideal observer (12.6)-(12.8)), θ̂m and θ̂M are plotted

in Fig. 12.1,c and d for the case without disturbances. The variables θ̂ , θ̂m and θ̂M

for the case of a stochastic noise presence with |v(t )| ≤ 1 are shown in Fig. 12.2.

Before we continue it is worth to emphasize one feature of the proposed set

adaptive observers illustrated by Figs. 12.1 and 12.2. The purpose is not the exact

estimation of the values of uncertain parameters, but to evaluate the set or the inter-

val of admissible values for such parameters. Therefore, the lower or upper estimate

may have a different sign with respect to the real value of the parameter. The ac-

curacy of this approach consists in the interval length comparing with the ”size” of

uncertainty and complexity presented in the estimated system. In the situation when

it is possible to design a conventional observer converging to exact values of state

x or parameters d there is no need in interval observation. However, frequently for

complex nonlinear systems with signal and parametric uncertainties the design of

conventional exact observers is not possible. In this case the interval observation

becomes useful, being the only available solution in practice.
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12.4.4 Cooperative Case

Competitiveness of the adaptive observers (12.12)-(12.14) follows by assumption

that 0 ≺ C. Such restriction is natural and corresponds to the situation when some

part of the state space vector x coordinates are available for measurements. Relax-

ation of this assumption leads to the case when the matrices ΩT
o (t )C

T CΩo(t ),
o ∈ {m,M} may become cooperative.

Theorem 12.2. Let assumption 2 hold, and x(t )∈ X, u(t )∈U, v(t )∈V, ρ(t )∈ϒ
and θ ∈Θ for all t ≥ 0, and assume that the signals ΩT

o (t )C
T are (ℓo,ϑo)-PE for

some ℓo > 0, ϑo > 0, o ∈ {m,M}. Then

(i) for all t ∈ R and o ∈ {m,M } the solutions ζo(t ), Ωo(t ) and θ̂o(t ) of the system

(12.12)-(12.14) are bounded;

(ii) let v(t )≡ 0 and the matrices−ΓoΩT
o (t)C

T CΩo(t) be cooperative for all t ≥ 0,

o ∈ {m,M},
a. if for all t ≥ 0 and o ∈ {m,M }, O = {m,M }\o,

ΓoΩ
T
o (t )C

T C [εo(t )+Ωo(t )θo ]≥ 0,

ΓoΩ
T
o (t )C

T CΩo(t )(θO−θo )≥ 0;

ΓOΩT
O(t )C

T C [εO(t )+ΩO(t )θO ]≤ 0,

ΓOΩT
O(t )C

T CΩO(t )(θo−θO )≤ 0,

Fig. 12.1: Results of simulation in Example 12.1 (without disturbances)
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then θ̂o(t)≤ θ ≤ θ̂O(t), t ≥ 0.

b. there exists a matrix Γ̄ such that for all 0 ≺ Γo ≺ Γ̄ , o ∈ {m,M} if the signals

Cεo(t ) and CΩo(t ) are T -periodical for some T > 0, t ≥ 0 and for all t ≥ 0 and

o ∈ {m,M}, O = {m,M}\o,

bo ≤ Ro θo,Ro (θO−θo )≥ 0;

bO ≥ RO θO,RO (θo−θO )≤ 0,

then θ̂o(t)≤ θ ≤ θ̂O(t), t ≥ 0, where

bo =−T−1
∫ T

0
ΩT

o (τ )C
T Cεo(τ )dτ ,

Ro = T−1
∫ T

0
ΩT

o (τ )C
T CΩo(τ )dτ.

Proof. The part (i) of the theorem can be proven in the same way as in Theo-

rem 12.1. Under conditions of the part (ii).a the system (12.14) is asymptotically

stable cooperative with sign definite inputs. Rewriting the system (12.14) equations

we obtain for o ∈ {m,M }:

˙̃θo =−ΓoΩT
o CT Cεo−ΓoΩT

o CT CΩo θ̃o−ΓoΩT
o CT CΩo θ ,

θ̃o = θ̂o−θ .
(12.21)

The matrices −ΓoΩT
o (t )C

T CΩo(t ), o ∈ {m,M } are cooperative and stable (per-

sistency of excitation ensures the last property). If the signals

−ΓoΩ
T
o CT Cδo =−ΓoΩ

T
o CT Cεo−ΓoΩ

T
o CT CΩo θ ,

for o ∈ {m,M} are sign definite, then by applying monotonicity, it is possible to

substantiate desired relations between θ̂m(t ), θ̂M(t ) and θ . Being able to estimate

sign of the signal δo(t ), o ∈ {m,M }, unfortunately, the signal −ΓoΩT
o CT Cδo is

not available for measurements and it is required to evaluate its sign based on given

Fig. 12.2: Results of simulation in Example 12.1 (with disturbances)
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measurable information. Note that

−ΓoΩT
o CT Cδo =−ΓoΩT

o CT Cεo−ΓoΩT
o CT CΩo θo−ΓoΩT

o CT CΩo (θ −θo ),

the sign of the signals

−ΓoΩ
T
o CT Cεo−ΓoΩ

T
o CT CΩo θo,o ∈ {m,M}

can be verified on-line, while the sign of the last term for all θm ≤ θ ≤ θM lies

between zero and the sign of

ΓoΩ
T
o CT CΩo (θO−θo ),o ∈ {m,M },O = {m,M }\o,

where the symbol is used for the set complement. Therefore, the set of implications

hold:
−ΓoΩT

o (t )C
T Cεo(t )−ΓoΩT

o (t )C
T CΩo(t )θo ≤ 0,

−ΓoΩT
o (t )C

T CΩo(t )(θO−θo )≤ 0, t ≥ 0⇒ θ̂o(t )≤ θ ;

−ΓoΩT
o (t )C

T Cεo(t )−ΓoΩT
o (t )C

T CΩo(t )θo ≥ 0,

−ΓoΩT
o (t )C

T CΩo(t )(θO−θo )≥ 0, t ≥ 0⇒ θ̂o(t )≥ θ ,

that implies the theorem claim (ii).a.

To prove part (ii).b, assume that the norm of the matrices Γo, o ∈ {m,M } are cho-

sen small enough to ensure that the variables θ̂o(t ) are slowly-varying in the sys-

tem (12.12)-(12.14). Applying averaging technique for the equation (12.21) with

T -periodical right hand side [8, 9] we obtain:

˙̃θ o = bo−Ro θ̃o−Roθ ,o ∈ {m,M },

where the matrices Ro, o ∈ {m,M} are cooperative and Hurwitz by the same argu-

ments. Again

bo−Roθ = bo−Roθo−Ro (θ −θo )

and the sign of bo−Roθo can be verified during or before the observers operation

and Ro (θ − θo ) ∈ [0,Ro (θO − θo ) ] for all θm ≤ θ ≤ θM and o ∈ {m,M }, O =
{m,M }\o. ⊓⊔

The cooperative case is more sophisticated and it requires an on-line verifica-

tion of a bigger number of conditions. To check constraints imposed on bo, Ro,

o ∈ {m,M } for the system (12.3) solutions being T -periodical asymptotically, the

following variables can be computed for t > T :

b̂o(t) =−T−1
∫ t

t−T
ΩT

o (τ )C
T Cεo(τ )dτ ,

R̂o(t ) = T−1
∫ t

t−T
ΩT

o (τ )C
T CΩo(τ )dτ.
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Example 12.2. Let

A(t ) =

⎡
⎣
−1+ 0.1 sin(3 t ) 1 0.4+0.2 sin(3 t )

0 −1+ 0.3cos(t ) 1

0.5+0.1 cos(2 t ) 1 −2+ 0.2 cos(2 t )

⎤
⎦ ,

B =

⎡
⎣

0

0

0

⎤
⎦ ,C =

[
1 0 −1

1 1 0

]
,

G(t ) =

⎡
⎣

1

0.3+0.3 sin(2 t )
0

0

0

0.3+ 0.2 sin(3 t )

⎤
⎦ .

Again, in this example we assume that the exact dependence of the matrix A on time

argument is not known and only majorant matrices are available:

Am =

⎡
⎣
−0.9 1 .6

0 −0.7 1

0.6 1 −1.8

⎤
⎦ ,

AM =

⎡
⎣
−1.1 1 0.2

0 −1.3 1

0.4 1 −2.2

⎤
⎦ ,

while the matrix function G(t ) is measured. Assume that

θ (t) =

{
θ1 if 0≤ t ≤ tθ ;

θ2 if tθ < t ≤ t f ,

θ1 =

[
−.5
−1

]
,θ2 =

[
0

−2

]
,

where t f = 600 is the time of simulation and tθ = 0.5 t f . Let

Lm =

[
0 −1 0

0.5 1 −1

]T

,LM =

[
0 −1 0

1 1 0.6

]T

,

then assumption 2 holds for θm = [−1 − 2.5 ]T , θM = [0.5 0 ]T and

Am−LmC =

⎡
⎣
−1.6 0.5 0.2

0 −2.3 0

1.4 2 −2.2

⎤
⎦ ,

AM−LMC =

⎡
⎣
−1.9 0 0.6

0 −1.7 0

0 0.4 −1.8

⎤
⎦ .

Let x(0) = [ 0 0 0 ]T and Γ = Γm = ΓM = diag( [40 180 ]T ). From the system

equations we conclude that the solutions become asymptotically 2π-periodical
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functions of time. Numerical calculations show that G(t ) is persistently excited

with ℓ = 2π , therefore the signals ΩT
o (t )C

T , o ∈ {m,M} possess the same prop-

erty. Numerical calculation of the matrices −ΓoΩT
o (t )C

T CΩo(t ), b̂o(t), R̂o(t) for

both o ∈ {m,M } shows that the conditions

b̂m(t )≤ R̂m(t )θm, R̂m(t )(θM−θm )≥ 0;

b̂M(t )≥ R̂M(t )θM , R̂M(t )(θm−θM )≤ 0

are satisfied for all t ≥ 25 (the first 25 seconds is the interval of the observer con-

vergence from the chosen zero initial conditions). Therefore, all conditions of The-

orem 12.2, part (ii).b hold and it should be θ̂m(t ) ≤ θ ≤ θ̂M(t ), t ≥ 25, that is

confirmed by results of the system simulation presented in Fig. 12.3. The variables

θ̂m and θ̂M for the case of a stochastic noise presence with |v(t )| ≤ 0.5 are plotted

in Fig. 12.4.

Remark 12.5. It is important to note that the conditions of assumption 2 used in

Theorems 12.1,12.2 to substantiate properties of the adaptive set observers are less

restrictive than the corresponding conditions of assumption 1 applicable to the con-

ventional adaptive observers (it is hard to compute the matrices L and P from as-

Fig. 12.3: Results of simulation in Example 12.2 (without disturbances)

Fig. 12.4: Results of simulation in Example 12.2 (with disturbances)
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sumption 1 in general case). This fact justifies that the set observers can be applied

in case where conventional observers can not be realized due to lack of information

about the system or plant models complexity.

12.5 Set State Observer

Consider the following observers for o,Oo ∈ {m,M } :

ξ̇o = Ao ξo+Bo u+ϕ(yv )+G(yv ) θ̂Oo +Lo(yv−Cξo), (12.22)

where θ̂Oo , Oo ∈ {m,M } are generated by (12.14) and ξo ∈ Rn, o ∈ {m,M } are the

state estimates. The equation (12.22) partly repeats (12.12), however, the state ζo,

o ∈ {m,M } of the system (12.12) can not be used for the state x interval estimation

since one of the inequalities θ̂m < θ̂M or θ̂M < θ̂m holds depending on the auxil-

iary conditions formulated in Theorems 12.1 and 12.2. This is why an additional

index Oo is introduced in (12.22). Under conditions of Theorems 12.1,12.2 the state

interval observation via (12.22) follows by standard arguments [7].

Theorem 12.3. Let assumption 2 hold, and x(t) ∈ X, u(t ) ∈U, v(t ) ∈V, ρ(t ) ∈ϒ
and θ ∈Θ for all t ≥ 0, and assume that the signals ΩT

o (t )C
T are (ℓo,ϑo)-PE for

some ℓo > 0, ϑo > 0, o ∈ {m,M}. Then

(i) for all t ≥ 0 and o ∈ {m,M } the solutions ξo(t ), ζo(t ), Ωo(t ) and θ̂o(t ) of the

system (12.12)-(12.14), (12.22) are bounded;

(ii) let v(t ) ≡ 0, x(t ) ≥ 0, u(t ) ≥ 0 for all t ≥ 0 and Theorem 12.1, part (ii) or

Theorem 12.2, part (ii) conditions are verified indicating that θ̂o(t) ≤ θ ≤ θ̂O(t ),
o,O ∈ {m,M }, t ≥ 0, then also ξm(t ) ≤ x(t ) ≤ ξM(t ) for all t ≥ 0 provided that

ξm(0)≤ x(0)≤ ξM(0) and Om = o, OM = O in (12.22);

(iii) let v(t ) ≡ 0, x(t ) ≤ 0, u(t ) ≤ 0 for all t ≥ 0 and Theorem 12.1, part (ii) or

Theorem 12.2, part (ii) conditions are verified indicating that θ̂o(t) ≤ θ ≤ θ̂O(t ),
o,O ∈ {m,M }, t ≥ 0, then also ξM(t ) ≤ x(t ) ≤ ξm(t ) for all t ≥ 0 provided that

ξM(0)≤ x(0)≤ ξm(0) and Om = O, OM = o in (12.22).

Proof. Consider the estimation errors eo = x− ξo, o,Oo ∈ {m,M},

ėo = [Ao−LoC ]eo+G(yv ) [θ − θ̂Oo ]+dv+po, (12.23)

po = [A(ρ(t ))−Ao]x+[B(ρ(t ))−Bo ]u,

dv = ϕ(y)−ϕ(yv )+ [G(y)−G(yv ) ]θ −Lv.

Since all conditions of Theorem 12.1, part (i) or Theorem 12.2, part (i) are satisfied,

then the solutions ζo(t ), Ωo(t ) and θ̂o(t) are bounded for both o ∈ {m,M}. While

x(t ) ∈ X , u(t ) ∈U , v(t ) ∈ V , ρ(t ) ∈ϒ and θ ∈Θ the signals po(t ), o ∈ {m,M}
and dv(t ) stay bounded, and under assumption 2, (12.23) is an asymptotically stable
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cooperative linear system with bounded input G(yv ) [θ − θ̂Oo ]+dv +po, that im-

plies boundedness of the variables ξo(t ), o∈ {m,M}. The part (i) has been proven.

To substantiate the part (ii) note that in this case pm(t ) ≥ 0, pM(t ) ≤ 0, dv(t ) = 0

for t ≥ 0. Then the system (12.23) with o = m is cooperative with positive input

G(y) [θ − θ̂o ] + pm, by standard arguments in this case, if em(0) ≥ 0, then the

property em(t )≥ 0 is preserved for all t ≥ 0. For o= M the system (12.23) is coop-

erative with negative valued input G(y) [θ − θ̂O ]+pM, that for eM(0)≤ 0 implies

eM(t )≤ 0, t ≥ 0. In the case of part (iii), pM(t )≥ 0, pm(t )≤ 0, dv(t ) = 0 for all t ≥
0. Then the input G(y) [θ − θ̂O ]+pm is negative and the input G(y) [θ − θ̂o ]+pM

is positive, that implies the theorem claim. ⊓⊔

For easy reference, the computational procedure is summarized as follows:

• Take the given sets X , U , V , Y , Θ , ϒ and compute the bounds xm, xM, θm and

θM .

• Transform the system (12.1) to the LPV form (12.3).

• Find the matrices Lo, o ∈ {m,M } and verify Assumption 2.

• Build the set adaptive observer (12.12)-(12.14). Calculate (12.19) and check the

PE condition. Distinguish competitive or cooperative cases:

– Competitive case (0 ≺ C). Verify the properties of either θ̄∞
o or θ̂∞

o , o ∈
{m,M } in accordance with the part (ii) of Theorem 12.1.

– Cooperative case (the matrix −ΓoΩT
o (t )C

T CΩo(t ), t ≥ 0 is cooperative).

Check the inequalities of the part (ii) of Theorem 12.2.

• Augment the set state observer (12.22) and check the conditions of the parts (ii)

or (iii) of Theorem 12.3.

Example 12.3. Consider a double mass model for a vibration crusher [31], the

masses correspond to two platforms connected by springs and excited by rotating

motors. We assume that movements of platforms are possible in vertical plane only.

This system is described by:

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2

ẋ2 =−β1

/
m(t)x2− c

/
m(t)(x1− x3 )− c0/m(t)x1 +θ1u1(t)+θ2u2(t)

ẋ3 = x4

ẋ4 =−β2

/
M(t)x4 + c

/
M(t) (x1− x3 )− c1

/
M(t)x3 +θ3u1(t)+θ4u2(t)

y1 = x1 + v1

y2 = x3 + v2

;

(12.24)

where x1 ∈ R, x3 ∈ R are displacements of the platforms from their steady state

positions, ẋ1 ∈ R, ẋ3 ∈ R are velocities of the platforms; y1 ∈ R, y2 ∈ R are noisy

measurements; u1, u2 are exciting forces formed by the rotating motors located on

the platforms; β1, β2 are small known friction coefficients; values of spring sticki-

ness c1, c0 are known, the value c of coupling stickiness is unknown; θ ∈ R4 is the
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vector of unknown control gains. Values of masses m and M are assumed unknown

and time-varying. Bounds are given for all unknown parameters and the state x:

cm ≤ c≤ cM, mm ≤m(t)≤mM, mm ≤M(t)≤mM , θm ≤ θ ≤ θM , xm ≤ x≤ xM. The

controls are the positive half-period square pulses with amplitude 1 and periods 5

and 6 respectively. Take

Am =

⎡
⎢⎢⎣

0 1 0 0

−(β1 + cM)m−1
m −c0m

−1
m cmm−1

M 0

0 0 0 1

cmm−1
M 0 −(β2 + cM)m−1

m −c0m
−1
m

⎤
⎥⎥⎦ ,

AM =

⎡
⎢⎢⎣

0 1 0 0

−(β1 + cm)m
−1
M −c0m

−1
M cMm−1

m 0

0 0 0 1

cMmm 0 −(β2 + cm)m
−1
M −c0m

−1
M

⎤
⎥⎥⎦ ,

G(t) =

⎡
⎢⎢⎣

0 0 0 0

u1(t) u2(t) 0 0

0 0 0 0

0 0 u1(t) u2(t)

⎤
⎥⎥⎦ ,

Lm

⎡
⎢⎢⎣

1 0

−(β1 + cM)m−1
m 0

0 1

0 −(β2 + cM)m
−1
m

⎤
⎥⎥⎦ ,

LM =

⎡
⎢⎢⎣

1 0

−(β1 + cm)m
−1
M 0

0 1

0 −(β2 + cm)m
−1
M

⎤
⎥⎥⎦ ,

B = 0, φ(y) = 0, then the matrices Ao−Lo C, o ∈ {m,M} are cooperative and

asymptotically stable (assumption 2 is satisfied). For the parameters

mm = 0.25,mM = 0.33;cm = 0.08,cM = 0.12,c= 0.1;

θm = [0.5 0 0 0.5]T ,θM = [2 1 1 2]T ,θ = [1 0.5 0.5 1.3]T ,

M(t) = m−1
M +m−1

m −m(t),

m(t) = 0.5(m−1
M −m−1

m )(1+0.1(t− 0.5tk)/[1+0.1|t− 0.5tk|])+m−1
m +0.05sin(3t),

where tk = 100 is the simulation time interval. The results of the parameter θ estima-

tion are shown in 12.5 and the estimates provided by the state observer are plotted

in 12.6.

Remark 12.6. The requirement imposed in Theorems 12.1–12.3 on initial conditions

ξo(0), ζM(0), Ωo(0), θ̂o(0), o ∈ {m,M} are not restrictive and can be skipped, that

may result in additional transients in the intervals evaluation (for linear stable sys-

tems the asymptotic behavior is defined by properties of external inputs).
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Remark 12.7. An advantage of the designed solution is that exponential complexity

often met with set-membership parameter estimation is avoided. In [16, 22, 23], the

problem is formulated as a Constraint Satisfaction Problem (CSP) involving an or-

dinary differential equation. The CSP is solved in a rigorous way using branch and

bound algorithms. The main particularity of these techniques is that the parameter

domain is systematically partitioned at each iteration that makes the complexity ex-

ponential with respect to the dimension of the parameter vector. It has been proven

that the number of iterations is given by:

N = (W ([Θ ])/ε+1)q ,

where W ([Θ ]) is the width of the domain of the parameter vector θ (a measure of

the set Θ ); ε is a tolerance fixed by the user in order to have a result in a finite time,

and q is the dimension of the parameter vector. In addition, it is important to note

that each iteration should be solved for all the instants of time t j, where j ≥ 0 lies in

the range of the interval of simulation. This process is known to be time-consuming.

This limitation is avoided in our work and the complexity of the proposed observer

is 2(2n+ n× q+ q), that is similar to the Kalman filter. This achievement makes

Fig. 12.5: Results of parameter estimation for the model (12.24)
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reasonable application of the proposed observer to high dimensional uncertain non-

linear systems.

12.6 Conclusion

The basic problem studied in this work is adaptive observer design for joint pa-

rameter and state estimation of nonlinear continuous time systems. Based on a

LPV approximation, the problem of set observer design for the nonlinear system

is reformulated in terms of adaptive observer design for LPV ones. The exponen-

tial complexity, often met, for set-membership parameter estimation in nonlinear

continuous-time systems is avoided. The complexity of the proposed observer is

similar to the Kalman filter and the dimension of the set adaptive observer equa-

tions increases proportionally to the parameter θ and to the state x dimensions (the

full adaptive set observer dimension is 2 (2n+n×q+q)). This setting makes possi-

ble the application of the proposed observer for high dimension uncertain systems.

It is shown that under standard cooperativity assumption imposed on the observer

equations, the adaptation loop may be cooperative or competitive depending on ad-

ditional circumstances. Both competitive and cooperative cases are analyzed and

Fig. 12.6: Results of state estimation for the model (12.24)



272

applicability conditions for the adaptive observers are proposed. Moreover, the pro-

posed applicability conditions of the adaptive set observers (presented in Assump-

tion 2) are less restrictive than those corresponding to the conventional adaptive

observers (formulated in Assumption 1). Thus, the adaptive set observers can be ap-

plied in the cases when the solution of the parameter dependent Lyapunov equation

from Assumption 1 is not feasible.

The results of the developed techniques suggest that in the presence of small un-

certainties (small deviations of the parameters and the state from their nominal/ma-

jorant values) the introduction of adaptive technology may not provide significant

improvement in the state estimation. However, if the set of admissible values for the

model parameters is largely deviated or under noisy conditions, then the adaptive

set observers proposed here could be superior to the already existing solutions.
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Chapter 13

Nonlinear Adaptive Control of a Bioprocess
Model with Unknown Kinetics

Neli S. Dimitrova (�) and Mikhail I. Krastanov

Abstract In this paper we consider a nonlinear model of an anaerobic wastewa-

ter treatment process, in which biodegradable organic is decomposed to produce

methane. The model, described by a four-dimensional dynamic system, is known to

be practically validated and reliable. We propose a feedback control law for asymp-

totic stabilization of the closed-loop system towards a fixed operating point. More-

over, a model-based numerical extremum seeking algorithm is applied to stabilize

the control system towards an equilibrium point with maximal methane flow rate.

The robustness of the feedback control is demonstrated by assuming uncertainties

in the growth rate functions. Computer simulations are reported to illustrate the the-

oretical results.

13.1 Introduction

In recent years the anaerobic digestion technology is widely used in biological

wastewater treatment processes. This is due to its capacity for degrading highly

concentrated organic substrates and at the same time for producing valuable en-

ergy (methane). The performance of these processes poses however a number of

practical problems, since they are known to become easily unstable under param-

eter perturbations and variations of the operating conditions [1], [2]. To overcome

this drawback, one needs control procedures to enhance the stable performance of
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the wastewater treatment plant. The first step in this direction is to have a practi-

cally validated dynamic model of the process. Using such models for control design

and optimization has been proved to offer potential economic benefits. But even

in this case, model-based control of anaerobic digestion is a complicated problem

due to the difficulty in online monitoring the key biological variables, estimating

the microorganisms growth rates, yield coefficients etc. Thus developing control

systems only based on simple measurements that guarantee stability of the pro-

cess is of primary importance. More information about different control approaches

can be found in [2], [13], [18] and the references therein. Optimization via ex-

tremum (peek) seeking is another control approach extensively used in the last

decade in order to optimize the productivity of a continuously stirred tank biore-

actor [3], [19], [21], [22], [23]. In the literature, the extremum seeking approach is

not model-based: the algorithm is usually presented in the form of a block-scheme

to iteratively adjust the dilution rate directly in the bioreactor in order to steer the

process to a point, where optimal value of the output is achieved. The main restric-

tion in applying this model-free extremum seeking approach is that the dynamics

should be open-loop stable. Otherwise, a locally stabilizing controller is needed to

stabilize the equilibrium points around the optimal operating point. More details on

the method can be found in [3], Chapters 5 and 8, as well as in [23].

The present paper continues the authors’ investigations in [8], [9] on adap-

tive asymptotic stabilization of a four-dimensional nonlinear control system, which

models an anaerobic biological wastewater treatment process. Here we propose a

new feedback control law to stabilize asymptotically the closed-loop system towards

an operating point, represented as a linear combination of the substrate concentra-

tions. A model-based numerical extremum seeking algorithm is then designed and

applied to stabilize the closed-loop system towards the equilibrium point with max-

imal methane output flow rate. The robustness of the algorithm is demonstrated by

assuming uncertainties in the specific growth rate kinetics of the model.

The paper is organized as follows. Section 2 presents shortly the dynamic model

of the wastewater treatment process and reports in more details on previous results

by the authors related to adaptive stabilization of this model. The main and new re-

sult on asymptotic stabilization of the dynamic system towards a previously chosen

operating point (called also reference or set point) is studied in Section 3. In order to

prove that the closed-loop system is asymptotically stable, suitable Lyapunov-like

functions are constructed explicitly. We show further in Section 4 how a numeri-

cal model-based extremum seeking algorithm can be used to stabilize the dynamic

system towards the equilibrium point with maximal methane flow rate by choosing

different operating points appropriately. Computer simulations illustrating the theo-

retical results are reported in Section 5. For convenience of the reader the extremum

seeking algorithm is sketched in the Appendix.
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Table 13.1: Definition of the model variables and parameters

s1 concentration of chemical oxygen demand (COD) [g/l]
s2 concentration of volatile fatty acids (VFA) [mmol/l]
x1 concentration of acidogenic bacteria [g/l]
x2 concentration of methanogenic bacteria [g/l]
u dilution rate [day−1]
si1 influent concentration s1 [g/l]
si2 influent concentration s2 [mmol/l]
k1 yield coefficient for COD degradation [g COD/(g x1)]
k2 yield coefficient for VFA production [mmol VFA/(g x1)]
k3 yield coefficient for VFA consumption [mmol VFA/(g x2)]
k4 coefficient [l2/g]
µmax maximum acidogenic biomass growth rate [day−1]
µ0 maximum methanogenic biomass growth rate [day−1]
ks1

saturation parameter associated with s1 [g COD/l]
ks2

saturation parameter associated with s2 [mmol VFA/l]

kI inhibition constant associated with s2 [(mmol VFA/l)1/2]
α proportion of dilution rate reflecting process heterogeneity
Q methane gas flow rate

13.2 Model Description and Previous Results

We consider a model of an anaerobic digestion process, described by the following

nonlinear system of ordinary differential equations [2], [12], [14]

ds1

dt
= u(si

1− s1)− k1µ1(s1)x1 (13.1)

dx1

dt
= (µ1(s1)−αu)x1 (13.2)

ds2

dt
= u(si

2− s2)+ k2µ1(s1)x1− k3µ2(s2)x2 (13.3)

dx2

dt
= (µ2(s2)−αu)x2 (13.4)

Q = k4µ2(s2)x2. (13.5)

The state variables s1, s2 and x1, x2 denote substrate and biomass concentrations,

respectively: s1 represents the organic substrate, characterized by its chemical oxy-

gen demand (COD), s2 denotes the volatile fatty acids (VFA), x1 and x2 are the

acidogenic and methanogenic bacteria respectively. The parameter α ∈ [0,1] repre-

sents the proportion of bacteria that are affected by the dilution; α = 0 and α = 1

correspond to an ideal fixed bed reactor and to an ideal continuous stirred tank re-

actor, respectively (cf. [1], [2], [4], [5], [12], [14], [20]).

The input substrate concentrations si
1 and si

2 are assumed to be constant. The

dilution rate u is considered as a control input.



278

The definition of the model parameters is given in Table 1. There the constants

µ0, µmax, ks1
, ks2

and kI are related to the particular expressions of the specific

growth rate functions µ1(s1) and µ2(s2), which are used later in Section 5.

Here we impose the following general assumptions on µ1(s1) and µ2(s2):

Assumption A1:

µi(si) is defined for si ∈ [0,+∞), µi(0) = 0, µi(si)> 0 for si > 0, i = 1,2;

µi(si) is continuously differentiable and bounded for all si ∈ [0,+∞), i = 1,2.

In a previous work [8] the authors design an adaptive stabilizing feedback con-

trol law for the same model in the presence of parameter uncertainties. This adaptive

feedback depends on the observable state variables s1 and x1 and stabilizes asymp-

totically the closed-loop system towards an equilibrium point such that its projection

on the s1-axis is equal to a previously chosen operating point s∗1.

The authors’ investigations in [9] are based on the fact that the model (13.1)–

(13.4) describes a two-stage process in a continuously stirred tank bioreactor [5],

[14], based on two main reactions: (a) acidogenesis, where the organic substrate

(denoted by s1) is degraded into volatile fatty acids (VFA, denoted by s2) by aci-

dogenic bacteria (x1); (b) methanogenesis, where VFA are degraded into methane

CH4 and carbon dioxide CO2 by methanogenic bacteria (x2). In it is shown in [9]

that the open-loop system undergoes several local transcritical bifurcations of the

steady states with respect to the control parameter u. This fact confirms the exper-

imental observation that the dynamical open-loop system is highly unstable. As-

suming that the acidogenesis (first stage, described by equations (13.1)–(13.2)) has

been already stabilized to some operating point s∗1, a nonlinear adaptive feedback is

proposed in [9], which stabilizes asymptotically the closed-loop second stage dy-

namics (methanogenic phase) towards a previously chosen reference point s2, such

that (s2,x2) is an equilibrium point of (13.3)–(13.4). Further, a numerical extremum

seeking algorithm is applied to steer the dynamics to an equilibrium point with

maximum methane production. The robustness of the proposed feedback is demon-

strated by assuming uncertainties in the model parameters.

Here we propose a new feedback law, that stabilizes simultaneously the whole

system (13.1)–(13.4). The feedback depends on the so called biochemical oxygen

demand (BOD), which can be represented as a linear combination of the substrate

concentrations s1 and s2. For the practical application of the proposed feedback

control it is worth to note that BOD is online measurable. This fact is discussed in

details in [5]. The interested reader can find an overview of existing observers in [1]

and [2]. Information about more specialized biosensors and numerical estimators is

given in [6], [11] and the references therein.

13.3 Adaptive Asymptotic Stabilization

In this section we shall construct an adaptive stabilizing controller of (13.1)–(13.4).

First we make the following technical assumption:
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Assumption A2: The methane gas flow rate Q and the BOD concentration
k2

k1
s1 + s2 are online measurable.

Let us fix an operating (reference) point s,

s ∈ (0,si) with si :=
k2

k1
si

1 + si
2.

Assume that there exists a point s1 such that

µ1(s1) = µ2

(
s− k2

k1
s1

)
, s1 ∈

(
0,si

1

)
. (13.6)

The above condition (13.6) is called regulability [12] of the system. Define further

s2 = s− k2

k1
s1, x1 =

si
1− s1

αk1
, x2 =

si
2− s2 +αk2x1

αk3
=

si− s

αk3
. (13.7)

It is straightforward to see that the point

ζ := (s1,x1,s2,x2)

is an equilibrium point for the system (13.1)–(13.4). Our goal is to construct an

adaptive feedback law to asymptotically stabilize the system (13.1)–(13.4) to ζ .

Denote further by

Q(ζ ) = k4 µ(s2) x2 (13.8)

the static characteristic of the model, which is defined on the set of all steady states.

We shall also show that the adaptive feedback law can be applied so that to stabilize

the control system (13.1)–(13.4) to an equilibrium point where the static character-

istic of the model is maximal.

Denoting

s :=
k2

k1
s1 + s2

we define the following sets

Ω0 = {(s1,x1,s2,x2)| s1 > 0, x1 > 0, s2 > 0, x2 > 0} ,

Ω1 =

{
(s1,x1,s2,x2)| s1 + k1x1 ≤

si
1

α
, s+ k3x2 ≤

si

α

}
,

Ω2 =

{(
s1,x1,s−

k2

k1
s1,x2

)
| 0 < s1 <

k1

k2
s, x1 > 0

}

Ω = Ω0∩Ω1.

Assumption A3: Let the inequality
d

ds1
µ1(s1)+

k2

k1
· d

ds1
µ2

(
s− k2

k1
s1

)
> 0 be

satisfied on the set Ω ∩Ω2.
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Remark 13.1. Assumption A3 is technical and it is used in the proof of the main

result. It is remarkable that this assumption is fulfilled whenever µ1 and µ2 are

the Monod and the Haldane model functions and the values of the parameters are

determined through off-line measurements (cf. [1], [2]).

The main result of this section is the following

Theorem 13.1. Let us fix an arbitrary reference point s ∈ (0,si). Let Assumptions

A1, A2 and A3 be satisfied. Then the control system (13.1)–(13.4) can be asymp-

totically stabilized to the point ζ = (s1,x1,s2,x2) for each starting point ζ0 from the

set Ω0.

Proof. Let us fix an arbitrary point ζ0 ∈ Ω0 and a positive value u0 > 0 for the

control. According to Lemma 1 from [12] there exists T > 0 such that the value

of the corresponding trajectory of (13.1)–(13.4) for t = T belongs to the set Ω .

Moreover, one can directly check that the set Ω is strongly invariant (cf. [7]) with

respect to the trajectories of the control system (13.1)–(13.4). Hence the trajectory

of (13.1)–(13.4) starting from the point ζ0 enters the set Ω after a finite time and

remains in Ω . For that reason we shall consider the control system (13.1)–(13.4)

only on the set Ω .

Following [2], we extend the system (13.1)–(13.4) by adding the differential

equation

dβ

dt
=−C(β −β−)(β+−β )k4 µ2(s2) x2 (s− s), (13.9)

where C > 0 is an arbitrary constant. Denote

β =
1

αk4x2
=

k3

k4(si− s)
(13.10)

and let β− > 0 and β+ > 0 be arbitrary real numbers such that β ∈ (β−,β+). Con-

sider the augmented set

Ω̃ :=Ω × (β−,β+);

with ζ := (s1,x1,s2,x2) define the following feedback control law

k(ζ ,β ) := β k4 µ2(s2) x2, (ζ ,β ) ∈ Ω̃ . (13.11)

According to Assumption A2, the proposed feedback uses only online measurable

quantities.

Consider the closed-loop system obtained from (13.1)–(13.4) and (13.9) by sub-

stituting the control variable u by the feedback k(ζ ,β )
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ds1

dt
= k(ζ ,β ) · (si

1− s1)− k1µ1(s1)x1

dx1

dt
= (µ1(s1)−αk(ζ ,β ))x1

ds2

dt
= k(ζ ,β )(si

2− s2)+ k2µ1(s1)x1− k3µ2(s2)x2 (13.12)

dx2

dt
= (µ2(s2)−αk(ζ ,β ))x2

dβ

dt
= −C(β −β−)(β+−β )k4 µ2(s2) x2 (s− s)

(ζ0, β0) ∈ Ω̃ .

For (13.12) we define the following function

V (ζ ,β ) = (s− s+ k3(x2− x2))
2+

Γ

(∫ s

s

v− s

si− v
dv+

1

C

∫ β

β

w−β

(w−β−)(β+−w)
dw

)
,

where the parameter Γ > 0 will be determined later. Clearly, the values of this func-

tion are nonnegative. If we denote by V̇ (ζ ,β ) the Lie derivative of the function V

with respect to the right-hand side of (13.12) at the point (ζ ,β ), then it can be di-

rectly checked that for each point (ζ ,β ) from the set Ω̃ the following equality holds

true:

V̇ (ζ ,β ) = −k(ζ ,β )

(
2+Γ · k3

k4β (si− s)(si− s))

)
(s− s)2

− 2(1+α)k3 · k(ζ ,β )(s− s)(x2− x2)

− 2αk2
3 · k(ζ ,β )(x2− x2)

2.

The boundedness of the set Ω̃ implies the existence of a sufficiently large constant

Γ > 0 so that

V̇ (ζ ,β ) ≤ 0 for each point (ζ ,β ) ∈ Ω̃ . (13.13)

Let us denote by Ω̃2 the set, where the Lie derivative of the function V with

respect to the right-hand side of the closed system (13.12) is equal to zero. One can

directly check that

Ω̃2 :=

{
(s1,x1,s2,x2,β ) ∈ Ω̃ :

k2

k1
s1 + s2 = s

}
,

or equivalently

Ω̃2 =

{(
s1,x1,s−

k2

k1
s1,x2,β

)
∈ Ω̃

}
.
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Applying the LaSalle’s invariance principle (cf. [16], Theorem 4.4), it follows

that every solution of (13.12) starting from a point of Ω̃ is defined on the interval

[0,+∞) and approaches the largest invariant set Ω∞ (with respect to (13.12)) which

is contained in the set Ω̃2. In fact one can directly check that the set Ω̃2 is invariant

with respect to the trajectories of (13.12). Using (13.7), (13.10) and (13.11), the

dynamics of (13.12) on the set Ω̃2 can be described by the following system

ds1

dt
=

1

α
χ(s1)(s

i
1− s1)− k1µ1(s1)x1

dx1

dt
= (µ1(s1)− χ(s1))x1,

(13.14)

where χ(s1) := µ2

(
s− k2

k1
s1

)
. Obviously χ(s1)> 0 on the set Ω̃2 due to Assump-

tion 1. Taking into account that s =
k2

k1
s1 + s2 and si

1 = s1 +αk1x1, (13.14) can be

rewritten as follows:

ds1

dt
= − 1

α
χ(s1) · (s1− s1 +αk1(x1− x1))− k1 (µ1(s1)− χ(s1)) · x1

dx1

dt
= (µ1(s1)− χ(s1)) · x1.

(13.15)

Consider the function

W (ζ ,β ) = (s1− s1 +αk1(x1− x1))
2 +α(1−α)k2

1(x1− x1)
2, (ζ ,β ) ∈ Ω̃2.

This function takes nonnegative values and obviously depends only on s1 and x1,

i. e. W (ζ ,β ) =W (s1,x1). Therefore, the Lie derivative Ẇ of W with respect to the

right-hand side of (13.15) is presented in the following way:

Ẇ (s1,x1) = −
2

α
χ(s1)(s1− s1 +αk1(x1− x1))

2

− 2(1−α)k1x1(s1− s1)(µ1(s1)− χ(s1)). (13.16)

The regulability condition (13.6) implies the equality
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µ1(s1)− χ(s1) = µ1(s1)− µ2

(
s− k2

k1
s1

)

= µ1(s1)− µ2

(
s2− (s1− s1)

k2

k1

)

= µ1(s1)+
∫ s1

s1

dµ1

ds1
(θ ) dθ − µ2 (s2)

+
k2

k1

∫ s1

s1

dµ2

ds2

(
s2− (θ − s1)

k2

k1

)
dθ

=
∫ s1

s1

(
dµ1

ds1
(θ )+

k2

k1

dµ2

ds2

(
s2− (θ − s1)

k2

k1

))
dθ .

By means of Assumption A3 it follows that

(s1− s1)

∫ s1

s1

(
dµ1

ds1
(θ )+

k2

k1

dµ2

ds2

(
s2− (θ − s1)

k2

k1

))
dθ > 0.

From this inequality and from (13.16) we obtain that

Ẇ (s1,x1)< 0 (13.17)

for each point (s1,x1,s− k2
k1

s1,x2,β ) from the set Ω̃2 \ {(s1,x1,s2,x2,β )}.
To complete the proof we use an idea from [10] (cf. the proof of Theorem 3.1).

First we shall remind some notions. Let us denote by φ(t,ζ ,β ) the value of the

trajectory of the closed-loop system (13.12) at time t starting from the point (ζ ,β ) ∈
Ω̃ . The positive limit set (or ω-limit set) of the solution φ(t,ζ ,β ) of (13.12) is

defined as

L+(ζ ,β ) =
{
(ζ̃ , β̃ )| there exists a sequence {tn}→+∞

with (ζ̃ , β̃ ) = limtn→+∞ φ(tn,ζ ,β )
}
.

The negative limit set (or α-limit set) L−(ζ ,β ) of the solution φ(t,ζ ,β ) of (13.12)

is defined in an analogous way using sequences {tn}→−∞.

Let us fix an arbitrary point (ζ0,β0) from the set Ω̃ . The invariance of the

bounded set Ω̃ with respect to the trajectories of (13.12) implies that the ω-limit set

L+(ζ0,β0) is a nonempty compact connected invariant set. Moreover, the LaSalle’s

invariance principle implies that L+(ζ0,β0) is a subset of Ω∞ ⊆ Ω̃2.

We shall prove that L+(ζ0,β0) = {(ζ ,β )}. Let us assume the contrary, i. e. there

exists a point (ζ∞,β ) ∈ L+(ζ0,β0) with ζ∞ �= ζ . Then ε := ‖(ζ∞,β )− (ζ ,β )‖> 0.

The invariance of the set L+(ζ0,β0) with respect to the trajectories of (13.12)

implies that φ(−t,ζ ,β ) ∈ L+(ζ0,β0) for each positive t and for each point (ζ ,β ) ∈
L+(ζ0,β0). In particular we have that φ(−t,ζ∞,β ) ∈ L+(ζ0,β0) for each positive t

and hence L−(ζ∞,β )⊆ L+(ζ0,β0).
The inequality (13.17) implies the existence of a sequence tn→+∞ such that
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lim
tn→+∞

φ(tn, ζ̂ ,β ) = (ζ ,β ) , where (ζ̂ ,β ) ∈ L−(ζ∞,β ).

On the other hand, the invariance of the set L−(ζ∞,β ) with respect to the trajectories

of (13.12) implies that each point φ(tn, ζ̂ ,β ) ∈ L−(ζ∞,β ), n = 1,2, . . . . Then the

closeness of the set L−(ζ∞,β ) implies that limtn→+∞ φ(tn, ζ̂ ,β ) also belongs to the

set L−(ζ∞,β ). Thus we have obtained the following relation

(ζ ,β ) ∈ L−(ζ∞,β )⊆ L+(ζ0,β0). (13.18)

Let B((ζ ,β ),ε/3) be a closed ball centered at (ζ ,β ) with radius ε/3. The first

inclusion of (13.18) implies the existence of a sufficiently large number T > 0 such

that φ(−T,ζ∞,β ) = (ζ1,β1) ∈ B((ζ ,β ),ε/3). But this means that

φ(T,ζ1,β1) = (ζ∞,β ). (13.19)

The invariance of the set Ω∞ with respect to the trajectories of (13.12) implies

(ζ1,β1) ∈ B((ζ ,β ),ε/3)∩Ω∞. (13.20)

Then (13.17), (13.19) and (13.20) contradict to the equality ‖(ζ∞,β )− (ζ ,β )‖= ε .

This contradiction shows that (ζ ,β ) = Ω∞ ∩ L+(ζ0,β0) and completes the proof.

13.4 Extremum Seeking

According to Assumption A2, the BOD concentration s=
k2

k1
s1+s2 and the effluent

methane flow rate Q are online measurable. Denote by s ∈ (0,si) some reference

point and consider ζ = (s1,x1,s2,x2) where s1, x1, s2 and x2 are computed according

to (13.6) and (13.7). We assume that the static characteristic

Q(ζ ) = k4 µ2(s2) x2,

which is defined on the set of all steady states ζ has a maximum at a unique steady

state point

ζmax = (sm
1 , x

m
1 , s

m
2 , x

m
2 ), smax =

k2

k1
sm

1 + sm
2 ∈ (0,si),

that is Qmax = Q(ζmax).
Our goal now is to stabilize the dynamic system towards the (unknown) maxi-

mum methane flow rate Qmax. For that purpose we write equation (13.9) in the form

N. S. Dimitrova and M. I. Krastanov
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dβ

dt
(t) =−C · (β (t)−β−) · (β+−β (t)) ·Q(t) · (s(t)− s), (13.21)

where Q(t) denotes the methane flow rate measured at time t. It should be pointed

out that not only Q(t) but also all quantities in (13.21) are online measurable. There-

fore, the values of its solution can be determined online as well. Since the solution

of (13.21) depends on s, we denote it by βs(t), t ∈ [0,+∞). The last fact allows us

to apply on-line the feedback control law

(s,Q,βs) �−→ k(s,Q,βs) = βs Q. (13.22)

According to Theorem 1, this feedback will asymptotically stabilize the closed-loop

system (13.12) to the point (ζ ,β s) with β s =
k3

k4(si− s)
.

To stabilize the dynamics (13.12) towards Qmax by means of the feedback

(13.22), we use the numerical iterative extremum seeking algorithm (see Appendix).

The algorithm is based on the fact that Theorem 1 is valid for any reference point

s ∈ (0,si). Thus we can construct a sequence of points s(1),s(2), . . . ,s(n), . . . and gen-

erate in a proper way a sequence of values for the methane flow rate Q(1), Q(2), . . .,
Q(n), . . ., which converges to Qmax. The algorithm, which is first presented in [9] for

a two-dimensional model, can easily be adapted for the model considered here. The

algorithm is carried out in two stages: on Stage I, an interval [S] = [S−,S+] is found

such that [S−,S+]⊂ (0,si) and smax ∈ [S−,S+]; on Stage II, the interval [S] is refined

using an elimination procedure based on a Fibonacci search technique [15]. Stage

II produces the final interval [S−max,S
+
max] such that [S−max,S

+
max]⊆ [S−,S+]⊂ (0,si),

smax ∈ [S−max,S
+
max] and S+max−S−max ≤ ε , where the tolerance ε > 0 is assumed to be

specified by the user.

13.5 Numerical Simulation

In the computer simulation we consider the Monod and the Haldane model functions

for µ1(s1) and µ2(s2) respectively:

µ1(s1) =
µmaxs1

ks1
+ s1

, µ2(s2) =
µ0s2

ks2
+ s2 +

(
s2

kI

)2
. (13.23)

These functions are used in the original model, derived and studied in [1, 2, 4, 5, 12,

14]. Obviously, µ1(s1) and µ2(s2) satisfy Assumption A1. As it is well known, there

is a point s̃2 such that µ2(s2) achieves its maximum at s̃2 = kI

√
ks2

. Moreover, Q

also has a maximum at a unique steady state point.

The following values for the model coefficients are given in [1] and specified by

practical experiments:
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Fig. 13.1: Time evolution of (a): s1(t), (b): x1(t), (c): s2(t), (d): x2(t), (e): k(t) and

(f): Q(t); the horizontal (dash) line segments go through sm
1 , xm

1 , sm
2 , xm

2 , umax and

Qmax respectively.

α = 0.5, k1 = 10.53, k2 = 28.6,
k3 = 1074, k4 = 675 µmax = 1.2,
ks1

= 7.1, µ0 = 0.74, ks2
= 9.28,

kI = 16, si
1 = 7, si

2 = 70.
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With the above coefficient values, the functions µ1(s1) and µ2(s2) satisfy As-

sumption A3.

Usually the formulation of the growth rates is based on experimental results, and

therefore it is not possible to have an exact analytic form of these functions, but

only some quantitative bounds. Assume that instead of µ1(s1) and µ2(s2) we know

bounds for them, i. e.

µi(si) ∈ [µi(si)] = [µ−i (si),µ
+
i (si)] for all si > 0, i = 1,2.

This uncertainty can be simulated by assuming in (13.23) that instead of exact values

for the kinetic coefficients µmax, ks1
, µ0, ks2

and kI we have compact intervals for

them:

µmax ∈ [µmax], ks1
∈ [ks1

], µ0 ∈ [µ0], ks2
∈ [ks2

], kI ∈ [kI].

Then any µi(si) ∈ [µi(si)], i = 1,2, satisfies Assumption 1; in particular, the conti-

nuity of d
dsi

µi(si) implies the existence of intervals enclosing the above numerical

values of the kinetic coefficients, such that Assumption 3 is also satisfied for any

µi(si) ∈ [µi(si)], i = 1,2. Such intervals are for example the following:

[µmax] = [1, 1.4], [ks1
] = [6.5, 7.9],

[µ0] = [0.64, 0.84], [ks2
] = [8.28, 10.28], [kI] = [15, 17].

In the simulation process we proceed in the following way. At the initial time

t0 = 0 we take random values for the kinetic coefficients from the corresponding

intervals. We apply the extremum seeking algorithm to stabilize the system (13.12)

towards Qmax. Then, at some time t1 > t0, we choose another set of random coeffi-

cient values and repeat the process; thereby the last computed values for the phase

variables (s1,x1,s2,x2,β ) are taken as initial conditions.

The extremum seeking algorithm is implemented in the computer algebra system

Maple 13. The standard ODE solver dsolve is used to solve the system (13.12)

numerically. All intermediate numerical results are collected in arrays and then used

to visualize the outputs.

Figure 1 shows the time profiles of the phase variables s1(t), x1(t), s2(t), x2(t)
(plots (a) to (d) respectively), of the feedback k(t) (plot (e)) and of Q(t) (plot (f)).

In the plots the symbol ⋄ denotes the initial values at t0 = 0. The vertical dot line

segments mark the time moment t1, when the new coefficients values are taken in

a random way from the corresponding intervals. The horizontal dash-line segments

go through sm
1 , xm

1 , sm
2 , xm

2 , umax and Qmax respectively, where umax = k(ζmax,βmax),

βmax =
k3

k4(si− smax)
. The “jumps” in the graphs correspond to the different choices

of s by executing the algorithmic steps.

The extremum seeking algorithm could be implemented to work online. In this

case the choice of s will be determined from the measurements of BOD and Q.
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13.6 Conclusion

The paper is devoted to the stabilization of a four-dimensional nonlinear dynamic

system which models an anaerobic degradation of organic wastes and produces

methane. A nonlinear adaptive feedback is proposed which stabilizes asymptoti-

cally the dynamic system towards the (unknown) maximum methane production

rate Qmax. For that purpose, it is first shown that for any previously chosen reference

point s representing the biochemical oxygen demand the system can be asymptoti-

cally stabilized to an equilibrium point (s1,x1,s2,x2), such that s =
k2

k1
s1 + s2. Fur-

ther, an iterative numerical extremum seeking algorithm is applied to stabilize in

real time the closed-loop system into an interval [Smax] containing the equilibrium

point smax for which the methane flow rate Q takes its maximum Qmax. The inter-

val [Smax] can be made as tight as desired depending on a user predefined tolerance

ε > 0. The robustness of the feedback as well as of the extremum seeking algorithm

are demonstrated numerically by assuming that the coefficients in the expressions of

the growth rate functions are not exactly known but bounded by compact intervals.

Appendix: The Extremum Seeking Algorithm

We present below the main steps of the numerical extremum seeking algorithm. The

steps are executed in the given order except as indicated by branching. We assume

tolerances ε > 0, h > 0 and εs > 0 to be given.

I. Determine an interval [S] = [S−,S+] such that [S]⊂ (0,si) and smax ∈ [S].

Step I.0. Choose s0 ∈ (0,si). Apply the feedback k(s,Q,βs0) to stabilize the system

to s0. According to Theorem 1, there exists a moment of time t0 > 0 such

that |s(t0)− s0|< εs; set s0 := s(t0), Q0 := Q(t0).

Step I.1. Set σ := 1, s1 := s0 +σh. Apply the feedback k(s,Q,βs1) to stabilize the

system to s1. According to Theorem 1, there exists a moment of time t1 > 0

such that |s(t1)− s1|< εs; set s1 := s(t1), Q1 :=Q(t1). If Q1 >Q0 then goto

Step I.3 else goto Step I.2.

Step I.2. Set σ :=−1, s1 := s0 +σh. Apply the feedback k(s,Q,βs1) to stabilize the

system to s1. According to Theorem 1, there exists a moment of time t1 > 0

such that |s(t1)− s1|< εs; set s1 := s(t1), Q1 := Q(t1).
If Q1 > Q0 then goto Step I.3.

If Q1 ≤ Q0 then set h := h/2;

if h≤ ε/2 then set [Smax] := [s0− ε,s0 + ε]; go to III;

if h > ε/2 then goto Step I.1.

N. S. Dimitrova and M. I. Krastanov
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Step I.3. Set h := 2h, s2 := s1 +σh. Apply the feedback k(s,Q,βs2) to stabilize the

system to s2. According to Theorem 1, there exists a moment of time t2 > 0

such that |s(t2)− s2|< εs; set s2 := s(t2), Q2 := Q(t2).

If Q2 ≤Q1 then set [S] = [S−,S+] := [s0,s2] and goto II.

If Q2 > Q1 then set s0 := s1, s1 := s2, Q1 := Q2; repeat this Step I.3.

II. Starting with [S] = [S−,S+], determine an interval [Smax] = [S−max,S
+
max] with

smax ∈ [Smax] and S+max− S−max ≤ ε .

Denote s0− := S−, s0+ := S+, λ :=

√
5− 1

2
; compute ∆1 := s0+ − s0− .

Step II.0. Compute ∆2 := (1−λ )∆1, p0 := s0− +∆2, q0 := s0+−∆2.

Step II.1. Apply the feedback k(s,Q,βp0
) to stabilize the system to p0. According to

Theorem 1, there exists a moment of time tp0
> 0 such that |s(tp0

)− p0|<
εs; set p0 := s(tp0

), Qp0
:= Q(tp0

).

Apply the feedback k(s,Q,βq0
) to stabilize the system to q0. According to

Theorem 1, there exists a moment of time tq0
> 0 such that |s(tq0

)−q0|< εs;

set q0 := s(tq0
), Qq0

:= Q(tq0
).

Step II.2. Set ∆3 := q0− p0.

If Qp0
> Qq0

then set s1− := s0− , s1+ := q0, p1 := s1−+∆3, q1 := p0;

If Qp0
≤ Qq0

then set s1− := p0, s1+ := s0+ , p1 := q0, q1 := s1+−∆3.

Compute ∆1 := s1+− s1− .

Step II.3. If ∆1 ≤ ε then set [Smax] := [s1− ,s1+ ]; goto III.

If ∆1 > ε then

if p1 ≥ q1 then set s0− := s1− , s0+ := s1+ and goto Step II.0.

if p1 < q1 then

if Qp0
> Qq0

then apply the feedback k(s,Q,βp1
) to stabilize the

system to p1. According to Theorem 1, there exists a moment of

time tp1
> 0 such that |s(tp1

)− p1|< εs;

set p1 := s(tp1
), Qp1

:= Q(tp1
).

if Qp0
≤ Qq0

then apply the feedback k(s,Q,βq1
) to stabilize the

system to q1. According to Theorem 1, there exists a moment of

time tq1
> 0 such that |s(tq1

)− q1|< εs;

set q1 := s(tq1
), Qq1

:= Q(tq1
).

Set p0 := p1, q0 := q1, s0− := s1− , s0+ := s1+ ,

Qp0
:= Qp1

, Qq0
:= Qq1

;

goto Step II.2.

III. STOP computations
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Remark 13.2. At any step of the algorithm, the last computed values for s1, x1, s2

and x2 are used as initial conditions for the next step. For β , the last computed value

is checked whether β ∈ (β−, β+); if not, then it is changed to β = (β−+β+)/2.

Acknowledgements The authors are grateful to the anonymous referees for the valuable advices
and comments.

This work has been partially supported by the Bulgarian Science Fund under grant No. DO 02–
359/2008.

References
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Chapter 14

Verified Analysis of a Model for Stance
Stabilization

Ekaterina Auer (�), Haider Albassam, Andrés Kecskeméthy and Wolfram Luther

Abstract The stabilization of stance is a subject of continuing research in biology,

biomechanics and robotics. It plays an important role in many clinical applications

as well as in forward dynamical gait simulation. In this paper, we propose a new

model relying on a two cylinder foot contact scheme. This contact model has the

advantage of simple and smooth dynamic behavior which in turn results in better

efficiency in comparison with other contact models. However, a number of parame-

ters in this model, such as position or mass of the pelvis, are known only with some

uncertainty. To deal with the situation, we analyze the model using verified methods,

which includes propagating the uncertainty through the system and computing the

sensitivities of the equations of motion in the first time interval. To perform verified

simulations of the whole model, a verified initial value problem solver for a hybrid

system is required, which can switch from one system of the equations of motion

to the other depending on a certain switching function. While research in this di-

rection remains a topic of high complexity, a simplified kinetostatic version of the

model allows one to analyze the sensitivity of the model to parameter variations, as

presented in this paper.
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14.1 Introduction

Biomechanics is a rapidly expanding area of research concerned with applying

the principles of mechanics to biological systems mainly to solve medical prob-

lems. In the meanwhile, there exist many biomechanical simulation tools which

are utilized in real life surgeries, as for example the total hip replacement planning

tools [4], [15]. However, the classical approach has several drawbacks. For example,

surgeons often have to use 2D images for 3D reconstruction, or they need to employ

scaled bone and muscle models that match only roughly the individual patient data.

The goal of the software MobileBody [18], [25], a diagnose program for human

musculoskeletal system built on the basis of the multibody modeling and simulation

software MOBILE [12], was to overcome these problems. It combines information

gathered in the gait lab using a marker-based technology with MRT (magnetic res-

onance tomography) and Xray recordings into a patient-specific mechanical model.

In this setting, there are several subtasks that need to be solved, of which we

consider here the problem of human stance stabilization. This subproblem plays an

important role in forward dynamical gait simulation, which again is of importance

for a number of clinical evaluations. Some parameters of the task, such as position

or mass of the pelvis, are influenced by uncertainty. In our case, we have to deal

with the so-called epistemic (reducible) type of uncertainty. This type comprises

the incertitude due to lack of knowledge, an example of which is the absence of

evidence about the probability distribution of a parameter. In the biomechanical

case, such parameters are the lengths and masses of bones as well as their positions,

which cannot be measured exactly.

One possibility to describe the imprecision in the outcome is to provide bounds

enclosing all possible results (if the uncertain parameters are bounded). For this

possibility, a range of tools is offered by the program SmartMOBILE [1], an ex-

tension of MOBILE. For example, SmartMOBILE allows the user to compute

an enclosure for the length of the femur bone given the measuring uncertainties

in the positions of markers attached to a human leg in order to identify the bone

segment motion. SmartMOBILE uses verified techniques for this kind of tasks.

Such methods guarantee the correctness of the outcome of a computer simulation

using mathematically exact proofs based, for example, on fixed point theorems.

Interval [19], Taylor model [17] or affine arithmetic [6] based methods are most

prominent examples of verified techniques. Besides proving the correctness of the

computed result, verified methods can take care of rounding errors and propagate

bounded uncertainties through systems.

In this paper, we introduce a model for foot contact playing an important role

in the process of stabilization of human stance. Although there exist several known

models for this task [9], [11], [23], the proposed approach has the advantage of pro-

viding a simple model with smooth dynamic behavior which in turn results in better

efficiency [25]. To analyze the influence of parameter uncertainty on the model, we

make use of interval arithmetic to obtain verified bounds on the outcome and to

compute parameter sensitivities. In order to do that for the whole model, a verified

version of an initial value problem (IVP) solver for hybrid systems is required. That
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is, we have to deal with a system of ordinary differential equations (ODE) changing

its right side depending on a certain choice function. To our knowledge, there is no

such verified solver at present. Therefore, we reduce our analysis to investigating

the influence of the uncertainty on the equations of motion in the first time interval.

In particular, we compute verified bounds on the corresponding forces along with

their interval and nominal sensitivities to a number of uncertain parameters.

The paper is structured as follows. In Section 14.2 we give a brief overview of

verified methods, the tool MOBILE and its verified version SmartMOBILE. In

the next section, we describe the problem of human stance stabilization and the

corresponding biomechanical model including its simplification. In Section 14.4 we

report on our first analysis of parameter uncertainty influence on this model from

the verified perspective. Finally, we recapitulate the main results and point out our

future work in the last section.

14.2 Background

To be able to consider uncertainties in the model of human stance stabilization, we

use SmartMOBILE, a verified modeling and simulation tool based on MOBILE.

In this section, we describe briefly the theory and libraries which make verified com-

putations in SmartMOBILE possible and give a short overview of the involved

multibody software.

14.2.1 Verified Methods and Libraries

To model and simulate stabilization of human stance, we rely on interval arith-

metic [19] in our first verified analysis. An interval [x,x], where x is the lower, x

the upper bound, is defined as

X = [x] = [x,x] = {x ∈ R|x≤ x≤ x}.
Elementary operations and functions can be defined on intervals in such a way

as to result in intervals. To be able to work with this definition on a computer using

a finite precision arithmetic, the concept of machine intervals is necessary. Machine

intervals are represented by floating point numbers for the lower and upper bounds.

To obtain the corresponding machine interval for the real interval [x,x], the lower

bound is rounded down to the largest representable machine number equal or less

than x, and the upper bound is rounded up to the smallest machine number equal or

greater than x. These notions can be extended to define interval vectors and matrices.

There exist interval analogs to higher-level numerical algorithms such as those

for solving linear, nonlinear or differential systems of equations. The usual algo-

rithms are reformulated in such a way as to guarantee the correctness of the com-

puted outcome. That means that the enclosure they produce is proven to contain

the exact result. Almost all algorithms need at least one derivative of the right side
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of system model equations to be able to work. That is, it is necessary to obtain

derivatives of code automatically [10]. There are several libraries implementing this

concept which employ either overloading or code transformation.

There also exist further verified methods, for example, affine arithmetic [6] or

Taylor models [17]. They try to overcome one methodical difficulty always present

in interval computations, namely, the dependency problem. According to the prin-

ciples of interval computations, the two variables X , for example, in the expres-

sion X −X , are not considered to be the same (and therefore dependent) but rather

treated independently. That is, we actually work with the expression X−Y . This is

a source of considerable overestimation (too pessimistic bounds for the result, as in

X−X �= [0,0]) in interval arithmetic.

Another important concept for this paper is the sensitivity. We understand it as a

linear measure of uncertainty influence. If we have a bounded uncertain parameter

[p], which our characteristic of interest [x] depend on, then the sensitivity is defined

as [s] = ∂ [x]/∂ [p]. If this definition does not produce a meaningful result in interval

arithmetic, we might use a reference from engineering:

[r] =∑
i

|∂x/∂ pi| · [pi] (14.1)

(with interval operations). Here, x and pi are reference values, for example, mid-

points of the uncertain quantities.

There is a number of software libraries implementing this theory in different pro-

gramming languages such as C++ or Fortran and computer algebra packages

such as Maple or Matlab. In SmartMOBILE, we use PROFIL/BIAS [14] for

basic interval operations and FADBAD++ [24] for algorithmic differentiation in this

paper.

14.2.2 Piecewise Continuous Functions

Many functions which are to have physical meaning are in fact only piecewise con-

tinuous. For example, a normal contact force should be negative, which is usually

expressed as an ”if-then-else” condition in code. Such characteristics are difficult

from the point of view of algorithmic differentiation because they are differentiable

only piecewise. There are several libraries, for example CppAD [2], offering their

own versions of ”if-then-else” conditions so as to get valid derivatives of the cor-

responding functions. However, they only work pointwise, that is, they cannot be

applied if their arguments are proper intervals. To deal with this problem, we im-

plemented a class pwFunc for computation of enclosures and first derivatives for

piecewise functions for interval arguments. Let the piecewise function be defined in

the following way:
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f (x) =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f0(x), if c−1 =−∞< x≤ c0,
f1(x), if c0 < x≤ c1,
. . . . . .
fn−1(x), if cn−2 < x≤ cn−1,
fn(x), if cn−1 < x < cn =+∞

, where ci are constants. (14.2)

For such functions, we define an interval extension by

f (X) =

⎧
⎨
⎩

fi(X), if X ⊂ (ci−1,ci],

fi([x,ci])∪
j−1⋃

k=i+1

fk([ck−1,ck])∪ f j([c j−1,x]), if X ⊂ (ci−1,c j]
,

(14.3)

where 0≤ i < j ≤ n, and an interval extension of the first derivative analogously as

f ′(X) =

⎧
⎨
⎩

f ′i (X), if X ⊂ (ci−1,ci],

f ′i ([x,ci])∪
j−1⋃

k=i+1

f ′k([ck−1,ck])∪ f ′j([c j−1,x]), if X ⊂ (ci−1,c j]
.

(14.4)

0 1
c

2
x

f(x)

cc

Fig. 14.1: An interval extension of a non-smooth function according to (14.3).

14.2.3 MOBILE and SmartMOBILE

MOBILE is an object oriented C++ environment for modeling and simulation of

kinematics and dynamics of mechanical systems based on the multibody modeling

method. Its central concept is to use as building blocks kinetostatic transmission

elements which map motion and force between system states. For example, an ele-

mentary joint modeling revolute and prismatic joints is such a transmission element.

Mechanical systems are considered to be concatenations of these entities. In this

way, serial chains, tree type or closed-loop systems can be modeled. With the help
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of the global kinematics, the transmission function of the complete system chain

can be obtained from transmission functions of its parts. The inverse kinematics and

the kinetostatic method [12] help to build dynamic equations of motion, which are

solved with common IVP solvers. MOBILE belongs to the numerical type of mod-

eling software, that is, it does not produce a symbolic description of the resulting

model. Only the values of output parameters for the user-defined values of input

parameters and the source code of the program itself are available. In this case, it

is necessary to integrate verified techniques into the core of the software itself, as

opposed to the tools of the symbolical type, where the task is basically reduced to

the application of the verified methods to the obtained system of equations.

All transmission elements in MOBILE are derived from the abstract class

MoMap, which supplies their main functionality including the methods

doMotion() and doForce() for transmission of motion and force. For exam-

ple, elementary joints are modeled by the class MoElementaryJoint. Besides,

there exist elements for modeling mass properties and applied forces. Transmission

elements are assembled to chains implemented by the class MoMapChain. The

methods doMotion() and doForce() can be used for a chain representing the

system to determine the corresponding composite transmission function. The class

MoEqmBuilder is responsible for generation of equations of motion, which are

subsequently transferred into their state-space form by MoMechanicalSystem.

Finally, the corresponding IVP is solved by an appropriate integrator algorithm, for

example, Runge-Kutta’s using the class MoRungeKuttaIntegrator derived

from the basic class MoIntegrator.

SmartMOBILE (based on MOBILE) is one of the first integrated environ-

ments providing result verification for kinematic and dynamic simulations of me-

chanical systems. Models in both tools are executable C++ programs built of the

supplied classes for transmission elements and solvers. The advantage of Smart-
MOBILE is its flexibility due to the template structure: the user can choose the

kind of (non)verified arithmetics according to his task. Advanced users are not lim-

ited to the already defined classes for these arithmetics and are free to plug in their

own implementations.

An overview of arithmetics available in SmartMOBILE at this moment is

given in Table 14.1. For most kinematical problems, it is sufficient to use a basic

data type from Column 3 of the Table 14.1 as the parameter of all the template

classes used for a particular model. The main idea for dynamical and special kine-

matical tasks such as finding system equilibria is to use semantic pairs consisting

of basic data type and corresponding solvers (Columns 3 and 4). Our experience

shows that the general tendency as to what kind of arithmetic to use is as follows. If

only a reference solution is of interest, floating point arithmetics with MoReal and

a usual numerical integrator such as Runge-Kutta’s can be employed for dynamic

simulations. If the user is interested in fast verification of a relatively simple system

with little uncertainty, interval-based pairs are of use. Taylor arithmetics should be

mostly chosen for offline simulations with considerable uncertainty [1].

Besides verified modeling and simulation, SmartMOBILE offers techniques

for sensitivity analysis and uncertainty management.
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Table 14.1: Arithmetics supplied with SmartMOBILE.

Description Arithmetic Kinematics Dynamics

reference floating point MoReal MoRungeKutta,...

based on VNODE [20] intervals TMoInterval TMoAWA

based on ValEncIA-IVP [22] intervals TMoFInterval TMoValencia

based on RiOT [5] Taylor TMoTaylorModel TMoRiOT

based on COSY [17] Taylor RDAInterval —

equilibrium states intervals MoFInterval MoIGradient

sensitivity with ValEncIA-IVP intervals MoSInterval TMoValenciaS

14.3 A Model for Human Stance Stabilization

The problem of modeling the stance can be divided into three stages [16]. First, hu-

man skeleton has to modeled. Our model consists of nine segments (cf. Figure 14.2):

the pelvis representing the whole upper body, then right and left femur, right and left

tibia as well as right and left foot composed of a forefoot and hindfoot each. These

segments are connected by appropriate joints. The second, most important stage is

the modeling of the foot contact. It is achieved by choosing two cylinders as con-

tact surfaces for the foot and using a Hunt-Crossley contact scheme. Finally, a PID

(proportional, integral and derivative) controller is applied to stabilize the stance.

Fig. 14.2: Nine segment model of human skeleton.

In this section, we describe the foot contact model in detail and set out a possible

simplification used afterwards for the verified model analysis.
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14.3.1 Two-Cylinder Foot Contact Model

The human foot is a complex anatomical structure that has recently been inten-

sively examined by the biomechanics community [9], [11], [23]. For example, a

two-segment model with a single matatarsal-phalangeal joint was proposed in [9].

Our model consists of two rigid segments connected as in [9] by a revolute joint the

axis of which is perpendicular to the sagittal plane in the neutral null position (see

Figure 14.3). The first segment is attached to the hindfoot (Calcaneus), and the sec-

ond to the forefoot (Phalanges). Additionally, two torsional spring-damper elements

are fastened to the joint.

The reaction force of the impact between the two segments and the ground can

be modeled as a function of the penetration. In the normal direction, the force can

be described using the model of Hunt-Crossley:

FN =CNxn
N

(
1+

2

3

1

v−N

(
1

eN

−1

)
ẋN

)
, (14.5)

where xN is the penetration distance in the normal direction, CN is the normal stiff-

ness coefficient, eN is the normal restitution coefficient, v−N is the incidence velocity

in normal direction, and ẋN is the normal relative velocity. The advantage of this

model is the ability to avoid discontinuity in the force function at the moment when

the impact starts, that is, when velocity is pointing in the normal direction.

In the tangential direction the force can be calculated for two distinct situations

[8] using Coulomb’s law for friction:

• Sticking force:

FT,sticking =CT |xT |n
(

xT

|xT |
+

3

2

1∣∣ẋ−T
∣∣

(
1

eT

−1

)
ẋT

)
(14.6)

• Sliding force:

FT,sliding = µFN

(
− ẋT

|ẋT |

)
(14.7)

Here, µ is the kinetic friction, and the notation for the other symbols are similar to

those in the normal case.

An exponential torsional spring-damper element is attached to the joint to model

viscoelasticity between the hindfoot and forefoot:

Te = Kφκ +dω , (14.8)

where Te is the applied torque, K the stiffness coefficient, φ the joint angle, κ the

exponential coefficient of the spring, and d the damping coefficient.

The other spring-damper element features a piecewise linear moment/rotation

behavior:
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Tl =

⎧
⎨
⎩

−T0 φ ≤−φ0
φ
−φ0

(−T0) −φ0 < φ ≤ 0

0 0 < φ

, (14.9)

where Tl is again the applied torque, and T0 and φ0 are constant positive coefficients

for the torque and the joint angle. Defined in this way, the element has a soft behavior

for plantarflexion (negative) rotation and a stiff behavior for dorsiflexion (positive)

rotation of the forefoot (cf. Figure 14.3).

The foot-ground contact can be modeled as cylinder-plane contact [13]. This

method provides the advantages of a smooth and simple contact dynamics. Three

cases can be identified (see Figure 14.4):

• The edge of the cylinder (foot segment) is in contact with the plane (ground): in

this case the contact point lies on the edge of the cylinder

• The cylinder is almost parallel to the plane: the contact point lies between the

center axis and the edge within the front face of the cylinder P.

• The cylinder is parallel to the plane: here it is assumed that the contact point is

exactly the center M of the front side of the cylinder.

In order for the transition between these states to be smooth, an exponential blending

function is used to smoothly interpolate the position of the contact point:

r = r0(1− e−C sinα) (14.10)

where r0 is the distance between M and P, α is the angle between the axis of the

cylinder and the normal of the ground plane, and C is a constant that can be adjusted

by the user.

forefoot contact cylinder
ground plane

hindfoot contact cylinder

joint axis

fore/hindfoot joint with elastic element
forefoot contact cylinder

ground plane

hindfoot contact cylinder+

-
φ

x

x

y

y

z

z

Fig. 14.3: The proposed foot model
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nc

np

rP′

virtual contact circle

real circle

Fig. 14.4: Cylinder-plane contact model

The foot model has a large number of parameters including the joint stiffness

(normal and tangential), restitution coefficients (normal and tangential), exponen-

tial coefficient for the exponential springer/damper, and the radii of the surrogate

cylinders for the forefoot and the hindfoot. These parameters were determined us-

ing a preprocessing step using least-squares method to minimize the error between

the measured and simulated data.

14.3.2 Simplified Experimental Settings

The stability of the standing using the two cylinders foot model was investigated

using the biomechanics modeling and analysis software MobileBody [25]. For this

purpose, the lower extremities starting from the pelvis to the feet were incorporated

(cf. Figure 14.2). The hip, knee, and ankle joints were modeled as ideal spherical

joints. A sinusoidal force was exerted on the pelvis in the anterior-posterior direc-

tion (normal to the frontal plane) to work as perturbation, at the same time a PID

controller stabilized the model by considering each bone in the lower extremity

as an inverted pendulum, and correcting the flexion-extension and the abduction-

adduction angles at the hip, knee, and ankle joints (for simplicity, the rotations about

the bone longitudinal axes were ignored). At the feet, the two-cylinder model sta-

bilizes itself by reaching a static equilibrium state. This setting was designed under

the assumption that the dynamics of lower extremities can be approximated by an

inverted pendulum which has been shown to be valid [7]. The parameters of the PID

controller were determined using the pole placement method [3]. The results are

shown in [16], [25] and are not repeated here.



14 Verified Analysis of a Model for Stance Stabilization 303

14.4 Characterizing Uncertainties for the Problem of Stance
Stabilization

In this section, we describe how the uncertainties in several measured parameters

influence the model for the human stance stabilization. At each stage of the process,

there are characteristics known with some large or small incertitude (cf. Table 14.2).

For example, the pelvis mass of [35,65] kg or its position on the x axis ([0.05,0.1] m)

constitute the group of mass parameters and belong roughly to the first stage of the

human stance modeling (cf. Section 14.3). Such parameters as the radii of forefoot

or hindfoot or static and dynamic friction coefficients influence mainly the second

stage. Forces along the x and y axes can be counted to the last stage. This problem

has 26 degrees of freedom.

We touch upon the implementation aspects for the original model and then de-

scribe how parameter uncertainties influence the equations of motion in the first

integration interval. We analyze the model in the settings from Section 14.3.2.

Table 14.2: Some uncertain parameters in stance stabilization.

Force related parameters

ω [0.5, 6.28]s−1 frequency
Fx [0, 200] N force along the x axis
Fy [0, 50] N force along the y axis

Mass related parameters

mp [35, 65] kg pelvis mass
px [0.05, 0.1] m x-position of pelvis
py [0.1, 0.5] m y-position
pz [-0.05, 0.05] m z-position

Contact related parameters

r f f [0.04, 0.2] m radius of forefoot
rh f [0.02, 0.15] m radius of hindfoot
eN [0.01, 0.2] normal restitution
eT [0.01, 0.2] tangential restitution
µst [0.5, 2.0] static friction coefficient
µd [0.08, 2.3] dynamic friction coefficient

14.4.1 Implementation Issues

We implemented the model described above in SmartMOBILE. The necessary

transmission elements and their parameters are imported into a C++ executable

model from an XML file using the XERCES-C++ XML parser [21]. To be

able to read interval-related data from the XML description directly, we extended

the original XML tags with additional attributes deviation, variableNR and

variableAll (cf. Fig. 14.5). In this Figure, the description of the transmission el-

ement TMbRigidBodyPart for modeling the pelvis is shown. Now it is possible

to specify value ranges for the mass of the pelvis and its position with the help of the

attribute deviation in the tags <mass>, <x>, <y> and <z>. For example, the

mass is equal to 50±15 kg, that is, it lies in the interval [35,65]kg. Additionally, we

fix the mass of the pelvis as the only parameter with respect to which we would like
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to compute sensitivities by setting the attribute variableNR (the current variable

number) to zero and the attribute variableAll (the overall number of variables)

to one. We used the basic data type Finterval derived from the FADBAD++
data type F<INTERVAL> for the interval based sensitivity analysis.

<RigidBodyPart>

<name>Pelvis</name>

<mass deviation=”15” variableNr=”0” variableAll=”1”>50</mass><!-->[35,65]</-->

<positionOfCenterOfMass>

<x deviation=”0.075”>0.025</x><!-->[-0.05,0.10]</-->

<y deviation=”0.200”>0.300</y><!-->[ 0.10,0.50]</-->

<z deviation=”0.050”>0.000</z><!-->[-0.05,0.05]</-->

</positionOfCenterOfMass>

</RigidBodyPart>

Fig. 14.5: The extended XML tag for the transmission element

TMbRigidBodyPart (abridged).

Besides TMbRigidbodyPart for modeling bones which are connected by car-

tilage only and can be regarded as rigid (in a first approximation), the most impor-

tant transmission elements used in the modeling process for the problem of human

stance stabilization are the following:

We need the class pwFunc to represent piecewise functions such as |x| or sign(x)
and the function from the Eq. (14.9) for the TMoTableSpringDamperND. We

chose T0 = 1000 N·m and φ0 = 0.1 rad for the latter element. For example, if φ is

in the range of [−0.25,−0.05] rad, the function doForce() of the spring damper

returns the interval force value [−1000,−500], which is a true range for the func-

tion (14.9) and in accordance with the definition (14.3). However, the first deriva-

tive of (14.9) with respect to φ = [−0.25,−0.05] is equal to the interval [0,10000],
which again corresponds to the definition (14.4), but overestimates the actual range

[0,0]∪ [10000,10000]because the current implementation of pwFunc interprets the

union as the convex hull.

• TMbHipJoint, TMbSphericalKneeJoint, TMbSphericalAnkleJo-

int for representing the full hip, knee or ankle joint motion, respectively, using

the three elementary rotations flexion/extension, adduction/abduction and medi-

al/lateral rotation;

• TMb2CylinderFootContact for modeling the foot contact as described in

Section 14.4, depending among other elements on TMoRegImpCirclePlane

for describing the cylinder/plane contact and the two spring dampers TMoExpo-

(cf. Eq. (14.9));

•
derivative controllers.

nentialSpringDamper (cf. Eq. (14.8)) and TMoTableSpringDamperND

TMbPIDWrenchController representing the necessary proportional-integral-
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Table 14.3: The abridged force vector [w1 w2 w4 w6] for different sets of uncertain

parameters (directed rounding to the second digit after the decimal point).

all parameters from Tab. 14.2 uncertain mp, px and Fx uncertain nominal

w1 [0,200] N·m [0,200]N·m [99.99,100.00]N·m
w2 [-940.00,-595.69]N·m [-915.00,-620.69]N·m [-767.85,-767.84]N·m
w4 [-31.89,31.89]N [0,0]N [0,0]N
w6 [-50.17,45.49]N [-50.17,45.49]N [1.33,1.34]N

14.4.2 Influence of Uncertain Parameters on Equations of Motion

The goal was to obtain the equations of motion for the problem of stance stabiliza-

tion at the first simulation time-interval to study the influence of the uncertainty in

parameters on them.

The parameters of interest are the pelvis mass mp, the position of the pelvis

center of mass on the x axis px, the applied force along the x axis Fx and the mass

of the right femur mr f = 10.34kg. We consider the first, second, fourth and sixth

coordinates w1, w2, w4 and w6 of the wrench vector from the equations of motion

(moments about the x and y axes, forces along the x and z axes, respectively). In

Table 14.3, we show interval evaluations for these characteristics under influence

of two sets of uncertain parameters and for nominal parameters. The term nominal

parameters means that midpoints of respective parameter ranges, represented as

point intervals, were considered in computations. The sensitivity of w1, w2, w4 and

w6 to mp, px, Fx and mr f under uncertainty in mp, px and Fx is shown in Table 14.4.

As a comparison, we computed the sensitivities for nominal parameters along with

the resulting reference uncertainty (cf. Table 14.5).

Table 14.4: Interval sensitivity (directed rounding to the second digit after the deci-

mal point).

∂ (·)/∂mp ∂ (·)/∂ px ∂ (·)/∂mr f ∂ (·)/∂Fx

w1 0.0 N·m·kg−1 0.0 N 0.0 N·m·kg−1 [0.99,1] m

w2 [-9.81,-9.80] N·m·kg−1 0.0 N [-9.81,-9.80] N·m·kg−1 0.0 m

w4 0.0 N·kg−1 0.0 N·m−1 [0.78, 0.79] N·kg−1 0.0

w6 [-9.82,0.50] N·kg−1 [-637.66,-343.34] N·m−1 [0.49,0.5] N·kg−1 0.0

Table 14.5: Reference uncertainty (directed rounding to the second digit after the

decimal point).

∂ (·)/∂mp ∂ (·)/∂ px ∂ (·)/∂mr f ∂ (·)/∂Fx [r]

w1 0.0 N·m·kg−1 0.0 N 0.0 N·m·kg−1 1.0 m [0.00,200.00] N· m

w2 -9.81 N·m·kg−1 0.0 N -9.81 N·m·kg−1 0.0 m [444.43,738.44] N· m

w4 0.0 N·kg−1 0.0 N·m−1 0.78 N·kg−1 0.0 8.07 N

w6 -0.25 N·kg−1 -490.5 N·m−1 0.5 N·kg−1 0.0 [38.44,70.47] N
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The tables show that the force-induced part of equations of motion depends most

substantially on the position and the mass of the pelvis. This holds especially for w6

(force in z direction), which is most sensitive to px.

We can confirm this fact by evaluating w6 for two uncertain parameters mp and

px separately. If we consider only the uncertainty in mp, the width of the input

uncertainty equals 15 kg, which is considerable. However, w6 is bounded by the

interval [−2.35,5.02] N of the acceptable width 7.37 N. As a comparison, the input

uncertainty of the width 0.05 m in px leads to the output [−35.46,38.15]N of the di-

ameter 73.61 N, which is not within biomechanical general tolerances. Note that this

behavior corresponds to the values of sensitivities in Tab. 14.4: The partial deriva-

tive |∂w6/∂mp| for nominal parameters is equal to 0.25, whereas the corresponding

value for ∂w6/∂ px equals 490.5.

Finally, it should be mentioned that variations in φ from Eq. (14.9) induce a con-

siderable overestimation in w6 (along with w7,w9 and w11) in the interval case. If

we force the joint angle φ for the right foot to be in the range of [−0.25,−0.05] rad

in the first time-interval, the corresponding value for w6 is [−1638,1641] N. As a

comparison, the outcome for w1 under the same conditions is [99.16,100.84] N·m.

However, the corresponding sensitivity values in the nominal case are of the same

magnitude, |∂w1/∂φ |= [−10−12,10−12] and |∂w6/∂φ |=−0.04 for φ =−0.25 rad

as well as |∂w1/∂φ | = [−10−12,10−12] |∂w6/∂φ | = 0.03 for φ = −0.05 rad. This

is an example of difficulties appearing while working with piecewise functions in

the interval case: The true force range [−1000,−500] for the spring damper ele-

ment described in Eq. (14.9) is too wide for computations that follow. Note that this

problem is independent of the current implementation of the class pwFunc. As a

solution, we might want to use a different basic data type in the future.

The results show that contact mechanics can lead to large variations of dependent

data when particular parameters are varied. This behavior might be damped by nu-

merical simulation, leading to slightly smaller variations in the integrated dynamical

behavior. We plan to perform this analysis in subsequent steps based on the results

described in the paper.

14.5 Conclusions and Outlook

We presented a first verified sensitivity analysis of the stance stabilization model

from PROREOP. We used SmartMOBILE for this purpose, a tool providing ver-

ified kinematics, dynamics and sensitivity analysis options for several classes of

(bio)mechanical systems. Besides, we introduced an implementation pwFunc of a

class for computing interval evaluations and first derivatives of piecewise functions.

We showed that the equations of motion for the stance stabilization are particularly

sensitive to the position of pelvis and the pelvis mass.

The major challenge while simulating dynamics of the stance stabilization in

a verified way is the foot contact stage. The main reason is that the equations of

motion for it change their right side as well as in some cases their left side in de-
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pendence on the zeros of a certain switching function. For this reason, one needs to

handle a hybrid system in which one switches between different modes of operation.

Verified treatment of such situations is infrequent, but have some advantages, for ex-

ample, for contact area modeling. For example, the contact between a cylinder and

a plane is not a point but a small area for small angles between the corresponding

normals, whose center of area can be again projected into a point (cf. Figure 14.4).

Verified methods could offer a possibility to work with the original contact area as

an interval without the need of projecting it to a point.

Our future work will include the development of a verified solver for hybrid

systems, modeling of the contact area between a cylinder and a plane with the help

of intervals and refinement of our implementation of the pwFunc class by working

with disjoint intervals.
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12. Kecskeméthy, A.: Objektorientierte Modellierung der Dynamik von Mehrkörpersystemen mit
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Chapter 15

Adaptive Control Strategies in Heat Transfer
Problems with Parameter Uncertainties Based
on a Projective Approach

Vasily V. Saurin (�), Georgy V. Kostin, Andreas Rauh, and Harald Aschemann

Abstract Control problems for distributed heating systems described by parabolic

partial differential equations are considered in this paper. This type of mathematical

model is also a common description for other distributed parameter systems involv-

ing diffusion as well as heat and mass transfer. The goal of the paper is to develop

an adaptive strategy including online parameter identification for efficient control

of heat transfer systems. The developed strategy is based on the method of integro-

differential relations, a projective approach, and a suitable finite element technique.

An adaptive control algorithm with predictive estimates of the desired output tra-

jectories is proposed and its specific features are discussed. We use the parameters,

geometry, and actuation principles of a real test setup available at the University of

Rostock for the numerical simulation and verification. The test setup consists of a

metallic rod equipped with a finite number of Peltier elements which are used as

distributed control inputs allowing for active cooling and heating. A validation of

the control laws derived in this contribution is performed taking into account the

explicit local and integral error estimates resulting directly from the method of inte-

grodifferential relations.
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15.1 Introduction

The design of control strategies for dynamic systems with distributed parameters has

been actively studied in recent years. Processes such as oscillations, heat transfer,

diffusion, and convection are part of a large variety of applications in science and

engineering. The theoretical foundation for optimal control problems with linear

partial differential equations (PDEs) and convex functionals was established by Li-

ons [1–4]. Linear hyperbolic equations are treated, besides in Lions’ book, in [5,6].

An introduction to the control of vibrations can be found in [7]. Oscillating elastic

networks are investigated in [8–10].

Since accurate modeling of these systems leads to a description in terms of PDEs,

control design is usually based on specific approaches to solving direct and inverse

problems. In most cases, it is necessary to develop advanced control strategies.

15.1.1 Variational Formulations and Projective Approaches

In cases where the PDEs and space domains are linear and simple, it is possible to

obtain the solution in so-called closed form, often as an infinite series in which the

terms are given by a product of one function only depending on time and others

depending on the spatial coordinates. The conventional approaches for the analysis

of such systems are known as the Fourier and Laplace methods [11]. For solving

more complicated problems (e.g., systems with non-homogeneous and nonlinear

properties and irregular shapes), variational and projective approaches have been

thoroughly developed and studied by scientists. It is rather usual that the PDEs

describing different physical phenomena are stationary conditions of some varia-

tional problem. Among these formulations, the Hamilton principle in dynamics cor-

responding to the minimum principle for potential energy of static problems can

be mentioned (cf. [12]). Alternative variational principles for initial-boundary value

problems were obtained on the basis of the Laplace transformation in [13].

Another approach is the method of integrodifferential relations (MIDR) which

has been presented in [14] and applied to static problems regarding the linear theory

of elasticity. One of the important features of the MIDR is that an original boundary

or initial-boundary value problem in PDEs can be reduced to a variational prob-

lem: minimize a non-negative functional following from constitutive relations such

as Hooke’s law in the case of linear elasticity or Fourier’s law for heat transfer.

During evaluation of the system model, the value of the functional can serve as an

integral estimate for the quality of any approximate solution, whereas the integrand

characterizes the local error distribution.

Variational formulations in finite element methods are frequently used in sci-

entific and engineering applications. The mathematical origin of this method can

be traced back to a paper by Courant [15]. Other numerical approaches, e.g., the

Petrov-Galerkin method [16, 17] or the least squares method [18], are being devel-
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oped actively for numerical modeling of dynamical processes. Various a priori and

a posteriori heuristic criteria have been applied to improve the solution quality [19].

The numerical algorithm based on the MIDR and variational techniques was

worked out and applied to linear elasticity problems [20–22]. The FEM realization

gives one the possibility to develop various strategies for adaptive mesh refinement

by using a local error estimate [23]. Separated approximations including on the one

hand an expansion of finite dimension over some coordinate components and on the

other hand unknown functions over one remaining component can be used in the

MIDR [24]. For this expansion, the original problem described by PDEs is reduced

to a finite-dimensional system of ordinary differential equations (ODEs). This ap-

proach has been applied to heat conduction problems [25], where the first law of

thermodynamics and the corresponding initial and boundary conditions are exactly

satisfied, while Fourier’s law is given in a weak form.

Various projective approaches which are based on the MIDR can also be devel-

oped and applied effectively to reliable numerical modeling of physical processes.

In contrast to the variational technique, projections of constitutive relations on a

functional space that is chosen in a special way are used to compose a consistent

system of equations. A modification of the MIDR which is based on this projective

technique and an ansatz representation of unknown functions is derived in [26]. A

corresponding numerical algorithm has been developed to define the temperature

profile and heat flux density for one-dimensional heat transfer problems.

15.1.2 Early vs. Late Lumping

There are basically two different approaches to the control design for distributed

parameter processes.

In the first approach, often called late lumping, the control laws are directly de-

signed for the distributed parameter models and then converted to a finite approx-

imation. Note that the infinite-dimensional control strategies rely on specific spec-

trum analysis of the linear system operator [27,28]. The control method considered

in [29,30] enables one to construct a constrained distributed control in closed form

and ensures that the system is brought to a given state in a finite time. This method

is based on a decomposition of the original system into simple subsystems by the

Fourier approach. In [31], a numerical approach for the solution of PDE-constrained

optimal control problems is adapted to hyperbolic equations. The method of choice

proposed there is either a full discretization method, in case of small size problems,

or the vertical method of lines, in case of medium size problems.

In applications, the second approach, so-called early lumping, is broadly used for

numerical control design if the mathematical models are given in the form of PDEs.

In this way, the initial-boundary value problem is first discretized and reduced to a

system of ODEs by means of the Rayleigh-Ritz or the Galerkin methods. Alterna-

tively, finite difference or finite element schemes as well as other model approxi-

mation techniques can be used as shown in [32, 33]. The direct discretization meth-
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ods are also well known in control problems (see, e.g. [34]). A family of Galerkin

approximations based on solutions of the homogeneous beam equation was con-

structed and sufficient conditions for stabilizability of such finite-dimensional sys-

tems were derived in [35]. In addition, the equilibrium of the Galerkin approxima-

tion considered is proven to be stabilizable by an observer-based feedback control

law and an explicit control design is proposed.

The design of control strategies for the distributed heating system which is in the

focus of this paper has already been studied in previous publications on the basis of

the early lumping ideas. For example, in [36,37], a procedure for the numerical com-

putation of a different feedforward control strategy has been presented which makes

use of a finite-volume discretization of the heat transfer equation in order to replace

the parabolic PDE by a set of ODEs. For this spatially discretized system model,

both classical numeric and novel interval arithmetic solvers for sets of differential

algebraic equations (DAEs) have been implemented to compute desired trajecto-

ries and control inputs in such a way that the output temperature of the system at a

specific position matches a predefined time response. Moreover, the interval-based

DAE solver ValEncIA-IVP has been used in [36, 37] to verify the estimation

quality of classical estimator concepts which in the presence of bounded measure-

ment noise can be employed for online identification of internal system states which

are not measured directly or which are not directly accessible for measurements.

The algorithmic details of ValEncIA-IVP have been presented in [36]. Interval

tools for verified sensitivity analysis as well as verified reachability analysis and

observability analysis are summarized in [38].

One of the drawbacks of the early lumping approach is that it is rather diffi-

cult to know the connection between the original distributed parameter model and

its discretized version a priori. However, this connection can be qualified by the

explicit error estimates following directly from the MIDR formulation for inverse

problems as shown in [25, 26, 39]. These estimates allow one to verify the qual-

ity of the finite-dimensional modeling, to refine numerical solutions and to make

corresponding corrections of the control laws online.

15.1.3 Advanced Control Strategies

Among various control strategies, it is worth to note two basic directions, namely,

feedforward and feedback. Feedforward control can eliminate, in the ideal situation,

or at least reduce the effect of measured disturbances on the dynamical process if

accurate system models are known and their initial states are consistent with the

desired trajectories. A feedback control system is required to suppress undesirable

measured as well as unmeasured disturbances that are always present in any real

process. The combination of feedforward and feedback control can significantly

improve system performance.

Powerful approaches to system analysis, trajectory planning, and feedforward

as well as feedback control have been derived after extending the method of
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flatness-based control from finite to infinite-dimensional systems. The combination

of backstepping-based state-feedback control and flatness-based trajectory planning

and feedforward control is considered in [40] for the design of an exponentially sta-

bilizing tracking controller for a linear diffusion-convection-reaction system with

parameters varying in space and time and a nonlinear boundary input. In [41], two

new flatness-based tracking control strategies are developed, which are numerically

efficient and applicable online. In these approaches, the PDE is transformed into an

ODE for every measuring point using the method of characteristics. The flatness-

based solution procedures proposed in [42–44] for systems with distributed and

boundary control inputs are based on a mathematical discretization of the PDE by

an ansatz function separating the dependencies on time and spatial coordinates.

Adaptive control is becoming popular in many fields of engineering and science

and faces many important challenges, especially in real-time applications for dis-

tributed parameter systems, which do not have precise models applicable to control

design. In [45], some common and efficient adaptive control approaches, includ-

ing model reference adaptive control, adaptive pole placement control, and adaptive

backstepping control are presented and analyzed.

The book [46] introduces a comprehensive methodology for adaptive control de-

sign of parabolic PDEs with unknown functional parameters, including reaction-

convection-diffusion systems ubiquitous in chemical, thermal, biomedical, aero-

space, and energy systems.

In Section 15.2, the statement of an initial-boundary value problem for parabolic

PDEs is given. The projective approach based on the MIDR is discussed in Sec-

tion 15.3. After that, the finite element algorithm is proposed in the frame of this

approach in Section 15.4. In the next section, after formulation of the control prob-

lem for tracking of a desired temperature profile, both pure feedforward and adaptive

control strategies are developed. The test setup and actual control structure are de-

scribed in Section 15.6. The robustness of the adaptive control strategy proposed

is demonstrated and numerically verified in Section 15.7. Finally, the paper is con-

cluded with an outlook on future research in Section 15.8.

15.2 Mathematical Statement of the Heat Transfer Problem

Consider a one-dimensional heat transfer process in a rod with length l . The heat

flux law (Fourier’s law) relates the heat flux density q(z, t) and the temperature gra-

dient to each other according to

ξ (ϑ ,q) := q+λ
∂ϑ

∂ z
= 0 . (15.1)

In this equation, the temperature is denoted by ϑ(z, t) and λ is the heat conductance.

The first law of thermodynamics leads to
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∂q

∂ z
+κ1

∂ϑ

∂ t
+κ2ϑ = µ(z, t) , (15.2)

where κ1 and κ2 are some physical coefficients characterizing the heat capacity

and heat transfer, respectively. The function µ(z, t) represents both the distributed

control and external disturbances.

In terms of the heat flux density q , the boundary conditions are given by

q(0, t) = q̄0(t) and q(l, t) = q̄l(t) . (15.3)

In Eq. 15.3, q̄0 and q̄l are given functions. For example, if q̄0(t) = 0 holds, adia-

batic insulation of the rod end at the position z = 0 is taken into account.

To close the formulation of an initial-boundary value problem, let us specify the

initial temperature distribution by

ϑ(z,0) = ϑ̄0(z) . (15.4)

Integrating Eq. 15.2 with respect to the coordinate z and taking into account the

first boundary condition in Eq. 15.3 leads to the explicit expression for the heat flux

density

q(z, t) =

z∫

0

[
µ(x, t)−κ1

∂ϑ

∂ t
−κ2ϑ

]
dx+ q̄0(t) . (15.5)

Then, the second boundary condition in Eq. 15.3 takes the form of a linear integro-

differential equation

l∫

0

[
κ1

∂ϑ

∂ t
+κ2ϑ

]
dx =

l∫

0

µ(x, t)dx+ q̄0(t)− q̄l(t) . (15.6)

The constitutive relation (15.1) can be rewritten using Eq. 15.5 as

ξ = λ
∂ϑ

∂ z
+

z∫

0

[
µ(x, t)−κ1

∂ϑ

∂ t
−κ2ϑ

]
dx+ q̄0(t) = 0 . (15.7)

15.3 A Projective Approach Based on the Method of
Integrodifferential Relations

15.3.1 Integrodifferential Formulation of the Heat Transfer

Problem

To solve the initial-boundary value problem (15.4), (15.6), (15.7), the MIDR is ap-

plied in which the constitutive relation (15.7) is replaced by a corresponding integral
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relation defined as

Φ =

t f∫

0

l∫

0

ϕ dzdt = 0 with ϕ = ξ 2(z, t,ϑ) . (15.8)

In (15.8), the interval [0, t f ] denotes the time horizon over which the process is

considered, t f is the terminal instant of the process.

Thus, the initial-boundary value problem of the linear theory of heat conduction

can be reformulated: find the admissible temperature distribution ϑ ∗(z, t) that obeys

the initial condition (15.4) as well as the boundary condition (15.6) and that satisfies

the integral relation (15.8).

In addition to computing an approximation to the true temperature distribution,

this integrodifferential formulation gives us the possibility to estimate the solution

quality. Note that the integrand ϕ in Eq. 15.8 is non-negative. Hence, for any admis-

sible temperature function ϑ̃(z, t) satisfying the constraints (15.4) and (15.6), the

integral Φ̃ = Φ(ϑ̃ ) is non-negative and reaches its absolute minimum on the solu-

tion ϑ ∗(z, t) (see [25]). The value Φ̃ of this functional can serve as a measure for

the integral quality of the approximate solution ϑ̃ , whereas its integrand ϕ shows

the distribution of the local error.

The dimensionless ratio

∆ =
Φ̃

Ψ̃
with Ψ̃ =

t f∫

0

l∫

0

(
λ
∂ϑ̃ (z, t)

∂ z

)2

dzdt (15.9)

can be used as the relative integral error of an admissible temperature field ϑ̃ .

15.3.2 Projective Formulation

Instead of the variational formulation following the integrodifferential problem

(15.4), (15.6), (15.8), as it was shown in [25], the projective approach proposed

in [26] is used in this paper to develop an adaptive control algorithm for the heat

transfer system described in Section 15.5.

Using the projective approach, a weak statement of the problem is given as

follows: find the temperature function ϑ̃ ∗(z, t) that satisfies the constraints (15.4)

and (15.6) such that
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l∫

0

(Lϑ − f )ηdz = 0, ϑ(z, t) ∈H
1
(0,l), ∀η(z) ∈ L

2
(0,l) ,

Lϑ := λ
∂ϑ(z, t)

∂ z
−

z∫

0

(
κ1

∂ϑ(x, t)

∂ t
+κ2ϑ(x, t)

)
dx , (15.10)

f (z, t) :=−
z∫

0

µ(x, t)dx− q̄0(t) = 0 ,

hold, where η is a square integrable function on the coordinate interval z ∈ (0, l),
L is the linear integrodifferential operator, and f (z, t) is a given function.

Note that, according to [47], the Galerkin approach using the temperature dis-

cretization with respect to the space coordinate z leads to a system of ODEs in

the time variable t. If the N-dimensional subspace S1
h in the Sobolev space H1

(0,l)

is given, the Galerkin principle leads to the following problem statement: find the

function ϑ ∗h which belongs to the trial space S1
h for each t > 0 and obeys the projec-

tive relation

l∫

0

(L ϑh− f )ηhdz = 0 with ϑh(z, t) ∈ S
1
h for all ηh(z) ∈ S

0
h (15.11)

as well as the initial and boundary conditions (15.4) and (15.6) for any test function

ηh ∈ S0
h ⊂ L2

(0,l).

15.4 Finite Element Discretization

In this section, a new numerical algorithm for the finite element discretization of

linear heat transfer problems is considered. The algorithm is based on the weak

formulation (15.4), (15.6), (15.11) introduced in Section 15.3 and a piecewise poly-

nomial approximation ϑh of an unknown temperature function ϑ .

Let the length of the rod z ∈ [0, l] be divided into a finite number N of interval

elements

z ∈ [zi−1,zi], 0 = z0 < z1 < .. . < zN−1 < zN = l ,

where zi , i = 0, . . . ,N , are the nodal coordinates.

The approximation ϑh of the temperature profile is defined on the set of polyno-

mial splines

S1
h =

⎧
⎪⎨
⎪⎩

ϑh(z, t) : ϑh = ϑi =
M

∑
k=0

gk
0i(z)g

M−k
1i (z)θik(t),

z ∈ [zi−1,zi], i = 1, . . . ,N

⎫
⎪⎬
⎪⎭

, (15.12)
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where θik(t) are unknown time-dependent coefficients and M is the fixed degree of

the complete polynomial with respect to the spatial coordinate z. For any interval

z ∈ [zi−1,zi], i = 1, . . . ,N, the linear functions g0i and g1i have the following form

g0i =
zi− z

zi− zi−1
, g1i =

z− zi−1

zi− zi−1
.

This approximation should be continuous at the inner nodes z j, j = 1, . . . ,N−1.

Consider two intervals with a common node z j. Due to the special representation

of the polynomials in Eq. 15.12, the relation

θ jM(t) = θ j+1,0(t)

results from the continuity conditions of the temperature field. Now, it is possible to

compose the vector θ of independent unknown functions

θ (t) =
{
θ10,θ

′
1, . . . ,θ

′
N

}
with θ ′i = {θi1, . . . ,θiM} , i = 1, . . . ,N . (15.13)

The dimension of the vector θ (t) is K = MN+ 1.

Define the finite-dimensional space S0
h of test functions ηh with the following

basis

ηi j =

{
g

j
0i(z)g

M−1− j
1i (z), z ∈ [zi−1,zi]

0, z /∈ [zi−1,zi]
, i = 1, . . . ,N, j = 0, . . . ,M−1.

Then, the projective relation in Eq. 15.11 is reduced to a system of K−1 ODEs with

respect to the vector of unknown coefficients θ according to

l∫

0

(
Lϑh(z,θ (t))− f (z, t)

)
ηi j(z)dz = 0, i = 1, . . . ,N, j = 0, . . . ,M− 1 .

(15.14)

The boundary condition (15.6) expressed as

l∫

0

[
κ1

∂ϑh(x,θ (t))

∂ t
+κ2ϑh(x,θ (t))

]
dx =− f (l, t)− q̄l(t) (15.15)

has to be added further to the ODE system (15.14).

Projecting the initial condition (15.4) on the trace of the functional space S
1
h at

the initial instant t = 0 leads to the least squares minimization

θ (0) = θ0,

l∫

0

[
ϑh(z,θ0)− ϑ̄0(z)

]2
dz→min

θ0

. (15.16)

according to [26].
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The ODE system (15.14) with (15.15) and the condition (15.16) define a consis-

tent initial value problem to find the approximate temperature field ϑh(z, t).

15.5 Optimal Feedforward and Adaptive Control with Online
Parameter Identification

15.5.1 Statement of the Control Problem

For the initial-boundary value problem defined by (15.4), (15.6), and (15.11), we

restrict ourselves to the case in which the function µ(z, t) can be divided into two

parts according to

µ = µd(z, t)+ µc(z, t) with µd = ad(z)v(t) and µc = ac(z)u(t) . (15.17)

Here, v(t) is the function of external disturbances, u(t) is the control input, ad(z)
and ac(z) are known functions of the spatial coordinate.

we assume that z = zd , 0 ≤ zd ≤ l, denotes the output position of the system. The

goal of the following control strategies is the computation of a control input u(t)
such that the output temperature ϑ(zd , t) coincides with a sufficiently smooth tem-

perature profile yd(t) according to

ϑ(zd , t)
!
=yd(t) .

15.5.2 Optimal Feedforward Control Strategy

Different feedforward control strategies for the heat transfer system (15.4), (15.6),

(15.11), (15.17) have been developed in [26]. One of the possible ways for con-

trol design is to minimize the deviation of the output temperature ϑ(zd , t) from

the desired profile yd(t). For example, if all system parameters including the initial

and boundary conditions as well as the external disturbances are supposed to be

known, the optimal control problem can be formulated as follows: find the function

u∗(t) ∈ U that transfers the heating system from the initial state (15.4) to a terminal

state in fixed time t f and minimizes the quadratic objective function

J(u) =

t f∫

0

(
ϑ(zd , t)− yd(t)

)2
dt→min

u∈U
, (15.18)

where the input u belongs to the set of admissible controls U.

In the open-loop control problem for the system (15.4), (15.6), (15.11), and (15.17)
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In this paper, we restrict the representation of the control input u(t) in the solution

of the optimal control problem (15.18) to a set of time polynomials

U=

{
u : u =

Nc

∑
k=0

ukt
k

}
, (15.19)

where uk are unknown real coefficients. All control parameters uk are collected in a

vector

w := {u0, . . . ,uNc} .
This representation of the control function u allows for applying the FEM tech-

nique described in Section 15.4 to find a numerical solution to the optimal control

problem (15.18). After substituting the expressions (15.17) for the function µ(z, t)
in f defined by Eq. 15.11 and taking into account the polynomial control (15.19),

an equivalent initial value problem for the unknown vector function θ introduced in

Eq. 15.13 is formulated: find a solution θ ∗(t,w) that obeys, for an arbitrary control

vector w, the finite dimensional ODE system (15.14) and (15.15) under the initial

constraints (15.16).

The components of the vector θ ∗ depend on the control parameters uk, k =
0, . . . ,Nc. The unknown parameters uk can be used to find the optimal control law

by means of minimization of the functional (15.18).

The vector function θ ∗ defines the approximation ϑ ∗h (z, t,w) of the tempera-

ture according to (15.12). After substituting the approximate solution ϑ ∗h (zd , t,w)
for ϑ(zd , t) in Eq. 15.18 and taking into account the polynomial representation of

the control function u given in Eq. 15.19, the corresponding optimization prob-

lem (15.18) is reduced to an unconstrained minimization of a quadratic function

with respect to the unknown parameters uk . The optimal vector w∗ is given as the

solution of the following system of linear algebraic equations

∂Jh

∂uk

= 0, k = 0, ...,Nc ,

where Jh is given by

Jh =

t f∫

0

(
ϑ ∗h (zd , t,w)− yd(t)

)2
dt .

The functions ϑ ∗h (z, t,w
∗) describe an approximate solution of the original optimal

control problem (15.18) under the constraints (15.4), (15.6), (15.11), and (15.17).
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Fig. 15.1: Adaptive control structure

15.5.3 Adaptive Control Algorithm

The feedforward control algorithm described in the previous subsection has been

derived under the assumption that the system parameters are known exactly. In the

case of parameter uncertainties, a pure offline control strategy can lead to significant

deviations of the actual output values from the desired time trajectories [26].

Various feedback control algorithms are widely used to correct the errors of feed-

forward control strategies. Among these approaches, adaptive algorithms that esti-

mate the parameter uncertainty and adjust the control law online are of great im-

portance [46]. In this paper, an adaptive control strategy taking into account the

influence of unknown external disturbances is proposed. It is supposed that all the

internal parameters of the heat transfer system (15.4), (15.6), (15.11), and (15.17)

are given. The function of external disturbances v(t) defined in Eq. 15.17 is un-

known. Of course, the physical nature of such disturbances can be different and it

is often impossible to predict their behavior a priori. Nevertheless, for the reason of

controllability, we constrain ourselves to the case in which the function v(t) changes

its value slowly compared to the rate of the transient phenomena in the system.

The general scheme of the adaptive control system is depicted in Fig. 15.1. The

control strategy takes into account a sequence of time steps.

At the initial time t = 0 the vector function of measured temperatures

y = {y1, . . . ,yNy}, yi = ϑ(zy
i , t), z

y
i ∈ [0, l], i = 1, . . . ,Ny, z

y
k < z

y
k+1

(15.20)

and a value ṽ(0) of the function of external disturbances are given and written in the

data storage as ŷ and v̂, respectively.

The following control cycle is organized:

Using the current output value y, the identified external function ṽ(t), and the

desired temperature profile yd(t) generated by the trajectory planner, the control

u(t) is found by the adaptive controller, written in the data storage as û , and applied

to the plant at the beginning of the time step t = tk. At the end of this time step,

the vector y is measured and used together with the saved values ŷ and v̂ in the
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Fig. 15.2: Scheme of the adaptive

controller

Fig. 15.3: Scheme of the parame-

ter identifier

parameter identifier to produce a new function ṽ(t). After that, the current vector

y and the identified function ṽ(t) are put into the adaptive controller, saved in the

data storage as v̂, and then the control cycle is repeated in the following time step.

The principal structure of the adaptive controller is shown in Fig. 15.2. The

vector y measured at the beginning of the current time step t = tk, k = 0,1, . . .,
is put into the state observer which processes these data and generates the fi-

nite dimensional initial distribution of the temperature ϑh(z, tk,y) for the ODE

solver. In the ODE solver, the time history of the control output ϑ ∗h (zd , t,u,y, v̂)
for any admissible control u is obtained based on some approximation of the heat

transfer system and the identified external function ṽ(t). After that, the difference

∆y = ϑ ∗h (zd , t,u,y, v̂)− yd(t) between the output ϑ ∗h and the desired profile values

yd(t) is fed into the control optimizer, where the optimal control u∗ = u∗(t,y, v̂) is

found.

Here, the function u∗ is obtained from the following minimization problem

Jk(u) =

tk+tp∫

tk

∆y2dt→ min
u∈Ua

, (15.21)

where Ua is some control set, in particular, it can be polynomial, tp is some predic-

tive horizon which must guarantee the stability of the control process.

The scheme of the parameter identifier is presented in Fig. 15.3. The vector

ŷ = y(tk−1) from the data storage is processed by the state observer generating

the distribution of the temperature ϑh(z, tk−1) for the ODE solver. Then, the ODE

solver gives the function ϑ ∗h (z, t, û, ŷ, v̂k) for any external disturbance v̂k = const

based on the system approximations and control function û(t) stored. After that,
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the temperature distribution at the beginning of the time step ϑ ∗h (z, tk, ŷ, v̂k) and the

current vector y(tk) are provided to the parameter optimizer which produces the

identified value v̂∗k(y, ŷ, û) of the unknown function v(t). Note, that the stored values

v̂i, i≤ k, can be used to refine the extrapolation ṽ(t). An independent choice of the

control and identification time steps may also give us some additional flexibility to

increase the efficiency of the control process.

The optimal parameter v̂∗k is found from the minimization problem

J
y
k (v̂k) =

Ny

∑
i=1

(
ϑ ∗h (z

y
i , tk, ŷ, v̂k)− yi(tk)

)2 →min
v̂k

, (15.22)

where yi(tk) is the measured temperature at the point with coordinate z
y
i introduced

in Eq. 15.20.

15.6 Test Setup and Actual Control Structure

To visualize the use of the adaptive control strategy described in the previous sec-

tions, we consider the heating system depicted in Fig. 15.4. A corresponding setup

has been built up at the Chair of Mechatronics of the University of Rostock. Four

Peltier elements and cooling units are distributed over the length l of an iron rod

and divide it into four equally long segments. The rod temperature is measured at

the midpoints z
y
i = (2i−1)l/8, i = 1, . . . ,4, of the segments. The output point zd is

the middle of Segment 1. The insulation of the edges of the rod is assumed to be

adiabatic. The manipulated variable of this heating system is the heating power u

supplied with the Peltier element at Segment 4.

Mathematically, the temperature distribution is described by the one-dimensional

heat transfer Eqs. 15.1, 15.2 with the parameters

κ1 = ρcp and κ2 =
α

h
.

Here, ρ is the volume density of iron, cp is the specific heat capacity, α is the heat

transfer coefficient, and h is the height of the rod. It is supposed that the input heat

flux (see Eq. 15.17) is uniformly distributed along Segment 4 and equal to zero on

the other segments, thus

ac(z) =

⎧
⎨
⎩

4
bhl

for 3l
4
≤ z≤ l

0 for 0 < z < 3l
4

,

where b is the width of the rod. It is also considered that the ambient temperature

v(t) is the only external disturbance in this model and does not change its value

along the rod length ad(z) = κ2. Due to adiabatic insulation of the edges of the rod,

the equality q̄0(t) = q̄l(t) = 0 holds in Eq. 15.3. The initial temperature of the rod
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Fig. 15.4: Test setup

is distributed homogeneously (ϑ̄0(z) = const) and equal to the ambient temperature

v(0) = v0.

The parameters of this model have been identified in experiments:

ρ = 7800 kg/m3, cp = 420 J/(kg ·K), λ = 110 W/(m ·K), α = 50 W/(m2 ·K),
h = 12 mm, b = 40 mm, l = 320 mm, and v0 = 296.15 K.

In the actual adaptive control structure, the ODE solvers in the adaptive con-

troller and the parameter identifier (see Fig. 15.2 and Fig. 15.3) are based on the

MIDR and the FEM discretization described in Sections 15.3 and 15.4. In accor-

dance with the experimental setup, the iron rod is divided into four finite elements

(N = 4). The coordinates of the inner nodes are

zn =
nl

4
, n = 1,2,3 .

The polynomial orders M ≥ 2 of the temperature approximation ϑh in Eq. 15.12

are chosen for each element in the simulation. In each time step, the ODE sys-

tem (15.14) and (15.15) is solved with the following initial condition

θ (tk) = θk, tk = ktc ,

where k is the number of the step and tc is the control horizon.

The initial vector θk has to be obtained from the measurements of the tempera-

tures at the time t = tk. It can be seen from Eq. 15.13 that the dimension of θk is

greater than the number of measurements y. So, the following system is proposed to

define the vector θk using only four values yi:
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1) ϑi(z
y
i ,θk) = yi, i = 1, . . . ,4 ;

2)
∂
(
ϑ j(z,θk)−ϑ j+1(z,θk)

)

∂ z

∣∣∣∣∣
z=z j

= 0, j = 1,2,3 ;

3)
∂ϑ1,4(z,θk)

∂ z

∣∣∣∣
z=z0,4

= 0 ; (15.23)

4) Jϑ =
4

∑
i=1

zi∫

zi−1

(
∂ 2ϑi(z,θk)

∂ z2

)2

dz→min
θk

.

Here ϑi(z
y
i ,θk), i = 1, . . . ,4, are the polynomial approximations of the temperature

distribution defined by Eq. 15.12 for each finite element. The first condition in the

system (15.23) equates the values of the approximated temperatures ϑi to the mea-

sured ones yi at the midpoints of the rod segments. The second condition guarantees

the smoothness of the temperature field, whereas the third one satisfies the bound-

ary conditions (15.3) expressed via the temperature. The last relation minimizes the

curvature of the temperature distribution along the rod length in an integral sense.

The piecewise constant control

u(t) = ûk = const, t ∈ [tk, tk+1]

is computed by the adaptive controller. The optimal parameter û∗k is found from the

minimization problem (15.21) in each time step. The identified function v̂(t)

v̂(t) = v̂k = const, t ∈ [tk, tk+1]

is also considered as piecewise constant and obtained by minimization of the func-

tion J
y
k (see Eq. 15.22). The value v̂0 is given and equal to the initial ambient tem-

perature v0.

In future work, filtering approaches (such as the discrete-time Kalman filter) can

be used to reduce the influence of measurement noise on the identification of the

parameters v̂t and θk. For that purpose, the estimates determined by the procedure

described in this paper can serve as virtual measured data for v̂t and θk and are then

updated by a suitable filter.

Numerical simulations show that the quality of the adaptive control process is in-

fluenced significantly by the choice of the prediction horizon tp and the control hori-

zon tc. It is known that the heat transfer model described by the parabolic Eqs. 15.1

and 15.2 is a system with time delay. This feature is characterized by some time pa-

rameters that can be estimated based on the analysis of the transient processes in the

system. The intensity of the transients is related to the eigenvalues and eigenforms

of the corresponding boundary value problem
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λ

ρcp

∂ 2Θn

∂ z2
+

(
βn−

α

hρcp

)
Θn = 0 ,

∂Θn

∂ z

∣∣∣∣
z=0

=
∂Θn

∂ z

∣∣∣∣
z=l

= 0 , n = 0,1, . . . .

The eigenvalues βn and eigenfunctions Θn(z) can be found analytically according

to [25] as

βn =
n2π2λ

ρcpl2
+

α

ρcph
and Θn = cos

(nπz

l

)
.

The zeroth eigenvalue β0 defines the characteristic time τ0 = ρcph/α of heat trans-

fer between the rod and the environment, whereas the parameter β1 specifies the

maximal characteristic time

τ1 =
ρcphl2

π2λh+αl2

of the heat conductivity along the rod.

It is clear from a physical point of view that the transients have significant effect

on the controllability of the heat transfer system, but this influence is diminishing if

the distance between the input and output positions is decreasing. Let us define the

characteristic relative distance for this control system as follows

δc = max

{
1− zd

l
,

∣∣∣∣
z
y
4− zd

l

∣∣∣∣
}

.

Taking into account that the heat conductivity is the key physical phenomenon

providing the heat transfer from the input to the output, the following estimate can

be proposed for the prediction time horizon

tp ≥ t0
p = δcτ1 .

Numerical computations show that using small prediction time horizons (tp≪ t0
p)

leads to instability of the control process, whereas applying large time intervals

(tp≫ t0
p) can increase the systematic control error induced by the ambient tempera-

ture uncertainty.

The control horizon tc should be chosen rather small, that is

tc ≪ tp .

In this case, it is possible to improve more frequently the extrapolation of the ambi-

ent temperature v̂ and to correct the adaptive control law.
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15.7 Numerical Simulation

To verify the quality of the adaptive control strategy described above, numerical

simulations are performed. The resulting solutions are obtained analytically from

the set of ODEs (15.14) and (15.15) under the initial conditions (15.16) using sym-

bolic formula manipulation in MAPLE.

It is considered that the actual ambient temperature is increasing during the heat-

ing process according to the quadratic function of time

v(t) = v0 +3t2/t2
f .

This temperature law is used only in the numerical experiment to obtain the mea-

sured vector y(t). Different extrapolations v̂(t) are applied for testing the control

strategies described in Section 15.5.

The terminal time t f is fixed for all considered control processes and equals t f =
3600s. The desired temperature profile is given as

yd (t) = v0 +

(
ϑ f − v0

)

2

(
1+

tanh[σ(t− t f/2)]

tanh[σ t f /2]

)

with ϑ f = v0 + 10K and σ = 0.0015.

Three types of control strategies are investigated in the numerical simulations.

The first one is the pure feedforward strategy described in Subsection 15.5.2 with

the polynomial control function (15.19) and Nc = 10 . The optimal control law u∗(t)
is obtained under the assumption that the ambient temperature does not change in

the process, i.e., v̂(t) = v0.

Fig. 15.5: Control functions u(t): feedforward (1), adaptive with (2) and without (3)

identification
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Fig. 15.6: Temperature trajectories at the input position z
y
4 and the output position

zd

Fig. 15.7: Temperature deviations from the desired profile for the adaptive control

with (2) and without identification (3)

The second and third control laws are computed during the numerical experiment

based on the adaptive scheme (see Fig. 15.1) in which the parameter identifier is

switched on and off, respectively (in the last case v̂(t) = v0 ). The prediction and

control horizons are fixed to tp = 220s and tc = 9s. Note that the characteristic time

of the control system is t0
p ≈ 194s.

In Fig. 15.5, the resulting control functions (feedforward, adaptive with and with-

out identification) are presented by the curves 1, 2, and 3, respectively.
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Fig. 15.8: Identified ambient temperature v̂

The temperatures at the output position ( z= zd ) and at the middle of the control

segment ( z = z
y
4 ) are shown for these control in Fig. 15.6 by curves with the same

numbers.

In Fig. 15.7 the deviations of the temperature trajectories ϑ1(zd , t) from the de-

sired profile yd(t) are presented for the two adaptive control strategies. The trajec-

tory deviations for the feedforward control are rather large and not shown in this

figure.

It can be seen in Figs. 15.5–15.7 that the control obtained by a pure feedforward

strategy is the worst because no data about the increase of the ambient temperature

is used in the optimization algorithm. In contrast, the adaptive control gives a better

output trajectory even without any identification procedure, since the information

about external disturbances is implicitly recognized by the adaptive controller on

the basis of temperature measurements y(t). If the adaptive strategy involves the

parameter identification to estimate the ambient temperature directly, the mathe-

matical model is corrected in the adaptive controller during the process and can

provide more accurate output trajectories.

The identified ambient temperature ṽ(t) and its error ṽ(t)− v(t) for the adaptive

strategy with identification are given in Figs. 15.8 and 15.9, respectively. The devia-

tions of the identified temperature from its actual values (Fig. 15.9) are much smaller

than the maximal change of the external temperature in the control process. The nu-

merical simulations show that this error decreases if the control horizon tc becomes

shorter. It can also be seen that the identification accuracy goes down if the rate of

the temperature growth increases. This circumstance imposes certain constraints on

the applicability of the adaptive algorithm proposed.

The local error distribution ϕ(z, t) introduced by the Eq. 15.8 and obtained from

the numerical experiment for the adaptive control strategy with identification is de-

picted in Fig. 15.10 for the order M = 2 of the polynomial approximations on each
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Fig. 15.9: Deviations between the identified ambient temperature and its actual val-

ues

Fig. 15.10: Distribution of the local error ϕ(z, t) for the temperature field ϑ(z, t)

finite element. The corresponding relative integral error defined by Eq. 15.9 is suf-

ficiently small: ∆ = 1.5 · 10−4. If the order of approximations M is increased, the

integral error is decreased notably. For example, for M = 3 and M = 4 the relative

errors are equal to ∆ = 1.6 · 10−6 and ∆ = 1.1 · 10−7, respectively. Note that the

function ϕ(z, t) helps to detect imperfection of the applied finite-dimensional model

and gives one the possibility to develop new strategies for model refinement [23].
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15.8 Conclusions and Outlook

In this paper, an adaptive control algorithm with parameter identification for trajec-

tory tracking in distributed heating systems has been proposed and discussed. This

control strategy is based on the method of integrodifferential relations, a projective

approach, and the finite element technique. The principle scheme of the adaptive

control structure has been derived and its specific features have been considered in

detail. A verification of the proposed control laws is performed in numerical sim-

ulations taking into account the explicit local and integral error estimates resulting

directly from the MIDR.

In future work, the basic building blocks of the control strategy proposed in this

paper will be applied to more complex thermal systems. One of the goals is the

use of model-based strategies for the control of the temperature distribution in the

interior of high-temperature solid oxide fuel cell stacks after derivation of a suitable

control-oriented model. A corresponding test rig is currently being built up at the

Chair of Mechatronics of the University of Rostock. Finally, possibilities for the

combination with stochastic state, parameter, and disturbance estimation will be

investigated to cope with the influence of measurement noise in a more sophisticated

way.
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Chapter 16

State and Disturbance Estimation for Robust
Control of Fast Flexible Rack Feeders

Harald Aschemann (�), Dominik Schindele, and Jöran Ritzke

Abstract Rack feeders as automated conveying systems for high bay rackings are

of high practical importance. To shorten the transport times by using trajectories

with increased kinematic values accompanying control measures for a reduction

of the excited structural vibrations are necessary. In this contribution, the control-

oriented modeling for an experimental set-up of such a high bay rack feeder and the

model-based design of a gain-scheduled feedforward and feedback control structure

is presented. The rack feeder is modeled as an elastic multibody system. For the

mathematical description of the bending deflections a Ritz ansatz is introduced for

the first two bending modes. The tracking control design is performed separately

for both axes using decentralized state space representations. Unmeasurable states

as well as remaining uncertainties are estimated by a combined state and disturbance

observer. Both the achievable performance and the resulting tracking accuracy of the

proposed control concept are shown by measurement results from the experimental

set-up.

16.1 Introduction

Rack feeders represent commonly used handling systems for the automated opera-

tion of high bay rackings. To further increase the handling capacity by shorter trans-
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port times, control measures are necessary for the reduction of excited structural

oscillations, see also [1]. One possible approach is given by flatness-based feedfor-

ward control, where the desired control inputs are determined by dynamic system

inversion using the desired trajectories for the flat outputs as in [4] and [7]. How-

ever, both publications consider only a constant mass position in vertical direction

on an elastic beam without any feedback control. A variational approach is presented

in [6] to compute an optimal feedforward control for an elastic beam. Unfortunately,

feedforward control alone is not sufficient to guarantee small tracking errors when

model uncertainty is present or disturbances act on the system. For this reason in

this contribution a gain-scheduled feedforward and feedback control design is pre-

sented for fast trajectory control, and an observer-based disturbance compensation

is introduced. In contrast to the models in [2], [3], [8] and [10], where only the first

bending mode is considered, the model is extended by the second bending mode.

For the experimental investigation of modern control approaches to active oscil-

lation damping as well as tracking control, a test rig of a high-speed rack feeder

has been built up at the Chair of Mechatronics at the University of Rostock, see

Fig. 16.1. The experimental set-up consists of a carriage driven by an electric DC
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Fig. 16.1: Experimental set-up of the high-speed rack feeder (left) and the corre-

sponding elastic multibody model (right)

servo motor via a toothed belt, on which an elastic beam as the vertical supporting

structure is mounted. On this beam structure, a cage with the load mass is guided

relocatably in vertical direction. This cage with the coordinate yK(t) in horizontal

direction and xK(t) in vertical direction represents the tool center point (TCP) of the

rack feeder that should track desired trajectories as accurate as possible. The mov-

able cage is driven by a tooth belt and an electric DC servo motor as well. The angles

H. Aschemann et al.



16 State and Disturbance Estimation for Robust Control of Fast Flexible Rack Feeders 335

of the actuators are measured by internal angular transducers, respectively. Addi-

tionally, the horizontal position of the carriage is determined by a magnetostrictive

transducer. Both axes are operated with a fast underlying velocity control on the

current converter. Consequently, the corresponding velocities deal as new control

inputs, and the implementation effort is tremendously reduced as compared to the

commonly used force or torque input, like in [10], where passivity techniques were

employed for feedback control of a similar set-up. Two strain gauges are available

to determine the bending deformation of the elastic beam. For the feedback of the

deflection corresponding to the second bending mode and its time derivative, how-

ever, estimates from a state and disturbance observer are used.

Basis of the control design for the rack feeder, presented in Section 2, is a planar

elastic multibody system, where for the mathematical description of the bending

deflection of the elastic beam a Ritz ansatz is introduced, covering the first two

bending modes. In Section 3, the decentralized feedforward and feedback control

design for both axes is performed employing a linearized state space representa-

tion, respectively. Given couplings between both axes are taken into account by the

gain-scheduling technique with the normalized vertical cage position as scheduling

parameter, see also [2]. This leads to an adaptation of the whole control structure for

the horizontal axis. The second bending mode, its time derivative, and a disturbance

input variable are estimated by a reduced-order observer as described in Section

4. The capability of the proposed control concept is shown in Section 5 by exper-

imental results from the test set-up with regard to tracking behavior and damping

of bending oscillations. Especially the artificial damping introduced by the closed

control loop represents a main improvement. The maximum velocity of the TCP

during the tracking experiments is approx. 3 m/s.

16.2 Control-Oriented Modeling of the Mechatronic System

Elastic multibody models have proven advantageously for the control-oriented mod-

eling of flexible mechanical systems. For the feedforward and feedback control de-

sign of the rack feeder a multibody model with three rigid bodies - the carriage (mass

mS), the cage movable on the beam structure (mass mK , mass moment of inertia θK),

and the end mass at the tip of the beam (mass mE ) - and an elastic Bernoulli beam

(density ρ , cross sectional area A, Youngs modulus E , second moment of area IzB,

and length l) is chosen. The varying vertical position xK(t) of the cage on the beam

is denoted by the dimensionless system parameter

κ (t) =
xκ (t)

l
. (16.1)

The elastic degrees of freedom of the beam concerning the bending deflection can

be described by the following Ritz ansatz
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v(x, t) =
[

¯̄v1 (x) ¯̄v2 (x)
][ v1 (t)

v2 (t)

]
, (16.2)

with

¯̄v1 (x) =
3

2

(x

l

)2
− 1

2

(x

l

)3
,

¯̄v2 (x) =
(x

l

)2
,

(16.3)

(16.4)

which takes into account the first and the second bending mode. The vector of gen-

eralized coordinates results in

q(t) =
[
yS (t) v1 (t) v2 (t)

]T
. (16.5)

The nonlinear equations of motion can be derived either by Lagrange’s equations or,

advantageously, by the Newton-Euler approach, cf. [9]. For this purpose, position

vectors to the corresponding centers of gravity are introduced: the position vector to

the carriage rS, to the cage rK , to the mass at the beam tip rE and to a mass element

of the Bernoulli beam rBE are given by

rS =

[
0

yS

]
, rK=

[
xK

yS + v(xK)

]
, rE =

[
l

yS + v(l)

]
, rBE=

[
xBE

yS+ v(xBE)

]
.

(16.6)

By computing the Jacobians of translation

JTi =
∂ri

∂q , i = {S,K,E,BE} (16.7)

for these vectors and the Jacobian of rotation

jR j =
∂ϕ j

∂q , j = {K,E,BE} (16.8)

˜ ¨ ˜ ˙ ˜ ˙ SM,FSR)
are obtained as follows

M̃(q) =mSJ
T
TSJTS +mKJT

TKJTK +mEJT
TEJTE +θKjRKjTRK

+ρ
∫ l

0

(
AJT

TBEJTBE + IzBjRBEjTRBE

)
dx ,

k̃(q, q̇) =mSJ
T
TSJ̇TSq̇+mKJT

TK J̇TK q̇+mEJT
TE J̇TE q̇

+θKjRK
d

dt

(
jTRK

)
q̇

+ρ
∫ l

0

(
AJT

TBE J̇TBE q̇+ IzBjRBE
d

dt

(
jTRBE

)
q̇

)
dx ,

h̃ (q, q̇,FSM,FSR) =JT
TS

[
FSM−FSR

0

]
− ∂U (q)

∂q
− ∂R(q̇)

∂ q̇
,

(16.9)

(16.10)

(16.11)
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with the drive force of the carriage FSM and the associated friction force FSR. Here,

the potential energy U (q) consists of the gravity potential of all rigid and elastic

bodies as well as the strain energy of the elastic beam. The Rayleigh function R(q̇)
allows for an efficient computation of the stiffness-proportional damping matrix.

After a linearization for small bending deflections, the equations of motion can be

stated in M-D-K form

Mq̈ (t)+Dq̇(t)+Kq(t) = h · [FSM (t)−FSR (ẏS (t))] . (16.12)

The symmetric mass matrix is given by

M(κ) =

⎡
⎣

m11 m12 m13

m12 m22 m23

m13 m23 m33

⎤
⎦ (16.13)

with

m11 = mS+ρAl+mK +mE ,

m12 =
3

8
ρAl+

mKκ2

2
(3−κ)+mE ,

m13 =
1

3
ρAl+mK +κ2 +mE ,

m22 =
33

140
ρAl+

6ρIzB

5l
+

mKκ4

4
(3−κ)2 +

9θKκ2

4l2
(2−κ)+mE ,

m23 =
13

60
ρAl+

5ρIzB

4l
+

mKκ4

2
(3−κ)+

3θKκ2

l2
(2−κ)+mE ,

m33 =
1

5
ρAl+

4ρIzB

3l
+mKκ

4 +
4θKκ2

l2
+mE .

(16.14)

(16.15)

(16.16)

(16.17)

(16.18)

(16.19)

The damping matrix, which is assumed as stiffness-proportional, and the stiffness

matrix become

D =

⎡
⎢⎣

0 0 0

0
3kdEIzB

l3
3kdEIzB

l3

0
3kdEIzB

l3
4kdEIzB

l3

⎤
⎥⎦ , K(κ)=

⎡
⎣

0 0 0

0 k22 k23

0 k23 k33

⎤
⎦ , (16.20)

with

k22 =
3EIzB

l3
− 3

8
ρAg− 3mKgκ3

l

(
1+

3κ2

20
− 3κ

4

)
− 6mEg

5l
,

k23 =
3EIzB

l3
− 7

20
ρAg− mKgκ3

l

(
3κ

4
−2

)
− 5mEg

4l
,

k33 =
4EIzB

l3
− 1

3
ρAg− 4mKgκ3

3l
− 4mEg

3l
.

(16.21)

(16.22)

(16.23)
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In (16.20), the parameter kd denotes the coefficient of stiffness-proportional damp-

ing for the elastic beam. The input vector of the generalized forces, which accounts

for the control input FSM as well as the disturbance input FSR, reads

h =
[

1 0 0
]T

. (16.24)

The electric drive for the carriage is operated with a fast underlying velocity control

on the current converter. The resulting dynamic behavior is characterized by a first-

order lag system with a time constant T1y

T1yÿS (t)+ ẏS (t) = vS (t)− vS0 , (16.25)

whereas the input disturbance vS0 represents remaining uncertainties. In the follow-

ing, this differential equation replaces the equation of motion for the carriage in the

mechanical system model (16.12), which leads to a modified mass matrix as well as

a modified damping matrix

My(κ) =

⎡
⎣

T1y 0 0

m12 m22 m23

m13 m23 m33

⎤
⎦ , Dy=

⎡
⎢⎣

1 0 0

0
3kdEIzB

l3
3kdEIzB

l3

0
3kdEIzB

l3
4kdEIzB

l3

⎤
⎥⎦ , (16.26)

The stiffness matrix Ky(κ) = K(κ) and the input vector for the generalized forces

hy = h, however, remain unchanged. Hence, the equations of motion are given by

q̈ =−M−1
y Kyq−M−1

y Dyq̇+M−1
y hyvS−M−1

y hyvS0 , (16.27)

with the carriage velocity vS as new control input uy. For feedforward and feed-

back control design, a vanishing input disturbance vS0 is considered, and the system

representation is reformulated in state space form

ẋy =

[
q̇
q̈

]
=

[
0 I

−M−1
y Ky −M−1

y Dy

]

︸ ︷︷ ︸
Ay(κ)

[
q
q̇

]

︸︷︷︸
xy

+

[
0

M−1
y hy

]

︸ ︷︷ ︸
by(κ)

vS︸︷︷︸
uy

. (16.28)

The design model for the vertical movement of the cage can be directly stated in

state space representation. Here, an underlying velocity control is employed on the

current converter, which is also described by a first-order lag system

T1xẍK (t)+ ẋK (t) = vK (t) . (16.29)

The corresponding state space description follows immediately in the form

ẋx =

[
ẋK

ẍK

]
=

[
0 1

0 − 1
T1x

]

︸ ︷︷ ︸
Ax

[
xK

ẋK

]

︸ ︷︷ ︸
xx

+

[
0
1

T1x

]

︸ ︷︷ ︸
bx

vK︸︷︷︸
ux

. (16.30)
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Whereas the state space representation for the horizontal y-axis depends on the

varying system parameter κ(t), the description of the x-axis is invariant. A gain-

scheduling, hence, is necessary only for the horizontal axis.

16.3 Decentralized Control Design

As for control, a decentralized approach is followed, at which the coupling of

the vertical cage motion with the horizontal axis is taken into account by gain-

scheduling techniques. For the control of the cage position xK(t) a simple propor-

tional feedback in combination with feedforward control, which is based on the

inverse transfer function of this axis, is sufficient

vK (t) = KR (xKd (t)− xK (t))+ ẋKd (t)+T1xẍKd (t) . (16.31)

For this purpose the desired trajectory xKd(t) and its first two time derivatives are

available from trajectory planning.

The design of the state feedback for the horizontal motion is carried out on the

basis of the LQR approach, where the vector of feedback gains is determined by

minimization of a quadratic cost function with a combined weighting of state vari-

ables as well as control inputs. The control gains follow from a numerical solution

of the corresponding algebraic Riccati equation (ARE) in a chosen number of oper-

ating points. Due to the dependency of the system matrices on the varying system

parameter κ , the ARE becomes also a function of this parameter. To guarantee the

continuity of the feedback gains concerning this varying system parameter, constant

weightings are employed for the states as well as the control inputs. Starting point

for the LQR design is the time-weighted cost function

J =
1

2

∞∫

0

[
xT

y Qyxy + ryu
2
y

]
e2αytdt , (16.32)

which contains the weighting matrix Qy, the weight ry, and an additional parameter

αy. The weighting matrix Qy for the state vector xy is chosen as a constant, positive

definite diagonal matrix

Qy = diag [1.1e5 ,1.5e3 ,1.5e3 ,40 ,5 ,5]= const > 0 , (16.33)

the scalar input weight as constant positive value ry = 1e3 = const. With the pa-

rameter αy = 2.5 an absolute stability margin of the closed-loop eigenvalues can be

specified

max
i
{Re(si)} ≤ −αy =−2.5 . (16.34)

In the s-plane, hence, all closed-loop eigenvalues are located left to a parallel line

in the distance αy from the imaginary axis. In a chosen operating point, character-
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ized by a parameter p = κ , the optimal feedback control law can be determined as

positive definite solution of the parameter-dependent ARE

AT
yα (κ)P(κ)+P(κ)Ayα (κ)− r−1

y P(κ)by (κ)b
T
y (κ)P(κ)+Qy = 0 . (16.35)

The parameter-dependent state feedback becomes

uy,ZR(t) =−kT
y (κ)xy(t) , (16.36)

with the vector of feedback gains

kT
y (κ) = r−1

y bT
y (κ)P(κ) . (16.37)

The matrix Ayα used in the ARE is derived from the system matrix Ay according to

Ayα (κ) = Ay (κ)+αyI . (16.38)

As the matrix Ayα(κ) and the vector by(κ) continuously depend on the varying sys-

tem parameter κ , and constant weightings Qy and ry are employed, the solutions

P(κ) of the ARE are continuous functions of κ as well. The same applies to the

vector of feedback gains. Consequently, a gain-scheduled feedback control can be

derived by choosing a finite number of operating points in the space of the varying

system parameter κ and by performing a LQR design with constant weightings. The

resulting feedback gains contained in the vector kT
y could be either approximated by

simple ansatz functions, e.g. polynomials, or could be interpolated. The simplest

way of implementation is given by using look-up tables with a linear interpolation

between the chosen operating points, see Fig. 16.2. These look-up tables are gener-

ated automatically in advance and can be integrated in the control structure without

any effort. The approximation quality can be easily specified by the number of op-

erating points used for the control design. Obviously, a trade-off has to be found

between the desired approximation quality and the necessary storage. The resulting

location of the closed-loop eigenvalues in the s-plane reflecting the operating points

used for the design is depicted in Fig. 16.3. The stability of the time-varying system

can be shown employing a quadratic Lyapunov function

V (xy) = xT
y Rxy (16.39)

with a constant matrix R = I. A sufficient condition for asymptotic stability is the

negative definiteness of the matrix

AyR +AT
yR < 0 , (16.40)

where AyR = Ay−byk
T
y denotes the closed-loop system matrix. Alternatively, thor-

ough simulation studies could be performed to assess the closed-loop stability. For

feedforward control design the horizontal position of the cage yK(t) is considered

as controlled variable. Thus, the output equation becomes

H. Aschemann et al.
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yK (t) =
[

1 1
2κ

2 (3−κ) κ2 0 0 0
]

︸ ︷︷ ︸
cT
y (κ)

xy (t) . (16.41)

The control transfer function can be derived as

YK (s) = cT
y

(
sI−Ay+byk

T
y

)−1
byUV (s) =

(
b0 + b1 · s+ . . .+ b4s

4
)

N (s)
·UV (s) .

(16.42)

Obviously, the numerator of the control transfer function contains a fourth degree

polynomial in s, leading to four transfer zeros. This shows that the considered output

represents a non-flat output variable that makes feedforward control design more

difficult. As the horizontal axis is a fully controllable linear system, which can be

easily shown by computing the controllability matrix

QyS =
[
by Ayby . . . A5

yby

]
(16.43)

and by checking Kalman’s rank condition rank(QyS) = n= 6, the flat system output

could be computed directly

yy, f l = a ·
[

0 0 0 0 0 1
]T

Q−1
yS . (16.44)

Unfortunately, this flat output variable does not comply with the cage position as

TCP. Therefore, an alternative way is chosen to derive the feedforward control law.
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parameter κ
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Fig. 16.3: Closed-loop eigenvalues in dependency on the varying system parame-

ter κ

The main idea is given by a modification of the numerator of the control transfer

function by introducing a polynomial ansatz for the feedforward control action ac-

cording to

UV (s) =
[
kV0 + kV1 · s+...+ kV4 · s4

]
YKd (s) . (16.45)

For its realization the desired trajectory yKd(t) as well as the first four time deriva-

tives are available from a trajectory planning module. The feedforward gains can be

computed from a comparison of the corresponding coefficients in the numerator as

well as the denominator polynomials of

YK (s)

YKd (s)
=

(
b0 + ...+b4 · s4

)[
kV0 +...+ kV4 · s4

]

N (s)

=
bV0 (kV j)+ bV1 (kV j) · s+...+ bV8 (kV j) · s8

a0 +a1 · s+...+ s6
(16.46)

according to

ai = bVi (kV j),i = 0,...,4 . (16.47)

This leads to parameter-dependent feedforward gains kV j = kV j(κ). It becomes ob-

vious that due to the higher numerator degree in the modified control transfer func-

tion a remaining dynamics must be accepted. Though perfect tracking could not be

achieved due to the transfer zeros of the open-loop system, this easily implementable

feedforward control contributes significantly to an improved tracking behavior.

H. Aschemann et al.
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Fig. 16.4: Implementation of the control structure

16.4 State and Disturbance Observer Design

To obtain estimates of the bending deflection v2 and its time derivative v̇2 as well

as the disturbance variable vS0, a state and disturbance observer is employed as

described in [5]. The observer design is based on the equations of motion. The key

idea for the observer design is to divide the state-space representation in measurable

and non-measurable subsystems and extend them with an integrator as disturbance

model

ẋ1 = f1 (x1,x2,vS0,u) ,

ẋ2 = f2 (x1,x2,vS0,u) ,

v̇S0 = 0 ,

(16.48)

where x1 =
[
yS v1 ẏS v̇1

]T
comprises the measurable states and x2 =

[
v2 v̇2

]T
con-

tains the non-measurable state variables. The vector including the estimated states

and the estimated disturbance variable x̂O =
[
v̂2

˙̂v2 v̂S0

]T
is obtained from

x̂O = Hx1 + z (16.49)

with the chosen observer gain matrix

H =

⎡
⎣

0 0 0 h14

0 0 0 h24

0 0 0 h34

⎤
⎦ . (16.50)

The state equation for z is given by

ż =ΦΦΦ (x1, x̂O,u) . (16.51)
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The observer gain matrix H and the vector function ΦΦΦ have to be chosen such that

the steady-state observer error e = xO− x̂O , xO =
[
v2 v̇2 vS0

]T
converges to zero.

Thus, the vector function ΦΦΦ can be determined as follows

ė = 0 =

[
f2 (x1, x̂O,u)

0

]
−Hf1 (x1, x̂O,u)−ΦΦΦ (x1, x̂O,u) . (16.52)

This yields an equation for calculation of the observer term ΦΦΦ (x1, x̂O,u)

ΦΦΦ (x1, x̂O,u) =

[
f2 (x1, x̂O,u)

0

]
−Hf1 (x1, x̂O,u) . (16.53)

The error dynamics ė has to be asymptotically stable. Accordingly, all eigenvalues

of the Jacobian

Je =
∂ΦΦΦ (x1,xO,u)

∂xO

(16.54)

must be located in the left complex half-plane. This can be achieved by proper

choice of the observer gains h14, h24 and h34. The stability of the closed-loop control

system has been investigated by thorough simulations. The control implementation

including the reduced-order observer is illustrated in Fig. 16.4.
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Fig. 16.5: Comparison of the response of yK and yK,sim to a rectangle pulse using

the identified parameters
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16.5 Parameter Identification

A large number of the system parameters are given by material properties or can

be determined theoretically from geometrical considerations. These parameters are

listed in Tab. 16.1. The remaining parameters T1y, IzB, kd as well as T1x are deter-

Table 16.1: Known system parameters

Length of the beam l 1.07 m

Cross sectional area of the beam A 6e−4 m2

Youngs modulus of the beam E 70e9 N
m2

Density of the beam ρ 2.7e3 kg

m3

Mass at the tip of the beam mE 0.9 kg

Mass of the cage mK 0.95 kg

mined experimentally using parameter identification techniques. For this purpose,

the cage positions xK and yK are measured at the test rig for a given input signals

vS and vK . Then, the simulation model is evaluated with the same input signals,

and the obtained output signals xK,sim and yK,sim are compared to the corresponding

measured outputs xK and yK . The identification task to be solved, hence, consists in

the minimization of the quadratic cost functions

J (T1y, IzB,kd) =
N

∑
i=1

[yK,i− yK,sim,i (T1y, IzB,kd)]
2 (16.55)

and

J (T1x) =
N

∑
i=1

[xK,i− xK,sim,i (T1x)]
2 , (16.56)

where N denotes the number of signal samples. For the nonlinear optimization the

Matlab function fminsearch has been used, which is based on the Nelder-Mead

approach. A comparison of the measured cage position yK and the simulated posi-

tion yK,sim using the identified parameters is shown in Fig. 16.5 for a rectangle pulse

as input variable uy = vS. The identified parameters are stated in Tab. 16.2.
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Table 16.2: Identified system parameters

Time constant x-direction T1x 0.013 s

Time constant y-direction T1y 0.007 s

Second moment of area of the beam IzB 1.2e−8 m4

Damping coefficient of the beam kd 1.1e−3 s

16.6 Experimental Validation on the Test Rig

The benefits and the efficiency of the proposed control measures shall be pointed

out by experimental results obtained from the test set-up available at the Chair of

Mechatronics, University of Rostock.
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Fig. 16.6: Desired trajectories for the cage motion: desired position in horizontal

direction (upper left part), desired position in vertical direction (upper right part),

desired velocity in horizontal direction (lower left part) and desired velocity in ver-

tical direction (lower right part)

For this purpose, a synchronous, four times continuously differentiable desired

trajectory is considered for the position of the cage in both x- and y-direction. The
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desired trajectory is given by polynomial functions that comply with specified kine-

matic constraints, which is achieved by taking advantage of time-scaling techniques.

The desired trajectory shown in Fig. 16.6 comprises a sequence of reciprocating

motions with maximum velocities of 2 m/s in horizontal direction and 1.5 m/s in

vertical direction. The resulting tracking errors

ey (t) = yKd (t)− yK (t) (16.57)

and

ex (t) = xKd (t)− xK (t) (16.58)

are depicted in Fig. 16.7. As can be seen, the maximum position error during the

movements is about 2 mm in y-direction and about 3 mm in x-direction. The steady-

state position error in y- as well as in x-direction is smaller than 0.3 mm. Fig. 16.8
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Fig. 16.7: Tracking error ey (t) for the cage motion in horizontal direction (left part)

and tracking error ex (t) for the cage motion in vertical direction (right part)

shows the comparison of the bending deflection measured by strain gauges attached

to the flexible beam with desired values as well as the difference between these two

signals ev1 = v1d− v1. The desired values of the system states can be derived from

the available inverse system model, for example in the Laplace domain. For this

purpose, the polynomial feedforward law UV (s) has to be partially differentiated

with respect to the corresponding feedback gain. The desired bending deflections

v1d and v2d are obtained as follows

v1d(s) =
∂UV (s)

∂kR2
=

[
∂kV0

∂kR2
+

∂kV1

∂kR2
· s+ . . .+

∂kV4

∂kR2
· s4

]
YKd (s) ,

v2d(s) =
∂UV (s)

∂kR3
=

[
∂kV0

∂kR3
+

∂kV1

∂kR3
· s+ . . .+

∂kV4

∂kR3
· s4

]
YKd (s) .

(16.59)

(16.60)
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the bending deflection (left part) and difference ev1 (t) = v1d (t)− v1 (t) between the

values v1d (t) and v1 (t) (right part)

During the acceleration as well as the deceleration intervals, physically unavoidable

bending deflections could be noticed. The achieved benefit is given by the fact that

the remaining oscillations are negligible when the rack feeder arrives at its target

position. This underlines both the high model accuracy and the quality of the active
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Fig. 16.9: Transient response after a manual excitation of the bending deflection: at

first without feedback control, after approx. 2.5 seconds with active control
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Fig. 16.10: Comparison of the desired value v2d (t) and the estimated value v̂2 (t)
(left part); difference ev2 (t) = v2d (t)− v̂2 (t) between the desired value v2d (t) and

the estimated value v̂2 (t) (right part)

damping of the first two bending modes. Fig. 16.9 depicts the disturbance rejection

properties due to an external excitation by hand. At the beginning, the control struc-

ture is deactivated, and the excited bending oscillations decay only due to the very

low material damping. After approx. 2.5 seconds, the control structure is activated

and, hence, the bending oscillations are actively damped. The estimated values for

the second bending mode v̂2 are shown in the left part of Fig. 16.10. Here v̂2 is com-

pared to the desired bending deflection v2d . The right part of Fig. 16.10 shows the

error ev2 = v2d − v̂2 between the desired and the estimated bending defection. As

can be seen the estimated values are in good consistency with the desired values.

In the left part of Fig. 16.11 the estimated disturbance velocity v̂S0 is depicted. The

impact of the observer-based disturbance compensation strategy can be seen in the

right part of Fig. 16.11. Without disturbance compensation the maximum tracking

error increases up to approx. 8 mm.

16.7 Conclusions

In this paper, a gain-scheduled feedforward and feedback control strategy for flexi-

ble high-speed light-weight rack feeders is presented. The control design is based on

a control-oriented elastic multibody system. The state variables concerning the sec-

ond bending mode as well as an input disturbance are estimated by a reduced-order

observer. Beneath an active oscillation damping of the first two bending modes, an

accurate trajectory tracking for the cage position in x- and y-direction is achieved.
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Fig. 16.11: Estimated disturbance velocity v̂S0 (t) (left part); comparison of the

tracking errors ey (t) with and without disturbance compensation (d. c.) (right part)

Experimental results from a prototypic test set-up point out the benefits of the pro-

posed control structure. Experimental results show maximum tracking errors of ap-

prox. 3 mm in transient phases, whereas the steady-state tracking error is smaller

than 0.3 mm. Future work will address an adaption of the control structure to chang-

ing masses of the payload.
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Notation

As a basis for the contributions to this Special Volume on Modeling, Design, and

Simulation of Systems with Uncertainties, we have agreed with all authors on the

following set of notations which is used as far as possible. As a general convention,

small letters are reserved for scalars (e.g. a) and vectors (e.g. x) and capital letters

(e.g. A) for matrices. Vectors and matrices are typeset in boldface letters.

Special Sets and Operators

R Set of real numbers

Rn n-dimensional real Euclidean space

IR Set of all scalar real intervals, i.e.,

IR := { [x]|x≤ x for all x,x ∈ R}
S An arbitrary set of real/ complex values

/0 Empty set

Specification of Interval Variables

[x] Interval enclosure of a scalar real variable x ∈ R

[x] Interval enclosure of a real vector x ∈ R
n

x, inf{[x]} Infimum (lower bound) of an interval [x] ∈ IR

x,sup{[x]} Supremum (upper bound) of an interval [x] ∈ IR

[x]◦ [y] Interval operations for scalar operands [x], [y], ◦ ∈ {+,−, ·,/}

[z]:=[x]◦ [y] := {x◦ y | x ∈ [x] ,y ∈ [y]}
={z | min(x◦ y,x◦ y,x◦ y,x◦ y)≤ z≤max(x◦ y,x◦ y,x◦ y,x◦ y)}

For the division of intervals, the case 0 ∈ [y] needs special treatment
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354 Notation

diam{[x]} Diameter of an interval [x], diam{[x]} := x− x

mid{[x]} Midpoint of an interval [x], mid{[x]} := 1
2 (x+ x)

rad{[x]} Radius of an interval [x], rad{[x]} := 1
2 (x− x)

vol{[x]} Pseudo volume of an interval box [x] with

vol{[x]} :=
n

∏
i=1

diam{[xi]}, x ∈Rn

f ([x]) Any interval evaluation of the function f over the interval [x]

V f ([x]) Range of the function f : R �→ R over the interval [x] ∈ IR,

i.e., V f ([x]) := { f (x) | x ∈ [x]}
⊆ Subset, [a]⊆ [b] means x ∈ [b] for all x ∈ [a]

⊂ True subset, i.e., [a]⊂ [b] means [a]⊆ [b] and [a] �= [b]

∈ Element of a set

∪ Union operator for sets

⊔ Convex hull operation for intervals, i.e.,

[x]⊔ [y] :=
[
min

{
x,y
}

; max{x,y}
]

∩ Intersection operator for sets and intervals, i.e.,

[x]∩ [y] :=

{[
max

{
x,y
}

; min
{
x,y
}]

for max
{
xi,yi

}
≤min

{
xi,yi

}
, i = 1, . . . ,n

/0 else

For multi-dimensional interval boxes, inf{[x]}, sup{[x]}, diam{[x]}, mid{[x]},
rad{[x]} are defined element-wise, e.g., x = sup{[x]} with xi = sup{[xi]}

Specification of Stochastic Variables

ω Event, outcome of a random experiment

(Ω ,F ,P) Probability space

Ω Sample space, set of all possible outcomes

F Set of events

P Probability measure

E [y] Expectation of y

Cov(x,y) Covariance Cov(x,y)� E [(x−E [y])(x−E [y])]

Var [y] Variance of y

E [y|G ] Conditional expectation of y given G

p(t,y) Probability density

Y (t) Stochastic process
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