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Abstract

The increasing presence of mobile robots in our everyday lives introduces the re-

quirements for their intelligent and autonomous features. Therefore the next gen-

eration of mobile robots should be more self-capable, in respect to: increasing of 

their functionality in unforeseen situations, decreasing of the human involvement 

in their everyday operations and their maintenance; being robust; fault tolerant and 

reliable in their operation. 

Although mobile robotic systems have been a topic of research for decades and 

aside the technology improvements nowadays, the subject on how to program  

and making them more autonomous in their operations is still an open field for 

research. 

The classical formal methodologies which have been "dominating" the robotics 

segment for long time start to prove that they are perhaps not adequate to cope 

with the increasing complexity of the robotic systems. Many different research 

directions have been considered on how to overcome these problems. 

Applying bio-inspired, organic approaches in robotics domain is one of the 

methodologies that are considered that would help on making the robots more 

autonomous and self-capable, i.e. having properties such as: self-reconfiguration, 

self-adaptation, self-optimization, etc. 

In this book several novel biologically inspired approaches for walking robots 

(multi-legged and humanoid) domain are introduced and elaborated.  

They are related to self-organized and self-stabilized robot walking, anomaly 

detection within robot systems using self-adaptation, and mitigating the faulty 

robot conditions by self-reconfiguration of a multi-legged walking robot. The ap-

proaches presented have been practically evaluated in various test scenarios, the 

results from the experiments are discussed in details and their practical usefulness 

is validated. 
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Chapter 1 

Introduction 

Robotic systems nowadays are getting increasingly complex in their design and 

implementation. In order to fulfill the proposed requirements, systems often con-

sist of many software and hardware units, realizing various functionalities and 

cooperating together. Declaring them as autonomous means that they should  

have the ability to dynamically adjust and execute their tasks without human  

intervention. Additionally, they should be reliable and also tolerant to various  

system malfunctions.  

Future robotic systems should be able to demonstrate self-x properties such as 

self-organization, self-reconfiguration, self-healing and the like. Having these 

kinds of properties, robotic systems would be able to demonstrate their autonomic 

property, and this will also aid in shortening their development and maintenance 

time. 

However, the complexity of the classical approaches for robot system modeling 

has introduced a need for developing and applying new concepts and methodolo-

gies towards creating self-capable, more robust, and dependable systems. In order 

to achieve this, engineers have used different biologically and organically inspired 

approaches. For example, some of the algorithms for motor control and walking 

gait pattern generations for the domain of joint leg walking robots have been  

inspired and developed on observations seen within animals and functioning of the 

neural circuitry. In that context, research has been done and is presented in this 

book on introducing novel biologically inspired approaches with their practical 

applications for domain of self-organizing, self-optimizing, and self-reconfiguring 

walking robots. Joint leg walking robots and simple walking robots use their legs 

for their movement over a terrain. Depending on how many legs they have, they 

can belong to one of many categories, from two legged humanoid robots up to 

many legged robots having three, four, six, or eight legs, where each leg can be 

built out of several joints/segments. Walking robots can have many joints and 

therefore many degrees of freedom (DOF). However, having many degrees of  

freedom introduces difficulties in developing appropriate methods for controlling 

such complex walking robots, monitoring their health status, making them fault-

tolerant, etc. 

The research presented in this book tries to give an answer on some of the  

open questions for fault-tolerant robotics domain. This includes self-organized, 
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self-stabilized robot walking and self-adapting methods for failure detection and 

self-reconfiguration after a failure has been detected within the robotic system, so 

the robotic system can still continue with its mission despite the faulty conditions 

within itself. 

Research presented in this book includes:  

- biologically inspired robot control architecture; 

- self-organizing hexapod robot walking; 

- biologically inspired self-stabilizing humanoid robot walking; 

- biologically inspired self-adapting approach for anomaly detection 

by a robot; 

- biologically inspired approach for self-reconfiguration by a hexapod 

robot. 

The structure of the thesis is organized as follows: 

- In the 2
nd

 chapter, a general overview is given on biologically inspired com-

puting and self-x properties including short introduction to terms related to: 

bionics, organic computing, autonomic computing, self-x properties, and 

emergence; 

- The 3
rd

 chapter is about joint leg walking and hybrid robots, with a small 

review about state of the art of hexapod robots. In this chapter detailed de-

scriptions about the hexapod robot demonstrators OSCAR-2, OSCAR-3, 

and OSCAR-X are given. State of the art humanoid robots are further in-

troduced and also a detailed description of the S2-HuRo humanoid robot 

demonstrator is given. 

- The 4
th

 chapter describes notions about a biologically inspired robot con-

trol architecture. An overview is given on commonly used robot control  

architectures such as: reactive, subsumption, deliberative, and hybrid con-

trol. After the introduction on commonly used robot control architectures, 

an introduction is given on self-organizing robot architectures such as: 

autonomic control architecture, Organic Robot Control Architecture 

(ORCA), and their characteristics. The distributed ORCA which is related 

to the research experiments is explained in detail and new ideas are also 

given about an enhanced “stem” based ORCA architecture.   

- The 5
th

 chapter first gives an introduction on locomotion seen by insects 

and animals and Central Pattern Generator (CPG) for walking pattern gen-

eration. Then a concept for self-organizing emergent robot walking gait 

with distributed pressure on robot’s feet is explained. Further explained in 

this chapter is the firefly-inspired synchronization of a robot’s walking 

gait. Included are the experiments done on prolongation and shortening of 

the robot’s swing and stance phases using firefly-inspired synchronization. 

- In the 6
th

 chapter a biologically inspired approach for optimizing the walk-

ing gait of a humanoid robot is explained. Symbiosis as a biologically  

inspired approach for self-stabilization of humanoid robot walking gait is 

elaborated and details about the SelSta approach and its main parts are  
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discussed. The chapter concludes with the results of experiments done on 

the SelSta approach and the usefulness of the SelSta approach. 

- The 7
th

 chapter is about biologically inspired approaches for failure detec-

tion within a robotic system. First it gives an overview on the approaches 

for robot fault / anomaly detection, followed by an introduction on Artificial 

Immune Systems. Then it introduces the Artificial Immune System (AIS) 

based Robot Anomaly Detection Engine (RADE) approach. After RADE is 

explained in more detail, results from the experiments done with the AIS-

inspired RADE approach are presented and discussed. 

- The 8
th

 chapter introduces an approach for robot self-reconfiguration of a 

hexapod robot system based on an biological inspiration - swarm intelli-

gence. An overview of swarm intelligence, flocking behavior, and boids is 

given first. Then S.I.R.R., a Swarm intelligence based approach for robot 

reconfiguration, is introduced and explained in detail. After the introduc-

tion of the S.I.R.R. approach, results from simulation of S.I.R.R.-based 

hexapod robot reconfiguration are presented. The results from real robot 

reconfiguration experiments done with the S.I.R.R. approach on the hexa-

pod robot OSCAR-2 are then presented for validation of the simulation  

experiment’s results. Chapter 8 ends with the results from real robot recon-

figuration experiments done with the S.I.R.R. approach, presentation of leg 

amputations on robot OSCAR-X, and an explanation of practical useful-

ness of S.I.R.R. 

- The 9
th
 chapter gives a conclusion on the research presented in this book 

and the importance of the biologically-inspired approaches introduced for 

the walking and general robotics domain. 
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Chapter 2  

Biologically Inspired Computing and Self-x 
Properties 

2.1   Bionics 

Bionics is the application of biological methods and systems found in nature to the 

study and design of engineering systems and modern technology [Bio10]. 

The term Bionics (from biology and electronics) is sometimes interchangeably 

used for a Biomimetics and Biomimicry (from bios = life, and mimesis = to imi-

tate). Bionics is related to applying ideas seen in nature for solving scientific, 

technical, or engineering problems. Biomimetics is therefore an interdisciplinary 

field where scientists from different scientific fields like Biology, Physics, Chem-

istry, and Engineering work together towards developing various solutions based 

on observations of processes seen in nature.  All these techniques are based on 

solving new problems from solutions to previous problems found in nature.  

For example, such biologically inspired concepts can be related to various  

organizational building principles seen within bacteria, flora, fauna, etc.   

There are many innovations and products developed that can be mentioned as 

examples for practical usefulness of biologically inspired concepts: self-

assembling glass inspired by sea sponges; bacterial control inspired by red algae; 

solar cells inspired by leaves; friction-free fans inspired by nautilus; building ma-

terial from CO2 inspired by mollusks; self-cleaning surfaces inspired by lotus 

plant [Nat10], etc. 

Besides the natural assembling techniques which can be useful for building 

novel materials with new and perhaps superior properties than that of the current 

existing materials, the social and organizational principles in nature like feeding, 

mating, foraging, and swarming are also found to be useful for engineering  

domain. 

Bionics is more related to implementing the approach found in nature as an idea 

instead of imitating the biologically structure behind it, which is more closely  

representing the Biomimetics.  

Nowadays there is an increasing trend of applying and adopting biologically in-

spired approaches for the general domain of computer science as well as for the 

domain of robotics.  
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More and more of the approaches implemented in the field of computer engi-

neering are related to artificial intelligence and optimization, such as artificial neu-

ral networks, genetic algorithms, and ant optimization algorithms. 

2.2   Organic Computing 

Organic computing initiative [Mül04] [Sch05], is related to development of tech-

nical systems that act autonomously and dynamically adapt to the environment. 

Those systems must exhibit lifelike properties and function in independent way. 

That is why they are called “organic” or “organic computing systems”. At the 

same time they should be also robust, safe, and trustworthy.  

Therefore, organic computing is a type of biologically inspired computing that 

attempts to develop approaches for technical systems exhibiting self-x properties 

such as self-organization, self-configuration, self-optimization, self-healing, and 

self-explaining.  

The research presented in this book is directly associated with Organic Com-

puting and developing self-x biologically inspired approaches that would enable 

the robotic systems to act in more independent and autonomous ways. 

2.3   Autonomic Computing 

The Autonomic computing initiative was proposed in the IBM [IBM01] manifesto 

and states the need for development of autonomic IT systems that would over-

come the ever growing complexity of current IT systems. The main requirement 

for such autonomic systems would be that they are self-manageable and also  

capable of providing reliable services and minimizing the human administrator 

intervention and thus minimizing the probability of human errors.  

Autonomic systems are therefore systems that can manage themselves without 

human intervention. They must be capable of incessant autonomous work given 

only high-level objectives from the administrators [KeC03].  In order to achieve 

the autonomic system's property, such systems must have the self-x properties  

self-reconfiguration, self-organization, and self-healing. 

2.4   Self-x Properties 

Self-x properties are closely related to biological processes found in nature, 

namely the processes in nature that can be often seen as self-organizing, self-

optimizing, and self-healing processes.  

Such self-x properties have been proven useful when translated to scientific 

domains: techniques for new materials development, engineering, new approaches 

for the IT industry, etc. 

Approaches mentioned in this book are mainly related to the development of 

various algorithms for joint leg walking robots domain that enable the robots to 
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exhibit the so-called self-x properties for various circumstances such as robot self-

reconfiguration, robot walking gait self-optimization, and robot self-healing.     

General definitions for the terms Self-Configuration, Self-Optimization, Self-

Healing, and Self-Protection can be found by Autonomic Computing [KeC03] and 

also can be used interchangeably for other technical domains, as well as for the 

robotics domain. 

Self-Configuration: Automated configuration of components and systems follows 

high-level policies. The rest of the system adjusts automatically and seamlessly. 

Self-Optimization: Components and systems continually seek opportunities to  

improve their own performance and efficiency. 

Self-Healing: The system automatically detects, diagnoses, and repairs localized 

software and hardware problems. 

Self-Protection: The system uses early warning to anticipate and prevent system-

wide failures. 

2.5   Emergence 

Emergence is one of the phenomena often observed in nature. Emergence can be 

defined as “the arising of novel and coherent structures, patterns, and properties 

during the process of self-organization in complex systems" [Gol10]. The emer-

gence can sometimes be summarized as: Whole is more the than sum of its parts. 

This means that in systems exhibiting emergence, the behavior or the property of 

the whole system cannot be deducted from the properties of individual compo-

nents composing that system. Such a definition is closer to the view of “strong 

emergence”. On the other side, “weak emergence” is related to the emergence that 

is traceable, i.e. the emergent property can be reduced to the property of individual 

components. 

For emergence is often said to be a “bottom-up” process. 

There are many examples of emergent processes that can be seen in nature or in 

biological systems. For example: the sand dunes, water waves, swarming schools 

of fish, flocking of birds, slime molds, ant colonies’ self-sustainability, etc.   

In complex systems where safety is not a critical issue (since the completely 

safe system's behavior cannot be guaranteed), emergence is sometimes used to 

lower the effort of developing the needed system's functionality. 

Emergence is also popular for domain of robotic systems. Examples include: 

emergence of gait patterns for robot walking [AWY99], emergence of communica-

tion within multi robot systems [Lip07], emergent behaviors of autonomous robots 

[AnD90], etc. 

The practical usefulness of the emergence concepts is explained in further 

chapters, applied to the research on the hexapod robot OSCAR, more precisely for 

its walking gait generation. 
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Chapter 3  

Joint Leg Walking and Hybrid Robot 
Demonstrators 

3.1   Introduction 

Design of two and multi-legged robots like four legged, six legged, and eight 

legged robots shows a practical usefulness of Bionics for the domain of robotics. 

Depending on the number of legs, such robotic platforms can be inspired from 

body constitution, walking mechanics, and behavior of humans, animals (four 

legged), insects (six legged), or spiders (eight legged). There is also another kind 

of robotic designs depicted as hybrid robots, which have a mixture of concepts 

seen in nature and artificial designs. These robots can be often found having 

tracks, other special leg designs, wheeled-legged robot designs and the like. 

In this chapter several joint leg walking and hybrid robots are discussed. The 

“joint leg” term is related to robots that have legs built out of servos, representing 

their joints. The term “hybrid” found by hybrid robots is related to robots that 

have both legs built out of servo joints and wheels attached to their legs.  

Robots demonstrators presented in this chapter have been used as demonstra-

tors for biologically inspired approaches and algorithms researched and elaborated 

in this book. These robots can be categorized into three types: humanoid robots, 

hexapod-robots, and hybrid wheeled-legged robots.  

3.2   Hexapod Robots 

Hexapod robots belong to the group of joint leg walking robots having six legs 

where the legs are consisting of multiple servo joints. The legs of the robot are 

usually symmetrically distributed in two different groups spatially located on the 

two opposite sides of the robot's body. The design of hexapod robots is often in-

spired by locomotion systems seen in insects like cockroaches, stick insects, and 

the like.  

In comparison with the four legged walking robots or quadruped robots,  

hexapod robots have intrinsically more redundancy due to the higher number of  

the legs and thus can be theoretically more flexible over uneven terrain. Hexapod 
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robots differ from robots that have “native” spider-like biomimetic design having 

eight legs distributed on the two sides of the robot’s body. Although the eight 

legged robots may have higher degree of redundancy and perhaps provide better 

agility for the robot over rugged terrain, they also need more energy for their func-

tioning, which in turn affects the size and mobility of the robot. 

  

(a)                                (b) 

    

(c)                               (d) 

 

(e) 

Fig. 3.1 Hexapod robots: (a) “iSprawl”; (b) “RHex”; (c) “DLR Crawler”; (d) “RiSE”; (e) 

“AMOS-WD06”. 
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3.2.1   State of the Art – Hexapod Robots 

There have been many types of hexapod robots that have been used for demon-

stration purposes in the research on biologically inspired locomotion.  Some of the 

current (Feb, 2010) state of the art hexapod robots include: “iSprawl” [KCC06], 

“RHex” [AMK01], “DLR Crawler” [GWH09], “RiSE” robot [SGF06], “AMOS-

WD06” [STW10] (Figure 3.1). However, the mentioned hexapod robots all differ 

in the technology that they use for their locomotion. For example, their leg design 

differs from one robot to the other and the moving concept of the joints by the legs 

also differs. 

Movement of the legs for the “iSprawl” robot is periodic, generated by push-

pull actions using flexible cables and servo motors [KCC06]. For the “RHex”  

robot, the movement of the legs is related only to the rotary motion of the legs 

[AMK01]. The “DLR Crawler” design was based on the “DLR-HAND II” 

[BFH03], therefore the joint based fingers of the “DLR-HAND II” are adapted to 

serve as legs for the “DLR Crawler” [GWH09]. For the “RiSE” robot, the legs are 

moved by two electrical actuators per leg, with biologically inspired adhesive 

structures located on the feet, which enable the “RiSE” robot to climb on vertical 

wall surfaces, trees, etc [SCM06]. The “AMOS-WD06” robot implements legs 

consisting of three servos each, resulting in eighteen servos for locomotion of the 

hexapod robot [STW10].  

By the presented "state-of-the-art" robots there are improvements that can be 

seen in comparison with some older hexapod robot designs, however less has been 

done on introducing fault tolerant mechanisms within the robots itself, which  

will give the robots the robustness to be functional also in situations when they 

experience some malfunctions within their components, by means of reconfigur-

ing the body and leg postures.   

And this is the key difference in comparison to the robot demonstrators OSCAR, 

in particular OSCAR-X, which were developed at Institute für Technische Infor-

matik, University Lübeck and described in the following sub-chapter. 

3.2.2   Hexapod Robot Demonstrator – OSCAR (Organic Self  

Configuring and Adapting Robot) 

OSCAR (Organic Self Configuring and Adapting Robot) is a six legged walking 

robot, used as a demonstrator for testing some of the newly-developed biologically 

inspired approaches and algorithms presented in this book.  

OSCAR represents the series of built hexapod robot demonstrators used in the 

interdisciplinary research, where the legs are distributed spatially in a circle on the 

robot's body. Most of the robots in OSCAR series have integrated an on-board 

embedded system, sensors (ultrasonic, infrared, acceleration, and inclination sen-

sors), and actuators (analog and digital servos). Such a typical spatial distribution 

of the robot’s legs in a circle is represented in (Figure 3.2). 
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Fig. 3.2 Spatial distribution in circle of legs by OSCAR series of robots. 

The OSCAR series consists of the following robots: OSCAR-1, OSCAR-2, 

OSCAR-3, and OSCAR-X, which are described below. The first two robots, 

OSCAR-1 and OSCAR-2, were mostly based on the Lynxmotion® robot kit - 

“AH3-R (18 Servo Walker)” with 18 degrees of freedom (DOF), Hitec HS-645 

Servos and aluminum based leg design [Lyn06]. 

3.2.2.1   Hexapod Robot Demonstrator – OSCAR - 1 

Hexapod robot OSCAR-1, built in year 2006 is the first in the series of OSCAR 

robots. Its hardware is based on the “AH3-R (18 Servo Walker)” robot kit with six 

legs distributed spatially in a circle and additional on-board electronics such as 

“JControl” (a Java based embedded system for robot control), servo controller SD-

21, Hitec analog servos HS-645, binary contact sensors on the robot's feet, and 

NiMH batteries (Figure 3.3). Each leg by the robot is made up of three servos. 

There are also integrated ultrasonic sensors on three of the robot’s legs.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.3 Hexapod robot OSCAR-1 



3.2   Hexapod Robots 13

 

3.2.2.2   Hexapod Robot Demonstrator – OSCAR - 2 

OSCAR-2 (Figure 3.4) is the second in the series of OSCAR robots, similarly 

built as OSCAR-1.   

The OSCAR-2 in comparison to the OSCAR-1, has the following modifications:  

-  pressure sensors (Figure 3.5); 

- 18
 
modified HiTec HS-645 servos (Figure 3.6); 

The modified servos provide feedback for the level of servo current, so the torque 

can be monitored while the robot is walking. The modification is clearly visible due 

to the number of wires that come out from the servos, namely that the wires are 

directly connected to the potentiometer output reading pins inside of the servos. 

    

                             (a)                                                                        (b) 

Fig. 3.4 Hexapod robot OSCAR-2. (a) Experimental robot OSCAR-2 setup - from above; 

(b) Robot OSCAR-2 in movement. 

 

Fig. 3.5 Pressure sensors type FSR-400. The most right one in the figure is used by 

OSCAR 2.  

Another difference to OSCAR-1 is that OSCAR-2 has pressure sensors on its 

feet (Figure 3.5) instead of the binary contact sensors, so a variable pressure on the 

robot’s feet can be sensed.  

Furthermore, OSCAR 2 has an accelerometer sensor used to sense the accelera-

tion and inclination of the robot.  
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By experiments with OSCAR-2, National Instruments hardware [Nat06] and 

software was used for acquisition and pre-processing of the signals (currents from 

servos, feet pressure, inclination values), their graphical representation, and data 

logging. 

 

Fig. 3.6 Modified HiTec HS-645 servo with wires for current and position feedback 

Other important characteristic for robot OSCAR-2 is that in order to simulate a 

faulty situation of the robot’s legs by anomaly detection experiments, there have 

been modifications introduced to some of the robot’s legs for those particular ex-

periments. Such experimental leg modification is shown in (Figure 3.7). 

 

Fig. 3.7 Modification by leg of robot OSCAR-2, in order to allow simulated leg failure 

The presented modification allows the robot’s leg to intentionally malfunction 

(the inserted pins drop off) after some time of robot walking. 

3.2.2.3   Hexapod Robot Demonstrator – OSCAR - 3 

OSCAR-3 is similar to OSCAR-1 and OSCAR-2 in its principal construction. The 

difference to OSCAR-1 and OSCAR-2 is that the 18
 
modified HiTec HS-645 ser-

vos have additional internal electronic printed board circuits that provide servo 

current feedback through an I2C bus back to the computing unit. Robot OSCAR-3 
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doesn’t have a microcontroller onboard, but instead it is connected to a PC via a 

USB cable. It uses the “Generic robot architecture” [Gen08] concept in order to 

provide a better software driver access to the robot’s sensors and actuators, and 

therefore easier control and actuation of the robot.  

 

Fig. 3.8 Hexapod robot OSCAR-3. 

3.2.2.4   Hexapod Robot Demonstrator – OSCAR - X 

The new prototype of the OSCAR robot generation, called OSCAR-X (Figure 3.9), 

is built to provide a better robot research test-bed for testing the biologically in-

spired algorithms. In comparison to its predecessors, the OSCAR-X features a 

completely new design and was rebuilt from scratch.    

New features of the robot include: 

- Robot leg amputation mechanism: R-LEGAM [Jak09]; 

- Light weight glass-fiber body; 

- Robot legs spatially distributed in a circle with 60 degrees between 

each two neighboring legs; 

- Greater payload capabilities (sensors, batteries, camera, etc.) for the 

scientific measurements and experiments; 

- Stronger digital RX-64 servos with digital feedback for their real time posi-

tions, torque levels, current levels, temperatures, etc. 

- Powerful Lithium-polymer batteries for the servos and electronics; 

- Weight of the body including the batteries is 7,5 kg; 

- Improved foot design for better detection of the ground, complete with binary 

contact sensors; 

- Powerful embedded system - Gumstix®  “Verdex board” [GUM09] running 

embedded Linux; 

- Usage of the “Generic robotic architecture” [Gen08] concept, to provide bet-

ter software driver access to the robot’s sensors and actuators and therefore 

easier control and actuation of the robot; 

- Orientation sensor; 

- Wireless camera and an additional camera servo. 
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(a)          (b) 

   

(c)               (d) 

Fig. 3.9 (a) Hexapod robot OSCAR-X in development stage; (b) OSCAR-X in nature; (c) 

Front view of robot OSCAR-X with onboard camera and additional ultrasonic sensors; (d) 

Top view of robot OSCAR-X. 

3.2.2.4.1   Robot Leg Amputation Mechanism – R-LEGAM  

The main feature of the OSCAR-X is the improved design of robot’s legs, which 

aim for performing on-demand robot reconfiguration. Namely, the patented 

mechanism for robot leg amputation, R-LEGAM (DPMA-Az: 10 2009 006 934) 

[Jak09], is integrated for each of the OSCAR-X’s legs (Figure 3.9 and Figure 3.10).  

The robot’s leg can be detached from the robot’s body by software command. 

This is especially helpful when some of the legs malfunction. So instead of carry-

ing the malfunctioned legs during the rest of the mission, the legs can be ampu-

tated to prevent any other future negative influence on the rest of the functional 

robotic system.  

The in-situ reconfiguration of the hexapod robot OSCAR-X using biologically 

inspired approaches will be discussed in chapter 10. 



3.3   Humanoid Robots 17

 

       

Fig. 3.10 (a) CAD design of Robot leg amputation mechanism: R-LEGAM; (b) R-LEGAM 

integrated on the robot’s body; (c) Robot’s leg detached from the robot’s body using the R-

LEGAM mechanism. 

3.3   Humanoid Robots 

Humanoid robots are robot demonstrators that have a human like appearance and 

are often used in robotics research, or as entertainment and service robots.  

Humanoid robots are therefore used to study and research the complexity of  

human walking and dynamic balancing, but also used for research in prosthesis 

development, human cognition, and human sensory information processing and 

perception. 

They have two legs, usually two arms and a head, and are equipped with lots of 

actuators and sensors including accelerometers, tilt sensors, cameras, pressure 

sensors on their feet, ultrasonic and infra-red sensors, etc. 

There are humanoid robot soccer matches organized by the RoboCup federa-

tion [Rob10], where humanoid robots autonomously play soccer. Such competi-

tions are important for the overall research in humanoid robots and emphasize the 

work on developing new algorithms for humanoid robot dynamic walking and 

stabilization, cooperation, localization on the field, etc. 

In chapter 6, research work is presented on self-stabilizing humanoid robot 

walking using biologically inspired algorithms.  

3.4   State of the Art Humanoid Robots 

There are many humanoid robots known nowadays (March 2010) that are con-

sidered state-of-the-art due to the number of features they exhibit. Here are some 

of the famous humanoid robots: Nasa’s “Robonaut 2” (R2) [NAS10], “TOPIO 

3.0” [TOS09], “ASIMO” developed by HONDA [HON07], “Albert-Hubo” 

[HAN05] by Hanson Robotics, and “NAO” by Aldebaran Robotics [ALD10]. 

(Figure 3.11) 
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(a)               (b) 

    

(c)          (d)                 (e) 

Fig. 3.11 State of the art humanoid robots: (a) “Robonaut 2”; (b) “TOPIO 3.0”; (c) 

“ASIMO”; (d) “Albert-Hubo”; (e) “NAO”. 

The robot “Robonaut2,” nicknamed as “R2,” is a dexterous and technologically 

advanced humanoid robot developed by NASA and General Motors. The goal is 

to have this robot accompany the space missions and work side-by-side with  

humans. The “R2” has a torso equipped with a head and two arms but is without 

legs.  

“TOPIO 3.0” is the table tennis playing robot, designed and constantly im-

proved by the company Tosio. The robot is said to use artificial intelligence algo-

rithms to continuously improve its playing skill level.  

Robot “ASIMO,” developed by HONDA, is one of the most famous humanoid 

robots and is mostly used for entertainment purposes. This robot can detect faces, 

shake hands with humans, walk up and down the stairs, run, and even perform 

small jumps while running. 

Robot “Albert-Hubo” is built on “Hubo 2,” a “KHR-4” [HUB03] robot model, 

and is the next generation of the “KHR-3” humanoid robot with Albert Einstein’s 

head mounted on its body. The robot is used for artificial muscle actuator re-

search, autism therapy, cognitive science research, etc. 
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“NAO” is commercially available research humanoid robot platform equipped 

with a variety of actuators and sensors like: cameras, gyrometers, accelerometers, 

IR, and sonar sensors. It has a visual programming interface with which robotic 

movements can easily be developed. “NAO” robots are also in the RoboCup hu-

manoid soccer games in the NAO - RoboCup standard league.  

Humanoid robots come in various sizes, ranging from small robots like NAO 

robot - 58 cm up to full size robots like TOPIO 3.0 - 188cm size (Figure 3.11).  

3.5   Humanoid Robot Demonstrator - S2-HuRo (Self Stabilizing 

Humanoid Robot) 

The S2-HuRo robot was developed for the research on biologically inspired tech-

niques for humanoid robot stabilized walking, presented in chapter 6. S2-HuRo is 

based on the “ROBONOVA-1” (Figure 3.12) [HIT06] robot kit with “HSR-

8498HB” digital servos, “MRC-3024” servo control, and integrated I/O board.  

 

Fig. 3.12 Humanoid robot “ROBONOVA-1” 

This robot has been modified extensively and specially tuned, taking the final 

form and construction as shown in Figure 3.12. 

The modified robot is called the S2-HuRo (Self Stabilizing Humanoid Robot) 

presented in Figure 3.13 (a)-(d). The robot is built of the following hardware ele-

ments: embedded system - Gumstix® Verdex [GUM09] represented in Figure 

3.14 with wireless module and antenna, 2-axis accelerometer and gyroscope, Lith-

ium-polymer battery pack, voltage converters for 3, 5, and 6 volts for the electron-

ics, and binary sensor contacts (Figure 3.15). In order to decrease the weight of  

the robot, some servos from the “Robonova 1” arms have been removed during 

the robot hardware tuning, and the connection between the segments at those 

points is made with screws instead. The final S2-HuRo robot appears as seen in 

Figure 3.13. 
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                 (a)      (b)        (c) 

  

(d)       (e) 

Fig. 3.13 (a) – (d) S2-HuRo (Self Stabilizing Humanoid Robot). 

 

Fig. 3.14 Gumstix® Verdex embedded system with wireless LAN module, antenna, MMC 

card, and additional serial connector cable. View with three sensors per foot. “L” and “R” 

indicate the left and the right robot’s legs. 
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When comparing the robots shown in Figure 3.12 and Figure 3.13, differences 

in robot modifications can easily be spotted. By looking at the top view of the ro-

bots, the robot (Figure 3.13) (c) the two axis accelerometer sensors can be spotted 

under the robot’s head. In the backside figures (Figure 3.13) (d) and (e) of the S2-

HuRo, the case of the embedded Gumstix® Verdex system can be seen along with 

the wireless antenna next to the case.  

On the robot’s feet Lithium-polymer batteries can be spotted – two batteries per 

foot. The relatively light weight 5Wh LiION rechargeable batteries used by  

S2-HuRo for servo and electronics power supply are the same batteries used by  

E-pucks robots [EPU09]. The voltage from the batteries is further down-regulated 

by integrated voltage convertors to be compatible with the voltage operating range 

of the servos, Microcontroller AtMega “MRC-3024” board, and the additional 

electronics. The batteries are located on the robot’s feet so the center of gravity of 

the robot is lowered and this increases the dynamic stability of the robot.  

 

Fig. 3.15 Schematic view of binary contact sensors by the S2-HuRo feet – bottom. 
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Chapter 4  

Biologically Inspired Robot Control 
Architecture 

Robot control architectures are related to sensing, monitoring, and acting actions 

of the robots. They are an important part of each robot control and the coordina-

tion of their behaviors. There are different kinds of robotic architectures imple-

mented by different kinds of robots. 

Most of the control robot architectures are divided into following groups: 

- Reactive and Subsumption / Behavior-based control architectures (schema 

based); 

- Deliberative control architectures (hierarchical) or Sense-plan-act architec-

tures; 

- Hybrid control architectures. 
 

These “common” types of robotic architectures are explained in the subsection 

that follows.  

On the other hand, the research of biologically inspired robot control architec-

tures aims at developing robot control architectures that would have life-like  

properties and are able to self-organize their constitutive components instead of 

predefining them manually. They must be able to self-optimize for their best  

performance and be capable of detecting the newly attached components such as 

sensors and actuators. They must also be able to autonomously re-configure them-

selves and continue with execution of their mission tasks.  

Although these are all nice features to have for robot control architecture, de-

veloping such “life-like” robot control architecture is rather complicated. The 

tricky design of such architecture involves re-thinking aspects such as: 

- The types of elements that would constitute such control architecture; 

- The property of the architecture must be generic and independent of the 

configuration and attached  hardware and electronics; 

- How can an on-demand reconfiguration be achieved in such autonomic ar-

chitecture so that the new components can be easily added to the running 

system? 

- Where to place the “main control” unit or if such a unit should exist at all 

in such module-based architecture. 
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Questions also arise on how the decision for a particular detailed design of such 

architecture might influence the proper working of the other constitutive elements 

of the architecture. Properties such as scalability and emergence also have to be 

addressed. 

4.1   Overview on “Standard” Types of Robot Control 

Architectures 

In this section several common types of robot control architectures are introduced: 

Reactive control architecture; Subsumption control architecture; and Delibera-

tive/reactive control architecture. Then an overview on autonomic types of  

architectures is given, before an explanation of the ORCA (Organic Robot Control 

Architecture). ORCA is on the other side directly related to the research presented 

in this book as well as to several ideas that are presented about improvement of 

robot control architecture using biologically inspired concepts. 

4.1.1   Reactive and Subsumption and Behavior Based Control  

Architecture 

By reactive control architectures (schema based), the control is stimulus-response 

based, where behaviors are represented by direct sensor to actuator predefined 

reaction mappings. (Figure 4.1) Although the speed of response by the reactive 

control architecture is rather high, which might be suitable for some real world 

scenarios where the reaction time might be very important, reactive architectures 

are perhaps not suitable for tasks where predictive planned outcomes should be 

generated. 

 

Fig. 4.1 Principle of reactive control architecture. 

An alternative approach to the reactive system architecture is subsumption  

architecture (behavior based) introduced by Brooks in 1986 [BRO86]. This ap-

proach is based on priority behaviors organized into layers, where higher priority 

behaviors subsume lower priority behaviors. In subsumption architecture, the low-

er layer behaviors (reflexes) can inhibit higher layer behaviors. In this bottom-up 

fashion, the reflexes are bottom layers that can be expressed in the fastest way. 

The upper layers are related to higher robot control work in inhibited fashion, de-

pending on their priority and currently executed lower actions. It is also important 

to mention that there is no higher level supervision in this architecture. The  

subsumption architecture can be useful when overall robot behavior should be  
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dynamic, reactive, emergent. Difficulties in this architecture are related to deter-

mining the priorities of the layers constituting the architecture. An example struc-

ture of subsumption architecture is presented in Figure 4.2. 

 

Fig. 4.2 An example structure of subsumption architecture. 

4.1.2   Deliberative Control Architecture  

Deliberative control architectures are based on the Sense-Plan-Act principle. For 

their optimal functioning, deliberative hierarchical control architectures usually 

need full knowledge about the environment.  

By these types of control architectures, the robot first senses the environment, 

then plans potential solutions and considers the results when choosing appropriate 

actions. It is assumed that the world model is provided. The robot then executes 

the actions through actuators. The structure of such architecture is represented in 

Figure 4.3. 

 

Fig. 4.3 Sense-Plan-Act model of deliberative control architecture. 
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The advantages of using the deliberative architecture is that in such goal ori-

ented control architecture the goal of a given task can be achieved in a planned 

way. However, the difficulties or drawbacks of using such architecture are related 

to the re-planning phases which introduce slow response to some actions. There-

fore the architecture is perhaps not suitable for tasks where fast response is 

needed. An additional drawback is that in case the environment changes, there 

also need to be changes in the control architecture, so its reaction can be compati-

ble with the changed model of the environment. 

4.1.3   Hybrid Control Architecture  

One way of mitigating the limitations and drawbacks seen by the reactive and the 

deliberative control architectures is to combine both of the architectures into a 

hybrid control architecture. 

A first proposal for usage of such hybrid architecture was made by Arkin 

[Ark87]. Since then, different kinds of hybrid robot architectures have been pro-

posed [Con92] [LHG06]. In general, the hybrid architecture uses higher level 

planning in order to guide the lower level of reactive components. It is often  

depicted as a three layer architecture, where the top layer is the deliberative  

layer, operating under a slower sampling rate than the bottom layer, which is the 

reactive layer with a fast reaction time. The middle layer might have different  

interpretations and implementations for different projects, for example, aggrega-

tion of information coming from the lower layer. This control architecture can be 

represented as in Figure 4.4. 

Deliberative layer

Intermediate layer

Reactive layer

 

Fig. 4.4 Model of a hybrid control architecture. 

The benefit of using such architecture is that it is still a goal oriented architec-

ture where planning for the next actions occur by a deliberative layer, and at the 

same time “lower level” actions can be executed by the reactive layer. Therefore it 

can be more or less assured that the proper planned actions will be executed  
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and also that the robot will interact better and react faster to changes in the  

environment. 

4.2   Overview on Autonomic Control Architecture 

Previously introduced robot control architectures (reactive, deliberative, and  

hybrid architectures) have the modules, behaviors, and tasks mostly planned,  

modeled, and defined in advance by a human operator. Autonomic control archi-

tectures use the idea to build architectures that will easily cope with the high  

complexity of the technical systems, and that dynamically adapt with respect to 

available resources and user needs [NaB07]. Responses taken automatically by a 

system without real-time human intervention are called autonomic responses 

[SHR06] [LVO01]. 

Given only high-level commands, the autonomic systems should be able to 

manage themselves [KeC03] in a self-governing manner. The idea of autonomic 

computing was first introduced by IBM in their Manifesto for Autonomic Com-

puting [IBM01]. They proposed several features that autonomic systems should 

exhibit such as: self-configuration, self-healing, self-optimization, and self-

protection, all of which were inspired by the human body’s autonomic nervous 

system. These terms were explained previously in Chapter 2.4.  

Autonomic systems consist of autonomic elements – which can build relation-

ships with other autonomic elements and manage and influence or change their 

behavior in order to comply with the higher level policies defined by human op-

erators. Such an autonomic element is represented in Figure 4.5. 

As seen from the figure, each autonomic element has an autonomic manager 

and one or more managed elements. An Autonomic manager is associated with 

control of the autonomic element and actions like Monitoring, Analysis, Planning, 

Execution using a Knowledge base. Managed elements on the other hand repre-

sent the hardware resources like storage, the CPU, etc. 

The autonomic manager controls or influences the execution of the Managed 

element and monitors its operations. Therefore it is a closed feedback loop  

architecture. 

The concept and functionality of the autonomic control architecture differs  

from the “common” control architectures, and introduces the notions of self-

configuration, self-healing, self-optimization, and self-protection, working towards 

building self-managing systems. 
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Fig. 4.5 Structure of autonomic element [KeC03]. 

 

Fig. 4.6 Generic Observer/Controller architecture. 
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Within the Organic Computing initiative an Generic Observer/Controller archi-

tecture (Figure 4.6) has been firstly introduced in [RMB06], which incorporates 

Observer and Controller units, where the Observer monitors the proper behavior 

of Controller units and modifies their control in order to suit the predefined goals. 

Observer/Controller architecture is a closed feedback loop architecture. 

4.3   ORCA (Organic Robot Control Architecture) 

ORCA development [BMM05] is a result of Organic Computing (Chapter 2.2) 

research on developing hybrid robust robot control architecture that has self-x 

properties and at the same time provides safe and reliable functioning. 

Usually it is important for control architectures that exhibit self-x properties to 

have the controlled emergence property. Namely, the system should be able to 

learn and adapt its behavior, but at the same time not demonstrate some unwanted 

behavior that exceeds some pre-defined constraints defined in the system’s core 

specifications.  

 

Fig. 4.7 ORCA – Organic Robot Control Architecture. 

ORCA architecture is therefore built to satisfy these criteria, to provide reliable 

robot function & control, to have modular architecture design, and to allow for 

emergent properties of its constituent BCU and OCU units. 
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Basic Computing Units (BCUs) are basic software modules in the ORCA archi-

tecture, which may implement different functionalities related to robot control or 

the robot’s hardware. These functionalities can be related to: sensor values acqui-

sition, sensor data fusion, sensor information pre-processing, or for example to 

control a robot leg segment.  Organic Computing Units (OCUs) are special type of 

units in the ORCA architecture related to monitoring tasks for the correct behav-

iour of BCUs and also to control them to provide counteractions in case of anoma-

lies. ORCA architecture is presented in Figure 4.7.  

ORCA is closely related to the research presented in this book, as a concept of 

a robot control architecture.  

4.4   Distributed ORCA Architecture for Hexapod Robot Control 

ORCA has also been adapted to suit the practical experiments conducted on  

experimental robots OSCAR-2 and OSCAR-X. 
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Fig. 4.8 Decentralized ORCA used in several robot experiments. 

 



4.5   Cell Differentiation as Biological Inspiration for Enhanced ORCA 31

 

The idea behind practically implemented distributed organization of ORCA is 

that each leg represented in ORCA consists of a number of BCU units which can 

control some servo movements, and are related to some behaviors such as leg gait 

generation, swing/stance leg movements, etc. There can be one OCU unit that is 

responsible for monitoring the health status of the BCU units and providing coun-

teractions in case of detected anomalies. There is one OCU unit per leg, and there-

fore several of them in the whole architecture related to monitoring the behaviors 

and health status of the leg units.  

On the other hand, for anomaly detection purposes, a distributed ORCA can be 

considered with one OCU per each BCU related to servo movement. Depending 

on the application and task that the robot must realize, different types of distrib-

uted control architectures can be considered.  

For example, the distributed ORCA architecture represented in Figure 4.8 has 

been used in the experiments with emergent robot walking with distributed pres-

sure on its feet and for firefly inspired self-synchronization of walking gait of the 

hexapod robot. 

In the following chapter information is given on exploring new ideas about 

ORCA architecture that would improve the robust and autonomic functioning of 

this control architecture. 

4.5   Cell Differentiation as Biological Inspiration for Enhanced 

ORCA 

An initial biologically inspired research was done on further enhancing the stan-

dard ORCA architecture, in order to provide means for achieving the self-x prop-

erties, like the self-organization of the modules by the robot control architecture.  

A biological phenomenon called cell differentiation has been explored, more 

specifically the self-organization that happens in this process. This study may aid 

in improving the functionality of the ORCA control architecture.  

First, a quick overview of the biological concept cell differentiation is appro-

priate before exploring the ideas of how these biological phenomena might be 

beneficial for ORCA. 

4.5.1   Overview of a Biological Concept – Cell Differentiation 

By biological systems, the self-organization of the components seems to be intrin-

sically integrated. This can be seen when observing the cells in the organs and 

tissues. Namely, the cells in one organism generally have some common charac-

teristics that can be observed in all the cells in the organism. For example, they all 

carry the same DNA. But on the other hand, cells also do differ from each other. If 

we observe the brain cells, muscles cells, liver cells, etc., they all differ in their 

function or inner structure. 

Research on types of cells called stem cells [BMT63] [SMT63] has given in-

sight into types of cells that are able to develop into different types of cells in the  
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body. Those stem cells are totipotent or pluripotent, and when dividing can poten-

tially (depending on the environment) transform and become any type of cell like 

brain cell, muscle cell, liver cell, etc. This is done in the process of cell differentia-

tion [STE10], in which the cell due to various environmental conditions, inter-

signaling between the cells, or physical contact with neighboring cells can start to 

develop into a specific type of cell. 

4.5.2   The Enhanced “Stem” Type ORCA Architecture 

If we have a look into ORCA and its OCU and BCU units and their pre-defined 

functionality, we might consider these constitutive units as some sort of “already 

differentiated cells” in the architecture. By ORCA structure mentioned earlier, 

some BCU units can be related to motor control; some to control segments of the 

robot; others can be related to provide sensor values read from the sensors, etc. 

The OCUs can on the other hand be related to monitoring the individual BCU 

units.  

The idea behind utilizing the cell differentiation concept in this context would 

be on introducing some “stem cell” like types of units in the architecture that can 

“differentiate” into appropriate module types. This would be especially useful for 

situations where other components like some servos and actuators (connected via 

bus), should be dynamically installed into the robotic system without any need of 

human operator intervention. 

In an ordinary case such operation would require that the human operator iden-

tifies the type of module that has to be incorporated into the architecture and then 

programs its interface so that the component can be suitably accessed. For exam-

ple, if it is an actuator, then it should be newly interfaced into the robotic system 

and should receive commands for actions via its interface. If it is a sensor, then it 

should provide data through its interface to the units that need it. 

On the other hand, by the robot control architecture that has “stem” type of 

units, it will not have them all preprogrammed and a fixed topology of the units’ 

interconnection. Some units at the start might be defined, for example some BCU 

units controlling motors in the robot. But if any additional motors are added to the 

robotic system, then by “fingerprint” of their functioning, they might appear to 

have similarities with the already defined BCU units for the motor control. In that 

case those “stem” type of units can be associated with BCU type interface for mo-

tor control. 

Analogously this can be done also for any other extra sensors connected to the 

robotic system. If a newly connected sensor device has a “fingerprint” that might 

be similar in functionality to that of BCU units existing in the robotic system and 

related to sensor signal acquisition, then such extra added sensor units will get 

associated with BCU sensor type interface.  

At first, all newly inserted hardware units are associated with some “stem” type 

of units in the control architecture, and then they “differentiate” within the archi-

tecture to unit types in the control architecture that best describes their functional-

ity. When speaking of OCU units in the context of such enhanced “stem” ORCA 

architecture, the “stem” type of OCU units might differentiate into other different 
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types of OCU units associated with monitoring of proper operation of "associated" 

BCU units.  

Such “stem” type of BCU and OCU units might be interesting to explore, since 

upon replication and differentiation the newly generated and associated units will 

perhaps express new intelligent functionality of the robotic system. On the other 

hand these experiments with “stem” type of BCU and OCU units should be ap-

proached with great care, since there is also an open possibility that by such dif-

ferentiation the OCU units might expose an undesirable property or behavior of 

the robotic system. There may be other techniques introduced that help to prevent 

this from happening, like introducing special OCU monitor units that will “guide” 

this process of differentiation to be compatible with the pre-defined functional 

requirements of the robotic system. 

The enhanced “stem” ORCA architecture model is presented in Figure 4.9. 

 

 

Fig. 4.9 Enhanced “stem” type ORCA. 

The whole mechanism of differentiation of the BCU and OCU units should be 

explored, in the sense of defining a method for converting the “stem” type BCU or 

OCU units. For example, they may be influenced by the neighboring units to be-

come a completely defined unit within the control architecture with a specific 

function and interface. 
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One idea would be that the data oriented sequences originating from the OCU 

and BCU units can be compared to the data streams originating from new “stem” 

units. This might help the “stem” OCU or BCU units to be influenced to change 

their type to that kind of BCU or OCU units that have similar data streams. This 

would be analogue to the biological counterpart of cell differentiation, where the 

different types of cells have or release slightly different types of molecules near 

their vicinity, which differ from the molecules released in their surroundings by 

other type of cells in the organism.   

By the enhanced “stem” type ORCA organized in a bottom-up fashion,  the dif-

ferentiation that occurs by the “stem” type of lower level BCU units and lower 

level OCU monitoring units, is related more to the reactive behavior of the system. 

In contrast, the higher level differentiated BCU and the higher level OCU units 

(provided for their monitoring) are related to expressing the cognitive behavior of 

the system. The rectangles show an example on how such elements would com-

municate with each other in such enhanced “stem” type ORCA. 
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Chapter 5 

Biologically Inspired Approaches for 
Locomotion of a Hexapod Robot OSCAR 

Different types of walking gait generation approaches have been considered for 

walking by various multi-legged robots. Some of them are based on mathematical 

formulations [PaH09] or inverse kinematic models [ShT07] trying to 

mathematically model and describe the kinematics of the robot movements and 

also the interaction of the robot with the environment. This may prove difficult 

since completely modeling the robot and its interaction with the environment and 

other environmental influences on proper working of robotic components is very 

complex. 

Another kind of approaches are biologically inspired. The biologically inspired 

approach CPG (Central Pattern Generator) is based on walking patterns generated 

by neural-networks [Mat87] seen by animals and insects. This is acquired for 

producing walking movement by multi-legged walking robots [ITG09]. 

Another type of biologically inspired approaches can exhibit self-x properties 

such as: self-organization or self-reconfiguration, similar to self-organization 

properties seen in biological systems.  

Before describing in detail the research done about such self-organizing 

walking gait patterns based on emergence, several characteristics are given for 

locomotion by insects and CPG based types of “common” walking gaits seen by 

animals and insects.  

5.1   Characteristics of Locomotion Seen by Insects and  

Animals - Applied to Robotics Domain 

5.1   Characteristics of Locomotio n Seen by Insects and A nimals  

Observations and research done on insects, arthropods and animals has provided 

new insights on the locomotion seen in nature and on how living organisms 

generate their movement patterns. These observations have been useful for 

developing basic insect movements. 

For example, research on the stick insect (Carausius morosus) [Cru76] walking 

has given new information about the functionality of the leg segments and their 

relation to protraction and retraction; elevation and depression; extension and 

flexion.  
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There are two phases that are characteristic and essential for leg movement by 

the insect: swing and stance phases. There are also two remarkable positions for 

these movements – the posterior extreme position (PEP) – the position of the leg 

on the ground when the leg is at the end of the power stroke; and the anterior 

extreme position (AEP) – the position of the leg on the ground when the leg is at 

the end of its return stroke. 

In the swing phase, the leg is moving from the PEP to AEP, shown in Figure 

5.1.1 – movement which precedes the movement of the leg over the ground.  In 

the stance phase, the leg is moving from AEP to PEP, which produces the thrust 

that moves the insect over the ground. The swing and stance phases are 

characterized with the length of their respective trajectories. The lengths of swing 

and stance trajectories have direct influence on the speed with which the insect is 

moving over the terrain. The longer the trajectories of swing and stance, the bigger 

the distance travelled by the leg on the ground, and vice-versa, the shorter the 

trajectories, the shorter the distance travelled on the ground. The length of swing 

and stance phases by one leg in combination with swing and stance phases of 

other legs may influence the insect to turn around its vertical axis.  

As represented with circles in Figure 5.1, the leg of the insect can be considered 

to be a 3 degrees of freedom (3 DOF) system. Namely, the leg consists of three 

segments connected via joints, providing basic movements for protraction and 

retraction; elevation and depression; extension and flexion.  

 

Fig. 5.1 Swing and stance phases of an insect’s leg. 

The same principle seen by leg structure and movement by insects has been 

used for constructing and providing locomotion of the legs of multi-legged 

walking robots. In Figure 5.2 (a), a 3 DOF structure is indicated by one of the 

robot’s legs, which is similar to structure seen by the insect’s leg – the circles 

represent the joints and the degrees of freedom. Servo “Alpha” is the nearest to the 

body on each of the legs; servo “Beta” is next to it, down the leg; servo “Gamma” 

is the last servo on the leg outward from the body. The swing and stance phases 

and their trajectories by robot’s leg are presented in Figure 5.2 (b), which are 

similar to swing and stance phases seen by an insect’s leg (Figure 5.1). 
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(a)                                                          (b) 

Fig. 5.2 (a) 3 DOF structure represented with circles on one of the robot’s legs; (b) Swing 

and stance phases and their trajectories of the robot’s leg. 

5.2   Central Pattern Generators (CPG) 

Research on walking gait patterns has shown that neural networks called Central 

Pattern Generators or CPG are located in the neural systems below the brain stem 

[Gri81] in the spinal cord and are responsible for generating and modulating the 

walking patterns and others specific to rhythmic motions.  

Mathematical models for CPG are proposed in [Mat87] where the CPGs 

consisted of two neurons, where each neuron receives an excitatory tonic input,  

a mutual inhibition, and an external inhibitory input. At the end the output is 
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Fig. 5.3 CPG model with two inhibiting neurons. 



38 5   Biologically Inspired Approaches for Locomotion of a Hexapod Robot OSCAR

 

generated as a joint interaction of such inhibiting neurons. The mutual self-

inhibition is useful to induce a stable relaxation without any external input, 

therefore an oscillation can be provided. Figure 5.3 represents the schematic of 

such a model of two inhibiting neurons. 

The neurons which mutually inhibit themselves can be related to flexion or 

extension movements of the legs, which are important for walking. It has been 

also shown that activities of CPGs can be modified by sensory feedback [CoB99] 

and reflexes, which gives insight on how the rhythmic and reflex movements can 

be coupled. Also Holk Cruse together with Friderich Pfeiffer did pioneer work  

on a better understanding of biological control systems for 6 legged walking 

machines (as well as Büschges, Berns, Ilg, Albiez,..). 

5.2.1   Common Observed Gaits by Insects 

Several walking gaits, which might be generated by an insect’s CPGs have been 

observed: Wave gait, Ripple gait, and Tripod gait. 
 

- Wave gait – is the slowest gait where one leg is in swing phase (in the air) 

while the other legs are in the stance phase (on the ground). This gait is 

characterized as the most stable one, since all the other legs are on the 

ground and supporting the robot’s body. However, this is also the slowest 

walking gait, since only one leg is in the air at a time, while the others are 

on the ground. 

- In Ripple gait – there are two independent gaits from both sides of the 

body. The stance phase is usually double the swing phase and the opposite 

legs are 180 degrees out of phase.  

- The research on walking gaits of six legged insects, for example a 

cockroach [SpM79], has indicated that the Tripod walking gait provides 

the six-legged insect with the fastest speed over the ground. Tripod 

walking gait is a gait by which at any moment of time three of the robot’s 

legs are in the swing phase, while the other three legs are in the stance 

phase. The three legs on the ground provide the insect with static and 

dynamic stability while walking. 
 

These gaits are represented in Figure 5.4 (a), (b), (c), going from the slowest one – 

wave gait, then ripple gait, and lastly the fastest: tripod gait.  

The black filled bars indicate the stance phase, while the non-filled ones 

represent the legs during swing phases. On the symbolic represented insect in 

Figure 5.4, the symbols L1, L2, L3 indicate the legs on the left side of the body 

with their respective numbering and position on the body. The symbols R1, R2, 

R3 indicate the legs on the right side of the body with their respective numbering 

and position on the body. The symbols for left and right legs and their numberings 

are located on the vertical axis, so it can be seen for which legs what type of leg 

movement is taking place. The horizontal axis represents the time domain. 
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Fig. 5.4 Common gaits observed in insects (adapted from [FaC93]). 

The presented insect walking gaits have been successfully applied for generating 

robot walking for the domain of multi-leg walking robots patterns [IYS06] 

[YAL06] [MDB07].   

The fastest walking gait, tripod gait, has often been applied to robotic projects 

to generate walking motion by the six legged walking robots. The tripod gait has 

also been used within this research to provide the walking for the robot OSCAR-X 

in some of the experiments which will be explained later in chapter 5.4.    

5.3   Experiments with Self-organizing Emergent Robot Walking 

Gait with Distributed Pressure on Robot’s Feet 
5.3   Ex periments wit h Self-organizing Emergent Robot Walking Gait  

In the previous chapters 2.4 and 2.5, the terms about self-x properties and the 

emergence were explained as being important for exploration and implementation 



40 5   Biologically Inspired Approaches for Locomotion of a Hexapod Robot OSCAR

 

in robotic systems. Namely, the robots that exhibit self-x properties would be able 

to adjust their walking gaits in respect to the changing environment in an 

autonomic manner. By implementing self-organizing walking gaits, the robots 

could be also more stable during their walking and distribute their weight 

uniformly over their legs. Self-organizing robot walking gait patterns mean also 

that the walking gaits of the robot will not be pre-programmed, which minimizes 

the human effort to develop a functional walking robot. This also enables another 

property that cannot be fully pre-programmed in advance - the walking gait can 

adapt to the environmental circumstances.  

For example in [AWY99], the phase of a CPG oscillator dedicated to each leg 

is controlled by calculating the energy consumption of the leg’s joints. Therefore 

gait pattern changes adaptively and in an emergent way with the robot’s walking 

velocity. By research presented in [TTK01], the gait pattern emerges through 

modulation of phases of the oscillators with mutual interactions and the feedback 

signals sent from the touch sensors on the feet of the robot. 

Additional experimentation with emergent walking has been done and described 

in [EML06], where the coordination of legs has been done with the following rule: 

a leg is only allowed to swing when its neighboring legs perceive a ground 

contact. In this research, the ground contact was perceived with a binary sensor. 

With previously pre-coding the swing and stance phases by each of the robot’s leg 

and implementing this rule, the hexapod robot performs emergent walking. This 

research has been conducted on the robot platform OSCAR-1 (section 3.2.2.1).  

Additional research, extending the last research, was made on developing self-

organizing, emergent walking gait for the hexapod robot that would enable the 

robot to have stable walking and at the same time distributed pressure on its legs – 

meaning that the weight of the robot is distributed evenly on the robot’s legs by its 

walking. This aims to having the robot walk over a terrain with more stability. The 

research was done on OSCAR-2 (section 3.2.2.2) with pressure sensors on the 

robot’s feet. The advantage of having pressure sensors in comparison of binary 

sensors on the robot's feet is that the robot could sense the weight or pressure 

being present on its legs. Which changes dynamically during its walking. 

The rule for generating emergent walking with pressure distribution is that the 

leg is allowed to swing only if the neighboring legs have achieved “more or less” 

equal pressure on their feet when entering their stance phase. Another difference 

to the previous research is that the swing phases are pre-programmed, but the 

stance phases are not hard coded. This means the leg pushes its lower leg segment 

and foot towards the ground only until “enough good” pressure is reached in 

comparison with its neighboring legs. The threshold value for measuring if the 

feet have similar pressure has been experimentally determined (various pressure 

sensors have different sensitivity levels over the measurement range).  

For practical demonstrations, the self-organized emergent robot walking was 

also implemented into the ORCA architecture (explained in chapter 4.3) by the 

hexapod robot OSCAR-X, and more precisely within the distributed ORCA 

architecture (explained in chapter 4.4).  
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In such control architecture on the robot’s level there is: 

- One OCU (Organic Control Unit) – related to monitoring of the proper 

function of BCU units. 

The robot’s architecture has decentralized organization where each of the six legs 

of the robot’s control architecture consists of: 

-   One BCU related to leg gait generation, which also communicates with other 

BCUs located at the same “level” in other neighbouring legs and are also 

related to leg gait generation; 

-  Three BCUs representing the three servo segments in each leg. 

In such decentralized control architecture, each BCU is related to gait generation 

and in combination with other BCU units of other legs they all aid in generating a 

self-organized emergent robot walking gait. 

To better describe when such self-organizing gait with pressure distribution 

emerges, two common patterns have been observed by a leg and its leg neighbors. 

One example case where such distribution of pressure by the legs occurs is 

represented in Figure 5.5. Only three neighboring robot legs are shown to better 

describe the distribution of pressure that happens by using such a rule. Such a 

pressure distribution situation can be found in any group of three neighboring legs 

of the robot. The situation in Figure 5.5 shows one leg (Leg2) is on the ground in 

its stance phase and the other two neighboring legs (Leg1, Leg3) are ending their 

swing phases and entering their stance phases. 

 

 

Fig. 5.5 Example case – 1: Start of distribution of pressure on the feet by the robot’s legs. 

To better describe the situation, Figure 5.3.2 shows the pressure on the three 

feet on the robot’s legs, indicated with gray tones in rectangles. The darker the 

region, the more pressure is on the foot of the leg. Three moments are observed by 

distribution of pressure on the robot’s feet – represented in Figure 5.6 (a, b, c). 

- If one leg (Leg2) is on the ground in its stance phase and the other two 

neighboring legs (Leg1, Leg3) are ending their swing phases and entering 

their stance phases. (Figure 5.6 (a));  
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- One leg (Leg2) is between the legs (Leg1, Leg3) that both enter in stance 

phase. This allows Leg2 to swing only if both of the two neighboring reach 

“more or less” the same foot pressure as the neighboring middle leg in the 

stance phase during the start of their stance phase,. (Figure 5.6 (b)); 

- The legs (Leg1, Leg2, Leg3) have “more or less” equal distributed pressure 

on their feet (Figure 5.6 (c)), meaning that the leg (Leg2) between them 

can start its swing phase. 

 

(a)

(b)

(c)

LEG1 LEG2 LEG3

LEG1 LEG2 LEG3

LEG1 LEG2 LEG3  

Fig. 5.6 Visualization of case when the two legs Leg1, Leg3 are entering from swing into 

the stance phase, while leg Leg2 in its stance phase supports them till “good enough” 

pressure is reached by both of the neighboring legs. Gray tones indicate the pressure on the 

feet of the robot’s leg. Darker gray colors indicate higher pressure on the robot’s foot. 

Another example case is when such distribution of pressure on the legs 

happens, represented in Figure 5.7. Only three legs are shown to describe the 

distribution of pressure that happens by using such a rule. Such pressure 

distribution can be found in any group of three neighboring legs of the robot.  

 

Fig. 5.7 Example case – 2: Start of distribution of pressure on the feet by the robot’s legs. 
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Situation in Figure 5.7 shows two legs (Leg1, Leg3) that are on the ground and 

finishing with their stance phases and their common neighboring leg (Leg2) is 

ending its swing phase and enters its stance phase. 

To better describe the second case, Figure 5.8 shows the pressure distribution 

on the feet of the robot’s legs, indicated with gray tones in rectangles. The darker 

the region, the more pressure is on the foot on each leg. Three moments are again 

observed by distribution of the pressure on the robot’s feet – represented in Figure 

5.8 (a, b, c). 

- If two legs (Leg1, Leg3) are on the ground and finishing with their stance 

phases and their common neighboring leg (Leg2) is ending its swing phase 

and entering its stance phase. (Figure 5.8 (a));  

- The leg (Leg2) is between both legs (Leg1, Leg3) that finish their stance 

phases. The legs (Leg1, Leg3) are allowed to swing only if the common 

neighboring leg (Leg2) during the start of its stance phase reaches “more or 

less” the same feet pressure like the neighboring legs in their stance 

phases. (Figure 5.8 (b)); 

- The legs (Leg1, Leg2, Leg3) have “more or less” equally distributed 

pressure on their feet (Figure 5.8 (c)), meaning that the legs (Leg1, Leg3) 

can start with their swing phases. 

(a)

(b)

(c)

LEG1 LEG2 LEG3

LEG1 LEG2 LEG3

LEG1 LEG2 LEG3  

Fig. 5.8 Visualization of case when the two legs Leg1, Leg3 are ending with their stance 

phases, while leg Leg2 is finishing with its swing phase and entering its stance phase. The 

legs Leg1, Leg3 supports the Leg2 till “good enough” pressure is reached so the pressure 

on their feet gets more or less equally distributed. Gray tones indicate the pressure on the 

feet of the robot’s leg. Darker gray colors indicate higher pressure on the robot’s foot. 

 

Here are some observations done during the real case scenario experiment of 

the robot’s walking with distributed pressure by emergent walking.  

In Figure 5.9., the robot’s gait and walking patterns are also influenced by 

performing the distribution of pressure on its feet. This is depicted with: 
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- 6 legs on the ground; (short transition between swing and stance 

phases); Figure 5.9 - (a) 

- 1 leg in the air, the other 5 on the ground; Figure 5.9 - (b) 

- 2 legs in the air, the other 4 on the ground; Figure 5.9 - (c) 

- 3 legs in the air, the other 3 on the ground. Figure 5.9 - (d) 
 

  

(a)                     (b) 

  

(c)                     (d)  

Fig. 5.9 Observation of patterns in emergent walking with dynamically distributed pressure 

on the robot’s legs: (a) 6 legs on the ground;  (b) 1 leg in the air, the other 5 on the ground; 

(c) 2 legs in the air, the other 4 on the ground; (d) 3 legs in the air, the other 3 on the 

ground. 

From the experiments done with robots walking with distributed pressure on its 

feet, it can be concluded that the gait, swing, and stance phases of the robot’s legs 

change during the robot’s walking in a rather unpredictable way. At one point in 

time, one leg can be in its swing phase while the other legs are in their stance 

phases, and at some other point in time two legs are in the air while the other four 

are on the ground. Sometimes the gait also changes to tripod gait, when three legs 

are in the air and the other three legs are on the ground.  
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It can be concluded that the robot using this emergent kind of walking gait is 

walking stably over the ground, without tipping over and with a gait that can 

change on demand from the slowest walking gait to the fastest walking gait 

(tripod gait).  

The positive side of using this walking approach is that the walking can be 

implemented in a rather simple way by the multi-legged robots using only one 

simple rule. The approach is also suitable for implementation on 4 or more legged 

robots, and is independent of the number of legs the robot has (so long the number 

is greater than 4). 

One thing that can be improved in the future by this approach is that the 

algorithm for walking can be enhanced with an algorithm for keeping the heading 

of the robot. This would be useful for keep the robot walking in the proposed 

direction. Such an algorithm would have to make synergy of the rule that enables 

emergent walking with distribute pressure on the robot’s feet. Perhaps there would 

also be some other new rules that would prevent some legs from lifting during 

particular moments of walking so the robot would avoid turning off the track. This 

algorithm would also have to have feedback data from the compass, inertial 

navigation system, or GPS sensor so the navigation of the robot can be done 

properly. 

5.4   Firefly Inspired Synchronization of a Robot’s Walking Gait 

In this chapter, investigations are explained concerning applying biologically 

inspired synchronization for achieving self-synchronization for gait pattern 

parameters of hexapod robot.  

The idea behind the synchronization of the gait patterns is that sometimes the 

walking gait pattern of the robot can change while the robot is walking. For 

example, this may happen when the emergent walking pattern is used by the 

robot’s walking and a situations occurs where the leg is approaching a rock and a 

sensor (ultrasonic, infrared, etc.) related to that leg’s movement “informs” the leg 

that it should alter the length of its stance/swing phase to overcome the obstacle. 

In that case the other robot’s legs must also alter their stance/swing phases to 

remain synchronized. Perhaps a similar situation may occur when the servo related 

to protraction of the leg gets somehow blocked and can only move within a very 

limited range. In that case the other legs of the robot must also synchronize the 

length of their stance/swing phases. 

One way of introducing change to walking gait patterns and their synchrony is 

by using Central Pattern Generators (CPGs) (CPGs were introduced in 5.2). 

Namely by modification of their mutual inhibition and use of sensory feedback, 

the walking gait and synchrony of the robot’s legs gets modified. However, 

developing CPGs often entails cumbersome modeling and the CPG developed is 

also specifically made to suit the robot’s design, hardware, etc., and perhaps not 

easily transferable to other walking robots.  

The new synchronization approach researched and elaborated here is therefore 

related to introducing a self-synchronization approach which avoids cumbersome  
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modeling and that can be easily transferred to other kinds of multi-legged robots, 

such as four-legged, eight-legged and the like. 

Before introducing the self-synchronization approach which is based on firefly 

flashing synchronization, a short introduction is given about the firefly flashing 

and firefly coupled oscillator principle seen in nature. 

5.4.1   Firefly Coupled Oscillators Principle 

Synchrony as one type of emergence is defined as collective organized behavior 

that occurs in populations of coupled oscillators [ZHH98]. Synchrony can also be 

observed in nature by fireflies and their flashing [Buc88] [Bot95]. (Figure 5.10) 

Neuropsychological studies of the mechanism of flashing within fireflies 

[CaS78] [BuM67] has shown that rhythmic flashing of the male fireflies is 

controlled by a neural timing mechanism in the brain that gives a constant 

frequency of the flashing. Several studies [Buc37] [Mag67] have shown that 

external light, such as the light from other neighboring fireflies has an effect on 

firefly’s flashing rhythm. In references [HCB71] [Win67] [BuB76], results from 

experiments were presented that suggest that the external flash signal received 

from another firefly resets the flash-timing oscillator in the brain and therefore 

provides a mechanism for synchronization of fireflies flashing.  

 

Fig. 5.10 Fireflies flashing. 

In general, when one firefly sees the flashing of another neighboring firefly it 

shifts its rhythm of flashing in order to get in synchrony with that firefly’s 

flashing. As a result, a synchrony in firefly flashing takes place.  

The shifts of flashing rhythms by the fireflies are associated with late and early 

resets of the firefly flashing – as presented in Figure 5.11. 

The biologically inspired firefly coupled oscillator principle has been practically 

applied to problems in various computer science domains, mostly related to 

synchronization in computer networks [BBJ07] [NAS08] [YuT08].   
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Fig. 5.11 Pulse coupled biological oscillator concept seen by fireflies in nature and the 

shifts of their rhythm. [CDF01]. 

 

For the robotics domain, in the field of multi-robotic systems [WHK06] 

research has been done on synchronizing the behavior of multiple robots. A firefly 

inspired walking robot gait pattern synchronization by a walking hexapod robotic 

system is presented in this chapter.  

5.4.2   Concept for Robot Walking Gait Self-synchronization by 

Using Firefly Synchronization   

By transferring the self-synchronization firefly concept to the multi-legged robot 

walking gait synchronization, there were some adaptations that had to be 

considered. In the research done, the robot’s legs have been considered as 

individual units that can interact like fireflies and synchronize their gait patterns.  

The concept developed for firefly self-synchronization applied to robot walking 

gait synchronization can be generally described with two rules: 

- When one firefly sees another neighbor firefly flashing it shifts its rhythm of 

flashing in order to get in synchrony with the other firefly’s flashing, which on a 

hexapod robot would be translated that when one leg changes (by shortening or 

prolonging) its own gait, then the other neighboring legs also adapt to this change 

by shortening or prolonging of their own gait.  

- Prolongation takes place only in the stance phase of the leg, and the shortening 

of the gait takes place only in the swing phase of the leg.   
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As a result of applying these rules, the walking gait length of each of the robot’s 

legs adapts to the change of walking gait of the neighboring legs. If we take into 

account the emergent effect, the synchronization of walking gait patterns of the 

robot is achieved without using global coordination for the change of the gait 

pattern for each of the robot’s legs. 

The following is a description of this concept, which is also represented in 

Figure 5.12.  

For better understanding, a model of a hexapod robot with its legs numbered 

and the length of their swing/stance phases is shown in Figure 5.13. 

 

Fig. 5.12 Self-synchronization by shortening and prolongation of walking gait patterns. 
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The concept described here and in [JMM10] explains the self-synchronization 

of gait pattern lengths by a hexapod robot, although it can also be applied to other 

kinds of multi legged robots: four legged, eight legged, etc. 

As can be seen in Figure 5.12, there are two columns: “Synchro By 

Prolongation” and “Synchro By Shortening” describing the concept of self-

synchronization when the length of the stance phase is prolonged or when the 

length of the swing phase is shortened. Each of the columns has a, b, c, and d 

figure subparts showing how the synchronization of the gait patterns takes place 

by each of the legs. The lines at the legs show if the leg is in a stance phase with a 

“U” shaped line, or in a swing phase a “∩” shape. The number of dots on the line 

represents the duration of the stance or swing phases. For example 3 dots will 

represent 3 length units of the swing and stance phase. The length units of the real 

robot movement can be translated into movement degrees of the leg. For example 

a length of 3 units may represent 30 degrees of protraction leg movement, and 4 

units may represent 40 degrees. 

For describing this concept, it is assumed that all the legs at the start have the 

same swing and stance parameters, i.e. 3 length units. In Figure 5.12 column 

“Synchro By Prolongation” subfigure (a) shows the leg number 3 prolongs its 

stance phase from 3 length units to 4 length units. In subfigure (b) in the same 

column, using the firefly inspired synchronization the neighbor legs numbered 2 

and 4 in their stance phase synchronize their gait length from 3 length units to the 

length of the gait of leg 3 i.e. 4 length units. In subfigure (c) in the same column, 

the synchronization wave spreads further to the other neighboring legs numbered 

1 and 5 which also synchronize their stance phase length from 3 length units to 4 

length units. 

In subfigure (d), the leg numbered 0 in its stance phase synchronizes its length 

parameter from 3 length units to 4 length units. With this step, the self-

synchronization of the walking gait pattern is finished and the robot continues to 

walk further with all legs having a gait of 4 length units. This results in a greater 

speed of the robot over the ground.   

In Figure 5.12 in the column “Synchro By Shortening,” a self-synchronization 

of the gait pattern is shown where the legs are shortening the length of the gait 

within their swing phases. In subfigure (a) in that column, the leg number 2 

decreases its gait length in the swing phase from 3 length units to 2 length units. In 

the subfigure (b) in the same column, the next cycle is shown where the other 

neighbor legs numbered 1 and 3 decrease their gait lengths during their swing 

phases from 3 length units to 2 length units. In subfigure (c), the legs numbered 0 

and 4 are the next ones that shorten their gait length from 3 length units to 2 length 

units. At the end leg 5 synchronizes and shortens its gait length from 3 length units 

to 2 length units. This is shown in subsection (d) of the same column. With this 

the self-synchronization of the gait pattern by the robot’s legs ends, and the robot 

continues to walk with a slower pace due to the decreased length of the swing and 

stance phases. 
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Fig. 5.13 Model of a hexapod robot with its legs numbered. The arrow represents the front 

of the robot. The arcs represent how lengthy the swing/stance phase is for each of the legs, 

which is initially the same for all legs but changes with gait pattern length change / self-

synchronization. 

   

(a) 

   

(b) 

Fig. 5.14 Self-synchronization by robot’s walking gait prolongation – robot model. 
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(c) 

   

(d) 

   
 

(e) 

Fig. 5.14 (continued) 
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The previously explained self-synchronization of a robot’s walking gait by 

prolongation and shortening is represented using the robot model, in Figure 5.14 

(a), (b), (c), (d) and in Figure 5.15 (a), (b), (c), (d). The arcs over the legs represent 

the radius of leg movement. Differently colored arcs represent the increase or 

decrease of the leg operational angles during synchronization. 

In Figure 5.14 (a), on the left side the robot model represents the situation where 

the legs are in their initial stance/swing lengths. On the right side the hexapod robot 

model is shown in its initial situation.  

In Figure 5.14 (b), on the left side the robot model represents the situation 

where leg number 3 prolongs its stance phase from 3 length units to 4 length units. 

On the right side the hexapod robot model is represented where leg number 3 

(indicated with red) prolongs its stance phase. This figure illustrates the situation 

in Figure 5.12 (a) - column “Synchro By Prolongation”.  

 

   

(a) 

 

   
 

(b) 

 
Fig. 5.15 Self-synchronization by robot’s walking gait shortening – robot model. 
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(c) 

 

   
 

(d) 

 

   
 

(e) 

Fig. 5.15 (continued) 
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In Figure 5.14 (c), on the left side the robot model represents the situation 

where the neighboring legs numbered 2 and 4 synchronize their gait length in their 

stance phase from 3 length units to the length of the gait of leg 3: 4 length units. 

On the right side is the hexapod robot model where legs numbered 2 and 4 

(indicated with red) prolong their stance phase and synchronize their gait length 

with leg 3. This figure illustrates the situation in Figure 5.12 (b) - column 

“Synchro By Prolongation”.  

In Figure 5.14 (d), on the left side the robot model represents the situation 

where the neighboring legs numbered 1 and 5 synchronize their gait length from 3 

length units to 4 length units during their stance phase. On the right side is the 

hexapod robot model where legs numbered 1 and 5 (indicated with red) prolong 

their stance phase to synchronize their gait length. This figure illustrates the 

situation in Figure 5.12 (c) - column “Synchro By Prolongation”.  

In Figure 5.14 (c), on the left side the robot model represents situation where 

the last not-synchronized leg numbered 0 synchronizes its gait length from 3 

length units to 4 length units during its stance phase. On the right side is the 

hexapod robot model where the leg numbered 0 (indicated with red) prolongs its 

stance phase and synchronizes its gait length with the neighboring legs. This 

figure illustrates the situation in Figure 5.12 (d) - column “Synchro By 

Prolongation”.  

In Figure 5.15 (a), on the left side the robot model represents the situation 

where the legs are in their initial stance/swing lengths. On the right side the 

hexapod robot model is shown in its initial situation.  

In Figure 5.15 (b), the left side model represents the situation where leg number 

2 decreases its gait length in the swing phase from 3 length units to 2 length units. 

On the right side the hexapod robot model is shown with leg number 2 (indicated 

with yellow color) shortening its swing phase. This figure illustrates the situation 

in Figure 5.12 (a) in the column “Synchro By Shortening”.  

In Figure 5.15 (c), on the left side the robot model represents the situation 

where the legs numbered 1 and 3 decrease their gait lengths in their swing phases 

from 3 length units to 2 length units. On the right side the hexapod robot model is 

shown where legs 1 and 3 (indicated with yellow) shorten their swing phase and 

synchronize their gait length with the other legs. This figure illustrates the 

situation in Figure 5.12 (b) in the column “Synchro By Shortening”.  

In Figure 5.15 (d), the left side robot model represents the situation where the 

legs numbered 0 and 4 shorten their gait length from 3 length units to 2 length 

units. On the right side the hexapod robot model is shown where legs 0 and 4 

(indicated with yellow) shorten their swing phase and synchronize their gait length 

with other legs. This figure illustrates the situation in Figure 5.12 (c) in the column 

“Synchro By Shortening”.  

In Figure 5.15 (e), on the left side the robot model represents the situation 

where the last not synchronized leg, number 5, is synchronizing and shortens its 

gait length from 3 length units to 2 length units. On the right side the hexapod 

robot model is shown where leg 5 (indicated with yellow) shortens its swing phase 

and synchronizes its gait length with the neighboring legs. This figure illustrates 

the situation in Figure 5.12 (d) - column “Synchro By Shortening”. 
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The overall self-synchronization by prolongation of gait pattern or by 

shortening of the length of gait pattern depends on the final gait length units to 

which the legs synchronize their swing and stance phases. On other side, the 

stability of the whole synchronization process in sense of how oscillating it is 

depends on how often such synchronization gets started by some external 

influences in some rather short time domain. 

5.5   Implementation of Firefly Inspired Self-synchronization 

into the Robot Control Architecture 
5.5   Impleme ntatio n of Firefly Inspired Self-sync hronization  

For demonstration of the practical usefulness of this approach, the experimental 

approach has been tested on the hexapod robot OSCAR-X. Additionally a 

distributed ORCA architecture (explained in chapter 4.4) is used in this approach. 

The distributed control architecture for this experiment consists of the 

following: 
 

-  One OCU (Organic Control Unit) – related to monitoring of the proper function 

of the BCU units and to provide counteractions in case of anomalies. 
 

The robot’s architecture has decentralized organization where each of the six legs 

of the robot’s control architecture consists of: 
 

- One BCU related to leg gait generation (swing, stance phase) and firefly 

inspired synchronization; 

-  Three BCUs representing the three servo segments of each leg. 
 

In such control architecture, the BCU related to gait generation communicates 

with its neighboring BCU units (also related to gait generation) and in that way 

provides means for the firefly self-synchronization mechanism which was 

explained earlier. The other 3 BCUs are related to servo positioning and control.  

The decentralized architecture is also useful for generation of a self-organizing 

emergent walking gait as described in chapter 5.3. Therefore the robot can exhibit 

self-synchronization of the length of its walking gait pattern and at the same time 

continue walking with a self-organized walking pattern.  

While this may prove to be very useful for developing a robust walking robot 

platform, describing in detail and visually presenting the whole process that 

happens during the walking gait self-synchronization and self-organization 

perhaps is too complex. The complexity originates from tracking the firefly 

inspired self-synchronization of the walking gait pattern and at the same time 

observing the swing/stance phases, which may or may not give immediate 

explanation about the process of self-synchronization depending on the reader. 

In order to mitigate this and also present an example for the mechanism of self-

synchronization, a series of experiments conducted on OSCAR-X were done. The 

walking gait pattern is selected to be tripod gait (explained in chapter 5.2.1) which 

is the fastest gait found in insects and also often used in the domain of walking  

 

 



56 5   Biologically Inspired Approaches for Locomotion of a Hexapod Robot OSCAR

 

robots. Instead of using the self-organizing walking gait, the tripod walking gait is 

used by the robot. The tripod gait for self-synchronization testing purposes can be 

also implemented (besides using the CPG – explained in chapter 5.2) by 

preprogramming the two groups of three legs that exchange their swing and stance 

patterns in the time domain.  Choosing such a tripod gait helps the robot’s walking 

gait to be clearly characterized and at the same time able to show the principle of 

firefly self-synchronization of walking robot gait. Additionally, by using some 

other walking gait aside from the self-organizing gait, it can also be shown that 

self-synchronization of the length of a walking gait can also be done by using 

other types of walking robot gaits. 

5.6   Experiments Done with Firefly Inspired  

Self-synchronization and Results from Experiments 
5.6   Ex periments Do ne with Firefly Inspired Self-synchronization and Results  

The aim of the experiments was to show how the firefly self-synchronization 

happens by prolongation and shortening the walking gait. Additional tracking was 

done on how the robot keeps its direction of walking by such self-synchronization 

of the length of its walking gait. In order to concentrate on these aspects, the 

tripod gait was chosen for reasons previously explained.  

The stance and swing phases of a robot’s walking gait are characterized by their 

length or as the angular path projected on the ground. 

In the experiments done, the length unit 1 of swing / stance phase corresponds 

to angular movement of 10 degrees projected on the ground. The length unit of 2 

corresponds to angular movement of 20 degrees. Analogously the length units of 

3, 4 and 5 correspond to angular movement of 30, 40 and 50 degrees, respectively.  

After the legs are all synchronized, some predefined legs of the robot suddenly 

increase or decrease their swing or stance length. The change of length of the leg’s 

stance or swing gait simulates situations where the leg hits some object on the way 

and has to increase its stance / swing phase in order to overcome that object, or 

perhaps the leg has to decrease its swing / stance phase in order to walk better over 

some sandy terrain. The change of the length of swing / stance phase of one leg is 

followed by a firefly inspired self-synchronization of the gait lengths of the other 

robot’s legs until they reach the same length of their swing/stance phases. This 

process is repeated when other legs start to prolong or shorten the length of their 

swing / stance phases.  

The tracking of the robot during the experiment was done with the tracking 

setup as explained in the Appendix, Chapter 11.1- Test bed for tracking the robot 

OSCAR-X during the experiments. 

There were three test cases and experiments done: 

- Experiment about self-synchronization by prolongation of the robot’s 

swing and stance phases from length 1 to length 2 to length 3. Legs 3 and 1 

(Figure 5.16) on the robot are chosen to increase the length of their swing / 

stance phases. The experiment involves tracking the robot’s path on the 

ground during the self-synchronization;  
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- Experiment about self-synchronization by shortening of the robot’s swing 

and stance phases from length 5 to length 4 to length 3. Legs 2 and 4 

(Figure 5.16) are chosen to decrease the length of their swing / stance 

phases. The experiment involves tracking the robot’s path on the ground 

during the self-synchronization; 

- Experiment about self-synchronization by combined prolongation and 

shortening of the robot’s swing and stance phases from length 1 to length 2 

to length 3 and then shortening from length 3 to length 2 to length 1. Legs 

5 and 2 (Figure 5.16) are chosen to increase the length of their swing / 

stance phases. Legs 1 and 4 (Figure 5.16) are chosen to decrease the length 

of their swing / stance phases. The experiment involves tracking the 

robot’s path on the ground during the self-synchronization; 

Figures shown in the following sub-chapters give an overview on the ex-

periments done with self-synchronization by consecutive prolongation, shortening, 

or a combination of both for the leg’s swing/stance phases. The red circles indicate 

the moment when prolongation happens, by which leg and in which phase of the 

movement of the leg – stance or swing. The horizontal axis indicates the time in 

seconds and the vertical axis indicates the swing and stance phase (“SW” for 

swing phase and “ST” for stance phase) for each of the robot’s legs from 0 

through 5 (Figure 5.16). Each leg has a different representation pattern on the 

figure. A symbol at a particular point in time by a particular leg in row “SW” 

indicates that the leg is in its swing phase. A symbol at a particular point in time 

by a particular leg in row “ST” indicates that the leg is in its stance phase. 

 

 

Fig. 5.16 Model of a hexapod robot with its legs numbered. 

5.6.1   Experiment about Self-synchronization by Prolongation of 

the Robot’s Swing and Stance Phases 

In this experiment, the robot OSCAR-X first starts walking with a parameter 

length of 1 for the swing and stance phases of the robot’s legs. With consecutive 

initialized prolongations of stance / swing phases by the robot’s legs, the robot 
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prolongs the length of swing / stance phase first from length 1 to length 2 in leg 3, 

then self-synchronization of the length walking gait pattern of the other legs takes 

place. After that, leg 1 increases the length of its swing / stance parameter from 

length 2 to length 3. After that the self-synchronization of the length walking gait 

pattern takes place in the other legs. At the end of the experiment all legs have a 

length of 3 for their swing / stance phases. All of this is shown in Figure 5.17. 

 

 

Fig. 5.17 Self-synchronization by prolongation of the robot’s swing and stance phases. 

Here are the details of the experiment: 

First the length parameter is changed for leg 3 at 23s during its stance phase 

from length unit 1 to length unit 2. Then in the next cycle the neighboring legs 2 

and 4 in their stance phases prolong their length parameters at time 28s. At time 

33s, legs 1 and 5 also synchronize their swing and stance length units to 2 in their 

stance phases. At time 38s leg 0 also synchronizes its length of swing and stance 

to 2 length units. After this, all legs have the length of their swing / stance phases 

at 2 and self-synchronization is finished. In a similar fashion, the self-

synchronization and prolongation of stance and swing phases is further done for 

each of the legs prolonging their phases from 2 length units to 3 length units. First 

leg 1 at 80s prolongs its swing / stance parameter from length 2 to length 3. After 

this legs 0 and 2 also synchronize their length to 3 units at 89s. Following this, 

legs 5 and 3  synchronize the length of their swing/stance phases to 3 units at 94s. 

Lastly, leg 4 adapts its length of the swing / stance phase to 3 units at 100s. With 
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this the self-synchronization is finished and all of the legs have the same length 

unit of their swing / stance phases. 

The tracking of the robot while performing the self-synchronization in this 

experiment is shown in Figure 5.18. The horizontal and vertical axes are in cm. 

The robot self-synchronization starts tracking at a point around 110cm on the 

horizontal axis and around 60cm on the vertical axis. The tracking ends at a point 

with coordinates around 215cm on the horizontal axis and 90cm on the vertical 

axis. From this it can easily be seen that the robot turns right while walking 

instead of keeping its original heading which is a straight vector parallel with the 

vertical axis and crossing the horizontal axis at 110 cm.  
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Fig. 5.18 Tracking of the robot during the self-synchronization by prolongation of its swing 

and stance phases. 

This deviation from the original course can be related to the prolongation of the 

stance / swing phases first in the left group of legs which influences the turning rate, 

and also depends on the walking dynamics of the robot over the terrain. The tracing 

is done for pure forward motion behavior of the robot without any turning behaviors, 
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so the influence of the self-synchronization on the robot walking heading can be 

more easily seen. Knowing the influence of the self-synchronization of robot’s 

walking gait pattern on the robot’s heading can help in choosing the turning robot 

behaviors which compensate for heading deviations, so the robot always keeps its 

proposed heading. 

5.6.2   Experiment about Self-synchronization by Shortening of 

the Robot’s Swing and Stance Phases 

In the second experiment the robot OSCAR-X starts walking with a parameter 

length of 5 for the swing/stance phases of the robot’s legs. With consecutive 

initialized shortening of stance / swing phases by robot’s legs, the robot shortens 

the length of swing / stance phases first from length 5 to length 4 for leg 2, then 

self-synchronization of the length walking gait pattern takes place for the other 

legs. After that, leg 4, decreases the length of its swing / stance parameter from 

length 4 to length 3. Then the self-synchronization of the length walking gait 

pattern takes place for the other legs. At the end of the experiment all legs have a 

length of 3 for their swing / stance phases. All this is presented in Figure 5.19. 

Here are the details of the experiment: 
 

The robot starts to walk with a length parameter of 5 for the swing and stance 

phases. First at 17s leg 2 decreases its swing phase the swing / stance parameter 

from 5 length units to 4 length units. In the second cycle legs 1 and 3 decrease 

their stance / swing parameters in their swing phases to length of 4 units at 22s. 

Then the synchronization in the swing phase by legs 0 and 4 to 4 length units 

follows at 27s. At 32s leg number 5 also synchronizes its stance / swing length 

parameter to a length of 4. In similar fashion, leg 4 decreases the length of its 

swing / stance phase from 4 on 3 unit lengths at 69s.  

Decreasing of the swing / stance walking length parameters from 4 length units 

to 3 length units for legs 5 and 3 follows at 79s. Self-synchronization continues 

with adaptation of the length of swing / stance phases for legs 0 and 2 at 83s. At 

the end leg 1 also synchronizes its length of swing / stance phase to 3 length units 

at 88s. Self-synchronization also continues for stance / swing lengths until 87s 

when all the legs have the length of the stance / swing parameter of 3. With this 

the self-synchronization is finished and the legs all have the same length unit for 

their swing / stance phases. 

In Figure 5.20 the tracking of the robot is shown during performing this 

experiment. The horizontal and vertical axes are in centimeters. The robot self-

synchronization starts tracking at a point around 110cm on the horizontal axis and 

around 60cm on the vertical axis. The tracking ends at a point with coordinates 

around 150cm on the horizontal axis and 180cm on the vertical axis. It can be seen 

that the robot does not deviate too much from its original heading which is a 

straight vector parallel with the vertical axis and crossing the horizontal axis at 

110 cm. A small deviation from the main heading is still present however. This is 

most likely due to the influence of the legs when they start changing the length of 

their swing / stance phases, and then are followed by self-synchronization of the 
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length of swing / stance phases by the other robot’s legs. Since the experiment was 

done on shortening the length of swing / stance phases, the decrease in speed over 

the terrain (decreasing the length of swing / stance phases has a direct influence on 

the speed of the robot) probably has less impact on the change in direction of the 

robot than during the self-synchronization by prolongation of robot’s walking 

gaits. 

 

 

Fig. 5.19 Self-synchronization by shortening of the robot’s swing and stance phases. 

The tracking is done by forward going behavior of the robot without any side 

behavior turnings, so the influence of the self-synchronization on robot’s walking 

heading can be more accurately observed. In this experiment the robot doesn’t 

deviate much from the original straightforward heading, however knowing the 

influence of the self-synchronization of robot walking gait pattern on the heading 

of the robot can help in choosing the robot turning behaviors to compensate and 

keep the robot on its proposed heading.  
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Fig. 5.20 Tracking of the robot during the self-synchronization by shortening of its swing 

and stance phases. 

5.6.3   Experiment about Self-synchronization by Combined 

Prolongation and Shortening of the Robot’s Swing and 

Stance Phases 

In the third experiment the combined scenario is tested with prolongation followed 

by shortening of the swing/stance phases by robot’s walking gait. Namely, robot 

OSCAR-X starts walking with a parameter length of 5 for the swing/stance phases 

by the robot’s legs. With consecutive initialized prolongation of stance / swing 

phases of the robot’s legs, the robot prolongs the length of swing / stance phase 

first from length 1 to length 2 in leg 5, then self-synchronization of the length 

walking gait pattern takes place by the other legs. After that, leg 2 increases the 

length of its swing / stance parameter from length 2 to length 3. After that the self-

synchronization of the length walking gait pattern takes place by the other legs. 

After prolongation a series of shortening of the swing / stance phase lengths of the 

robot’s legs follows. With consecutive shortening of stance / swing phases by 
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robot’s legs, the robot shortens the length of swing / stance phase first from length 

3 to length 2 in leg 1, then self-synchronization of the length walking gait pattern 

takes place for the other legs. After that, leg 4 decreases the length of its swing / 

stance parameter from length 2 to length 1. Then the self-synchronization of the 

walking gait length takes place by the other legs. At the start of the experiment all 

legs have a length of 1 for their swing / stance phases and at the end of the 

experiment all legs are back to length of 1 again for their phases. All this is 

presented in Figure 5.21. 

Here are the details of the experiment: 
 

In this experiment a dynamic self-synchronization of the robot walking gait 

pattern is performed, starting from a stance / swing parameter length of 1, then 

increasing to a parameter length of 3, and finally decreasing again to a stance / 

swing parameter length of 1. The first change of the parameter occurs in leg 5 

within its stance phase at 20s. After this cycle, the next parameter change occurs 

by neighboring legs 0 and 4 in their stance phases at about 30s, increasing from a 

length parameter of 1 to a length parameter of 2. In the next cycle the legs 

numbered 1 and 3 get synchronized to parameter length of 2 at about 35s. The 

synchronization continues within leg number 2, which adjusts its parameter from 

length 1 to length 2 at 40s.  

 

Fig. 5.21 Self-synchronization by prolongation and shortening of the robot’s swing and 

stance phases. 
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In a similar fashion, the self-synchronization continues in the same experiment 

also for prolongation of the stance / swing phases from length parameter 2 to 

length parameter 3 for each of the legs. At 81s, leg 2 increases its length of swing / 

stance parameter from 2 to 3 length units. Then an increase of length swing / 

stance parameter from 2 to 3 units by legs 3 and 1 follows at about 85s. At 91s, 

legs 4 and 0 increase the length of their swing / stance parameter from 2 to 3 

length units to synchronize their swing / stance parameters. Around 96s, leg 5 

synchronizes its swing / stance length from 2 to 3 length units. With this the self-

synchronization cycle is finished and all legs have same length for their swing / 

stance parameter. 

The shortening of stance / swing parameters takes place similar to the 

prolongation in this experiment. At 136s, leg 1 decreases its stance / swing length 

parameter in its swing phase from 3 to 2 length units. After this the legs numbered 

0 and 2 also decrease their swing / stance parameter from 3 to 2 length units at 

145s. A decrease of swing / stance length parameter from 3 to 2 unit length  

by legs numbered 5 and 3 follows at 150s. At the end leg 4 also decreases its 

swing / stance length parameter from 3 to 2 units at 159s. With this the self-

synchronization cycle is finished and all the legs have a swing / stance length 

parameter of 2 length units. In similar fashion further decrease of swing / stance 

length parameter takes place. Leg 4 decreases its swing / stance phase from 2 to 1 

unit length at 198s. With the self-synchronization principle, a decrease of the 

swings / stance length parameters of legs 5 and 3 from 2 to 1 unit length occurs at 

203s.  After this cycle the next decreasing of swing / stance length parameters 

takes place by legs 0 and 2 from 2 to 1 unit length at 207s. Finally leg number 1 

also decreases its swing / stance length from 2 to 1 unit length at 212s. With this 

the self-synchronization process is finished.   

This last experiment demonstrates that dynamic self-synchronization by 

increasing and decreasing of the gait parameters can be performed one after 

another during the walking of the robot. 

In Figure 5.22 the tracking of the robot is shown during performing the self-

synchronization by consecutive prolongation and shortening of the swing / stance 

phases. The horizontal and vertical axes are in centimeters. The robot self-

synchronization starts to be tracked at a point around 110cm on the horizontal axis 

and around 60cm on the vertical axis. The tracking ends at a point with 

coordinates around 190cm on the horizontal axis and 190cm on the vertical axis. 

The robot's path shows that during the self-synchronization by prolongation in its 

first phase of walking the robot has a tendency to turn slightly toward the right. 

This is probably an effect of prolongation of the leg's swing / stance phase which 

somehow influences the robot to turn.  

This is due to the unequal transient swing / stance lengths between the legs, 

which leads the robot to start to turn from its original heading. Therefore the path 

of the first phase of robot's walking is similar to the experiment done with self-

synchronization only by prolongation of the robot's legs swing / stance phases. In 

the second phase of the robot's walking, it can be seen that the robot starts to turn 

slightly toward the left. The second phase of the robot's walking in this experiment  
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is associated with the self-synchronization by shortening of the robot's walking 

gait. The shortening of the robot’s swing / stance parameters probably influences 

the robot’s walking to turn slightly toward the left. The tracking is done with 

forward like movement behavior of the robot without any side turning behaviors, 

so the influence of the self-synchronization on the robot’s heading can be more 

accurately tracked. The parameters of the swing / stance phases change by the 

self-synchronization process from length 1 to length 3 units and then back again 

decreasing from 3 units to 1. In this experiment the robot's path first slightly turns 

toward the right and then toward the left. This experiment can further help with 

developing and choosing the turning robot behaviors which help compensate these 

heading deviations so the robot always keeps its proposed heading. 
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Fig. 5.22 Tracking of the robot during the self-synchronization by prolongation and 

shortening of its swing and stance phases. 
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5.6.4   Discussion on Future Possible Improvements of Firefly 

Inspired Self-synchronization Approach 

There are some notions that would perhaps be interesting to be explored in the 

future for such firefly inspired self-synchronization of robot walking gait. 

For example, stability of the self-synchronization approach can be further 

explored. Namely the stability of the whole self-synchronization process depends 

on how often such synchronization initializes due to some external influences  

in a rather short time domain. The shorter the period in which different 

synchronizations get initialized (different legs start to change their swing / stance 

length parameters) introduces divergence in the self-synchronization process. On 

the other hand, the process of self-synchronization is emergent and by emergence 

would converge towards self-synchronized walking robot gait. Therefore this idea 

can be further explored in future research. 

The tracking experiments have shown that the robot by straight forward 

walking and by doing self-synchronization of its walking pattern may start to 

change its heading due to dissimilar length of swing / stance phases that the legs 

have by such a self-synchronization process. Future research may be done on 

implementing additional robot behaviors such as left and right turning that will be 

integrated in the decentralized robot control architecture and will compensate for 

the heading deviations so the robot will always keep the proposed heading. 

5.6.5   Summary about the Firefly Inspired Self-synchronization 

Approach 

In this chapter notions about firefly inspired self-synchronization for robot walking 

gait have been introduced and results from real scenario experiments done on the 

hexapod robot have been represented. By implementation of such firefly inspired 

self-synchronization and self-gait organizing walking, a versatile robot walking 

platform can be implemented that can change its walking gait pattern in a 

distributive and self-organizing way. In general, the firefly self-synchronization 

concept presented here can also be useful in other types of walking robot projects. 

The decentralized self-organization of a robot's walking gait is also an 

interesting subject to be explored for the domain of reconfigurable walking robots 

(concept for self-reconfigurable walking robot is explained in one of the following 

chapters) and practically implemented within a decentralized robot control 

architecture. The possible application would consider synchronizing the walking 

gait of the robot after reconfiguration by the robot is performed (one of its legs is 

amputated) or for a scenario where the walking robot goes over an obstacle and in 

such cases the walking gait can be again re-synchronized by using a firefly 

inspired self-synchronization.  
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Chapter 6  

Biologically Inspired Approach for Optimizing 
the Walking Gait of a Humanoid Robot 

Humanoid robots are already present in many aspects of our lives: as service 

robots, as entertainment robots playing soccer, or simply as toys. They have been 

used as research subjects for testing our understanding of human motion and as 

test-beds for developing and testing of various locomotion algorithms.  

However, since they are multi degrees of freedom (DOF) robots, having many 

joints, hardware, and software modules, etc. [KSW05] [TsL06] their programming 

is often not straight forward and involves a lot of rethinking on finding a stable 

locomotion and lowering their energy consumption. This is an essential problem 

also for the robots that play soccer in RoboCup matches [Rob10]. Namely, the 

difference between winning and losing the match is not just related to vision 

processing, ball shooting, and mapping tasks, but also on how fast the robot is, 

how stable it is, how often it falls to the ground or how often it has to be out of the 

game for replacing its batteries. 

The research presented here addresses exactly these problems –how to develop 

a biologically inspired robust approach that will allow the humanoid robots to 

online self-optimize their walking gaits in respect to the robot’s stability, walking 

speed, and lowering the energy consumption. The developed approach was 

intended to be used for humanoid robots walking on flat surfaces (concrete, 

linoleum, various types of carpets, etc.) representing the calibration phase in 

which the humanoid robot finds the optimal parameters for its walking [JKH10] 

[Kot09]. 

The usefulness of this approach was practically demonstrated in various 

experiments done under real conditions on the humanoid robot demonstrator S2-

HuRo (described in Chapter 3.5).  

Before describing the biologically inspired approach for humanoid robot self-

stabilization in more detail, first an overview will be given about the motivation 

behind using such a biologically inspired approach.  

6.1   Approaches for Walking Gait Generation by Humanoid 

Robots 

Different approaches have been considered for biped robot locomotion [VBS90] 

[YaL03]. Some of them are based on mathematical models [VBS90] [YaL03] of the 

humanoid robots and describing the dynamic walking or the maintenance of Zero 
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Moment Pole (ZMP) inside the support region [VuJ69] [Vuk73] [LSY07] [CZT07]. 

Besides that, the full mathematical modeling of the humanoid robot can be 

cumbersome and error prone. The modeling of humanoid robots also induces 

another characteristic: the developed mathematical model for one type of robot is on 

the other hand most likely not transferable to any other type of humanoid robot. This 

means that everything has to be remodeled for such a particular humanoid robot so 

that the mathematically modeled approach can be also useful for that kind of robot.  

Since the whole process of modeling can be rather burdensome, too time 

consuming, and at the end most likely not transferable to other type of robots, a 

biologically inspired approach has been chosen instead. This is due to the 

characteristics of biologically inspired approaches that introduce notions from 

biological systems and characteristics such as learning, self-optimization, and self-

stabilization. 

Different biologically inspired paradigms have been tried for the humanoid 

robot’s domain [BaK06], [KKR06] [KKS06], [MEN08]. Some of them are based 

on spinal central pattern generators (CPGs) in vertebrate systems [BaK06], others 

use the CPG in relation with modulation of stiffness [KKR06], and reflex based 

stabilization uses SMA muscles [KKS06] or coupled oscillators [MEN08]. For 

humanoid robots numerous approaches of neural control architectures are known 

as well (Kuniyoshi, G. Cheng, Y. Nakamura,...). Results from those experiments 

have demonstrated that biologically inspired approaches can be very useful for the 

locomotion of humanoid robots, which was additional motivation for performing 

research on developing a biologically inspired approach for self-stabilizing 

humanoid robot.  

The researchers often test the humanoid robot walking gait that they generate 

with their control algorithms in some simulation environments [QRY08], 

[FPV08], [CMZ08], [DWX08]. The benefit of using the simulations is that the 

mechanical integrity of the humanoid robots does not have to be sacrificed in case 

the control algorithm does not control the humanoid robot in the intended  

way. Often simulation environments are stated to provide high fidelity rigid  

body dynamics [Cyb09], [Pla09], [Msd09], [Usa09]. However, the simulation 

experiments cannot be completely identical with the reality experiments because 

of various factors such as: environmental influences, dynamics, vibrations, sensor 

noises, and other aspects present in reality. This may also imply that the tests done 

in simulation for particular control algorithms may give a false overview on how 

well they function, since direct implementation of the same algorithm tested in 

simulation may prove to control the real robot in a slightly different way. 

Therefore one may conclude that there perhaps isn’t such “one-to-one” mapping 

from the control algorithms developed in the simulation and the same algorithm 

applied in real experiments. Since transferring of the algorithm will more or less 

rely on “tuning” the algorithm in order to be successfully used in the real 

conditions on a real robot.  

For these reasons the biologically inspired approach for humanoid robot self-

stabilization was tested solely under real conditions – without using any 

simulations, so that the approach developed can be guaranteed to function under 

real conditions on a real robot.   



6.2   Symbiosis as a Biologically Inspired Approach for Self-stabilization 69

 

6.2   Symbiosis as a Biologically Inspired Approach for  

Self-stabilization of Humanoid Robot Walking Gait 

6.2   Sy mbiosis as a Bio logical ly Inspired A pproac h for Self-stabil ization  

The biologically inspired approach for self-stabilization of the walking gait of 

humanoid robot is called SelSta (from Self-Stabilization) and is based on the 

mutualistic Symbiosis processes [AhP00] seen in nature – which is a type of 

mutual interaction between biological species from which both species benefit. 

For example: Clownfish and sea anemone tentacles, coral organisms and algae, 

Goby fish and shrimp, Crabs and sea anemones, etc. In Clownfish and sea 

anemone symbiosis case, the symbiosis is such that the Clownfish feeds on the 

invertebrates which are dangerous for the sea anemone. Clownfish are the only 

fish that are able to live in sea anemones and not get stung by their tentacles. This 

is not the case for the other fish and therefore this provides sort of protection for 

Clownfish from other fish predators. And from other side the fecal matter from 

clownfish provides some essential nutrients for the sea anemone. This is how they 

benefit from living with each other in such symbiosis.   

 

Fig. 6.1 Mutualism between Clown fish and sea anemone. 

The Symbiosis mapped in SelSta is described by “mutual” interaction between 

the robot’s lateral and longitudinal (or sagittal) axis stability and the load (level of 

current consumption) on the servos (Figure 6.2). This mutual interaction is 

directly related to the stability with which the robot walks over the ground and 

also the energy consumption (the less optimized servo movements consume more 

energy). The more optimized the interaction between the robot’s axes, the more 

stable the robot is and less energy is consumed during walking gait generation. 

This is shown in Figure 6.3.  
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Fig. 6.2 Mutualistic symbiosis mapped in SelSta approach. 

 

Fig. 6.3 “Mutual” interaction between the robot’s lateral and longitudinal axes and its 

relation to robot stability and energy consumption level. 

The SelSta approach is built as an add-on module for the already developed 

humanoid robot walking algorithm (not strictly optimized for walking on any 

particular surface) with a predefined non-optimal walking gait. The humanoid 
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robot using SelSta first finds the best walking parameters in a calibration phase, so 

the robot can achieve the best performance in stability, speed, and energy 

consumption over a given flat surface.  After the calibration phase with SelSta, the 

humanoid robot is then after only run with the best walking parameters found 

during the calibration phase. 

6.3   SelSta Approach in Detail 

Since the SelSta approach was designed to function under real circumstances on 

the humanoid robot S2-HuRo (described in Chapter 3.5), several details have to be 

considered for its practical implementation: 

 

- S2-HuRo robot platform and sensors; 

- Control of the robot S2-HuRo; 

- Main parts of SelSta approach - SymbScore value and genetic algorithms; 

- Fuzzy logic computation of SymbScore value; 

- Genetic algorithm details for SelSta approach; 

- Preparation for experiments; 

- Experiments done with the SelSta approach. 

 

Note: Some of the details explained here are related directly to the hardware of the 

S2-HuRo platform, for example: the types of gyros used, the embedded system, 

and load computation. However, the SelSta approach was made in a rather 

generalized way, so it can be transfered to different humanoid robot platforms and 

projects. The only thing that needs to be considered when transferring the SelSta 

to other humanoid robot platforms is obtaining the gyro values and load/energy 

consumption values which are then fed into the SelSta computation method. 

6.3.1   S2-HuRo Humanoid Robot Platform and Sensors Used  

The SelSta approach was tested on a S2-HuRo platform where the programs are 

run on the embedded system Gumstix® “Verdex board” [GUM09] with embedded 

Linux. The idea was that this approach should be demonstrated and run solely on 

the robot platform – therefore completely fulfilling the proposal to design a self-

stabilizing walking humanoid robot. For the practical measurements and data 

logging a PC was used later, since the logging of data on the embedded system’s 

MMC card takes a lot of time in comparison with the time for real time data 

logging on a PC. Also, a PC speeds up the evaluation process during the 

measurements done for humanoid robot self-stabilization. However, it was also 

considered that such a self-stabilizing process can run on the robot solely without 

any further need for additional external connections (or data logging) to PC for 

example. 

There is also an ATmega 128 controller on the S2-HuRo robot, which is used  

to control the servos (using PWM signals), and also to acquire the dual axis  

gyro values (longitudinal, lateral) and feet sensor contacts (three sensor contact 
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readings per leg foot - described in Chapter 3.5, Figure 3.15). The embedded 

system Gumstix® is connected to the onboard ATmega 128 controller though a 

serial line (reading the sensor values), and it runs a C program for sensor data 

interpretation, walking behaviors of the S2-HuRo like walk, stop, etc., as well as 

some other functions like standing up after a fall or commanded robot movements 

through a Wireless LAN (WLAN) connection, etc. 

Figure 6.4 represents the used hardware. 

 

Fig. 6.4 Representation of the hardware setup used by the S2-HuRo and SelSta approach. 

For the experiments done, the program running on Gumstix® was compiled for 

x86 architecture and executed on a PC instead, so the experiments and data 

logging can be done faster. 

6.3.2   Control of the Robot S2-HuRo 

For the SelSta experiments there are 3 robot walking modes considered: 

- “Standard walking” - with standard swing / stance parameters for robot 

walking; 

This type of walking is represented by some pre-defined parameters for 

position of the legs/feet in each of the swing/stance phases with which the 

robot is walking more or less stably over a flat linoleum surface. The 

walking parameters by this walking are not optimized for stabilized 

humanoid robot walking, or for lowest energy consumption. This type of 

walking represents the walking of robots taken “out-of-the-box” or default 

programmed walking. 

- “Manually optimized walking” - with manually optimized swing / stance 

parameters for robot walking on a particular flat surface; 

For this walking, the parameters for legs/feet positions by swing / stance 

are manually optimized for a flat linoleum surface, so the robot performs 

stabilized walking (however not necessarily the one with lowest energy 

consumption). This type of walking may take 10-12 human hours or even 

days before optimal walking parameters can be found. This type of 

walking represents the walking for humanoid robots for Robocup events 

[Rob10] that is optimized by human operators for a particular carpet 

surface for that event.  
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- SelSta optimized set of swing / stance parameters for robot walking on a 

particular flat surface; 

This type of humanoid robot walking is where the swing / stance 

parameters of the humanoid robot’s walking are optimized using the SelSta 

approach, so the robot performs the most stable and least energy 

consuming walking on a particular flat surface. The SelSta approach starts 

with “Standard walking” and optimizes the walking parameters until 

optimal walking parameters are found. 

 

For guaranteeing the consistency in measurements done with the SelSta approach, 

the movement of the S2-HuRo is done in 80ms intervals. Such interval based 

movement is more reliable when speaking about the precision of the movements, 

since in that given interval the servos are moved to the commanded position. The 

servos are also set to run with their highest speed. Without the interval there will 

be inconsistency in the movement of servos, for example a failure in some 

movements when some servos cannot achieve the commanded position before 

another command is given to move the servos to another position. 

Given that the servos are updated every 80ms, and taking into account that the 

distance traversed by the leg on the ground is the same, the interval type of 

movement also gives a possibility that the speed of the robot can be controlled, i.e. 

the more walking intervals, the slower the speed of the robot since many leg 

position updates must take place. In a similar way, the smaller the number of 

walking intervals, the greater the ground speed of the robot over the terrain since 

leg positions of the robot are updated in fewer intervals. 

For the experiments with the SelSta approach, the following speed categories 

have been considered: 

 

- Slow speed - with 20 x 80ms walking intervals; 

- Medium speed - with 15 x 80ms walking intervals; 

- Fast speed - with 12 x 80ms walking intervals; 

 

By movement of the robot’s leg, the foot moves on the ground in its stance 

phase from anterior extreme position (AEP) to posterior extreme position (PEP), 

and in the air during its swing phase from the PEP position to AEP position.  

Where: 

- AEP position is when the leg is at the end of its return stroke, or at the end 

of its swing phase; 

- PEP position is when the leg is at the end of its power stroke, or at the end 

of its stance phase. 

Each robot’s leg movement can be represented as in the figure below. 



74 6   Biologically Inspired Approach for Optimizing the Walking Gait

 

 

Fig. 6.5 Swing and stance phases by S2-HuRo leg. Lateral / longitudinal stabilization 

region represents where stabilization of the robot using SelSta approach takes place. 

The SelSta approach considers the rectangular region indicated with “lateral/ 

longitudinal stabilization”, where the stabilization takes part during each of the 

robot’s walking steps.     

6.3.3   Main Parts of SelSta Approach – SymbScore Value and 

Genetic Algorithm 

As previously described, the SelSta approach is based on the biological paradigm 

of Symbiosis, which by the self-stabilization is interpreted as "mutual" interaction 

between the robot's lateral/longitudinal stability and the accumulated load of the 

robot's servos. Also “mutual” interaction can be found on another level - between 

the robot’s lateral and longitudinal (or sagittal) axis stability. The For the SelSta 

approach, the load on the servos was also considered, which is directly related to 

current consumption of the servos during the robot’s walking. The parameter 

SymbScore is introduced for quantitatively describing how good or bad the chosen 

parameters are for the robot’s walking. The SymbScore value is in a range from 0 

and 1, describing the stability of the robot for its walking, ranging from “non-

stable” (value=0), up to “stable” walking (value=1).  

The SelSta approach uses cascaded fuzzy logic for the SymbScore value 

computation and also a genetic algorithm to find the best possible walking 

parameters. This entails analyzing lateral and longitudinal foot and hip positions 

and their angles with respect to the ground such that the SymbScore value is 

maximized, i.e. the stability of the robot is maximized with the smallest energy 

consumption. 

The main schematic for calculating the SymbScore value is shown in  

Figure 6.6.  
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Fig. 6.6 Computation scheme for SymbScore. 

As can be seen in the above figure, the computation of the SymbScore value 

consists of several intermediate steps. Firstly, on each axis the values for the gyros 

(lateral and longitudinal) and the accumulated load on all the robot’s servos get 

fuzzified through the “rule base 1 for stabilty_X” and “rule base 2 for stability_Y” 

fuzzy logic rule bases, producing intermediate values named “Stability_X” and 

“Stability_Y”. Hereafter, these two values get further fuzzified into the rule base 

for “symbiosis rule base for SymbScore” and with that the SymbScore value is 

computed. 

6.3.3.1   Gyro Values Acquisition and Computing the Load on the Robot 

For the experiments done there were 2 dual-axis gyros connected to the robot’s 

ATmega Servoboard sensing the direction in which the robot was moving during 

its walking - by measuring the angular rate of change. All gyros are located in one 

single place on the robot - above the embedded system, on the S2-HuRo back 

(Figure 3.13 (e)). The gyro values for the lateral and longitudinal axes were also 

sent via the serial interface to the PC or to the embedded onboard system for 

further processing. At each S2-HuRo start, the sensor values were calibrated by 

reading 400 values, so the null position for the gyro measurements can be found. 

For each 30 values acquired, a median value is calculated so the light trembling of 

the robot (due to the interval control of the servos) does not influence the 

measurements. There was also an option that the measured values were saved on a 

disk or on the robot’s MMC card.  

Unfortunately, the load on the servos cannot be measured directly on S2-HuRo. 

However, tests have shown that a larger load on the robot’s legs results in 

differences between the measured gyro axis value and the real value (probably due 

to the design of electronic circuit for the analog-digital converters on the ATmega  
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Servoboard). Namely the gyro value changes always in a positive direction and by 

simply reading the value, it cannot be distinguished from the normal gyro value. 

To compensate this, the second gyro is mounted in the opposite direction to the 

first one. The resulting reading is negative instead of positive for the same lateral 

or longitudinal movement. It has been observed that similarly to the previous case, 

an increased load on the robot’s servos has an influence on  the actual read gyro 

value, which in this case is drifting in the opposite (negative) direction. From this 

it can be concluded that the second gyro values can be used in combination with 

the first gyro values to calculate the load on servos on the originally read gyro 

values at each moment in time. For calculating such a disturbance in the gyro 

value, the fact was used, that the difference of two signals with symmetrical 

differential coding gives the disturbance signal. [PTP03] 

In this case we have two gyro signal values “gyro_X_1” and “gyro_X_2” 

which are read from two gyros for the same axis but positioned oppositely which 

give the values that include the disturbances in different directions (positive and 

negative). The following formula gives the disturbance. 

 ሺgyro_X_ͳ  gyro_X_ʹሻ/ʹ 

 

The gyro values without disturbances are calculated as follows: 
  gyro_X_ͳ୬ୣ୵ ൌ gyro_X_ͳ െ  ሺgyro_X_ͳ  gyro_X_ʹሻ/ʹ 

 gyro_Y_ͳ୬ୣ୵ ൌ gyro_Y_ͳ െ ሺgyro_Y_ͳ  gyro_Y_ʹሻ/ʹ 
  

Similarly, this is also done for the other values. 

The process of calculation of disturbance from the gyro values is presented in 

Figure 6.7. 

 

Fig. 6.7 Calculation of the disturbances from the gyro and load values 

6.3.3.2   Estimating the Energy Consumption of the Robot’s Walking 

For optimizing the robot’s walking, energy consumption also plays an important 

factor. The less energy consumed, the better the robot’s walking gait because the  
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robot can walk for a longer time. For the S2-HuRo we calculate the energy 

consumption from the load which can also be computed from the disturbance from 

the gyro values in either the lateral or longitudinal axis, as previously described:  

 Load_X ൌ  ሺgyro_X_ͳ  gyro_X_ʹሻ/ʹ 

Or 
 Load_Y ൌ  ሺgyro_Y_ͳ  gyro_Y_ʹሻ/ʹ 

 

The load value is calculated in the range from 0 to 70 (Amp x 0.03 units), 

where the value of 70 units correspond to about 2.1 Amperes of current 

consumption. The experimentally measured maximum load on the servos by the 

robot was 2.8 Amp, which divided by 70 unit values gives 0.03. The number of 70 

units is chosen in order to be similar to the max values by other sensors 

measurements (for example by gyros max is by 66 units), which simplifies the 

computation and data representation. 

In a case where the different measured load values are calculated (which is due 

to random values generated within the read gyro values), this means there is an 

overload within the servos and in this case the value for the load will be 

automatically set to the maximum value of 70 units. 

The process of calculating the overload is presented in Figure 6.8. 

 

Fig. 6.8 Calculation of overload of the servos. 

6.3.3.3   Foot Sensor Contacts and Their Relation to SymbScore Computation 

As described in Chapter 3.5 - Figure 3.15, the S2-HuRo robot has 3 binary sensor 

contacts on each foot. The value of the contact sensors indicates if part or all of 

the robot’s foot is on the ground or not. The binary sensors are directly connected 

to the robot’s ATmega Servoboard and also transferred via serial connection to the 

PC or to the robot’s onboard embedded system. 

If the robot falls to the ground when walking, the contacts on the feet indicate 

that the robot has fallen down and therefore any further movement is disabled to 

protect the robot’s parts from mechanical overloading. The contact sensors also  

contribute to the SymbScore value computation. Namely when the robot falls on  
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the ground indicates that the evaluated set of walking parameters is perhaps not 

the best choice.  

6.3.4   Fuzzy Logic Computation of SymbScore Value 

As previously mentioned, fuzzy logic is used by the SymbScore value 

computation.  

 

There are 3 different inputs into the system: 

 Gyro value for lateral axis; 
 

- Gyro value for longitudinal axis; 

- Load within the system. (when there is no overload in the system, the 

Load_X and Load_Y are the same, so Load_X or Load_Y can refer to the 

load in the system). 

There are 2 intermediate values:  

- Stability_X – related to stability computation for one of the robot’s axes; 

- Stability_Y – related to stability computation for the other of the robot’s 

axes; 
 

 

Fig. 6.9 Gyro value for each of the lateral and longitudinal axes mapped in domain from 0 

to 66 deg/sec units. 
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Additionally there are 2 fuzzy logic rule bases:  

- “Stability rule base” with fuzzy logic rules for calculating the intermediate 

Stability_X or Stability_Y values. 

- “Symbiosis rules base” with fuzzy logic rules for calculating the output 

SymbScore value. 
 

 

Fig. 6.10 Load value mapped in domain from 70 Amp x 0.03 units. 

There are 3 fuzzy logic sets used for each variable. 

The read gyro value for each of the lateral and longitudinal axes was mapped in 

domain from 0 to 66 deg/sec units. The fuzzy sets for gyro value (Figure 6.9) were 

manually tuned during the pre-experiments done with the robot, which were 

related to the sensitivity of the gyro and its readings. The load value was mapped 

in domain of 0 to 70 Amp x 0.03 Units with 3 fuzzy sets evenly distributed 

(Figure 6.10).  

The rule base consists of fuzzy logic rules that have the following premises: 

gyro value per each of the two axes and load and a consequent part: “Stability_X” 

value. The fuzzy logic rule base is shown in Figure 6.11. As indicated in the 

figure, input values are “GYRO_X_LON” and “LOAD” and output value is 

“STAB_X_LON” and is related to stability value for the longitudinal axis. 

However, the same rules are also used for computing “Stability_Y” for the robot’s 

lateral axis with inputs “GYRO_Y_LAT” and “LOAD”.  
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Fig. 6.11 Rule base of fuzzy logic rules that is associated for computing of the Stability 

value for each of the lateral and longitudinal axes. 

The “non-stable” situations are indicated when the gyro values “big”, which 

relates to situations when the robot falls on the ground. 

 

Fig. 6.12 3D representation of the computational surface for “Stability_X”. 

 

 

 

STAB_X_LON

LOAD

GYRO_X_LON
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There is a 3D representation of the computational surface for “Stability_X” 

presented in Figure 6.3.4.4. The lower plane x and y axes are “GYRO_X_LON” 

and “LOAD” - related to gyro value and load value for the longitudinal axis. The z 

axis is the “STAB_X_LON” representing the surface for computing the 

“Stability_X” value output, with respect to the input gyro and load values. This is 

also similar to the surface used for computation of the “Stability_Y”. 

The fuzzy sets of the “Stability_X” and “Stability_Y” (Figure 6.3.4.5) are 

distributed evenly in domain from 0 to 1 Stability Units. The “Stability Units” 

don’t have real world interpretation, and are only used as intermediate values for 

computation of the final SymbScore value.  

 

Fig. 6.13 The intermediate variables “Stability_X” and “Stability_Y” each have fuzzy sets 

and mapping from 0 to 1 units. 

The SymbScore computed value is mapped in the domain from 0 to 1, where a 

value of 0 is stable robot walking and a value of 1 indicates non-stable robot 

walking. It has 3 fuzzy logic sets: nonstable, medstable and stable (Figure 6.14). 
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Fig. 6.14 SymbScore computed value and its mapping in domain from 0 to 1. 

 
The main part of computation of the SymbScore value is related to the 

Symbiosis inspiration. The fuzzy logic rules involved for computation of 

SymbScore are shown in Figure 6.3.4.7. In the figure there are 2 highlighted rules 

which directly explain the “symbiosis relation” between the longitudinal and 

lateral axes.  

 

Fig. 6.15 Rule base of fuzzy logic rules for computing the SymbScore value inspired by 

symbiosis. 

The firstly highlighted symbiosis rule is defined as: 

 

- IF “STAB_X” is “big” and “STAB_Y” is “small” then “SYMB_SCORE” 

is small. 
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This rule can be interpreted as when the stability in the longitudinal axis is 

rather big, indicating stable robot movement in longitudinal axis. However, the 

stability in the lateral axis is rather small, indicating unstable robot movement in 

lateral axis. As a result, the computed SymbScore is rather small, meaning the 

robot is rather unstable although the robot’s movement in one axis is stable.  

The second highlighted symbiosis rule is defined as: 

 

- IF “STAB_X” is “small” and “STAB_Y” is “big” then “SYMB_SCORE” 

is small. 

 

This rule can be interpreted as when the stability in the longitudinal axis is 

rather small, indicating unstable robot movement in lateral axis. However, the 

stability in the longitudinal axis is rather big, indicating stable robot movement in 

the longitudinal axis. As a result, the computed SymbScore is rather small, 

meaning the robot is rather unstable although the robot’s movement in one axis is 

stable.  

 

Fig. 6.16 3D representation of the computational surface for SymbScore. 

The 3D computational surface for SymbScore is presented in Figure 6.16. The 

x, y plane axes are “STAB_X” and “STAB_Y” - related to the intermediate 

computed values for stability in lateral and longitudinal axes. The z axis is 

“SYMB_SCORE” representing the SymbScore value with respect to the input 

intermediate stability values. 
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6.3.5   Genetic Algorithm Details for the SelSta Approach 

The genetic algorithm is used to select the next generation of improved walking 

parameters (lateral and longitudinal positioning of the robot foot) for balancing the 

movement of the robot.  

The score - SymbScore is used as a fitness function result for the genetic 

algorithm. 

In each self-stabilizing robot run, there may be several such evaluation periods 

up to the moment where enough optimized self-stabilizing walking of the robot is 

generated for a particular surface. 

The parameters for the genetic algorithm are presented in Figure 6.17. Each 

individual in the population of the genetic algorithm has the following format:  
 

A B 
 

Where A, B represent: lateral (A) and longitudinal (B) leg positioning of the 

normal robot still in standing position and range from -5 to 5 degrees, with a 

resolution of 0.5.  

 

 

Fig. 6.17 Genetic algorithm parameters. 

The resolution can be decreased if needed. The A, B parameters for the 

standing still position are defined as 0, 0 degrees. The genetic algorithm is a single 

point crossover. The replacement percentage is 0.5 - meaning one half of the 

population in every cycle is replaced with a new one. The population size is 

initialized at the start to 10 genomes each holding the A, B parameters for lateral 

and longitudinal foot position. 

The genetic algorithm is run only whenever the SymbScore value is first 

computed. 

The genetic algorithm finishes with its search either when the number of 

generations reaches 15 or the convergence percentage is 0.99. At the end, 

optimized parameters are found for balancing the movement of the robot walking 

on the particular surface. 
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6.3.6   Preparation for Experiments 

In each experiment the robot optimizes its walking over a number of test sections. 

Each test section consists of 6 walking cycles, of which the first and last walking 

ones are related to starting and stopping, respectively. The walking cycle can be  

 

 

Fig. 6.18 Graphical representation of test section with corresponding walking cycles. L and 

R indicate for left and right legs respectively. 
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described as a situation in which one leg is in its stance phase and the other leg is 

in its swing phase. Before each walking section, the robot sets the parameters for 

lateral and longitudinal balancing movement that takes place in about the middle 

of every walking cycle (depicted with round lines with arrows in Figure 6.18).  

The beginning and ending cycles are not included in evaluation of the 

SymbScore value, only the middle 4 walking cycles are considered for computation. 

The SymbScore value is computed at the end of the test section as an average of the 

4 SymbScore values computed during each of the 4 walking cycles for that 

particular test section. The SymbScore value of 0 represents that the robot has 

fallen during that test section. 

One such test section is represented in Figure 6.19. 

 

 

Fig. 6.19 Example representation of measurement during a test section. 

For better visualization, the values in this figure and all other related experiment 

figures, map “Stability_X”, “Stability_Y” and “SymbScore” (averaged) 0 to 1 

range domain values into 0 to 20 range domain. The values of “Gyro_X”, 

“Gyro_Y” and “Load” are not resized and are shown as measured during the 

experiment. The “Mode” value shows which leg is in its swing phase (while the 

other is in its stance phase). The value of 25 means that the left foot is in its swing 

phase and the right foot in its stance phase, while the value of -25 means the right 

foot is in its swing phase and the left foot is in its stance phase. “Mode” has value 

of 0 when the robot has fallen.   
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It is also important to know that in the experiments there are 3 threads running 

on the PC of which one named “sensor thread.” The sensor thread is related to the 

sensor values acquisition and delivers new data in intervals from 55-65ms and is 

also responsible for data logging. 

The acquired sensor data is delivered to the “Movement strategy thread” which 

computes the SymbScore value during the stability and load robot evaluation 

during the test section. At the end of the test section it computes an average 

SymbScore value for that test section and forwards this to the “Genetic algorithm 

thread” which then waits for the SymbScore value.  

After receiving the SymbScore value, the “Genetic algorithm thread” forwards 

the next gene values related to lateral and longitudinal stabilizing movement of the 

robot, which need to be evaluated in the next test walking section.  

The “Movement strategy thread” also waits until the “Genetic algorithm 

thread” is finished with the genome evaluation. The waiting time is very short due 

to the low population, and this means that such threads, including the genetic 

algorithm, can also be run on an embedded system onboard the robot, so the self-

stabilization of the robot can be evaluated under real circumstances and on a real 

robot. 

This is presented in Figure 6.20. 

 

Fig. 6.20 Genetic algorithm, the movement strategy, sensor acquisition, and SymbScore 

generation. 
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6.4   Experiments Done with the SelSta Approach 

In order to conduct as many experiments as possible and to test the usefulness of 

the SelSta approach, all the experiments presented here are done on a PC 

computer (instead of on the Gumstix® embedded system, since the data logging 

from the experiments is faster on the PC than on the embedded system) which was 

connected to the ATmega servo controller running a program that delivers the 

sensor data to the PC via a serial cable. The PC was also used to start and stop the 

robot's walking. 

For testing the self-stabilizing approach on S2-HuRo, several tests were made 

on four different flat surfaces – 3 carpets with different thickness and softness 

levels and also one linoleum type of hard surface. Different surfaces were tested 

while performing self-stabilized walking, since the surfaces introduce dynamics to 

the robot’s walking due to their own material properties.  

Each time the optimal parameters were found with the SelSta approach (using 

the genetic algorithm) for a particular surface/carpet, an additional test was 

performed on those optimally found walking parameters in 5 walking test sections 

and the best result was selected for later comparison. 

On each surface, the SelSta approach tried to find the optimal walking 

parameters for 3 different speeds: slow, medium, and fast speed as mentioned in 

Section 6.3.2.  

For comparing the results and the usefulness of the SelSta approach, the results 

from the SelSta based tests were compared with results from tests made with 

"Standard walking" parameters and "Manually optimized” walking parameters as 

described in Section 6.3.2. 

The robot is hung on a steel cable via metal rings during the experiments. The 

rings give the robot enough space for performing its walking actions without 

influencing the walking movement itself. On the other hand they give support 

when the robot falls due to some improper walking behavior or poorly generated 

balancing parameters. When this happens, a human operator puts the robot in the 

standard standing position first. Then via PC command the robot is instructed to 

continue with the new cycle of balancing movement parameter generation with the 

SelSta approach until the optimal parameters for balancing movement are found. 

This approach with the steel wire rope was chosen since it was guessed that the 

robot would fall often during the experiments, however the experiments later 

proved that this was overcautious. 

In case the robot falls during its walking and is on the ground for about 20 foot 

sensor readings (indicating a 0 value or no contact with the ground) the robot's 

position is reset to standing position and the human operator brings the robot to its 

feet again. In a real case scenario the help from a human operator can be avoided 

by enabling the robot to get into its standing position by itself and get oriented in 

space and then continue with the self-stabilized walking. However, for the rather 

large number of experiments it was decided that the robot's stand up after a fall 

should be assisted by the human operator. 
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If the robot has just started its walking step when given a "stop command”, then 

the leg movement proceeds until the middle point of the walking step is done, and 

then stops. If the "stop command" is issued when the leg movement is in its 

second half of the walking step, then the leg which is in its swing phase returns 

back to the middle point of its swing trajectory, and when the leg reaches  

the ground the robot is brought to its still stand position with both feet on the 

ground. The following is a detailed description of each of the tests done with the 

self-stabilized walking approach SelSta. These tests with the S2-HuRo robot were 

performed on several flat surfaces: 

 

- soft carpet; 

- medium soft carpet; 

- hard carpet;  

- hard linoleum surface.  

 

At the end of this chapter, a summary and comparison is given of the final 

results from the experiments done. 

6.4.1   Experiments on a Soft Green Carpet 

Experiments were done on a soft green carpet (Figure 6.21) to test how the SelSta 

approach would be able to find the optimal self-stabilizing walking on such a 

carpet which due to its thickness introduces rather large dynamics in the robot's 

walking. Figure 6.22 shows the test setup with the S2-Huro robot during the 

experiment on the soft green carpet. 

 

Fig. 6.21 Soft green carpet. 
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Fig. 6.22 Robot S2-HuRo on a soft green carpet. 

6.4.1.1   Results from SelSta Optimal Walking Parameters Search on a Soft 

Green Carpet 

The results from the experiments done with SelSta on a soft green carpet are 

divided into 3 different categories - depending on the speed of the robot during the 

experiments: "Slow speed", "Medium speed" and "Fast speed". 

 
Slow speed 

 

Fig. 6.23 SymbScore of slow walking speed of S2-HuRo over a soft green carpet. 
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Fig. 6.24 Average SymbScore during genetic generations for slow walking speed of S2-

HuRo over a soft green carpet. 

Optimal walking parameters (for impulsive stabilizing movement) for slow 

walking speed of the S2-HuRo on a soft green carpet were found within 63 

walking sections done in 16 min. The best walking stabilization parameters found 

were 1.5 degrees for longitudinal and 0.5 degrees for lateral impulsive feet 

movement.  

 

Medium speed 

 

Fig. 6.25 SymbScore for medium walking speed of S2-HuRo over a soft green carpet. 
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Fig. 6.26 Average SymbScore during genetic generations by medium walking speed of S2-

HuRo over a soft green carpet. 

Optimal walking parameters (for impulsive stabilizing movement) for medium 

walking speed of the S2-HuRo on a soft green carpet were found within 69 

walking sections completed in 14 min. The best walking stabilization parameters 

found were 2 degrees for longitudinal and 4 degrees for lateral impulsive feet 

movement.   

 

Fast speed 

 

Fig. 6.27 SymbScore for fast walking speed of S2-HuRo over a soft green carpet. 
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Fig. 6.28 Average SymbScore during genetic generations for fast walking speed of S2-

HuRo over a soft green carpet. 

Optimal walking parameters (for impulsive stabilizing movement) for fast 

walking speed of the S2-HuRo on a soft carpet were found within 67 walking 

sections completed in 12 min. The best walking stabilization parameters found 

were 0.5 degrees for longitudinal and -4.5 degrees for lateral impulsive feet 

movement.   

6.4.1.2   Discussion about the Walking Sections Results and SymbScore 

Values throughout Genetic Generations by Self-stabilization on a 

Soft Green Carpet 

From the walking sections of "Slow speed", "Medium speed" and "Fast speed" 

(Figure 6.23, Figure 6.25, Figure 6.27) it can be seen that by using the SelSta 

approach the robot's fallings (the lowest SymbScore values on the graphs) are 

reduced during the experiment. 

Averaged SymbScore (Figure 6.24, Figure 6.26, Figure 6.28) measured over 

generations and the direct comparison is made with the best SymbScore measured 

values found during the 5 tests done with "Standard walking" parameters and 

"Manually optimized walking" parameters. After about 4 generations, the 

SymbScore value is higher than the best values found in "Standard walking" and in 

walking with "Manually optimized" walking parameters. After the 12th generation 

it can be seen that the SymbScore value in the experiments with SelSta approach 

does not continue to increase. 
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6.4.1.3   Comparison of the Best Found Values by "SelSta Walking" with the 

"Standard Walking" and "Manually Optimized" Walking by Slow, 

Medium and Fast Walking Speeds on a Soft Green Carpet 

Once the SelSta approach finds the best parameters for optimal walking with 

respect to the robot's stability and energy consumption during walking, 5 

additional walking tests are made with those parameters and the measurements 

from best walking test (with the highest average SymbScore) are compared with 

the best walking test results from the 5 tests conducted with "Standard walking" 

(non calibrated walking parameters) and the 5 tests conducted with "Manually 

optimized walking" (manually calibrated walking parameters). Only the best of 

the "Standard walking"/"Manually optimized walking" test values were selected to 

be compared with results from the SelSta approach. 

As can be compared from the results in figures Figure 6.29, Figure 6.30 the 

"Load" peak values of walking parameters found with the SelSta approach are 

smaller during the robot's walking than the "Load" peak values when walking with 

"Standard walking" parameters. Also the "Gyro_X" average values from the 

SelSta approach are smaller than the "Gyro_X" average values from the "Standard 

walking" parameters (The capped-off gyro values show overloading by the servos 

at those particular moments in time). All this indicates that the walking parameters 

found with the SelSta approach for slow speed on a soft green carpet can introduce 

more stable and energy efficient walking than with non-calibrated "Standard 

walking" parameters. 

 

Slow speed 

 

Fig. 6.29 Best walking section with SelSta approach by slow robot walking speed on a soft 

green carpet. 
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Fig. 6.30 Best walking section with "Standard walking" parameters for slow robot walking 

speed on a soft green carpet. 

From the results in figures Figure 6.31, Figure 6.32, the "Load" peak values for 

walking parameters found with the SelSta approach are smaller during the robot's 

walking than the "Load" peak values for walking with "Manually optimized" 

parameters (The capped-off gyro values signify a overloading of the servos at 

those particular moments in time).   
 

Medium speed 
 

 

Fig. 6.31 Best walking section with SelSta approach for medium robot walking speed on a 

soft green carpet. 
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Fig. 6.32 Best walking section with "Manually optimized" walking parameters by medium 

robot walking speed on a soft green carpet. 

Also, the "Gyro_X" average values from the SelSta approach are smaller than the 

"Gyro_X" average values from walking with "Manually optimized" parameters. All 

this indicates that the walking parameters found with the SelSta approach at medium 

speed on a soft green carpet can introduce more stable and energy efficient walking 

than by walking with "Manually optimized" walking parameters. 

 

Fast speed 

 

Fig. 6.33 Best walking section with SelSta approach for fast robot walking speed on a soft 

green carpet. 
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Fig. 6.34 Best walking section with "Standard walking" parameters for fast robot walking 

speed over a soft green carpet. 

From the results in Figure 6.33 and Figure 6.34, the "Load" peak values from 

walking parameters found with the SelSta approach are more or less similar to the 

"Load" peak values from walking with "Standard walking" parameters. Also, the 

"Gyro_X" average values from the SelSta approach are more or less similar to the 

"Gyro_X" average values for walking with "Standard walking" parameters. All 

this indicates that the walking parameters found with the SelSta approach for fast 

speed on a soft green carpet can in most of the cases introduce more stable and 

energy efficient walking than the walking with "Standard walking" parameters. 

6.4.2   Experiments on a Medium Soft Orange Carpet 

Experiments were done on a medium soft orange carpet (Figure 6.35) to test out 

how well the SelSta approach will be able to find the optimal self-stabilizing 

walking on such a carpet which due to its medium thickness introduces some 

dynamics in the robot's walking. Figure 6.36 shows the test setup with the S2-

Huro robot during the experiment on a medium soft orange carpet. 
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Fig. 6.35 Medium soft orange carpet. 

 

Fig. 6.36 Robot S2-HuRo on a medium soft orange carpet. 

 

 

 



6.4   Experiments Done with the SelSta Approach 99

 

6.4.2.1   Results from SelSta Optimal Walking Parameters Search on a 

Medium Soft Orange Carpet 

The results from the experiments done with SelSta on a medium soft orange carpet 
are divided into 3 different categories depending on the speed of the robot during 
the experiments: "Slow speed", "Medium speed" and "Fast speed". 

 

Slow speed 

 

Fig. 6.37 SymbScore for slow walking speed of S2-HuRo on a medium soft orange carpet. 

 

Fig. 6.38 Average SymbScore during genetic generations for slow walking speed of S2-

HuRo on a medium soft orange carpet. 
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Optimal walking parameters (for impulsive stabilizing movement) for slow 

walking speed of the S2-HuRo on a medium soft carpet were found within 65 

walking sections completed in 16 minutes. The best walking stabilization 

parameters found were 1.5 degrees for longitudinal and 4 degrees for lateral 

impulsive foot movement.  
 

Medium speed 

 

Fig. 6.39 SymbScore for medium walking speed of S2-HuRo on a medium soft orange 

carpet. 

 

Fig. 6.40 Average SymbScore during genetic generations for medium walking speed of S2-

HuRo on a medium soft orange carpet. 
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Optimal walking parameters (for impulsive stabilizing movement) for medium 

walking speed of S2-HuRo on a medium soft carpet were found within 65 walking 

sections completed in 14 minutes. The best walking stabilization parameters found 

were 1.5 degrees for longitudinal and 4 degrees for lateral impulsive foot 

movement.   

 

Fast speed 

 

Fig. 6.41 SymbScore for fast walking speed of S2-HuRo on a medium soft orange carpet. 

 

Fig. 6.42 Average SymbScore during genetic generations for fast walking speed of S2-

HuRo on a medium soft orange carpet. 
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Optimal walking parameters (for impulsive stabilizing movement) for fast 

walking speed of S2-HuRo on a medium soft carpet were found within 66 walking 

sections completed in 11 minutes. The best walking stabilization parameters found 

were 1.5 degrees for longitudinal and 0 degrees for lateral impulsive foot 

movement.   

6.4.2.2   Discussion about the Walking Sections Results and SymbScore 

Values throughout Genetic Generations by Self-stabilization on a 

Medium Soft Orange Carpet 

From the walking sections for "Slow speed", "Medium speed" and "Fast speed" 

(Figure 6.39, Figure 6.41, Figure 6.43) it can be seen that when using the SelSta 

approach the robot fallings (the lowest SymbScore values on the graphs) are 

reduced during the experiment. 

Averaged SymbScore (Figure 6.38, Figure 6.40, Figure 6.42) measured over 

generations and direct comparisons are made with the best SymbScore measured 

values found by the 5 tests done with "Standard walking" parameters and 

"Manually optimized walking" parameters. After about 4 generations, the 

SymbScore value is higher than the best values found in "Standard walking" and 

walking with "Manually optimized" walking parameters. After the 12th generation 

the SymbScore values from the experiments with the SelSta approach do not 

increase further. 

6.4.2.3    Comparison of the Best Found Values by "SelSta Walking" with the 

"Standard Walking", "Manually Optimized" Walking by Slow, 

Medium and Fast Walking Speeds on a Medium Soft Orange Carpet 

Once the SelSta approach finds out the best parameters for optimal walking with 

respect to robot's stability and energy consumption during walking, 5 additional 

walking tests are made with those parameters and the measurements from best 

walking test (with highest average SymbScore) have been compared with the best 

walking test results from the 5 tests conducted with "Standard walking" (non 

calibrated walking parameters) and 5 tests conducted with "Manually optimized 

walking" (manually calibrated walking parameters). Only the best of "Standard 

walking"/"Manually optimized walking" having the best walking test value has 

been selected to be compared with results from the SelSta approach.  

As can be compared from the results in figures Figure 6.43, Figure 6.44 the 

"Load" peak values by walking parameters found with the SelSta approach are 

relatively similar with the "Load" peak values by walking with "Manually 

optimized" walking parameters (The capped-off gyro values signalize for a 

overloading by servos at those particular moments of time). Also the "Gyro_X" 

average values by SelSta approach are rather smaller than the "Gyro_X" average 

values by walking with "Manually optimized" walking parameters. All this 

indicates that the walking parameters found with the SelSta approach by slow 

speed on a medium soft orange carpet can introduce more stable and energy 

efficient walking than by walking with "Manually optimized" parameters. 
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Slow speed 

 

Fig. 6.43 Best walking section with SelSta approach by slow robot walking speed on a 

medium soft orange carpet. 

 

Fig. 6.44 Best walking section with "Manually optimized" walking parameters by slow 

robot walking speed on a medium soft orange carpet. 
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Medium speed 

 

Fig. 6.45 Best walking section with SelSta approach by medium robot walking speed on a 

medium soft orange carpet. 

 

Fig. 6.46 Best walking section with "Manually optimized" walking parameters by medium 

robot walking speed on a medium soft orange carpet. 

 

 

 



6.4   Experiments Done with the SelSta Approach 105

 

From the results in figures Figure 6.45, Figure 6.46, the "Load" peak values by 

walking parameters found with the SelSta approach are smaller or similar to the 

"Load" peak values by walking with "Manually optimized" parameters (The 

capped-off gyro values signalize for a overloading by servos at those particular 

moments of time). Also the "Gyro_X" average values are rather smaller than the 

"Gyro_X" average values by walking with "Manually optimized" parameters.  

Fast speed 

 

Fig. 6.47 Best walking section with SelSta approach by fast robot walking speed on a 

medium soft orange carpet. 

 

Fig. 6.48 Best walking section with "Manually optimized" walking parameters by fast robot 

walking speed on a medium soft orange carpet. 
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All this indicates that the walking parameters found with the SelSta approach 

by medium speed on a medium soft carpet can introduce more stable and perhaps 

more energy efficient walking than by walking with "Manually optimized" 

walking parameters. 

From the results in figures Figure 6.47, Figure 6.48, the "Load" peak values by 

walking parameters found with SelSta approach are smaller to the "Load" peak 

values by walking with "Manually optimized" parameters (The capped-off gyro 

values signalize for a overloading by servos at those particular moments of time). 

Also the "Gyro_X" average values are a bit smaller than the "Gyro_X" average 

values by walking with "Manually optimized" parameters. All this indicates that 

the walking parameters found with the SelSta approach by medium speed on a 

medium soft carpet can introduce more stable and perhaps more energy efficient 

walking than by walking with "Manually optimized" walking parameters. 

6.4.3   Experiments on a Hard Green Carpet 

Experiments were done on a hard green carpet (Figure 6.49) to test out on how the 

SelSta approach will be able to find the optimal self-stabilizing walking on such 

carpet which due to its hardness and low thickness introduces dynamics in the 

robot's walking. Figure 6.50 shows the test setup with the S2-HuRo robot during 

the experiment on a hard green carpet. 

 

Fig. 6.49 Hard green carpet. 
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Fig. 6.50 Robot S2-HuRo on a hard green carpet. 

6.4.3.1   Results from SelSta Optimal Walking Parameters Search on a Hard 

Green Carpet 

The results from the experiments done with SelSta on the hard green carpet are 

divided into 3 different categories depending on the speed of the robot during the 

experiments: "Slow speed", "Medium speed" and "Fast speed". 

Optimal walking parameters (for impulsive stabilizing movement) for slow 

walking speed of S2-HuRo on a medium soft carpet were found within 56 walking 

sections completed in 13 min. The best walking stabilization parameters found were 

3.5 degrees for longitudinal and 1 degree for lateral impulsive foot movement.  
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Slow speed 

 

Fig. 6.51 SymbScore for slow walking speed of S2-HuRo on a hard green carpet. 

 

Fig. 6.52 Average SymbScore during genetic generations for slow walking speed of S2-

HuRo on a hard green carpet. 
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Medium speed 

 

Fig. 6.53 SymbScore for medium walking speed of S2-HuRo on a hard green carpet. 

 

Fig. 6.54 Average SymbScore during genetic generations for medium walking speed of S2-

HuRo on a medium soft orange carpet. 

Optimal walking parameters (for impulsive stabilizing movement) for medium 

walking speed of the S2-HuRo on a medium soft carpet were found within 53 

walking sections completed in 10 minutes. The best walking stabilization 

parameters found were 3 degrees for longitudinal and 0.5 degrees for lateral 

impulsive foot movement.   
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Fast speed 

 

Fig. 6.55 SymbScore for fast walking speed of S2-HuRo on a hard green carpet. 

 

Fig. 6.56 Average SymbScore during genetic generations for fast walking speed of S2-

HuRo on a hard green carpet. 
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Optimal walking parameters (for impulsive stabilizing movement) for fast 

walking speed of the S2-HuRo on a medium soft carpet were found within 62 

walking sections completed in 11 minutes. The best walking stabilization 

parameters found were -3 degrees for longitudinal and 0.5 degrees for lateral 

impulsive foot movement.   

6.4.3.2    Discussion about the Walking Sections Results and SymbScore 

Values throughout Genetic Generations by Self-stabilization on a 

Hard Green Carpet 

From the walking sections by "Slow speed", "Medium speed" and "Fast speed" 

(Figure 6.51, Figure 6.53, Figure 6.55) it can be seen that by using the SelSta 

approach the robot fallings (the lowest SymbScore values on the graphs) are 

reduced during the experiment. 

Averaged SymbScore (Figure 6.52, Figure 6.54, Figure 6.56) is measured over 

generations and direct comparison is made with the best SymbScore measured 

values found by 5 tests done with "Standard walking" parameters and by 

"Manually optimized walking" parameters.  

For “Slow speed” and “Medium speed,” after about 4 generations the 

SymbScore value is higher than the best values found by "Standard walking" and 

by "Manually optimized" walking parameters. Only for a medium speed, the 

walking with “Standard walking” parameters is better than walking with SelSta 

approach found walking parameters. 

6.4.3.3   Comparison of the Best Found Values by "SelSta Walking" with the 

"Standard Walking", "Manually Optimized Walking" for Slow, 

Medium and fast Walking Speeds on a Hard Green Carpet 

Once the SelSta approach foundt the best parameters for optimal walking with 

respect to the robot's stability and energy consumption while walking, 5 additional 

walking tests were made with those parameters and the measurements from the 

best walking test (with highest average SymbScore) were compared with the best 

walking test results from the 5 tests conducted with "Standard walking" (non 

calibrated walking parameters) and the 5 tests conducted with "Manually 

optimized walking" (manually calibrated walking parameters). Only the best of 

"Standard walking"/"Manually optimized walking" test values were selected to be 

compared with results from the SelSta approach.  

As can be seen from the results in Figure 6.57 and Figure 6.58, the "Load" peak 

values for walking parameters found with the SelSta approach are relatively 

similar to the "Load" peak values for walking with "Manually optimized" 

parameters. The "Gyro_X" average values are also smaller or equal to the 

"Gyro_X" average values by walking with "Manually optimized" walking 

parameters. All this indicates that the walking parameters found with the SelSta 

approach for slow speed on a hard carpet can introduce potentially stable and 

energy efficient walking of equal or a better quality than walking with "Manually 

optimized" parameters. 
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Slow speed 

 

Fig. 6.57 Best walking section with SelSta approach for slow robot walking speed on a hard 

green carpet. 

 

Fig. 6.58 Best walking section with "Manually optimized" walking parameters for slow 

robot walking speed on a hard green carpet. 

From the results in Figure 6.59 and Figure 6.60, the "Load" peak values for 

walking parameters found with the SelSta approach are smaller during the robot's 

walking than the "Load" peak values for walking with "Manually optimized" 
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parameters (The capped-off gyro values signify an overloading of the servos at 

those particular moments in time). 

   

Medium speed 

 

Fig. 6.59 Best walking section with SelSta approach for medium robot walking speed on a 

hard green carpet. 

 

Fig. 6.60 Best walking section with "Manually optimized" walking parameters for medium 

robot walking speed on a hard green carpet. 
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Also the "Gyro_X" average values are rather smaller than the "Gyro_X" 

average values from walking with "Manually optimized" parameters. All this 

indicates that the walking parameters found with the SelSta approach for medium 

speed on a hard carpet can introduce more stable and energy efficient walking 

than walking with "Manually optimized" parameters. 

Fast speed 

 

Fig. 6.61 Best walking section with SelSta approach for fast robot walking speed on a hard 

green carpet. 

 

Fig. 6.62 Best walking section by "Standard walking" for fast robot walking speed over a 

hard green carpet. 
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From the results in Figure 6.61 and Figure 6.62, the "Load" peak values for 

walking parameters found with the SelSta approach are more or less equal to the 

"Load" peak values for walking with "Standard walking" parameters (The capped-

off gyro values signify an overloading of the servos at those particular moments in 

time). Also, the "Gyro_X" average values are more or less equal to the "Gyro_X" 

average values for walking with "Standard walking" parameters. All this indicates 

that the walking parameters found with the SelSta approach for fast speed on the 

hard carpet can introduce more stable and energy efficient walking than by 

"Standard walking" parameters. 

6.4.4   Experiments on a Hard Linoleum Surface 

Experiments were also done on a hard linoleum surface (Figure 6.63) to test on 

how well the SelSta approach would be able to find the optimal self-stabilizing 

walking on such hard surface which due to its hardness introduces dynamics in the 

robot's walking. Figure 6.64 shows the test setup with the S2-HuRo robot during 

the experiment on a hard linoleum surface. 

 

Fig. 6.63 Hard linoleum surface 

6.4.4.1   Results from SelSta Optimal Walking Parameters Search on a Hard 

Linoleum Surface 

The results from the experiments done with SelSta on a hard hard linoleum 

surface are divided into 3 different categories depending on the speed of the robot 

during the experiments: "Slow speed", "Medium speed" and "Fast speed". 
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Fig. 6.64 Robot S2-HuRo on a hard linoleum surface. 

Slow speed 

 

Fig. 6.65 SymbScore for slow walking speed of S2-HuRo on a hard linoleum surface. 
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Fig. 6.66 Average SymbScore during genetic generations for slow walking speed of the S2-

HuRo on a hard linoleum surface. 

Optimal walking parameters (for impulsive stabilizing movement) for slow 
walking speed of the S2-HuRo on hard linoleum were found within 51 walking 
sections completed in 11 minutes. The best walking stabilization parameters found 
were -0.5 degrees for longitudinal and -0.5 degree for lateral impulsive foot 
movement.  

 

Medium speed 

 

Fig. 6.67 SymbScore for medium walking speed of the S2-HuRo on a hard linoleum 

surface. 
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Fig. 6.68 Average SymbScore during genetic generations for medium walking speed of the 

S2-HuRo on a hard linoleum surface. 

Optimal walking parameters (for impulsive stabilizing movement) for medium 

walking speed of the S2-HuRo on hard linoleum were found within 59 walking 

sections completed in 12 minutes. The best walking stabilization parameters found 

were 2.5 degrees for longitudinal and -0.5 degrees for lateral impulsive foot 

movement.   

 

Fast speed 

 

Fig. 6.69 SymbScore for fast walking speed of the S2-HuRo on a hard linoleum surface. 
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Fig. 6.70 Average SymbScore during genetic generations for fast walking speed of the S2-

HuRo on a hard linoleum surface. 

Optimal walking parameters (for impulsive stabilizing movement) for fast 

walking speed of the S2-HuRo on hard linoleum were found within 60 walking 

sections completed in 11 minutes. The best walking stabilization parameters found 

were 2.5 degrees for longitudinal and -1 degree for lateral impulsive foot 

movement.   

6.4.4.2    Discussion about the Walking Sections Results and SymbScore 

Values throughout Genetic Generations for Self-stabilization on a 

Hard Linoleum Surface 

From the walking sections for "Slow speed", "Medium speed" and "Fast speed 

(Figure 6.65, Figure 6.67, Figure 6.69) it can be seen that by using the SelSta 

approach the robot fallings (the lowest SymbScore values on the graphs) are 

reduced during the experiment. 

Averaged SymbScore (Figure 6.66, Figure 6.68, Figure 6.70) measured over 

generations and a direct comparison is made with the best SymbScore measured 

values found by 5 tests done with "Standard walking" parameters and by 

"Manually optimized walking" parameters.  

Only for medium speed after about 10 generations, the SymbScore value is 

higher than the best values found by "Standard walking" and by walking with 

"Manually optimized" walking parameters. 
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6.4.4.3   Comparison of the Best Found Values by "SelSta Walking" with the 

"Standard Walking", "Manually Optimized Walking" for Slow, 

Medium and Fast Walking Speeds on a Hard Linoleum Surface 

Once the SelSta approach found the best parameters for optimal walking with 

respect to robot's stability and energy consumption during walking, 5 additional 

walking tests were made with those parameters and the measurements from the 

best walking test (with highest average SymbScore) were compared with the best 

walking test results from the 5 tests conducted with "Standard walking" (non 

calibrated walking parameters) and the 5 tests conducted with "Manually 

optimized walking" (manually calibrated walking parameters). Only the best 

values from "Standard walking"/"Manually optimized walking" were selected to 

be compared with the SelSta approach.  

As can be compared from the results in Figure 6.71 and Figure 6.72, the "Load" 

peak values for walking parameters found with SelSta approach are a bit greater 

than during the robot's walking than the "Load" peak values from walking with 

"Manually optimized" parameters. The "Gyro_X" average values are smaller or 

equal to the "Gyro_X" average values from walking with "Manually optimized" 

parameters. 

 

Slow speed 

 

Fig. 6.71 Best walking section with SelSta approach for slow robot walking speed on a hard 

linoleum surface. 
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Fig. 6.72 Best walking section with "Manually optimized" walking parameters for slow 

robot walking speed on a hard linoleum surface. 

All this indicates that the walking parameters found with the SelSta approach 
for slow speed on the hard linoleum surface can introduce potentially equally 
stable and energy efficient walking as walking with "Manually optimized" 
parameters. 

Medium speed 

 

Fig. 6.73 Best walking section with SelSta approach for medium robot walking speed on a 

hard linoleum surface. 
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Fig. 6.74 Best walking section by "Standard walking" for medium robot walking speed on a 

hard linoleum surface. 

From the results in Figure 6.73 and Figure 6.74, the "Load" peak values for 

walking parameters found with the SelSta approach are smaller or equal to the 

"Load" peak values for walking with "Normal walking" parameters (The capped-

off gyro values signify an overloading of the servos at those particular moments in 

time). The "Gyro_X" average values are smaller than the "Gyro_X" average 

values for walking with "Standard walking" parameters. All this indicates that the 

walking parameters found with the SelSta approach for medium speed on the hard 

linoleum can introduce more stable walking than by walking with "Standard 

walking" parameters. 
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Fast speed 

 

Fig. 6.75 Best walking section with SelSta approach for fast robot walking speed on a hard 

linoleum surface. 

 

Fig. 6.76 Best walking section with "Manually optimized” walking parameters for fast 

robot walking speed on a hard linoleum surface. 

From the results in Figure 6.75 and Figure 6.76, the "Load" peak values for 

walking parameters found with the SelSta approach are more or less equal to the 

"Load" peak values for walking with "Manually optimized” parameters. The 
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"Gyro_X" average values are smaller than the "Gyro_X" average values for 

walking with "Manually optimized" parameters. This indicates that the walking 

parameters found with the SelSta approach for fast speed on the hard linoleum 

surface can introduce more stable walking compared to walking with "Manually 

optimized" parameters. 

6.5   Summary for Experiments Done with the SelSta Approach 

The results of the experiments are summarized in Figure 6.77. They include data 

from performance tests done on 5 walking test sections (each section is 6 robot 

walking steps as described earlier) of the best balancing parameters found using 

SelSta. They also give a direct comparison to tests done with manually set values 

for the balancing parameters and the standard set values (foot longitudinal and 

lateral degree set to 0). The comparison also includes the number of robot fallings 

on final test runs. 

 

Fig. 6.77 Results from humanoid robot self-stabilizing experiments done on different kinds 

of surfaces, with different testing parameters and three different walking speeds. 
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As can be seen from the results in the table, the SelSta approach has clearly 

reached its projected goals. In comparison with manual setup values, the self-

stabilizing SelSta approach generates a more stable, energy efficient walking of 

the humanoid robot on different kinds of flat surfaces in relatively short time.  

In the table, the best results from the tests are shown in lime green. Only two 

test runs show the “Manually optimized” and “Standard parameters” producing 

slightly better results than the SelSta found walking parameters. 

It can be noticed that the stability on the soft carpet can be considerably improved 

by using the SelSta approach. For fast walking speed the stability of the robot can 

be significantly improved by using the SelSta approach, whereas for medium 

walking speed this improvement is not that big. 

In the analysis of the tests and results from the test sections it can be seen that 

with parameters found by the SelSta approach there is a smaller overload and the 

walking of the robot is also more stable. Reducing the overload has big influence 

on energy consumption as well the life of the servo elements and electronic 

components. 

The fallings from the SelSta approach walking parameters are smaller in 

comparison to walking using the “Manually optimized” and “Standard parameters”. 

The walking parameters found with the SelSta approach are usually found 

within 11 to 16 minutes. For fast walking speed of the robot, the SelSta approach 

needed 11 to 12 minutes for finding the optimal walking parameters, which is far 

less than the 10 to14 hour it takes for manually optimizing the walking parameters 

for each walking robot speed for each particular flat surface. 

The SelSta approach demonstrates that self-stabilizing optimal humanoid robot 

walking on a flat surface can be achieved using a biologically inspired approach. 
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Chapter 7 

Biologically Inspired Approaches for Anomaly 

Detection within a Robotic System 

Fault tolerance is an important characteristic for autonomous robotic systems that 

operate and fulfill mission tasks in an autonomous way. Being fault-tolerant 

means the robot is: 
 

- more reliable in its operation;  

- can withstand some faulty situations that may occur during its mission; 

- can mitigate such failures without a human operator; 

- can continue implementing its mission assignments.  
 

Making robotic systems fault-tolerant is not often easily achieved however. This is 

often due to the fact that robotic systems consist of various hardware and software 

parts in which faults may occur. Therefore the fault tolerant robot should be able 

to cope with its mechanical, electronic, and software malfunctions.  

Therefore emphasis is put on developing a fault detection approach with 

characteristics such as on-line learning and situation adaptation, since those 

features will enable the robot to operate in a more autonomous way.  In this 

chapter an interdisciplinary research is presented on developing a robust 

algorithmic approach for anomaly detection for the domain of self-capable robots. 

Self-capable robots are robots that poses some of the self-x properties, such as: 

self-reconfiguration, self-adaptation, self-optimization, self-stabilization, etc. 

Before describing the approach further in detail, a comparison on common fault 

detection techniques used in the robotics domain is presented and their properties 

explained. 

7.1   Overview on Approaches for Fault / Anomaly Detection by 

Robotic Systems 

Research on developing fault tolerant approaches for general fault-tolerant real 

time systems can often be associated with integration of redundant systems 

running identical electronics and software. In case of failure of an electronic 

computing component, the failed component can be detected and isolated by 
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means of voting of redundant systems. Although robots are often considered real 

time systems, they don’t usually have additional redundant components, sensors, 

and actuators because this would increase their size (the size of the robot is often 

critical for particular tasks that it can execute) as well as their price for 

development and even further increasing the complexity of the system and the 

energy consumption. Namely robotic systems are usually many degrees of 

freedom from embedding many sensors and actuators, therefore complex enough 

even without additional redundant systems on board. The complexity has 

influence on the modeling of the robotic system, not just for its control but also for 

the model based fault detection and isolation within such a system. However, 

building a full mathematical model for a robotic system and fault detection can 

often be a tedious task [MAV09] [LiC05] [MDD04] [DeM05] since not all of the 

details and circumstances can be pre-modeled by a human operator. On the other 

hand, modeling of fault detection for a complex robotic system also diverges from 

the initial idea of having self-capable robotic systems, where the human designer 

effort for maintenance should be minimal.  

Other approaches such as: Time-Delay Neural Networks (TDNN) [COB08], 

Recurrent Neural Networks (RNN) [Prz06], and particle filters [VeS06] [ZMZ06] 

have been considered for fault detection which are perhaps more robust than the 

classical modeling approaches and require less human effort to be implemented 

and maintained. The mentioned approaches are mostly related to the procedure of 

synthesizing fault detection components based on the data collected during 

training runs. After the fault detectors have been synthesized they are evaluated on 

fault scenarios in real time, or on the recorded data, and the fault positives or fault 

negatives are estimated. However, generating fault detectors for every possible 

fault scenario that can occur is sometimes an exhaustive process.  

Therefore research has been made here on developing a self-adapting anomaly 

detection approach that adapts to the environment and situations in which the 

robot is operating, similar to biological processes. Being self-adapting, the 

anomaly detection would also need less human effort for developing and 

maintaining of such an anomaly detection mechanism for a particular robotic 

system – which is one of the characteristics an autonomous robot should possess.  

7.2   Overview of Artificial Immune System (AIS) Concept 

For developing a self-adapting anomaly detection approach for the robotics 

domain, inspiration was found in processes seen in immune systems (Figure 7.1). 

Namely the immune systems of vertebrates are related to detection and removal of 

pathogens and their main property is to distinguish between the bacteria, viruses, 

and the organism’s own cells. In the figure Figure 7.1 it is represented how the  

B-cells interact with the antigens and the production of antibodies and memory 

cells that "remember" the antigen cell patterns.  
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Fig. 7.1 Antibodies(self), antigens(non-self) and other cell types of the immune system. 

Artificial Immune System (AIS) is a computational paradigm that is related to 

properties of the immune systems and these concepts are applied in problem 

solving [DeJ02] in various engineering domains. One of the main AIS properties 

are detection and memorization, similar to how the immune system of living 

organisms detects and memorize the specific patterns of pathogens. 

The AIS has been successfully applied to various domains: pattern recognition 

[CaD03], data mining [NCR05], network security [PaV05], robotics domain 

[MiV02], [SiN05], [SaS02], [NFR06], [CJT03], and others.  

The motivation behind using the AIS concept for developing the self-adapting 

anomaly detection approach was due to the anomaly detection process of the robot 

can be compared to the process of detection of pathogens seen by the immune 

system. Additionally, other AIS properties have been researched so the self-adapting 

property of the newly introduced anomaly detection system can be realized. 

There are several techniques related to AIS, which are based on immunological 

theories on how the immune system functions:  

 

- Negative selection; 

- Positive selection; 

- Immune networks; 

- Dendritic Cell algorithms. 

- Clonal Selection; 

 

Negative selection mechanism is based on the ability of the immune system to 

learn to distinguish between non-self cells and self cells. The aim of negative 

selection is to provide tolerance of the self cells. As noted in [FPA94], negative 

selection consists of generating a set of detectors and evaluation of those 

detectors. Only the detectors that do not react to self are considered for further 

detection.  
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Positive selection is based on enabling detectors that can detect non-self cells.  

In immune networks, a property of the immune system is taken into 

consideration, where antibody cells (self) have a mechanism for stimulating and 

suppressing each other in an idiotypic network. The antibody cells are connected 

between themselves only if the affinities between them exceed a set threshold 

level.   

Dendritic Cell algorithms are based on an abstract model of dendritic cells and 

behavior exhibited by the population of the cells. (Dendritic cells are immune cells 

that form part of the mammalian immune system. Their main function is to 

process antigen material and present it on the surface to other cells of the immune 

system.) 

Clonal selection method is based on a mechanism that antibody cells (self) 

implement upon recognizing the antigen cells (non-self). Upon discovery of an 

antigen, antibodies start to proliferate by cloning themselves. They also memorize 

the antigenic attack (immune memory) so they have higher responsiveness on the 

particular antigenic attack over time. (This is similar to primary and secondary 

immune response - Figure 7.2). 

 

Fig. 7.2 Primary and secondary immune response [DeV02]. 

Clonal selection is illustrated in Figure 7.3. 
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Fig. 7.3 Illustration of Clonal proliferation. 

7.3   Artificial Immune System Based - Robot Anomaly 

Detection Engine (RADE) Approach 
7.3   Artificial Immune Syste m Based - Robot A nomaly Detection Engine 

Various artificial immune system approaches have been considered for the 

robotics domain such as: negative selection [NFR06], inflammation [SaS02], etc. 

An AIS concept based on clonal selection principle was used for development 

of a self-adaptable anomaly detection algorithm named Robot Anomaly Detection 

Engine (RADE) [JaM08]. The clonal selection principle was chosen since the 

dynamics of proliferation of antibodies (self) can be useful for describing the 

runtime dynamics of the anomaly detection process. The clonal selection principle 

in RADE was combined with another non linear computational method – fuzzy 

logic. Fuzzy logic is multi-valued logic related to fuzzy set theory [Zad65] that 

deals with imprecise reasoning. The fuzzy logic approach was chosen for 

information representation in RADE since an exact recognition for particular non-

self is not necessary to trigger an anomaly response. This is similar to the 

immune’s system functioning, where by a given similar (but not necessarily 

identical) stimulus, the immune system response can be initiated. Additionally, 

fuzzy logic rules maximize the imprecision in defining them and on the other hand 

minimize the factor of predefining the possible faulty states in details. 

For RADE, the fuzzy logic rules are related to describing the self / non-self 

situations which are categorized into self / non-self sets. The rules in the non-self 

set detect when there is an anomaly present within the system, and the rules in the 

self set detect when the situation is not characterized as anomalous. For example, 

non-anomalous situations can be interpreted in relation to the sensor or actuator 

values. An example of this would be that walking behavior should not have a low 

acceleration level; or walking with an anomaly should cause the servo’s current to  

 

 

 



132 7   Biologically Inspired Approaches for Anomaly Detection within a Robotic System

 

be high. The fuzzy logic rules in self / non-self sets describe such similar 

situations with IF – THEN fuzzy rules. Those rules in RADE have the following 

structure: 

IF X1&X2&…Xn THEN Y WITH weight_factor Z 

 

The “X1&X2&…Xn” represents the premise part which consists of monitored 

behaviours such as walking, standing, etc.; and some particular characteristics like 

current, acceleration, etc. The “Y” is the consequent part and can have two types 

of values: “anomaly is present” or “anomaly is absent” (Figure 7.4). The weight 

factor “Z” represents the clonal proliferation within AIS, and is in a range from 0.0 

to 1.0. The “Z” value will increase for some constant value (for example: 0.1) if 

the rule has “fired” by fuzzy logic evaluation. In parallel to that the weights will 

decrease in all the rules belonging to the opposite set, just as the concentration of 

self/non-self drops down being influenced by an increased concentration of non-

self/self within the immune system. The firing level of each rule is therefore 

always adjusted, depending on the value of “Z”.  

Here is an example of such rules:  

 

IF Current is Very_High THEN Anomaly is Present WITH 0.3; - belonging to the 

non-self set 

or  

IF Current is Very_Small THEN Anomaly is Absent WITH 0.3; - belonging to the 

self set 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

0.5

0

output variable „Anomaly“
0

absent present

 

Fig. 7.4 Fuzzy membership set for the output “Anomaly” variable. 

The premise is related to a situation when the current (of a servo for example) 

has a very high value, while the “Anomaly is Present” indicates that the situation 

belongs to the non-self set, i.e. indicating the possibility of an anomaly within the 

system. The 0.3 at the end of the rule is for example implementation of the weight 

factor “Z” in that particular moment in time. The weight factor “Z” also has 

another positive characteristic for the anomaly detection engine. Namely the idea 

is to reduce the factor of hand coded elements in RADE, and let the system 

dynamically adjust itself to the current situation, can be characterized as self-

adaptation. 
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The importance of usage of the weight factor “Z” can be explained as follows:  
 

In case we have fuzzy rules coded without using weights and depending on the 

manually pre-designed fuzzy membership sets for the premise parts of the rules, 

the rules can have an optimal response for a given situation and perhaps an 

unsatisfactory response for other unforeseen situations.  

By the fuzzy rules with weights, this would introduce two additional features: 

 

- The premise parts of the rules do not require any additional handcrafting 

and expert designing for their fuzzy membership sets. Therefore they can 

have some automatically generated “standard” triangular fuzzy 

membership sets, normally distributed within a valid range for the 

observed variable. For example, such fuzzy membership sets the 

monitored variable “Current” to having values in the range from min 0 to 

max 3 Amperes. This can be seen as in Figure 7.4. 

 

Fig. 7.5 Fuzzy membership set for monitored variable “Current”. 

The other membership sets for other monitored variables (such as 

acceleration and temperature) are going to have the same “standard” five 

or more triangular fuzzy membership sets normally distributed for their 

input range. An interesting aspect about having such “standard” fuzzy 

membership sets is that they can be part of the learning process, which is 

to be introduced in the next step of the development of RADE. Having 

the “standard” fuzzy membership sets for each of the observed 

parameters, a rule-based learning system can be built which incorporates 

only new situations described by new rules. This is effective since the 

fuzzy membership sets for the observed parameters are not going to be 

changed, and it will be possible to distinguish between what has already 

been learned and what can be learned. 

- The weight factors for such rules having the “standard” generated fuzzy 

membership sets allows the rule to adapt to the situation even without the 

rule being optimally pre-designed at the start, i.e. having its membership 

sets optimally pre-designed for that particular situation. Therefore the  
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changes in the weights depend on the particular situation and therefore 

contribute to the self-adapting dynamics of overall anomaly detection 

system. 

7.3.1   Core Functionality of RADE Approach 

The functioning principle of RADE, the self and non-self rule sets, and the 

dynamical change of the weights by those sets can be further explained with an 

example situation presented in Figure 7.6. In order to concentrate on core 

properties of the functioning principle of RADE, in Figure 7.6 only the behaviour 

“Walking” and the monitored parameter “Current” have been presented, although 

in some other situations also other parameters such as “Acceleration” and 

“Temperature” in correlation with other behaviours like “Climbing” and 

“Descending” can be observed. 

As illustrated in the figure, when the premise within a rule belonging to the 

non-self set is satisfied, the rule “fires” (in fuzzy logic interpretation) and its 

weight is also increased by some constant value, e.g. by 0.1 from 0.3 to 0.4. At the 

same time, the weights of rules belonging to the other set are all decreased with 

the same constant value of 0.1. In such a way they lower their value from 0.4 on 

0.3 or from 0.6 on 0.5 and so on.  

In each computation step, a weighted output is calculated from such a fuzzy 

system which contains two membership functions: self and non-self. The value is 

in the range from 0.0 (no anomaly) to 1.0 (full anomaly) and represents the output 

of the RADE method. The output of RADE is computed in a defuzzification 

process as a centroid of fuzzy outputs of the “fired” rules. Therefore the output of 

RADE is influenced by the weight factor of each of the firing rules. The weight 

factor acts in a similar way as the secondary and subsequent responses within the 

immune system, i.e. the more the weight is associated to some rules, the more 

significant the response of those rules will be for the output of RADE in the next 

case of firing. 

The change of weights therefore acts as some sort of short term memory for 

events that occurred some moments ago. The anomaly output level of RADE 

depends on its short history and also on the actual system’s state. Short term 

memory is also an important characteristic of RADE’s functioning, since by using 

this principle some intermediate “spikes” in sensors readings can have less 

influence on the computed health signal value. Health signal value is within a 

range of valid values where the lowest min value is some completely healthy state 

and maximum value is a completely un-healthy state. Therefore, relatively more 

persistent sensor readings within the non-allowed ranges have more influence on 

the final outcome of the computed health signal value. Therefore this 

characteristic decreases the amount of potential fault-negative situations and aims 

for appropriate health signal generation by RADE. 
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Fig. 7.6 Functioning principle of RADE and the dynamically changing weights within the 

self and non-self rule sets (servo position is not evaluated here). 

7.4   Experiments Done with AIS Inspired RADE and Results 

from Experiments 

7.4.1   Test-Bed Setup for RADE Approach 

In order to practically demonstrate the usefulness of the RADE method, several 

experiments have been done with the hexapod robot platform OSCAR-2 

(introduced in Chapter 3.2.2.2). The robot OSCAR-2 has been selected for the 

experiments with RADE since it has modified legs (Chapter 3.2.2.2, Figure 3.6, 

Figure 3.7), which allow for simulated leg malfunctions. By removing some pins, 

which replace some of the screws in the leg, the leg segment can get “artificially” 

malfunctioned, therefore the hexapod robot can simulate a faulty situation. 

The current measurements from the 18 modified analogue servos and 

acceleration values for the robot OSCAR-2 (Chapter 3.2.2.2, Figure 3.6) were 

done with National Instruments DAQ equipment “NI SCB-68” with an additional 

interface and with National Instruments LabView software. Additional 

programming was developed in Labview for data acquisition, measurement,  
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preprocessing, and data logging of the current signals from the 18 robot servos and 

acceleration values of the robot during the experiments. The pre-processing of the 

data was related to reducing the noise in the measurements, averaging of the 

values, etc. The pre-processed logged data was then fed into the RADE approach 

for faulty/anomaly condition detection. 

The test-bed setup is schematically represented in Figure 7.7 

 

 

Fig. 7.7 Schematic representation of test-bed setup with robot OSCAR-2, National 

Instruments hardware and LabView software and fault analysis with RADE.  

7.4.2    Self and Non-self Rule Sets by RADE 

RADE method is situated in the distributed ORCA architecture (explained in 

Chapter 4.4, Figure 4.8), and more precisely within the OCU unit, representing the 

monitoring unit, which monitors the correct behavior of the servos of the robot’s 

leg.  

For testing purposes, some fuzzy logic rules have been defined for the self and 

non-self sets. The fuzzy rules therefore represent situations in which the robot is 

functional or situations in which there may be anomalies present in the system.  
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Rules in the non-self set describing the potential anomaly situation can be 

defined in the following way:  

 

IF Current is Very_High THEN Anomaly is Present WITH 

weight_factor_Z;  

 

The weight_factor_Z has initial value of 0.5 and changes over time, depending 

on the self / non-self circumstances. 

For monitoring the anomaly for simple walking behavior (given command to 

walk) the following rule is used: 

 

IF Acceleration is Very_Low THEN Anomaly is Present WITH 

weight_factor_Z; 

 

The weight_factor_Z has initial value of 0.5 and changes over the course of 

time, depending on the self / non-self circumstances. 

This particular rule has been selected since it has been observed that the robot 

OSCAR-2 for walking with self-organizing emergent walking gait with distributed 

pressure (Chapter 5.3) decreases or stops its walking when a leg malfunctions and 

the leg foot sensor is not touching the ground. This situation can occur also if the 

leg segment which malfunctions heavily inhibits the robots ability to proceed with 

its walking.  

Rules for the self-set describing the situation when the robot is functional can 

be generated in an automatic manner since they are at least represented by the 

complementary version of the non-self set, although the self set can also contain 

additional rules which may better represent the non-anomalous situation and 

correct robot operation. For example, the initial complementary set of rules for 

describing the self-set or correct robot functioning can be defined as follows: 

 

IF Current is Very_Low THEN Anomaly is Absent WITH 

weight_factor_Z;  

IF Current is Low THEN Anomaly is Absent WITH weight_factor_Z;  

IF Current is Medium THEN Anomaly is Absent WITH 

weight_factor_Z; 

IF Current is High THEN Anomaly is Absent WITH weight_factor_Z;  

 

The weight_factor_Z has initial value of 0.5 and changes over time, depending 

on the self / non-self circumstances. 

And in relation with the observed “Acceleration” parameter, the rules for self-

set can be defined as follows: 

IF Acceleration is Low THEN Anomaly is Absent WITH 

weight_factor_Z;  

IF Acceleration is Medium THEN Anomaly is Absent WITH 

weight_factor_Z;  

IF Acceleration is High THEN Anomaly is Absent WITH 

weight_factor_Z; 
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IF Acceleration is Very_High THEN Anomaly is Absent WITH 

weight_factor_Z;  

The weight_factor_Z has initial value of 0.5 and changes over time, depending 

on the self / non-self circumstances. Depending on the implemented behaviors, 

additional rules can also be added. The experiments were done with the above 

mentioned rules that have been used to demonstrate the practical usefulness of the 

proposed approach.  

7.4.3   Results from Experiments Done with the RADE Approach 

Several experiments with RADE were done offline on real data acquired from 

several distinguished test cases with our robot demonstrator.  

The tests are made within the following scenarios:  

1. Normal walking (Figure 7.8) without RADE dynamics (Figure 7.9) and 

with RADE dynamics (Figure 7.10); 

2. Obstacle collisions, where a robot leg hits an object (Figure 7.11) without 

RADE dynamics (Figure 7.12) and with RADE dynamics (Figure 7.13); 

3. Mechanical problem, where a screw (simulated with a pin) in a joint falls 

out (Figure 7.14) without RADE dynamics (Figure 7.15) and with RADE 

dynamics (Figure 7.16); 

4. Servos “gamma,” “beta,” and “alpha” (Chapter 5.1, Figure (a)) are each 

turned off during several experiments, simulating a potential anomaly 

situation of disconnected servos: 

-  Servo “gamma” gets disconnected – experiment without RADE dynamics 

(Figure 7.17) and with RADE dynamics (Figure 7.18); 

- Servo “beta” gets disconnected – with RADE dynamics (Figure 7.19); 

- Servo “alpha” gets disconnected – with RADE dynamics (Figure 7.20); 

 

In the pictures shown, on the X axis we have the time units. On the Y axis we can 

observe: 

- The normalized joint motor current with values between 0 and 3, where 0 

is minimum and 3 is the maximum estimated value (in amperes);   

- The normalized acceleration level with values between 0 and 1.5, where 

0 is minimum and 1.5 is the maximum estimated value (in gravity 

acceleration units);  

- The normalized anomaly level with values between 0 and 1, where 0 is 

minimum and 1 is the maximum level of anomaly. 
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Experiment: Normal walking (Figure 7.8) – without RADE dynamics (Figure 

7.8) and with RADE dynamics (Figure 7.9); 

 

Fig. 7.8 Robot OSCAR-2 during normal walking. 
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Fig. 7.9 Experiment without RADE dynamics - Measured anomaly level for normal 

walking. 
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Fig. 7.10 Experiment with RADE dynamics - Measured anomaly level for normal walking. 

As can be seen from the measurements presented in Figure 7.9 and Figure 7.10, 

and as expected, the anomaly values are under 0.5 which indicates no anomaly 

condition within the robot. The 0.5 value has been observed during the 

experiments to represent “normal” conditions. 

By experiment without RADE dynamics (Figure 7.9) the weights by the fuzzy 

logic rules in the fuzzy rule table do not change much during the runtime. In this 

experiment the anomaly level stays below the 0.5 value, indicating “normal” 

conditions. 

The anomaly level from the approach with RADE dynamics (Figure 7.10) 

changes dynamically depending on the immediate and relative short history values 

of the motor’s current for the monitored servos as well as from the acceleration of 

the robot. However despite the weight changes from fuzzy logic rules and the 

dynamics within RADE, the anomaly level still stays under 0.5, which indicates a 

non-anomaly situation.  
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Experiment: Obstacle collisions, where a robot leg hits an object (Figure 7.11) – 

without RADE dynamics (Figure 7.12) and with RADE dynamics (Figure 7.13); 

 

Fig. 7.11 Robot OSCAR-2 and leg collision with an object. 
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Fig. 7.12 Experiment without RADE dynamics - Obstacle collisions at 27s and 111s. 
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Fig. 7.13 Experiment with RADE dynamics - Obstacle collisions at 27s and 111s. 

In Figure 7.11, a situation of obstacle collisions is shown, where a leg 

repetitively hits an obstacle on the way. By experiment without RADE dynamics 

(Figure 7.12) the weights from the fuzzy logic rules in the fuzzy rule table do not 

change during the runtime and therefore there is no adaptation to the situation but 

rather only evaluation of the fuzzy rules corresponding to the situation which are 

manually coded and not optimized for such a particular situation. Therefore the 

anomaly level at the first motor current peak at about 17s, indicating a leg hitting 

an obstacle, does not rise over 0.5 value. At the second motor current peak at 

about 105s, indicating a leg hitting an obstacle again, rises slightly to a value of 

0.6 which does not indicate a strong anomaly situation. 

By experiment with RADE dynamics, (Figure 7.13) the weights from the fuzzy 

logic rules change dynamically over time, depending on the immediate and 

relative short history values of the motor’s current for the monitored servos as 

well as from the acceleration of the robot. 

As can be seen in the Figure 7.13, the current is extremely high at two moments 

(27s and 111s), representing a situation where a leg is hitting an obstacle. In that 

case, the acceleration level is still rather normal, and anomaly level rises 

dynamically from short to 0.8 in the first situation and to 0.9 in the second 

situation. Such a high anomaly level which appears for a rather short time would 

further make an indication to the OCU monitoring part to take action on possibly 

automatically changing the pattern of walking to allow the robot to overcome the 

obstacle on its way. Hence, this aids in achieving the self-organization and self-

reconfiguration property of the robot.  
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By comparing the experiments done without RADE dynamics and with RADE 

dynamics it can be noticed that the anomaly detection with RADE dynamics can 

easily recognize the anomaly situation in a non-fully preprogrammed way – which 

demonstrates the self-adapting characteristics of the anomaly detection system. 

Experiment: Mechanical problem - a screw (simulated with a pin) in a joint falls 

out (Figure 7.14) – without RADE dynamics (Figure 7.15) and with RADE 

dynamics (Figure 7.16); 

 

Fig. 7.14 Mechanical problem by OSCAR-2 - situation when a screw (simulated with a pin) 

in a joint falls out. 
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Fig. 7.15 Experiment without RADE dynamics - Mechanical problem - a screw (simulated 

with a pin) in a joint falls out at 87s. 
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Fig. 7.16 Experiment with RADE dynamics - Mechanical problem - a screw (simulated 

with a pin) in a joint falls out at 80s. 

In Figure 7.16, a case where a mechanical problem occurs is represented. 

Namely, a screw in a joint (simulated with a pin) falls out at 80s, and the joint 

becomes unfastened and therefore dysfunctional. This results with one additional 

emergent behavior of the robot – the robot stops. Since the walking behavior is 

executed and by this the acceleration level is monitored to not be low, the anomaly 

level rises.  

By experiment without RADE dynamics (Figure 7.15), the weights from the 

fuzzy logic rules in the fuzzy rule table do not change during the runtime and there 

is no adaptation to the situation but rather only evaluation of the fuzzy rules 

corresponding to the situation which are manually coded and not optimized for 

such a particular situation. As can be seen from Figure 7.15, the anomaly level 

rises to 0.8 (due to the acceleration level dropping near 0) only at around 137s - 

representing very slow and unreliable reaction to the anomaly situation.  

By experiment with RADE dynamics (Figure 7.16), the weights from the fuzzy 

logic rules change dynamically over time, depending on the immediate and 

relative short history values of the motor’s current for the monitored servos as 

well as from the acceleration of the robot. The slightly dropping of acceleration in 

correlation with lower motor current results in a dynamic rise of the anomaly level 

to a value of 0.9 at about 96s. In this case, the anomaly level also persists on that 

level, which makes indications for the OCU to generate a signal to amputate the 

non-functional leg or to initiate reconfiguration of the whole robotic system 

(Reconfiguration of the robot is described in Chapter 8).  

With such a fast reaction to an anomaly situation and with a rather distinctive 

anomaly level, RADE demonstrates that with such self-adapting characteristics it 

can be more reliable and better for anomaly detection than the conventional 

manually coded non-optimized fuzzy rule base (without RADE dynamics). 
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Experiments: Servos “gamma” (Figure 7.17, Figure 7.18), “beta” (Figure 7.19) 

and “alpha” (Figure 7.20) are turned off in separate experiments, simulating in 

that way an anomaly situation – disconnected servos: 
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Fig. 7.17 Experiment without RADE dynamics - Servo “gamma” gets disconnected at time 

55s. 
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Fig. 7.18 Experiment with RADE dynamics - Servo “gamma” gets disconnected at time 67s. 
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Fig. 7.19 Experiment with RADE dynamics - Servo “beta” gets disconnected at 68s. 
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Fig. 7.20 Experiment with RADE dynamics - Servo “alpha” gets disconnected at 73s. 

In Figure 7.17, results from experiment are presented where the servo “gamma” 

gets disconnected at 55s (simulating some failure within the servo’s wires). 

By experiment without RADE dynamics (Figure 7.17) the weights of the fuzzy 

logic rules in the fuzzy rule table do not change during the runtime and therefore 

there is no adaptation to the situation. Rather there is only evaluation of fuzzy 
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rules corresponding to the situation which are manually coded and not optimized 

for such a particular situation. As can be seen from the Figure 7.17, the anomaly 

level rises to 0.8 finally at about 114s (due to the acceleration level dropping near 

0 and the motor current dropping to 0) - representing rather very slow and 

unreliable reaction to anomaly situation.  

By experiment with RADE dynamics (Figure 7.18) the weights of the fuzzy 

logic rules change dynamically over time, depending on the immediate and 

relative short history values of the motor’s current for the monitored servos as 

well as from the acceleration of the robot. After the “gamma” servo gets 

disconnected at about 68s, the anomaly level rises dynamically at about 71s, and 

then goes down for a bit before dynamically rising again, which can be traced to 

the rather high acceleration level at that point in time. The anomaly level then 

persists at that 0.9 level from about 85s, indicating a faulty situation within the 

robot. 

In this way the RADE approach (with its inner dynamics) again demonstrates a 

self-adapting characteristic and its usefulness for anomaly detection.  

A similar situation with RADE dynamics can also be seen by experiment with 

servo “beta” (Figure 7.19) where after the simulated cut off servo wire at 68s, the 

anomaly level dynamically rises to the steady level of 0.9 at about 75s of time, 

which indicates severe anomaly of the robotic system. Interesting about this 

situation is that the servo current during this experiment is higher than the servo 

currents in previous experiments. Namely, this comes from the fact that due to the 

specific spatial locations of the legs, the “beta” motors carry more of the weight of 

the robot during walking and therefore consume more power, which results in 

higher current. However, since this is also a normal situation, the anomaly level 

stays rather low until an anomaly situation appears and is detected by RADE (with 

its inner dynamics). 

Another experiment with RADE dynamics is shown in Figure 7.20, where 

servo “alpha” gets disconnected at 73s, which simulates cutting a wire related to 

servo control / power supply. The servo current therefore drops as well as the 

acceleration, and this initiates dynamic rise of the anomaly level to a value of 0.9 

at about 75s and persist there – which indicates a faulty situation within the robot. 

These 3 experiments with disconnected servos of the robot clearly represent the 

self-adapting characteristic of RADE using the Artificial Immune System 

paradigm and its usefulness for anomaly detection within the robot.  

7.4.4   3D representation of Run-Time Dynamics by RADE 

Anomaly Detection Surface 

During the experiments made with RADE several random snapshots are made of 

the dynamics within the anomaly detection system. The random snapshots do not 

represent some particular situation in which the robot is in, but depict how the 

output by fuzzy logic anomaly detection surface can be influenced from fuzzy 

logic rules weights change in every moment of time. 

 



148 7   Biologically Inspired Approaches for Anomaly Detection within a Robotic System

 

As mentioned, the weights of the fuzzy logic rules by RADE change 

dynamically over time, depending on the immediate and relative short history 

values of the motor’s current for the monitored servos as well as the acceleration 

of the robot. This requires that the anomaly detection surface changes in the 3D 

domain during the RADE runtime, as shown in Figure 7.21, Figure 7.22, and 

Figure 7.23.  

For the 3D representation in those figures, the plane axes are chosen to 

represent the “acceleration level” of the robot and the “alpha motor current” of 

one of the robot’s legs, though the plane axes can represent any of the system’s 

characteristics that need to be observed. The vertical axis in these figures 

represents the “anomaly level” with respect to the “acceleration level” and the 

“alpha motor current” of the robot. 

As can be concluded from the figures Figure 7.21, Figure 7.22, and Figure  

7.23, the dynamics within the RADE anomaly detection method introduces change 

to the anomaly detection surface and therefore guides the momentary anomaly 

level generation.  

 

Fig. 7.21 Dynamics by RADE anomaly detection surface - snapshot 1. 
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Fig. 7.22 Dynamics by RADE anomaly detection surface - snapshot 2. 

 

Fig. 7.23 Dynamics by RADE anomaly detection surface - snapshot 3. 
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7.4.5   Summary about AIS Based Anomaly Detection Approach - 

RADE 

In this chapter an Artificial Immune System based approach named RADE (Robot 

Anomaly Detection Engine) for anomaly detection in walking robots has been 

described. The fault detection method uses the clonal proliferation as an immune 

system inspired mechanism to dynamically generate the level of anomaly. Based 

on this biological abstraction, the anomaly detection method self-adapts to the 

situation and generates an appropriate health signal which can be further 

interpreted. Since the method clearly avoids fully pre-programmed fuzzy logic 

rules for its functioning and avoids manually coding each anomaly situation that 

may appear, RADE considerably decreases the human effort in building such an 

anomaly detection system and provides reliable anomaly detection.  

Further research on RADE method can envelop automatic generation of the 

fuzzy rules for the self and non-self sets using negative or positive selection 

methods with memorization. Using such automatic rules generation, the system 

can be able to learn online, which would mean extending the self-capability of the 

robot. The presented anomaly / failure detection approach RADE is useful for 

detection of situations where the robot has malfunctioning legs or other body parts 

and is therefore important for initiating reconfigurations of the robot.  
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Chapter 8 

Approach for Robot Self-reconfiguration after 
Anomaly Detection within a Walking Robot 
System Based on Biological Inspiration - Swarm 
Intelligence 

Approac h for Robot Self-reconfiguration after Anomaly Detection 

Fault tolerance is an important property of an autonomous robot systems. The 

robotic systems often have a large number of hardware and software components 

(control systems, sensors, actuators, power systems, communication elements) 

which increase the probability of and occurrence of faults within the system. And 

this is especially true for walking robots. These systems exhibit high degrees of 

freedom and have a large number of joints and actuators, which are often prone to 

mechanical failures. Various research studies have been done on fault detection 

and fault isolation for robotic systems [Zha06] [RRT07] [CMN04] [LiJ07].  

In the previous chapter, a method for anomaly detection for the robotic domain 

has been introduced. This chapter will introduce an approach for robot 

reconfiguration based on biologically inspired notions which enables the robot to 

reconfigure itself after an anomaly has been detected within the robotic system. 

For overcoming the potential robot’s malfunctioning, different techniques have 

been considered. One of them is swarm robotics. Swarm robotics is a synonym for 

decentralized autonomous systems built out of many robots which communicate 

and cooperate with one another to accomplish some mission tasks. Due to the high 

number of entities in such a swarm system, swarm robots have a high potential to 

be considered fault tolerant and reliable systems. Namely, the failure of one or 

several robots may not compromise the overall system’s functionality [Win06] 

[HLC06]. 

Another approach for robot reconfiguration is seen in modular robots 

[XMW08] [HaH06] [MuK07] [EHS06] [SMK06]. Here, the macro view from 

swarm robotics is shifted to a more granular view so the robots are built out of 

many identical functional parts - autonomous entities which when combined 

together and coordinated in the proper way can function like a robust robot. Due 

to the redundancy within the system, the failure of one or several such modules 

will not cause the robot to completely malfunction. The other functional modular 
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units will reconfigure and the modular robot will continue with its mission. 

Modular robots differ from swarm robots, since the modules in modular robots are 

interconnected and exploit the concept of decentralized control, where every 

module contributes to the overall global behavior of the system. However, it is 

still an ongoing research on how those separately functional elements can be 

combined together and coordinated autonomously to function as one robot. 

In this research, a different type of granularity of the system has been 

considered. Namely for the walking hexapod robot, it has been assumed that the 

robot legs themselves act as separate entities. So it is considered that one robot leg 

is a functional entity built of several servos. 

Therefore when taking into account this type of granularity view, there are six 

legs acting as six independent entities which can be considered for reconfiguration 

purposes. 

Another contribution of this research is an idea, how to perform the 

reconfiguration on several such functional entities within one hexapod robot with 

changeable morphology.  

Namely the robot reconfiguration by using inverse kinematics is often a tedious 

task to accomplish. Usually there are many parameters that need to be manually 

calibrated before every reconfiguration [AgP07]. This would be a highly limiting 

factor for reconfiguration within walking machines which exhibit a large number 

of degrees of freedom. Computing and trying every possible combination for an 

in-situ reconfiguration would be too computationally expensive and impractical. 

The research approach presented here is named S.I.R.R. (Swarm Intelligence 

for Robot Reconfiguration) [JMM08] and is based on the natural phenomena of 

flocks of birds and schools of fish.  

The S.I.R.R. concept is described in more detail after a short introduction to the 

swarm intelligence concept. 

8.1   Overview on Swarm Intelligence – Flocking Behavior and 

Boids 

The phenomenon of swarm intelligence, sometimes also called “collective 

intelligence”, was introduced in the scientific work for self-organizing agents as 

cellular robots [BeW89], [BDT99]. Since then, swarm intelligence has been a 

subject of many research investigations. Reference [BDT99] defines swarm 

intelligence as “any attempt to design algorithms or distributed problem-solving 

devices inspired by the collective behavior of social insect colonies and other 

animal societies”. 

The main characteristic of swarm intelligence is the emergence (Chapter 2.5) of 

global behaviors as a result of local interactions with many entities, including their 

interaction with the environment. Such a system is decentralized without the 

presence of any global controller, and robust because the assigned task is 

completed even if some entities fail.  

The swarm intelligence system is flexible and can adapt to a changing 

environment and local fluctuations. Several swarm based techniques such as ant 
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colony optimization (ACO), particle swarm optimization (PSO), and boids have 

already been successfully applied in solving various engineering problems 

[DoD99] [DoS04] [KeE95] [HuE02] [Rey87] [POP07] [TSB04] [GKS04]. 

 

Flocking Behavior and Boids 
Flocking and schooling are behaviors exhibited in coordinated movement of birds 

and fishes (Figure 8.1). Those behaviors are not a result of leadership within the 

group, but rather emerge from local interactions between the agents in the group.  

 

    

Fig. 8.1 (a) School of fish; (b) Flock of birds. 

 

Fig. 8.2 Neighborhood of the boid. 

The flocking phenomenon was observed by Craig Reynolds, who introduced 

boids as a distributed behavior model in to simulate the coordinated movement of 

a flock of birds [Rey87].  Each boid follows three rules and reacts only to boids 

which are within its neighborhood (Figure 8.2). 
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As shown on Figure 8.2 the neighborhood of the boid is represented by a radius 

with a center in the boid and an angle measured from the direction of the boid.  

Each boid implements three general rules: 

1. Separation rule: the boid tries to avoid crowding the other local boids; 

2. Alignment rule: the boid moves towards the average heading of the local 

boids; 

3. Cohesion rule: the boid moves towards the local average position of the 

other local boids. 
 

These three rules are illustrated in Figure 8.3, Figure 8.4, Figure 8.5.  

 

Fig. 8.3 Illustration of the separation rule. 

 

Fig. 8.4 Illustration of the alignment rule. 
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Fig. 8.5 Illustration of the cohesion rule. 

Using only the three mentioned rules, emergent coordinating movement of 

boids can be simulated. Additional experiments have been carried out with more 

complex rules for obstacle avoidance [Rey88] resulting in emergent boid 

behavior, like splitting and reuniting after obstacle avoidance.   

8.2   S.I.R.R. – Swarm Intelligence Based Approach for Robot 

Reconfiguration 

The idea behind this concept is to introduce an approach that efficiently solves the 

reconfiguration problem of walking robots that have failures within their “legs”. 

This concept is supposed to be functional for every robot with any number of legs 

greater than two, spatially configured in a circle. It considers shifting from the 

macro view seen in swarm robots, where the swarm robots colony is represented 

by identically built robots, to the micro view seen by the modular robots, where 

the modular robot is built of modules that have identical structures. Namely, with 

the six-legged walking robot demonstrator OSCAR (Chapter 3.2.2), the legs have 

an identical structure (different for various OSCAR versions, but identical for each 

of the hexapod robots). They are spatially configured in a circle and can be 

considered as boids. Since the robot has an intrinsic symmetry, with three legs on 

one side and three on another, the legs can be considered members of two groups 

of boids - Figure 8.6. The dotted line represents the line of symmetry of the robot. 

The ellipsoid lines represent the grouping of the legs. 
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Fig. 8.6 Top schematic view of the legs of the robot forming two groups of boids; dotted 

line represents the line of the robot’s symmetry; ellipsoid lines represent the group of boids; 

one rectangle represents a robot leg, which is one boid. 

Each boid implements the previously explained three flocking rules, which are 

characteristic for boids: separation, alignment, and cohesion. In the experiments 

done, these rules are implemented with respect to members belonging to the same 

and another group of boids. Additionally within the S.I.R.R. approach, two 

additional rules are added to the original rule set, which contribute to even 

distribution of the members in the groups achieving their proper functionality after 

reconfiguration. 

These two introduced rules can be described as follows:  

1. Groups of boids are allowed to have n, n+1, or n-1 participants in 

comparison to the other group, where n is the number of entities (legs)  

in the group. In case there are n+2 or more members in one group in 

comparison to another, the legs which belong to the “overcrowded” 

group and are situated on the edge of the group (they have just one other 

neighbor member in the group) will be moved to another group until the 

“overcrowded” group’s size becomes n+1. 

2. Members (legs) of one group that join the other group, change their 

swinging and stance end-position parameters with respect to the 

parameters characteristic for of their new group. 

The second rule is important for the leg that moves to the other side of the line of 

symmetry. The leg changes the swinging and stance parameters, so it swings and 

stans in the same manner as the other leg of that group. 

Examples of the implementation of these rules is illustrated in Figure 8.7 (a), 

(b), (c), (d).   

Figure 8.7 (a) represents the top schematic view of the robot, where the dotted 

line represents the robot’s line of symmetry and two ellipsoid lines refer to the two 

groups of boids with distribution of their members (robot’s legs). Figure 8.7 (b) 

represents an example scenario, where 2 legs belonging to one group have 

malfunctioned. In this case, the number of members in the left group equals one,  
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while the number of members on the right side equals three. This means that in the 

right group we have n+2 members, 2 more than in the left group. Such a situation 

triggers the first additional rule which was already explained, and one of the  

two outer placed members in the right group joins the left group as shown on 

Figure 8.7 (c).  

       

(a)                  (b) 

    

(c)          (d) 

Fig. 8.7 Reconfiguration of a robot using S.I.R.R. (Swarm Intelligence for Robot 

Reconfiguration); (a) Top schematic view of the legs of the robot forming two groups of 

boids; (b) case when two legs of the robot have malfunctioned; (c)  member(leg) from 

“crowded” group joins another less “crowded” group; (d) situation after reconfiguration. 

The dotted line represents the robot’s line of symmetry. 

In this scenario, we have chosen the upper member from the right group to join 

the left group, but this would be the same functionally if we instead choose the 

bottom member in the right group for transfer to the left one. Figure 8.7 (d) 

represents the situation after reconfiguration has taken place.  

Due to the reconfiguration, the robot’s line of symmetry has a new orientation 

which is represented by the dotted line. Two ellipsoid lines refer to the 

reconfigured groups of the boids with their redistributed members.  
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As a result of the second rule, the member leg that changed to the left group 

also assumes the new parameters for swinging and stance from the left group. 

Therefore, its movement is compatible with the movement of the member-leg 

already present in that left group. 

8.2.1   Simulation of S.I.R.R Based Hexapod Robot 

Reconfiguration 

Before testing the practical usefulness of S.I.R.R. approach on a real hexapod 

robot, two simulation test scenarios have been conducted in order to verify the 

functioning of the S.I.R.R. approach. One simulation was done without using the 

S.I.R.R. approach and another with using the S.I.R.R. approach. 

The test scenarios consider several robot reconfigurations, after some legs on 

the robot have malfunctioned.  For every test scenario, the robot at start is in a 

fully functional configuration. Then the simulation shows how some randomly 

chosen legs malfunction, and reconfiguration of the robot is performed.   

The scenario applied in both simulations (without using the S.I.R.R. approach 

and with using the S.I.R.R. approach) can be described as follows:  

1. leg 0 malfunctions; reconfiguration; 

2. leg 2 malfunctions; reconfiguration; 

3. leg 3 malfunctions; reconfiguration; 

4. leg 4 malfunctions; reconfiguration. 

 

When a leg malfunctions, the leg is first centered and then is lifted up. Then the 

reconfiguration takes place.  

8.2.1.1   Comparative Simulation – without Using the S.I.R.R. Approach  

The first simulation test was on performing the aforementioned robot 

reconfiguration scenario without using the S.I.R.R. approach. The results from the 

simulation are presented in Figure 8.8. For clearer distinction, the legs on the robot 

are numbered. The groups of legs are separated with a dotted line, which also 

represents the line of symmetry of the robot. Since there are no boid rules 

(separation, alignment and cohesion) implemented in this simulation experiment, 

once the legs have malfunctioned, the other legs do not redistribute spatially 

within the group – i.e. the center position of the legs stays the same. Another 

important note here is that there is no regrouping of the legs when their 

“concentration” is higher on one side of robot’s line of symmetry. This is 

illustrated in Figure 8.8 (c), (d). Namely, afterleg 2 has malfunctioned, there is no 

regrouping of the legs and the robot’s ine of symmetry remains in the same 

position. All these factors implicate that during such a reconfiguration of the robot 

without the S.I.R.R. approach, the robot attains an unstable configuration due to 

uneven spatial distribution of the legs. This will result in the robot not being able 

to continue walking and performing its mission tasks. 
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(a)                    (b) 

  

 

      (c)          (d)             (e) 

Fig. 8.8 Test scenario - reconfiguration of a robot without using the S.I.R.R. approach; (a) 

Top model view of fully functional hexapod robot; (b) leg number 0 has malfunctioned; (c) 

leg number 2 has malfunctioned; (d) leg number 3 has malfunctioned; (e) leg number 4 has 

malfunctioned; the dotted line represents the robot’s line of symmetry. 

As a direct comparison to the results of this simulation experiment, another 

simulation experiment for robot reconfigurations has been done, this time with the 

S.I.R.R. approach. 

8.2.1.2   Comparative Simulation – with Using the S.I.R.R. Approach  

An additional robot reconfiguration simulation experiment has been done 

considering the same scenario i.e. the same order by which the robot legs become 

malfunctional. However, in this second simulation experiment robot re-

configuration has been done with using the S.I.R.R. approach. The procedure  

is similar to the first case – the reconfiguration takes part when some legs  

have malfunctioned. The results of the simulated reconfiguration including the 

intermediate steps are represented in Figure 8.9. 
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Fig. 8.9 Test scenario - reconfiguration of a robot using the S.I.R.R. approach; (a) Top 

model view of fully functional hexapod robot; (b) leg number 0 has malfunctioned; (c) after 

S.I.R.R. reconfiguration; (d) leg number 2 has malfunctioned; (e) S.I.R.R. reconfiguration 

with change of the symmetry axis; (f) after S.I.R.R. reconfiguration; (g) leg number 3 has 

malfunctioned;  (h) S.I.R.R. reconfiguration with a change of the symmetry axis; (i) after 

S.I.R.R. reconfiguration; (j) leg number 4 has malfunctioned; (k) after S.I.R.R. 

reconfiguration; the dotted line represents the robot’s line of symmetry. 

The test scenario starts with a fully functional hexapod robot, Figure 8.9 (a). 

Then leg 0 of the robot malfunctions - Figure 8.9 (b). After this, the S.I.R.R. 

reconfiguration is done and the spatial reconfiguration of the robot’s legs is 

performed. Figure 8.9 (c) represents the robot’s spatial configuration of the legs 

after the S.I.R.R. reconfiguration was done. After this, leg number 2 malfunctions, 

Figure 8.9 (d). S.I.R.R. reconfiguration is performed, and the direction of the axis 

of symmetry of the robot is adjusted, Figure 8.9 (e). The result of the S.I.R.R. 

reconfiguration and new spatial arrangement of the legs is represented in Figure 

8.9 (f). In Figure 8.9 (g), leg 3 malfunctions, S.I.R.R. reconfiguration is 

performed, and the direction of the axis of symmetry of the robot is adjusted, 

Figure 8.9 (h). Reconfigured robot using S.I.R.R. is shown in Figure 8.9 (i). In 

Figure 8.9 (j), leg 4 malfunctions. The final result after robot reconfiguration using 

S.I.R.R. is shown in Figure 8.9 (k).  
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In comparison with the previously simulated robot reconfiguration experiment 

without using the S.I.R.R. approach, the results from the reconfiguration 

experiment with using the S.I.R.R. approach show a better spatial reconfiguration 

of the robot’s legs, so the robot is stable even after some legs have malfunctioned, 

which is not the case by the reconfiguration experiment without using the S.I.R.R. 

approach.  

8.3   Results from Robot Reconfiguration Experiments Done 

with S.I.R.R. Approach on the Hexapod Robot OSCAR-2 
8.3   Results from R obot Reconf iguration Experiment s Done w ith S.I.R.R. A pproach  

Additionally to the simulated reconfiguration, a practical application of the 

S.I.R.R. reconfiguration approach has been first tried out on the hexapod robot 

demonstrator OSCAR-2 (Chapter 3.2.2.2) without any real leg amputations. In this 

experiment, the legs get malfunctioned in the same order as in the previously 

explained scenario for the simulation tests (so the simulation results can be 

compared with the real reconfiguration on hexapod robot demonstrator OSCAR-2 

without any real leg amputations): 

1. leg 0 has malfunctioned; reconfiguration; 

2. leg 2 has malfunctioned; reconfiguration; 

3. leg 3 has malfunctioned; reconfiguration; 

4. leg 4 has malfunctioned; reconfiguration. 

 

The leg malfunctions are virtual and not actually present on the robot. They are 

just chosen in this experiment to represent real case leg malfunctions. When a leg 

is marked as malfunctioned, the leg is firstly centered and then  lifted up.  

Then the reconfiguration using S.I.R.R. approach takes place. Results of this 

experiment are represented in Figure 8.10. 

The experiment starts with a fully functional hexapod robot OSCAR-2, as in 

Figure 8.10 (a). Then leg 0 malfunctions and the S.I.R.R. reconfiguration is 

performed - Figure 8.10 (b). After that, leg 2 malfunctions and the S.I.R.R. 

reconfiguration is done - Figure 8.10 (c). Finally leg 3 malfunctions and the 

S.I.R.R. reconfiguration is done - Figure 8.10 (d). The only difference from the 

previous experiment is that in this scenario three legs malfunction instead of four, 

since the construction of the legs and the power of the servos of OSCAR-2 are not 

suitable for performing reconfiguration when only two legs are functional.  

As can be seen from the experiment in the Figure 8.10 (d), the S.I.R.R. 

reconfiguration allows the robot to spatially reconfigure the center of the 

movement of its legs in such a way that even after some legs have malfunctioned, 

the robot can still be stable on the rest of the functional legs and be ready to 

continue with its mission. 

The results from this experiment (Figure 8.10) can be directly compared with 

the results from the simulation experiment done with the S.I.R.R. approach 

(Figure 8.9). From both figures it can be concluded that the experiment results are 

identical with the simulation results, as expected. 
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Fig. 8.10 Test scenario - reconfiguration using the S.I.R.R. approach by the hexapod robot 

demonstrator OSCAR; (a) Top view of the fully functional hexapod robot OSCAR; (b) leg 

0 has malfunctioned and S.I.R.R. reconfiguration is done; (c) leg 2 has malfunctioned and 

S.I.R.R. reconfiguration is done; (e) leg 3 has malfunctioned and S.I.R.R. reconfiguration is 

done; the dotted line represents the robot’s line of symmetry. 

8.4   Results from Real Robot Reconfiguration Experiments 

Done with S.I.R.R. Approach and Leg Amputations on the 

Robot OSCAR-X 
8.4   Results from Rea l Robot Reconfiguration Experime nts Done  

The goal of the next real robot reconfiguration experiments was to perform in-situ 

real time hexapod robot reconfiguration with leg amputations (done with the R-

LEGAM mechanism) and enable the hexapod robot to continue with its walking 

despite the malfunctioning legs. This experiment was done on the hexapod 

OSCAR-X (Chapter 3.2.2.4). 

A previously introduced innovative robot leg amputation mechanism R-

LEGAM (Chapter 3.2.2.4.1) was used for doing the experiments with robot leg 

amputations. R-LEGAM enables the robot to amputate the malfunctioned legs on 

demand [JMM09].  
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For example, when the monitoring unit in the robot’s control architecture 

(Chapter 4.4) detects there is an anomaly present within the leg, it sends a control 

signal to the ejection mechanism R-LEGAM located on the robot’s leg to initiate a 

leg ejection. This entails amputation of the malfunctioning leg and then 

reconfiguration and spatial positioning of the robots legs. 

The leg malfunctions are virtual and not actually present on the robot. They are 

just chosen in this experiment to represent real case leg malfunctions. When a leg 

is marked as malfunctioned, it gets amputated. Then the reconfiguration using 

S.I.R.R. approach takes place and the legs are reconfigured in a new spatial 

configuration and the robot continues with its walking.  

The following demonstration scenario with following simulation of leg defects 

has been realized: 

1. First, leg 3 becomes malfunctioned and the robot performs SIRR 

reconfiguration; 

2. Second, leg 1 becomes malfunctioned and the robot performs SIRR 

reconfiguration; 

3. Third, leg 5 becomes malfunctioned and the robot performs SIRR 

reconfiguration; 

This is represented in Figure 8.11 (a) - (l). 

As can be seen in Figure 8.11 (a), the robot starts with the initial six leg 

configuration. In the first fault case, leg 3 becomes malfunctioned and the robot 

control architecture sends a signal to the leg amputation mechanism to amputate 

the leg 3. This is shown in Figure 8.11 (b). 

After that the robot performs self-reconfiguration using the S.I.R.R. approach 

as shown in Figure 8.11 (c) and continues with its mission.  

In the second fault case, leg 1 malfunctions (Figure 8.11 (d)) and gets 

amputated (Figure 8.11 (e)). After that, the robot performs self-reconfiguration 

(Figure 8.11 (f)) and continues with walking. In Figure 8.11 (g) the third leg 

becomes malfunctioned and gets amputated (Figure 8.11 (h)). After that the robot 

performs self-reconfiguration using the S.I.R.R. approach (Figure 8.11 (i)) and 

continues with walking (Figure 8.11 (j) - (l)). 
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Fig. 8.11 Runtime reconfiguration of a hexapod robot OSCAR from 6 to 3 legs: (a) normal 

six legged configuration; (b) leg 3 malfunctions and gets amputated; (c) robot performs 

reconfiguration using the SIRR approach and continues walking; (d) leg 1 malfunctions; (e) 

leg 1 gets amputated; (f) robot performs reconfiguration using the SIRR approach and 

continues walking; (g) leg 5 malfunctions; (h) leg 5 gets amputated; (i) the robot performs 

reconfiguration using the SIRR approach and continues with walking; (j)-(l) robot OSCAR 

continues with its mission despite the loss of 3 legs. 

8.4.1   Ground Contacts of Robot Legs for Normal Walking  

and for Walking with Leg Amputations and Robot  

Self-reconfiguration 

Additional monitoring during the self-reconfiguration experiments has been done 

on ground contacts of the robot’s legs during normal walking and walking with 

robot leg amputations/self-reconfiguration. The robot walking during these 

experiments was done using emergent walking. The results of these analyses are 

presented in Figure 8.12 and Figure 8.13. 



8.4   Results from Real Robot Reconfiguration Experiments Done 165

 

1
57

113
9

17
25

33
41

49 65
73

81
89

97
105 121

129
137

145
153

161
169

177
185

193
201

209
217

225
233

241
249

257
265

273
281

289
297

305
313

321
329

337
345

353
361

369
377

385
393

401
409

417
425

433
441

449

-1

0

1

2

3

4

5

6

Normal walking - ground contact

Leg 0 Leg 1 Leg 2 Leg 3 Leg 4 Leg 5

Time slots (5ms)

L
e

g
 n

u
m

b
e

ri
n

g

 

Fig. 8.12 Ground contacts of the robot’s feet during normal walking of the hexapod robot. 
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Fig. 8.13 Ground contacts of the robot’s feet for walking of hexapod robot with leg 

amputations and self-reconfigurations at: about 363 slot of time (1st reconfiguration); about 

783 slot of time (2nd reconfiguration); about 1143 slot of time (3rd reconfiguration). 

The robot in these experiments is walking with a biologically inspired emergent 

gait (described in Chapter 5.3, [EML06]), which means the gait is not “hard-

wired” or by any means predefined. By this walking, the gait pattern emerges 

from the local swing and stance phases of the robot’s legs “joining” the group of 

boids at the particular robot’s side after the reconfiguration has been performed.  
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In Figure 8.12 the chart represents the leg ground contacts for normal walking 

for a fully functional robot. In Figure 8.13 the chart represents the leg ground 

contacts of the robot walking with leg amputations where it can be seen how the 

legs get amputated during the experiment, the leg ground contacts are lost and the 

robot still continues with its walking. Leg 3 gets amputated at time slot 335; leg 1 

gets amputated at time slot 785; and leg 5 gets amputated at time slot 1140. The 

swing phases are drastically shortened with each reconfiguration and after the time 

slot 1140 the robot still continues to walk, though with very shortened swing 

phases compared to the relatively longer stance phases. 

8.4.2   Tracking of the Robot’s Heading While the Robot Is 

Performing Self-reconfiguration with Leg Amputations 

Additional measurements have been done on tracking the robot’s heading while 

performing leg amputations and robot reconfigurations using the S.I.R.R. 

approach. These measurements test the straight walking and heading of the robot 

while it is performing leg amputations in different sequence and their influence on 

the robot’s walking.  

The solid line in figures Figure 8.15, Figure 8.17, and Figure 8.19 represents 

the track of the robot during its walking. The arrow lines represent the heading of 

the robot. The initial heading angle is 270°.   
 

Experiment 1: 
 

- Figure 8.14 - OSCAR-X performing leg amputations during its walking 

in the following order: 0, 1, 2 (from left to right and from top to bottom).  

- Figure 8.15 - Tracking of the robot’s heading while the robot is 

amputating legs during its walking in the following order: 0, 1, 2. The 

solid line represents the track of the robot during its walking. The arrow 

lines represent the heading of the robot during its walking.  
 

Experiment 2: 
 

- Figure 8.16 - OSCAR-X performing leg amputations during its walking 

in the following order: 0, 2, 4 (from left to right and from top to bottom).  

- Figure 8.17 - Tracking of the robot’s heading while the robot is 

amputating legs during its walking in the following order: 0, 2, 4. The 

solid line represents the track of the robot during its walking. The arrow 

lines represent the heading of the robot during its walking.  
 

Experiment 3: 
 

- Figure 8.18- OSCAR performing leg amputations during its walking in 

the following order: 5, 1, 2 (from left to right and from top to bottom).  

- Figure 8.19 - Tracking of the robot’s heading while the robot is 

amputating legs during its walking in the following order: 5, 1, 2. The 

solid line represents the track of the robot during its walking. The arrow 

lines represent the heading of the robot during its walking. 
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Fig. 8.14 Experiment 1 - OSCAR performing leg amputations in the following order: fully 

functional, leg 0 amputated, leg 1 amputated, leg 2 amputated - from left to right and from 

top to bottom. 
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Fig. 8.15 Experiment 1 - Tracking the robot’s heading while ejecting legs during its 

walking in the following order: 0, 1, 2. 
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Fig. 8.16 Experiment 2 - OSCAR performing leg amputations in the following order: fully 

functional, leg 0 amputated, leg 2 amputated, leg 4 amputated - from left to right and from 

top to bottom. 
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Fig. 8.17 Experiment 2 - Tracking the robot’s heading while ejecting legs during its 

walking in the following order: 0, 2, 4. 
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Fig. 8.18 Experiment 3 - OSCAR performing leg amputations in the following order: fully 

functional, leg 5 amputated, leg 1 amputated, leg 2 amputated - from left to right and from 

top to bottom. 
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Fig. 8.19 Experiment 3 - Tracking the robot’s heading while ejecting legs during its 

walking in the following order: 5, 1, 2. 

 

Discussion for the tracking measurements done 

 

On one hand it is nice to have a robotic system that exhibits emergent walking. On 

the other hand, this kind of pure emergent walking has a negative influence on the 

robot walking straight and its heading maintenance.  

Despite this fact, it was still measured how the robot deviates from the straight 

path (keeping the course to 270°) while performing the leg amputations and 

walking with emergent gait. The results show that even when the robot has 

(virtual) malfunctions within its legs and performs legs amputations, it is still 

more or less capable of walking straight forward with slight turning in some cases 

(Figure 8.17). Although this deviation from course is present, we must take into 

account that the robot has amputated legs and that the deviation is still not that 
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radical - like for example: the robot immediately walking in circles, or similar 

behavior. 

One additional idea that might be used to avoid or minimize such deviation 

from the main course heading is to couple the emergent behavior with some other 

behaviors like going right or left, which in that case will somehow intervene with 

the emergent walking gait to keep the robot on its course.  

8.5   Summary for the S.I.R.R. - Biologically Inspired Robot 

Reconfiguration Approach  
8.5   Summary for the S.I.R.R. - Biological ly Inspired Robot Reconfiguration  

In this chapter a biologically inspired Swarm Intelligence for Robot Reconfiguration 

(S.I.R.R.) approach was introduced and explained in detail. The S.I.R.R. approach 

was used for performing in-situ robot self-reconfiguration (using the introduced 

patent pending R-LEGAM mechanism). The S.I.R.R method is used for spatial 

distribution of the robot’s legs when a reconfiguration is performed on the robot. 

Thus the robot achieves a stable spatial configuration after performing self-

reconfiguration even when one or more legs malfunction and get amputated from 

the robot’s body. 

Through several experimental test cases and robot tracking it was demonstrated 

how the hexapod robot OSCAR-X continues with its walking despite the (virtual) 

anomalies that occur within its legs after amputating the malfunctioning legs and 

performing self-reconfiguration. In these experiments tracking measurements were 

also done on the robot’s heading while performing its leg amputations and self- 

reconfigurations.  

The presented results from experiments on self-reconfiguration look promising. 

Future work can consider additional research on integrating self-reconfiguration 

with walking robot’s high-level behaviors, this aiming to improve the robot’s 

heading after reconfiguration is preformed. One example could be improving of 

the curve walking [ELL07], although other different walking scenarios can be 

considered as well. Additional work can be also done on improving the robustness 

and generic usefulness of the presented self-reconfiguration approach and its 

potential application for other types of robots. 
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Chapter 9   

Conclusion and Outlook 

The biologically inspired approaches presented in this book are direct contribu-

tions to bionics research and organic computing for the domain of fault-tolerant 

robots.  

Several newly introduced biologically inspired approaches have been explained 

in detail, and their practical usefulness proved through numerous experiments 

done on walking robot demonstrators. The approaches have demonstrated several 

important properties for the next generation of autonomous robots:  

 

self-organization, self-adaptation, self-synchronization, self-stabilization, self-

reconfiguration. 

 

Self-organizing robot control architecture 
 

In the 4
th

 chapter, several author’s ideas have been introduced concerning 

enhanced biologically inspired “stem” type ORCA architecture. Notions about 

such “stem” based control architecture are interesting for understanding self-

organizing robot control architectures. The idea behind such self-organizing  

robot control architecture for a complex robotic system is that the burden for 

development of such robot control architecture can be drastically reduced. Such 

control architecture will also be suitable for approaches where robot self-

reconfiguration is needed, so the robot would be able to self-reconfigure the 

components in its control architecture after some system’s malfunction without 

human intervention, and continue with its mission despite some malfunctions it 

has overcome.  

Future work will put more effort toward practical testing of the introduced 

notions for such self-organizing robot control architecture in real case situations 

and experiments. 

Self-organizing emergent robot walking gait with distributed pressure on the 

robot’s feet 

In the 5
th

 chapter, a concept for self-organizing emergent robot walking gait with 

distributed pressure on the robot’s feet was introduced and explained in detail. 

Also, results from real tests done on the hexapod robot OSCAR-2 were presented. 
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This approach is useful for joint-leg walking robots, so they can traverse terrain by 

using self-organizing walking gait with distributed pressure on their feet. 

Distributed pressure on the robot’s feet ensures that the robot is always statically 

and dynamically stable during its walking (over even or unstructured terrain). This 

pressure distribution also decreases the probability that the robot will tip over 

when walking on unstructured terrain.  

Future work may involve combining self-organizing robot walking gait by 

distributed pressure on the robot’s feet with standard robot walking behaviors.  

 

Firefly inspired self-synchronization of a robot’s walking gait 

Another approach introduced in the 5
th

 chapter is the biologically firefly inspired 

self-synchronization of the robot’s walking gait. Here details are introduced on 

how to achieve walking gait self-synchronization by multi-legged walking robots. 

Results from simulation and real case experiments with this approach are also 

presented. 

The simulations and real case experiments are related to three scenarios of 

walking gait self-synchronization: prolongation, shortening, and a combination 

prolongation and shortening of the robot’s swing and stance phases using firefly 

inspired synchronization. Simulation experiments have been further verified 

through real case experiments done on a hexapod robot, including visual  

tracking of the robot. The results from tests show that the firefly inspired self-

synchronization approach can be useful for self-synchronization of the robot’s 

walking gait. Due to its generic property, it can also be applied to different kinds 

of multi-legged walking robots. Applying this concept will directly increase the 

autonomity of the robot while performing its mission tasks and at the same time 

decrease the human effort for programming such a robotic system with alternating 

walking gaits.  

Future work will involve coupling the self-synchronization of the robot’s 

walking gait with several robot behaviors and coordinating them so the robot can 

reliably hold its heading during such alternating robot’s walking gaits with self-

synchronization. 

 

Self-stabilization of humanoid robot walking gait 
 

In chapter 6, the SelSta approach (a biologically inspired Symbiosis) for self-

stabilizing walking gait of a humanoid robot is introduced and explained in detail. 

The usefulness of the SelSta approach for the domain of walking humanoid robots 

is that the humanoid robots using the SelSta approach are able to optimize their 

walking gait for a particular flat surface. The self-stabilizing walking gait is not 

only optimized for increasing the stability of the robot during its walking, but also 

optimized for lowering the energy consumption while walking. 

The results from experiments done on the humanoid robot S2-HuRo are 

presented in 4 different sections related to humanoid robot self-stabilizing walking 

over 4 different types of flat surfaces. They show that by using the SelSta 

approach the humanoid robot can find the optimal walking gait for a particular 
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surface. These SelSta found walking parameters also introduce maximum stability 

of the robot during its walking and at the same time decrease the energy 

consumption to minimum levels. SelSta especially demonstrates its usefulness by 

finding the optimal robot walking gait for a particular surface in just 11-16 

minutes, which in drastically lower than the 10-14 hours spent to manually 

configure quasi-optimal humanoid robot walking.   

Future work will involve enhancing the Selsta approach to be useful for self-

stabilizing the walking gait of a humanoid robot on unstructured terrains. 

 

Self-adapting, biologically inspired RADE approach for anomaly detection 

 

In chapter 7 a biologically inspired Artificial Immune System (AIS) based self-

adapting Robot Anomaly Detection Engine (RADE) approach was introduced and 

explained in detail. The aim of this approach was to introduce a self-adapting 

anomaly detection method for robotic systems. The self-adaptation feature of 

RADE was explained in detail and its practical usefulness demonstrated through 

several test cases with hexapod robots. The results from the experiments show that 

RADE indeed is capable of adapting to a situation and generate an appropriate 

anomaly level which characterizes if the robot and its parts are in functional or 

non-functional condition. Due to the dynamics within RADE, the method quickly 

adapts to the situation and the anomaly level is generated in a very short time 

compared to a manually tuned generic fuzzy logic rule database for fault 

detection. Additionally, the RADE approach also reduces the effort for completely 

manually predefining the fault-detection fuzzy logic rule database (by fuzzy logic 

rule based fault detection methods), since the dynamics of RADE “guides” the 

anomaly level generation. 

Future work can involve expansion of RADE by enabling the online learning 

feature so that the robot learns the normal and anormal conditions by itself while 

walking.  

 

Self-reconfiguration of a hexapod robot based on a biological  

inspiration - swarm intelligence 

 

In the 8
th

 chapter, a novel approach for self-reconfiguration of a hexapod robot 

system was explained. The S.I.R.R. approach is based on the biological inspiration 

of swarm intelligence and it is introduced for the domain of multi-legged fault 

tolerant robots performing reconfiguration of their posture. The importance and 

main benefit of using the S.I.R.R. approach is that the robot realizes that some of 

its parts/legs have malfunctioned and performs reconfiguration of the posture of 

its still functional legs. S.I.R.R. spatially distributes the still functional legs after 

the malfunctioning legs have been amputated using the R-LEGAM mechanism.  

The simulation results have shown how the hexapod robot would perform the 

reconfiguration with and without the S.I.R.R. approach. This gives a direct 

comparison and presents the usefulness of this approach for robot weight 

distribution and increase of stability for the walking robot after the robot has 

performed self-reconfiguration. The real case tests with OSCAR-2 using simulated 
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leg amputations have shown how the hexapod robot reconfigures the legs and 

distributes the weight after the reconfiguration has been performed. The results 

from self-reconfiguration experiments done with the S.I.R.R. approach and real 

leg amputations on the hexapod robot OSCAR-X demonstrate the practical 

usefulness of this approach for reconfiguration purposes of multi-leg fault tolerant 

walking robots.  

The results from tracking experiments have shown that future work may 

involve combining the self-reconfiguration approach with other higher level 

behaviors of the robot to maintain a proper heading even after the robot has 

amputated malfunctioning legs and performed reconfiguration. 

 

Self-x features - all together working in a synergy 

 

The self-x approaches mentioned in this work can be combined  and work in 

synergy towards realizing robust and fault tolerant walking and hybrid robots. For 

example a multi-legged robot may use the self-organizing "stem" type control 

architecture ORCA presented in this work to properly map the parts that belong to 

the system during the start-up of the robot or after reconfiguration. 

It will walk using the self-organizing emergent walking gait over variety of 

terrains and in case of hitting some obstacle it may use the firefly inspired self-

synchronization method to re-synchronize its walking gait. 

During its walking it can use the self-adapting robot anomaly detection engine 

(RADE) in order to check if the system is properly working, and in case of faults 

on some of its legs it may amputate the malfunctioned legs using the R-LEGAM 

amputation mechanism. Then after it has performed self-reconfiguration using the 

S.I.R.R. approach, and reconfiguration of the posture of its legs it will continue 

with its mission. During the reconfiguration the self-organizing control 

architecture will update the constituent elements of the system, and the firefly self-

synchronization will aid the robot to re-synchronize its walking gait after the 

reconfiguration and to continue with its mission. 
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A   Appendix 

A.1   Test Bed for Tracking the Robot OSCAR-X during the 

Experiments 

The tracking of the robot’s walking was done with a web camera and specially 

made tracking software utilizing the OpenCV library [Ope09] and its methods for 

blob tracking. There were also one red and one green circle placed on the robot 

(Figure A.1). The red circle was mounted on the back of the robot between legs 0 

and 5 (Figure A.1, Figure A.3), the green circle on the front of the robot between 

legs 2 and 3 (Figure A.1, Figure A.3). The colored circles are recognized by the 

tracking software and a vector pointing from the red circle to the green circle 

shows the direction in which the robot is walking.  

The test setup is presented in Figure A.2. The web camera is positioned about 

4.5 meters above the terrain on which the robot is walking. The camera is 

connected to the computer (PC) where the tracking, recording of video, and 

logging of the orientation of the robot is done by the specially prepared tracking 

software. 

 

Fig. A.1 Setup of the robot OSCAR-X with red and green indicators that aid in tracking 

with camera. 
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Fig. A.2 Schematic of the tracking setup for robot's walking with the web camera and a 

specially developed tracking software running on a computer (PC). 

 

Fig. A.3 Model of a hexapod robot with its legs numbered. 
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