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Preface 

Ontology is being a fundamental form of knowledge representation about the real 

world. In the computer science perspective, ontology defines a set of representa-

tional primitives with which to model a domain of knowledge or discourse (Gru-

ber 2008). A well constructed ontology can help developing knowledge-based  

information search and management system, such as search engine, automatic text 

classification system, content management system, etc, in a more effective way. 

Most of these existing systems are ineffective in terms of its low accuracy in 

searching and managing information (especially text data), because of lacking 

knowledge as the core components used in the systems. Ontology is therefore be-

coming a very important research area for developing those knowledge-based in-

formation systems, as ontology is a recognized form of representing a particular 

knowledge domain.  

The most challenge of ontology research is how to create and maintain ontol-

ogy. Ontology engineering is a kind of this ontology research for developing  

theories, methods, and software tools that help creating and maintaining ontology. 

The ontology engineering methods developed in the past mainly consist of manual 

ontology creation and automatic ontology learning methods. Although many on-

tology engineering tools have been developed over the last decade, most of them 

involve manual creating and maintaining ontology which is a time consuming and 

inefficient task as every process requires deep analysis by domain experts. There 

is also a problem that domain experts may create ontology by different and subjec-

tive view, so that the ontology knowledge is not exact and may not be relevant to 

all knowledge domains. Therefore, automatic ontology learning is a more practical 

method in ontology engineering. This ontology learning method tried to develop 

an automated process to extract knowledge from some computer data and present 

as a specific form of ontology, with the least or minimum involvement of human 

work. 

Ontology learning from text is the most useful method in formalizing ontology, 

as text data is a rich and direct source of human knowledge. However, analyzing 

textual data by computer is a difficult task, as it requires some natural language 

processing and semantic analysis. Many methodologies on ontology learning from 

text have been widely developed in recent years (Maedche 2002, Buitelaar and 

Cimiano 2008). Most of them use artificial intelligent approaches such as machine 

learning or statistical analysis to develop the methodologies, and try to extract on-

tology from text learning automatically.  

A lot of researches on ontology learning in text have been carried out in recent 

years. However, most of them applied only on English text, as text is a language 

dependent data, algorithms applied on English text were found not working  
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well in Chinese text. Therefore, the research and some related experiments on on-

tology learning in Chinese text are focused in this project, as we aim to develop an 

efficient ontology learning method which can be applied to Chinese text data. In-

formation search and management systems that contain mainly Chinese text data 

hence can be enhanced by the ontology, because many existing ontology are de-

veloped in English which cannot be applied to Chinese based information system. 

In this research project, we aim to develop a comprehensive system framework of 

ontology learning in Chinese text which can be applied to Chinese based informa-

tion search and management systems. 

The overall objective of this research is to develop an ontology based system 

framework, called KnowledgeSeeker, which can be used to develop various ontol-

ogy based information systems. These information systems mainly include Chi-

nese based text information retrieval system, such as search engine and content 

management system. The final goal of the KnowledgeSeeker system framework is 

that it can improve the traditional information system with higher efficiency. In 

particular, it can increase the accuracy of a text classification system, and also en-

hance the search intelligence in a search engine. This can be done by enhancing 

the system with machine processeable knowledge (ontology). It has been men-

tioned that ontology is a useful component in developing knowledge based intelli-

gent information systems, but the problem is that lots of research work are still re-

quired to find out the method of creating and maintaining a relevant ontology for 

used in the information system. Therefore we raise the following research ques-

tions to define the scope of this research work: 

• What format of the ontology can be modeled in computer system? 

• What learning method is used to automatically create the ontology data? 

• How to generate the ontology for machine and also be visualized for human 

use?  

• What operations can be done with the ontology and how it operates? 

• What applications can be developed by using the ontology and how is the  

performance? 

This book is organized in three parts containing twelve chapters: 

Part I (Chapters 1-4): Introduction  

Part II (Chapters 5-8): KnowledgeSeeker - An Ontology Modeling and Learning 

Framework  

Part III (Chapter 9s-12): KnowledgeSeeker Applications 

The book is outlined as follows: 

Chapter 1 presents briefly the philosophical question about knowledge and ontol-

ogy, and also the perspective of ontology in information system. 

Chapter 2 presents the ontology engineering approaches in the recent researches, 

including the fundamental concepts about ontology and ontology learning. 

Chapter 3 presents the traditional text information retrieval system and related 

models and algorithms.  
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Chapter 4 presents the research about web data semantics and some semantic 

modeling technologies for developing intelligent systems. 

Chapter 5 presents an overview of the system framework called Knowledge-

Seeker. It also presents the proposed graphical based model of ontology called 

Ontology Graph. 

Chapter 6 presents the methodology of automatic ontology learning in Chinese 

text. Relevant examples and experiments are presented to illustrate the proposed 

methodology. 

Chapter 7 presents the Ontology Graph generation process. 

Chapter 8 presents different kinds of Ontology Graph based operation and operat-

ing methods. 

Chapter 9 presents an application, a text classification application with experi-

ment, which adopts the technology of KnowledgeSeeker for classification. It pro-

vides experimental result and performance analysis.  

Chapter 10 presents a commercial application which adopts the techniques of 

KnowledgeSeeker system framework called IATOPIA iCMS KnowledgeSeeker, 

which is ontology based digital assets management system for managing multime-

dia files. 

Chapter 11 presents another commercial application called IATOIPA News 

Channel (IAToNews), which is an ontology-based news system provided in web 

environment.  

Chapter 12 presents a collaborative content and user-based web ontology learning 

system, which enhances the ontology learning method by user-based knowledge. 
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Chapter 1 
Computational Knowledge and Ontology  
1   Co mputational Knowledge and Ontology 

Abstract. The definition of knowledge is an augmentative topic in philosophy. 

We do not try to find out an explicit meaning of philosophical knowledge, but the 

most important thing is that we should know about what is knowledge in computer 

system, as called computational knowledge. In this chapter, we introduce some re-

searches and definitions related to knowledge and computational knowledge. On-

tology is a word used in both philosophy and computer system to describe the 

formalization of knowledge. We shall look into the definition of ontology in brief 

and also introduce its formalization methods in computer system. 

1.1   What Is Knowledge?   

“Knowledge” has been discussed by many philosophers since the Greek ancient 

times. It is not an easy task to find out a high abstraction of definition about 

“knowledge”. However, in very generally speaking, knowledge can be said as a 

meaningful resource that makes us know about the world. Theories of knowledge 

define what is about the world, how is it encoded, and in what way we reason 

about the world. Similar definition can be applied in computer and information 

system, unless we are defining those in the aim of computer processing instead of 

human understanding, and it is called computational knowledge. 

1.2   Computational Knowledge in Information Systems   

Computational knowledge in computer system has been represented as a hierarchy 

of data-information-knowledge in many knowledge management theories (Daft, 

2004; Devenpart and Prusak 2000). Data refers to a string of bits, numbers or 

symbols that are only meaningful to a program. Data with meaning, such as com-

puting words, texts, database records, etc, define information that is meaningful to 

human. Knowledge is the highest level of abstraction, which is encoded in some 

form inside information.  

Creating computational knowledge is a study of artificial intelligent (AI) - an 

area of computer science focusing on making a computer to perform tasks with 

more intelligence (Genesereth and Nilsson 1987). Advanced information systems, 

such as information retrieval system, forecasting system, resource management 

system, online shopping system, personalization system, etc, always require  

computational knowledge to perform tasks with more intelligence. Traditional  
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information systems are lacking of intelligence because they process data and in-

formation without analyzing the knowledge behind. To enable a computer under-

stand and process knowledge, we need to discover and represent the knowledge 

from raw data to a computable form for processing. Intelligent information system 

with the ability to process knowledge is so called a knowledge-based system. 

1.2.1   Knowledge Engineering   

Knowledge engineering grew out rapidly with the increased desire of knowledge-

based system in the past decade. Knowledge engineering is a process to find out a 

way or approach to extract useful knowledge from computer data. It requires proc-

esses of analyzing and discovering patterns of data and transforming them to a 

format that is understandable to either human or computer, or both. Over the 

years, knowledge engineering researches have been focusing on the development 

of theories, methods, and software tools which aid human to acquire knowledge in 

computer. They use scientific and mathematical approaches to discover the know-

ledge. The approaches can be simply defined as an input-process-output system: 

Input – the set of computer data such as texts and database records; process – the 

method for the transformation of input data to knowledge; output – the desired 

knowledge in a specific form of knowledge representation (such as ontology). 

1.2.2   Knowledge Representation  

A general view of knowledge representation can be summarized in five basic prin-

ciples (Randall et al. 1993):  

1. A knowledge representation is a surrogate - a substitute of a thing (a physical 

object, event and relationship) itself for reasoning about the world.  

2. A knowledge representation is a set of ontological commitments - an ontology 

describing existences, categories, or classification systems about an application 

domain.  

3. A knowledge representation is a fragmentary theory of intelligent reasoning - a 

theory of representation that supports reasoning about the things in an applica-

tion domain. An explicit axioms or computational logic may be defined for in-

telligent reasoning.  

4. A knowledge representation is a medium for efficient computation - other than 

the knowledge represented logically. It also must be encoded in some sort of 

format, language, which enables a computer to process it efficiently.  

5. A knowledge representation is a medium of human expression – a knowledge 

representation that can be understood by human. It is used by knowledge engi-

neers or domain experts to study and verify the knowledge. 

In the area of information system, knowledge representation defines a computable 

form of knowledge in Computer. It applies the theories and techniques from other 

fields including (Sowa 1999): 1. Logic, it defines a formal structure and rules;  

2. Ontology, it defines the kinds of existence in a domain of interest; and 3.  
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Computation, it supports and distinguishes knowledge representation from  

philosophical knowledge. A knowledge representation defines different types of 

knowledge, typically ontologies, facts, rules, and constraints (Chein and Mugnier 

2008). Knowledge is represented independently of programming logic, which 

means it should be defined generic enough for use with different kinds of program 

and system. Therefore it requires a formalized and structuralized approach to de-

velop a valid knowledge representation.  

Knowledge representation language is used to express knowledge in informa-

tion system. It can be classified according to the kinds of primitives used by user 

(Guarino 1995), as summarized in Table 1.1. They are also described in five dif-

ferent levels: 

1. The logical level contains the basic primitives including predicates and func-

tions. It is level of formalization allowing for a formal interpretation of the 

primitives.  

2. The epistemological (Brachman 1979) level is a knowledge structure to fill the 

gap between logical levels, which are general and abstract primitives, and the 

conceptual level, which is a model of specific conceptual meaning.  

3. The ontological level is an ontological commitment including ontological rela-

tions, associated to an explicitly specified language primitive. 

4. The conceptual level contains primitives with definite cognitive interpretation, 

corresponding to conceptual meaning which is language independent. 

5. The linguistic level contains primitives of linguistic terms of nouns and verbs, 

which is language dependent. 

Table 1.1 Knowledge representation formalisms (Guarino 1995) 

Level Type Primitives Interpretation Main feature 

1 Logical Predicates, functions Arbitrary Formalization 

2 Epistemological Structuring relations Arbitrary Structure 

3 Ontological Ontological relations Constrained Meaning 

4 Conceptual Conceptual relations Subjective Conceptualization 

5 Linguistic Linguistic terms Subjective Language dependency 

A visualized form of knowledge representation such as graph-based form is 

highly adapted to model knowledge (Chein and Mugnier 2008). Conceptual Graph 

is an example of graph-based knowledge representation introduced by Sowa in 

1976 (Sowa 1976, 1984). Graph-based approach to knowledge modeling has the 

advantage of easy understanding by human. Since a graph is easy to be visualized 

on screen and to be understood by human, it takes advantage for control and main-

tenance, also for human verification and validation. Logic defined on graph-based 

knowledge benefits computational processing and calculation. From many re-

searchers’ opinion (Sowa 2000, Artale 1996, Guarino 1998, Harmelen et al. 2008), 

ontology is a relevant logical and graphical model for knowledge representation, 

and sometime it is also said to be a category or classification system to represent 

knowledge.  
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1.3   What Is Ontology?   

“Ontology” originates from philosophy, and it has been growing into popular  
research in computer science and information system. In the philosopher’s per-
spective, for examples, Aristotle and Kant, ontology is the study of existence. It 
refers to a system of categories to describe the existence of the real word, or the 
classification of being. Although Aristotle’s ontology has been developed for 
more than two thousand years, his classification system is still relevant for defin-
ing nowadays ontological classification systems. Table 1.2 shows the Aristotle’s 
ten categories (Aristotle, Categories, 1990) to express things or existence: 

Table 1.2 Aristotle’s categories 

 Categories Descriptions 

1 Substance What, or being 

2 Quantity How much 

3 Quality What kind 

4 Relation With respect to 

5 Place Where 

6 Time When 

7 Position To lie 

8 State To have 

9 Action To do 

10 Affection To undergo 

Table 1.3 Kant’s categories 

 Categories Sub-categories Descriptions 

1 Quantity Unity Universal 

  Plurality Particular 

  Totality Singular 

2 Quality Reality Affirmative 

  Negation Negative 

  Limitation Infinite 

3 Relation Inherence and Subsistence Categorical 

  Causality and Dependence Hypothetical 

  Community Disjunctive 

4 Modality Possibility or Impossibility Problematical 

  Existence or Non-Existence Assertoric 

  Necessity or Contingence Apoditic 

Immanuel Kant presented a new successful categories system in 1781. The sys-
tem is divided into four categories and further into three sub-categories in each 
main category as shown in Table 1.3. This classification system and categories  
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are also relevant to nowadays ontology development, especially the ontology  

is highly dependent on relation that describes an entity or a being. The  

sub-categories of this reference can be seen as different types of object, properties 

and relation of ontology. 

Ontology is a fundamental form of knowledge representation about the real 

world. In the computer science perspective, ontology defines a set of representa-

tional primitives with which to model a domain of knowledge or discourse  

(Gruber 2008). The representational primitives of the ontology contain classes, at-

tributes (properties) and relationships between classes. They are used to model 

knowledge of particular application domains. 

Ontology sometimes is regarded as for conceptual analysis and domain model-

ing (Guarino 1998). It is used to analyze the meaning of an object in the world, of a 

particular domain, and provides a formal specification to describe the object. The 

object is being “conceptualized” in this case. Gruber (1992) provided a very short 

definition about ontology – “An ontology is a specification of conceptualization”. 

The formal specification is in support of some sort of knowledge representation 

model, being generated, analyzed, and processed by computer. The conceptualiza-

tion has been defined in AI researches (Genesereth and Nilsson 1987, Nilsson 

1991) as a structure of <D, R>. The structure defines D as a domain and R as a set 

of relations on the domain D. This suggests that ontology and conceptualization 

process are created as domain dependent and relational based.  

Ontology aids the development of knowledge-based system, enabling knowl-

edge sharing and reuse. It enables intelligent communication between computers, 

such as the communication language used in software agents (Lee 2007). Formal-

ized specification allows knowledge engineers to develop their own ontology by 

reusing and sharing with each other.  

1.4   Ontology Modeling in Computer Systems  

Ontology modeling in computer system, called computational ontology, is rather 

simpler than that in philosophy. It provides a symbolic representation of knowl-

edge objects, classes of objects, properties of objects, and the relationships among 

objects to explicitly represent knowledge about an application domain. The ontol-

ogy modeling is usually simplified into different kinds of mathematical definition, 

logical definition, or structural language. 

1.4.1   Computational Ontology Representation  

Computational ontology is generally represented in different kinds of abstraction: 

top-level ontologies, lexical ontologies and domain ontologies. They create con-

ceptualization by defining vocabularies. The vocabularies are organized by formal 

relationships to create dependent linkages. Some of them are organized as a tree 

structure and some of them are in graph. 
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1.4.2   Top-Level Ontologies  

Top-level ontologies (also known as upper ontologies) are limited to concepts that 
are universal, generic, abstract and philosophical. They are generic enough to deal 
with high-level abstraction and broad ranges of domain areas. Concepts defined in 
a top-level ontology are not specific to a particular domain (e.g. medical, science, 
financial), but it provides only a structure and a set of general concepts from 
which a domain ontology can be constructed. This top-level ontology promotes 
data interoperability, semantic information retrieval, automated reasoning and nat-
ural language processing.  

The standard upper ontology working group (IEEE SUO WG 2003) develops a 
standard of upper ontology for computer application for data interoperability, in-

formation search and retrieval, natural language process (NLP), etc. Examples of 
existing upper ontologies include SUMO (suggested upper merged ontology) 
(SUMO Ontology 2004), the CYC ontology (OpenCyc 2003), and also SUO 4D 
ontology (SUO 4D Ontology 2005). 

The SUMO has been proposed as a starter document for the SUO working 
group. It creates a hierarchy of top-level things as “Entities”, and subsumes “Physi-
cal” and “Abstract”. SUMO divides the ontology definition into three levels: the 
upper ontology (the SUMO itself), the mid-level ontology (MILO), and the bottom-
level domain ontology. Mid-level ontology serves as a bridge between the upper 
abstraction and the bottom-level rich details of domain ontologies. Beside the upper 
and mid-level ontology, SUMO also defines rich details of domain ontologies  
including Communications, Countries and Regions, distributed computing,  
Economy, Finance, engineering components, Geography, Government, Military 
(general, devices, processes, people), North American Industrial Classification Sys-
tem, People, physical elements, Transnational Issues, Transportation, Viruses, 

World Airports A-K, World Airports L-Z, WMD (SUMO Ontology 2004). 

Physical 

    Object 

        SelfConnectedObject 

            ContinuousObject 

            CorpuscularObject 

        Collection 

    Process 

Abstract 

    SetClass 

        Relation 

    Proposition 

    Quantity 

        Number 

        PhysicalQuantity 

    Attribute 

Fig. 1.1 SUMO top level 

The OpenCyc is also upper-level ontology. It is some formalized common 

knowledge, and it models the general knowledge base and intended to solve com-

monsense problems. The entire Cyc ontology contains hundreds of thousands of 
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terms with relationship among the terms to model human consensus reality. It con-

tains a knowledge server to serve for its Cyc knowledge base, an inference engine, 

and it also defines CyCL representation language for knowledge representation. It 

is an upper-ontology available for defining some lower level ontology knowledge 

such as domain specific knowledge, and domain specific facts and data as shown 

in the Figure 1.2 (OpenCyc 2003). 

 

Fig. 1.2 OpenCyc upper-level ontology hierarchy (OpenCyc 2003) 

1.4.3   Lexical Ontologies   

A lexical ontology is an ontology describing linguistic knowledge, and it tries to 

model the word meaning by ontological structure. Examples of this type of ontol-

ogy are WordNet (Miller 1998), and HowNet (Dong and Dong 1998). WordNet is 

an English based system which organizes words on the basis of lexical taxonomi-

cal semantic relationships, but the usage on WordNet is strictly limited to English 

based application only. HowNet is a Chinese-English bilingual lexical ontology 

describing the semantic relationship between concepts and the relationship be-

tween the attributes of concepts. It covers over 65,000 concepts in Chinese that are 

equivalent to about 75,000 concepts in English. Lexical ontology is useful for de-

veloping knowledge based system that may requires text analysis such as word 

sense disambiguation, word sense similarity calculation, words sense annotation 

and ontological annotation.  

WordNet 

WordNet is originally designed as a lexical database of English word (Miller 

1998). It could be used as a lexical ontology to represent knowledge for computer 

text analysis and artificial intelligence application development, especially for 

many natural language related applications. Word-Net defines synsets to group 

English nouns, verbs, adjectives and adverb into sets of synonyms, and uses dif-

ferent grammatical rules of distinguishes between them (noun verbs, adjectives  
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and adverb). It is helpful to model concept of words and its semantic relationship. 

It has been used for various natural language text analyses such as word sense cal-

culation and disambiguation. 

WordNet research has been extended to ImageNet (Deng et al. 2009), a large-

scale hierarchical image database. It uses the meaningful concept in WordNet 

connecting to image data. This is a practical example of using Word-Net as know-

ledge to build an intelligent information system, a concept-based image database.  

HowNet 

HowNet is lexical database of Chinese word developed by Dong (1998). It is a 

common-sense knowledge based for modeling inter-conceptual relations and inter-

attribute relations of Chinese lexicons concepts and their English equivalents 

(Dong and Dong 1998, HowNet 2003). How-Net is aimed for Chinese language 

processing by using its constructed knowledge based of Chinese words. Similar to 

the synsets of WordNet, HowNet defines its specific Sememe-Network to model 

the inter-conceptual relations between Chinese lexicons concepts. HowNet is a 

fully computable electronic database. Knowledge of HowNet is structured by a 

graph. A graph based example is shown in Figure 1.3 for describing different con-

cepts, property, attributes, and their inter-relationship. HowNet also defines a tax-

onomy (Figure 1.3) which serves as the upper ontology to model category for 

Chinese lexical concepts. 

 

Fig. 1.3 Graphical expression of Chinese lexical concept in HowNet  

Although there have been a lot of works done in these lexical ontologies, and 

they have also conceptualized lexical knowledge quite effectively, the main prob-

lem of these ontologies is that they are manually created in the entire process. A 

drawback of manual process is hard for maintenance, such as adding new knowl-

edge, revising and updating existing knowledge. The concept and usage of words 

are changing all the time, so the defined knowledge of words is not permanently 

valid. Therefore, a continuous manually updating work and re-construction are re-

quired and thus make the process ineffective.  
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Fig. 1.4 Basic data - Taxonomy in HowNet 

1.4.4   Domain Ontologies   

A domain ontology is tied to a specific domain which can be extended from upper 

ontology. It should be defined for specific domains because even some huge on-

tology like Cyc, contains over ten thousands of concepts modeling the generic and 

high-level concepts, but is still not deep enough to express the conceptual and 

low-level of a specific domain (a domain such as medical, science, financial, etc.). 

In order to model a domain knowledge and make the information expressive and 

understandable by machines, domain ontology is developed based on the concept 

formation in the particular domain of interest. Domain ontology is preferably built 

based on an available upper ontology (e.g. SUMO, Cyc) for the ease of mapping 

and integration between different domain ontologies created by different special-

ists or researchers, as to enhance sharing and usability. 

Unlike upper ontology which is usually built for reasoning commonsense 

knowledge, domain ontology is mainly built for reasoning a specific domain of 

knowledge. The domain ontology is boarder and more general for defining knowl-

edge. In another words, domain ontology is less abstract but more specific. It is 

therefore more useful to build intelligent application because computer application 

is usually developed for particular target domains. Figure 1.5 shows an ontology 

tree specified for entertainment, a part of entertainment domain. 

Most of the application ontologies are domain dependent, but they are shared 

among each other crossing over different domains. Ontology engineering usually 

aims to define and create domain ontologies rather than top-level ontologies and 

lexical ontologies, and the recent researches on domain ontology engineering will 

be reviewed in Chapter 2. 
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Fig. 1.5 Ontology sample of entertainment domain 
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Chapter 2 

Ontology Engineering  
2   Ontology Engineering 

Abstract. Ontology engineering is the research to find out methods of creating on-

tology knowledge in computer system. This research concerns about formalizing 

the structure of ontology, and the development of some algorithms for automatic or 

semi-automatic ontology learning. Some of the work involves developing tools for 

ontology engineer or domain expert to create ontology manually. This chapter in-

troduces the concept of ontology engineering, some related tools and also some re-

lated technology that is useful to the development of ontology learning algorithms.  

2.1   Introduction 

Ontology becomes more important in A.I. research, as ontology is a recognized re-

levant knowledge representation for building intelligent knowledge based systems. 

Ontology engineering is the research of developing theories, methods, and soft-

ware tools that help creating and maintaining ontologies. In most of these  

researches, the ontology refers to domain ontology rather than upper or lexical on-

tology. This is because domain ontology is a rich and core knowledge to build 

domain dependent applications while upper and lexical knowledge is mostly for 

general use. The most challenge of ontology engineering is how to create and 

maintain ontology. Various approaches adopted by knowledge engineers to create 

ontology in the past include: 1. manual ontology creation, 2. automatic ontology 

creation, and 3. semi-automatic ontology creation.  

Manual ontology creation approach – The simplest way to create ontology is by 

manual process. After defining the structure of ontology specification, domain ex-

perts start implementing the data of ontology that conforms to the specification. It 

requires a large human workforce to create domain ontologies from scratch. Dif-

ferent domain experts create ontologies by different and subjective views. The  

ontology knowledge is thus not exact and may not be relevant to all knowledge 

domains. Maintaining and updating such ontology is also time consuming and  

inefficient as every process requires deep analysis by human.  

Automatic ontology creation approach – As manual ontology creation is not a 

practical approach in ontology engineering, many researches try to develop an au-

tomatic process for the ontology creation. We understand that there are rich know-

ledge in many kinds of computer data such as text documents and database  
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records. Researchers want to develop an automatic process to extract knowledge 

of a specific format (ontology) from those computer data. However, it is always 

unsuccessful due to inaccurate and low-quality ontology created by the automatic 

process. Therefore, semi-automatic ontology creation is the most practical ap-

proach in nowadays ontology engineering research.  

Semi-automatic ontology creation approach – It adopts the automatic ontology 

creation process, in addition to the involvement of human works in the ontology 

creation. It is always developed with an ontology engineering framework, human 

efforts are taken consideration into the process of the framework, such as ontology 

refinement, validation and verification. This is coordination between human and 

machine automation to find out an optimal process for ontology engineering. Be-

fore the ontology engineering process is successfully automated, a semi-automatic 

process is proven to be the most practical approach to create high quality ontology. 

2.2   Ontology Fundamentals  

Ontology engineering defines not only the ontology engineering method, but also 

the formal structure and specification for representing the ontology. The specifica-

tion defines how the format of the ontology is formalized, for both machine and 

human processing. 

2.2.1   Ontological Structure  

Ontology in computer system defines how knowledge of the real word is formal-

ized by computer logics. It contains different components to comprise a whole on-

tology. An ontological structure is to define how those components gather and 

construct together to represent a valid ontology.  

A 5-tuple based structure (Maedche 2002) is a commonly used formal descrip-

tion to describe the concepts and their relationships in a domain. The 5-tuple core 

ontology structure is defined as: 

S=(C, R, H, rel, A) 

Where: 

• C is the set of concepts describing objects.  

• R is a set of relation types.  

• H is a set of taxonomy relationship of C.  

• rel is a set relationship of C with relation type R, where rel ⊆ C ×C 

• A is a set of description of logic sentences  

rel is defined as a set of 3-tuple relations: rel = (s, r, o), standing for the relation-

ship of subject-relation-object, where s is the subject element from C, r is the rela-

tion element from R, and o is the object element from C. In this 5-tuple ontological 

structure, knowledge is mainly represented by the logic sentences A, and the most 

important component is rel where it defines 3-tuple based concept relationship.  
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A graphical representation of the 3-tuple structure is shown in Figure 2.1, in  

which subject s is being defined as a node of source n1, object o is being defined as 

a node of target n2, and relation r is being defined as the association link between n1 

and n2. 

 

Fig. 2.1 Subject-relation-object representation 

So we should define the main component in the ontological structure, which is 

called concept (C). A concept is an ontological object, material or non-material, 

spatial or non-spatial. A name (or label) is provided to represent a concept (and al-

so relation). A sign is also a valid description to define a concept. A sign is used to 

signify a concept which is a definition from Semiology, a sign system (Guiraud 

1975). A name (or sign), in lexical level, called a lexicon, is used to declare a con-

cept. The lexicon structure is defined as: 

L=(GC, GR, refC, refR) 

Where 

• GC is a set of named elements called a lexicon entry for concepts C 

• GR is a set of named elements called a lexicon entry for relations R 

• refC is a set of lexicon references for concepts C, where refC ⊆ GC ×C 

• refR is a set of lexicon references for relations R, where refR ⊆ GR ×R 

In this lexicon structure, a concept can be referenced by a single or multiple lexi-

cons, and also a single lexicon can be referred to multiple concepts. An ontology 

structure is therefore defined by both the core ontology structure S and lexicon 

structure L: O=(S, L). 

2.2.2   Ontological Taxonomy 

Ontology structure contains taxonomy relations and non-taxonomy relations. The 
taxonomy relation of concepts forms a hierarchical tree-based structure to model 
ontology knowledge. Taxonomy is a type of classification system, classifying ob-
jects with parent-child relationship. The difference between ontological relations 
and non-taxonomical relations would be like (Figure 2.2): “Jazz” and “Classical” 
are the subtype of “Music” (taxonomical relation). While a classical music of In-

dia is another relation between “Classical” and “India” (non-taxonomical relation). 
 

 
Fig. 2.2 Taxonomical relations and non-taxonomical relations in ontology 

Music 

Jazz Classical 
India 
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The taxonomy is ontology in the form of a hierarchy. It forms a “is a” relation, 
such that child is-a type of parent (subtype). In the example shown in Figure 2.2, 
Jazz is a type of Music, India is a Country of Asia. Taxonomy is found every-
where in information system, as simple as web directory, news category, Topic 
Maps (ISO/IEC SC 34/WG3 2008), etc. 

2.2.3   Ontological Relations 

Ontological relations are more than taxonomy relations. Many ontologies defini-

tion contains parent-child relation (taxonomy) and also part-whole relation (par-

tonomy). A taxonomy divides a concept into species of kinds (e.g. “Jazz and 

“Classical” are types of “Music”), while a partonomy divides concept as a whole 

into different parts (e.g. “India” and “China” are parts of “Asia”). Ontology in-

cludes both taxonomy and partonomy relations as shown in Figure 2.3. 

 

Owuke"

Lc¦¦" Encuukecn"

Cukc""

Kpfkc" Ejkpc"

Vczqpqo{"
Rctvqpqo{"

 

Fig. 2.3 Taxonomy and partonomy relations in ontology  

Combining taxonomy and partonomy relations creates transitive taxonomy re-

lations for the concept like: “Indian classical music” is a type of “Asian music”, 

but not “Indian classical music” is a part of “Asian music”. Another example is 

given in Figure 2.4: “Dog leg” is a type of “Animal leg” 

Cpkocn"

Ecv" Fqi"Fqi""

Ngi" Jgcf" Vczqpqo{"
Rctvqpqo{" 

Fig. 2.4 Taxonomy and partonomy relations in ontology  

From the view of top-level ontology, ontological relations can be distinguished 

into three types according to the nature of universals or particulars of the object it-

self (Schwarz and Smith 2008): 
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1. Universal to universal – the related objects are both universal. For example: 

both universals “Animal” and “Dog” form a parent-child (“is a”) relation. Such 

that: “Dog” is a (an) “Animal”. Another example: both universals “India” and 

“Asia” from a part-whole (“is part of”) relation, such that “India” is a part of 

“Asia”. 

2. Instance to universal – one related object is universal while the other one is a 

particular. It is a type of instantiation relations between two objects. For exam-

ple: a particular dog named “Lucky” from an instantiation relation to the uni-

versal “Dog”, such that “Lucky” is a “Dog”.  

3. Instance to instance – the related objects are both particulars. For example, the 

particulars “Lucky’s Leg” and “Lucky” from a part-whole (“is part of”) relation 

in the level of instances, such that “Lucky’s Leg” is a part of “Lucky”.   

A graphical representation of the above examples is given in Figure 2.5. 

 

Fig. 2.5 Ontological relations by universals and particulars example  

Figure 2.6 shows another example of the ontological relations between univer-

sals and particulars: Universal to universal – both universals “India” and “Asia” 

from a part-whole (“is part of”) relation, such that “India” is a part of “Asia”.  

Instance to universal – a particular country named “India” from an instantiation 

relation to the universal “Country”, such that “India” is a (an) “Asia Country”. In-

stance to instance – a particular “Asia Country” from a parent-child (“is a”) rela-

tion in the level of instances, such that “Asian Country” is a “Country”. 

There are more relations in the figure, which are neither taxonomy, partonomy 

nor instantiation. They are the relations between “India” and “Classical”, “Asia” 

and “Asia Country”. These ontological relations should be named specifically, for 

example: “India” produces “Classical Music”, or “Classical Music” produced in 

“India”.  “Asian Country” resides in “Asia”, or “Asia” consists of “Asian Coun-

try”.  This conforms to the subject-relation-object pattern as described in ontologi-

cal structure, as “India” (subject) “produces” (relation) “Classical Music”  

(object), or “Asian Country” (subject) “resides in” (relation) “Asia” object. 

Animal 

Cat Dog 
Dog  

Lucky Head 

Taxonomy 

Partonomy 

Instantiation 

Lucky’s Leg Lucky’s Head 

Leg Head 
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Fig. 2.6 Ontological relations by universals and particulars example 

The logic of relations defines the inclusion of class membership, and the instan-

tiation transitive relations, so that:   

• Assume A is a B: if x is instance of A, then x is instance of B 

“Lucky” is an instance of “Dog”, so “Lucky” is an instance of “Animal” 

• Assume A is a part of B: if x is instance of A, x is not instance of B 

“Lucky’s Leg” is an instance of “Leg”, but “Lucky’s Leg” is not an instance of 

“Dog” 

• Assume A is a B: if x is related to A, then x is related to B 

“Asia” consists of “Asian Country”, so “Asia” consists of “Country” 

• Assume A is part of B: if x is related to A, then x may be related to B 

“Classical Music” produced in “India”, so “Classical Music” produced in 

“Asia” 

Such that the transitive relations of instantiation and other named relations are 

summarized in Table 2.1. This table defines that the “is a” relationship has inheri-

tance characteristic so that if a concept is a sub-type of some other concept, that 

concept inherits all the relations properties of the super-type one, while the “part 

of” relationship has that inheritance characteristic for only some situations: 

Table 2.1 Transitive relations characteristic 

relation is a part of instantiation others 

is a  + + + + 

part of – + – + / – 

2.2.4   Lexical Relations  

Existing lexical databases such as WordNet and HowNet define semantic relations 

between lexicons. They are typical lexical relations that can be transformed to an 

ontology structure. WordNet defines different types of ontological primitives and  

 



2.3   Ontology Engineering Tools 19

 

lexical relations, and these lexical relations are able to map on to ontology (Maed-

che 2002). The matching of lexical relations in WordNet to ontological such as 

taxonomy (hyponymy), partonomy (meronymy), and antonymy can be figured 

out:   

Lexical Hierarchy 

WordNet uses synsets, sets of semantic relation – synonym, to organize lexical in-

formation in meaning. Hyponym in WordNet is an important semantic relation 

that organizes lexical terms into meaning. The hyponymy system is a lexical hier-

archy organizing nouns in relations of subordination (subsumption or class inclu-

sion). The lexical hierarchy formed by nouns in WordNet is an inheritance system 

so that taxonomy can be built correspondently. Definitions of these relations in 

WordNet are: 

• Hypernym – defines a whole class of specific instances: W1 is a hypernym of 

W2 means that W2 is a kind of W1. 

• Hyponym – defines a member of a class: W1 is a hyponym of W2 means that W1 

is a kind of W2. 

Parts and Meronymy 

The part-whole relation between nouns is also defined as a semantic relation 

called meronymy in WordNet. This relation has an inverse such that if W1 is a me-

ronym of W2 then W2 is said to be holonym of W1. Hyponyms can inherit mero-

nyms features, that mean if W1 and W2 are meronyms of W3, and W4 is a hyponym 

of W3, then W1 and W2 are also meronyms of W4 by inheritance, like the transitive 

feature in ontological relation. Definitions of these relations in WordNet are:  

• Meronym – defines the member of something: W1 is meronym of W2 if W1 is a 

part of W2.  

• Holonym – defines a whole-part relation: W1 is a holonym of W2 if W2 is a part 

of W1.  

Antonymy 

Antonymy is semantic opposition of nouns defined in WordNet. Deadjectival 

nouns are the most common nouns for this opposition, such as the words “happi-

ness” and “unhappiness”. Typical example also includes the words “men” and 

“women”, being defined that W1 is antonymy of W2 if W1 is not W2. 

2.3   Ontology Engineering Tools  

Ontology engineering tool or an ontology editor is an application that helps ontol-

ogy engineers and domain experts to create and maintain ontology. These applica-

tions manipulate ontology in different kinds of ontology languages, providing on 

screen ontology management functions such as creation, edit, verification, import, 
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export, etc. Examples of such applications include Protégé, Onto-Builder,  

OntoEdit, Construct, etc (Denny 2009). 

2.3.1   Protégé Ontology Editor 

Protégé is a free and open source ontology editor for creating domain model and 

knowledge based information system with ontologies (Protégé 2009). It is being 

developed by Stanford University. Protégé editor supports various ontology lan-

guages such as RDF, RDF(S), DAML+OIL, XML, OWL, Clips, UML, etc. Two 

main methods of modeling ontologies support in Protégé include: 

• A frame-based ontology modeling is in accordance to Open Knowledge Base 

Connectivity (OKBC 1995). This model consists of a set of classes representing 

domain concepts in subsumption hierarchy (ontological taxonomy), a set of as-

sociated slots in classes representing the properties and relationships (ontologi-

cal relations), and a set of instances of those classes (instantiation). See the 

screen of this modeling method in Protégé (Figure 2.7). 

• An OWL (OWL 2004) based ontology modeling for the Semantic Web (W3C 

Semantic Web 2009) (see Chapter 4). OWL is a language describing classes, 

properties and their instances. It formally specifies how to derive the logical 

consequences of the ontology, and aimed for developing Semantic Web  

applications. See the screen of this modeling method in Protégé (Figures 2.7  

and 2.8). 

  

Fig. 2.7 The Protégé-Frames editor for OKBC ontology modeling 
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Fig. 2.8 The Protégé-OWL editor for OWL ontology modeling 

2.4   Ontology Learning from Text  

Text is the most direct resource of human knowledge. Human beings write texts 

about what they view, what they know, and what they think about the world, so 

they are descriptive data that enable human to share and exchange their knowl-

edge. Although analyzing textual data by computer is not an easy task, many me-

thodologies on ontology learning from text have been widely developed in recent 

years (Maedche 2002, Buitelaar and Cimiano 2008). Most of them use artificial 

intelligent approaches to develop the methodologies, and the automatic text learn-

ing process is the goal of these researches. They use many artificial intelligent  

approaches such as information retrieval, machine learning, natural language proc-

essing, statistical mathematics, etc. to build the ontology learning system. How-

ever, the ontology learning outcome is sometimes not satisfactory to represent 

human knowledge. This is because computational ontology is defined explicitly, 

but knowledge in textual data is vague and implicit. There are difficulties to con-

vert an implicit knowledge from text to a formalized ontology representation, in 

terms of both its quantity and quality. Quantity refers to that the ontology learning 

outcome is not comprehensive enough to express the whole knowledge domain, 

and they should have missed out some useful knowledge inside the text. Quality 

refers to that the ontology learning outcome cannot express the knowledge rele-

vantly. In other words, the formalized knowledge from automatic learning process 

is partly irrelevant or wrongly generated.  

In view of knowledge engineering, automatic ontology learning from text is 

very helpful in formalizing ontology knowledge. With the use of automatic  
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ontology learning method, the ontology can serve for two main purposes: First, the 

ontology outcome can improve the performance of traditional information system 

by increasing the intelligent ability with embedded basic ontology knowledge. Al-

though the embedded ontology is incomplete for the entire knowledge domain, it 

is still relevant to enhance the performance by intelligence. Second, the ontology 

outcome can serve as an intermediate ontology, or a base ontology for human to 

further develop and revise it. The incomplete ontology or an ontology with unsat-

isfied quality can aid human to develop a desired ontology for the knowledge do-

main, as they are not required to build the entire ontology from scratch. 

The degree of knowledge formalization describes different steps in ontology 

learning process. It defines different levels of knowledge data to be extracted step-

by-step from text learning method. In brief, the extraction process should be 

started from the raw text data (text document in natural language text) to the final 

ontology knowledge representation. The degree of knowledge formalization con-

tains seven different levels for learning unstructured textual content to ontology 

and logical rules (Navigli and Velardi 2008), as represented in Figure 2.9. 

 

 

Fig. 2.9 Degree of knowledge formalization in seven levels  

Common ontology learning processes include five main steps in cycles (Mead-

che 2001), they are: 

1. Extraction – to extract ontology components such as lexicons, terminologies, 

glossaries, taxonomies, and ontological relations from text sources. 

2. Pruning – the ontology which created from extraction, import and reuse is 

pruned to fit its primary purpose. 

3. Refinement – a human process made to the pruned ontology as to complete the 

ontology at a fine granularity. 

4. Application – application of the ontology serves as a measurement and valida-

tion of the ontology 

Document repository 

Terminology 

Glossary 

Thesaurus 

Taxonomy 

Ontology 
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5. Import and reuse – Import, reuse and merging existing ontology by mapping 

result. This is to refine and update the existing ontology by new learning result. 

The domain ontology learning process from text mainly consists of the steps of 

learning terminology (terminology extraction or glossary extraction) and learning 

taxonomies (taxonomical relations extraction).  

2.4.1   Learning Terminology  

Terminology refers to a set of words or word phases that specifically used in a 

domain text. The automatic terminology extraction has widely been discussed in 

some past researches (Velardi et al. 2007, Park et al. 2002, Navigli and Velardi 

2004). The methods focus on the combination of natural language processing 

techniques, statistical measurement, and text mining with pattern matching algo-

rithms (Kalvans and Muresan 2001). Most of these automatic terminology or glos-

sary extraction methods work at the lexical level which refers to the term (a word 

or word phase) that used in a domain text. 

Terminology can be described technically by a graph-theoretic object. The 

graph object consists of nodes associated together by links, and the whole struc-

ture indexed by version number (Smith et al. 2006). The common components of 

terminologies n are defined as a triple: 

>=< dSpn p ,,  

• A preferred lexical term t signed for the terminology 

• Any synonyms Sp which the term may have 

• A definition d for the term and its synonyms 

A formal definition of terminology can be provided by description logic as to re-

cord information about terminologies in graph-theoretic object. The named nodes 

in the terminology graph are defined respectively as n1, n2, n3,…. The links associ-

ated to the named nodes are defined as L1, L2,…. Different versions of the termi-

nology are defined as v1, v2,…. The terminology definition is then an ordered  

triple: 

>=< nvLNT ,,
 

where N is a set of nodes n1, n2, n3,… for every n is a triple of >< dSp p ,,  with p 

as a preferred lexical term., Sp as a set of synonyms, and d as the definition. The 

link is defined as L in which it consists of an ordered pair <r, Lr>, which includes 

a relation r and an ordered pairs of preferred lexical terms that defined as Lr = <p, 

q>. Finally the vn is a versions number. 

Extracting lexical terms by frequency measurement 

A typical information retrieval approach to extract a lexical term is the tfidf  

measurement (Oddy 1981). The tfidf measurement is used to measure a term  
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importance, for extracting important and relevant lexical terms in a document cor-

pus D. The tfidfl,d of the lexical term t for the document d is defined as 

⎟⎟⎠
⎞⎜⎜⎝

⎛
=

t

dtdt
df

D
tftfidf log*,,

 

where tft,d is the frequency of occurrence of the lexical term t in a document d, and 

the dft is the overall document frequency containing the lexical term t. By the tfidf 

measurement, terms that appear too rarely or too frequently are weighted lower 

than an average, aimed to filter irrelevant terms. The tfidf value for a lexical term t 

is defined as: 

∑
∈

=
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dtt tfidftfidf ,: ,   ℜ∈ttfidf  

where D is a document corpus and ℜ is a threshold that defined to filter out ir-

relevant lexical terms.  

Learning Domain terminology by probabilistic measurement 

Learning terminology basically relies on analyzing a domain classified text cor-

pus. A high frequency term in a corpus is identified as a terminology. OntoLearn 

(Navigli and Velardi 2004) uses two probabilistic measurements called Domain 

Relevance (DR) and Domain Consensus (DC) respectively to measure terminol-

ogy terms for domains. The suggested DR is a quantitative measurement of the 

amount of information captured within a target domain corpus with respect to a 

larger collection of corpora. For example, given a corpus with n classified do-

mains {D1,D2,…,Dn}, the Domain Relevance (DR) is defined as 
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where 
ktf ,

is the observed frequency of the term t in the domain Dk documents in 

the corpus. The extracted terms by DR measurement is assigned by the second 

measurement DC. The DC is a second analysis taking into account not only the 

overall observed frequency of a term in a corpus, but also its existence in a single 

document. The term t in documents 
kDd ∈ is measured by a stochastic variable 

estimation throughout all
kDd ∈ . The Domain Consensus (DC) is defined as: 
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All non-domain candidate terms are thus filtered by combining measurement of 

DR and DC: 

ktkt DCDR ,, βα +  

where )1,0(, ∈βα . This probabilistic measure provides a practical approach for 

extracting domain terminologies based on lexical term. 

2.4.2   Learning Taxonomy  

Domain taxonomy learning refers to three-step processes: terminology extraction, 

glossary extraction and taxonomical relations extraction. Taxonomy learning can 

be grouped into three main areas (Velardi et al. 2007): 

1. Methods based on manually and automatically created regular expressions  

applied to text documents. 

2. Methods based on statistical measurement of terms extracted from text  

documents.  

3. Methods based on dictionary parsing.   

All of the three methods have some drawbacks. First, the method based on regular 

expression is a simple lexical pattern created for matching on the text documents. 

The pattern matching is created by phrase like “is a”, “is called”, “is a type of”, 

etc. Creating these patterns is time consuming and error prone, and it does not 

guarantee the quality of matching results. Language dependency is also a concern 

for creating the lexical pattern. Second, the method based on statistical measure-

ment is mostly based on the comparison and analysis of the contextual features of 

terms, such as hierarchical clustering algorithm (Cimiano et al. 2004). This auto-

matic analysis method creates a taxonomy result that is difficult for human under-

stating. As a result, it is difficult for doing evaluation by a human judgment since 

all the kind-of relations are learnt by statistical measurement, including noise and 

idiosyncratic data. Finally, the method based on dictionary parsing is highly relying 

on human constructed dictionary, disadvantages such as circularity of definitions 

and overgenerality has been discussed in past research (Ide and Véronis 1994). 
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Chapter 3 
Text Information Retrieval   
3   Text Information Retrieval 

Abstract. Text information retrieval is the most important function in text based 

information system. They are used to develop search engines, content manage-

ment systems (CMS), including some text classification and clustering features. 

Many technologies about text information retrieval are well developed in the past 

research. This chapter reviews those information retrieval technologies and some 

related algorithms which are useful for further development into ontology learning 

method.  

3.1   Information Retrieval Model  

With the rapid growth of Internet technologies, huge amount of web information 

are now available online. Information retrieval (IR) on web is so becoming a very 

important research area. Most of the web documents are created in the form of un-

structured or semi-structured text. Traditional IR on text data including text classi-

fication, text clustering, and text-based search engines are mostly processed on 

keyword-based. Keyword-based text retrieval model gives inaccurate result in 

many IR systems and also lacks of intelligence features. Intelligent IR system ap-

plies computational knowledge model, or computational ontology, to enhance the 

retrieval algorithms. Intelligent IR systems improve the performance, in terms of 

its accuracy, over traditional IR systems to gain effective result in nowadays in-

formation environment.  

There are three common traditional information retrieval applications: content 

searching, text classification/clustering, and content management. Most of these 

use statistical or machines learning approaches such as tf-idf, support vector ma-

chine (SVM), k-NN, neural network, and fuzzy set system to support text analysis 

in many application developments.  

3.1.1   Term Weighting Model  

The common approach of text information retrieval is to represent text document 

content by sets of content identifiers (or terms). Term importance is the main  

measurement in this approach as every single term may have different importance 

(weight) to the information domain. Documents in this model are thus represented 

by a collection of weighted terms. For example, a given document dj, is  
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represented by a collection of terms T = <t1, t2, …, tm> where ti represents the im-

portance values, or weight, of term i assigned to document dj.  

The term weighting system varies among different approaches, but is mostly 

based on counting the term frequency in a document. For example, a collection of 

n documents indexed by m terms are presented by an m x n term by document ma-

trix A=[aij]. For each aij in the matrix A is defined as the observed (or weighted) 

frequency of term i which occurs in document j. Table 3.1 and Figure 3.1 show an 

example of term-by-document matrix for m = 8 and n = 7. 

Table 3.1 Content of terms and documents 
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Fig. 3.1 8 x 7 term-by-document matrix for 7 documents and 8 terms 

3.1.2   Text Classification  

A text classification system refers to constructing a classifier in which, given a set 

of classes C={c1, c2, ..., ci} and a document d, find out the most relevant class ci of 

which the document d belongs to. The classifier is a function fi(d)å{0,1} express-

ing the relevancy value of the document d for the class ci. A classical text classifi-

cation model consists of documents as the input, process with natural language 

processing, feature extraction, feature weighting, feature reduction, classification 

engine, and then being classified into relevant classes or categories. Here we re-

view three common classification approaches for the classification engine, they are: 

1. Statistical classification, 2. Functional classification, and 3. Neural classification. 
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Statistical classification  

A typical algorithm from IR for classification is the Rocchio algorithm (Rocchio 

1971). It is based on statistical measurement technique and the vector space model 

(VSM) with TF/IDF weighting, where tf-idf is defined as: 
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where tft,d is the frequency of occurrence of a lexical term t in a document d, and 

the dft is the overall document frequency containing the lexical term t. In this ap-

proach, the semantic of document is represented by a collection of lexical terms 

occurring in it. In addition, the weighting is normalized by cosine normalization 

for adjusting the weights to fall in the [0,1] interval, so that every document is rep-

resented by a vector of equal length: 
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Another typical probabilistic technique for text classification is the Naïve Bayes-

ian classification. It measures the probability that a document d belongs to a class 

ci,, where the d is represented by a vector of terms {t1,t2,…,tn}. This is described by 

the conditional distribution: 
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where p(ci) denotes the probability of any document belonging to the class ci, and 

the left side is the conditional probability of the document with a vector of terms 

{t1,t2,…,tn} that belongs to class ci. Assuming that the order of term occurrences is 

independent from the classification, the conditional probability can be computed 

as: 

∏
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Functional classification   

In functional classification, every document is represented as a dot in a multidi-

mensional space, where the size of the dimensional space is equal to the size of 

term number. Some simple and effective functional classifications include the  

k-Nearest-Neighbors (kNN) and support vector machines (SVM). 

kNN (Kwon & Lee, 2003) approach measures the similarity or distances be-

tween documents. When all documents are represented as a dot in a multidimen-

sional space, kNN considers the k-nearest (most similar) neighbors to the new 

documents (Figure 3.2). The document is classified to the class if all the k-nearest 
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neighbors belong to that same class. Otherwise, if all the k-nearest neighbors do 

not belong to a same class, the document is classified to the largest group of 

classes of the neighbors.  

"  

Fig. 3.2 kNN classification approach 

Neural classification  

Neural classification uses the technique of artificial neural network (ANN) as its 

classification model. The ANN is an electronic network of “neurons” based  

on the neural structure of the human brain. Neurons consist of nodes and links. 

Input and output values are composed of nodes, while weights composed of links 

(Figure 3.3). 

 

Fig. 3.3 Inputs, output and function in a neuron  

• xi is the set of input values 

• wi is the associates weights of the inputs 

• g is the function of the sums of weights, and it maps the results to output 

• y is the output value 

The neurons are organized into multi-layer to form a multi-layer perception 

(MLP) neural network, for example, a 3-layer neural network as shown in Figure 

3.4. The neural network uses a feed forward, back propagation (BP) method to do 

the classification. 

g+
. . . . 

x1 

x2 

xm 

w0 

w1 

w2 

wm 

v g(v) 
y 

x0 



3.1   Information Retrieval Model 31

 

 

 

Fig. 3.4 3-layer structure of neural network classification  

3.1.3   Text Clustering  

Text clustering is the process of grouping text documents to its related classes of 

topic area. Traditional and popular algorithms include single-link and complete-

link hierarchical methods, K-means partition methods, Rocchio TFIDF methods, 

and Support Vector Machines (SVM) methods. Most of these methods operate on 

similarity measurement. This is to measure the similarity between two feature vec-

tors in common feature space, let’s denote the two feature vectors: ),...,( 1 mxxx =
→

 

and ),...,( 1 myyy =
→

. The widely used similarity functions include Euclidean dis-

tance, known as L2 norm: 
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Another similarity measure, measuring the similarity between two vectors by find-

ing the cosine of the angle between them, is known as cosSim (cosine similarity): 
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Hierarchical methods use distance function between clusters. K-means method 

depends on the notion of a cluster centroid. Centroid is defined as u(C) of a cluster 

C which is the mean of the group of points that forms the cluster: 
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3.2   Feature Selection and Reduction 

Text classification and clustering always involve high dimensional space. The 

problem of high dimensionality is the increase in the number of terms, which will 

increase the time for processing and also increase noises for the classification and 

task.  Feature selection and reduction are therefore important processes to decrease 

the dimensional space. By using feature selection, text classification uses smaller 

number of terms for processing. The main challenge of feature selection process is 

how to measure the importance of terms and the optimum number of terms selected 

or filtered, in order to attain a higher classification or clustering performance.  

Feature selection can improve the accuracy and efficiency of text classification 

by filtering irrelevant and redundant terms from the corpus (Yang and Pederson 

1997). Common feature reduction techniques are principal component analysis 

(PCA) (Lam and Lee 1999) and latent semantic indexing (Sebastiani 2002). PCA 

(Duda et al. 2001, Wang and Nie 2003) maximizes the total scatter in all classes 

and result in retention of non-discriminative information (Busagala et al 2008). 

Canonical discriminative analysis (CDA) can be applied to acquire more discrimi-

native information. PCA is applied on a set of training corpus. From the term 

weighting model, for N documents in the training corpus },...,,{ 21 NTTTD =  

with n-dimensional term space, each text document is represented by a feature 

vector T which is defined as: 

T

ntttT },...,,{ 21=  

where n is the term size (dimensionality) and ti represents the term frequency of 

term i occurring in document Di . T is the transpose of the vector. 

In principal component analysis, total covariance matrix ∑ of the training 

documents corpus },...,,{ 21 NTTTD =  is defined as: 
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where M is the total mean vector of the training document corpus and is defined 

as: 
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The eigenvalues and eigenvectors of training sample are defined as: 

),...,2,1( niiii
=Φ=Φ∑ λ  

Feature vectors are then reduced and obtained by selecting m principal compo-

nents from the following definition and thus high-dimensional space is reduced to 

the size of m: 
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Other common feature selection methods including Information Gain (IG) (Quin-

lan 1986) and Chi-square statistics are able to improve text clustering performance 

(Liu et al. 2003).  In IG measurement, the number of bits of information obtained 

for a category prediction is calculated by observing the presence or absence of a 

term in a document. The information gain of term t to a category c is defined as: 

∑ ∑
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In Chi-square ( 2χ ) statistical measurement, features (terms) that have high de-

pendency on a category can be selected. 2χ  works on measuring the dependency 

degree of a term t from a particular category c. A two-way term-to-category con-

tingency table (Table 3.2) is filled up with the observed term frequency Oi,j where 

},{ tti ¬∈  and },{ ccj ¬∈ . Therefore, Ow,c is the observed frequency (number) 

of documents in category c which contains the term t; Ot, ¬c is the observed fre-

quency of documents which are not in category c and contains the term t; O¬t,c is 

the observed frequency of documents which are in category c and do not contain 

the term t; and O¬t, ¬c is the observed frequency of documents which are neither in 

category c nor contain the term t.  

Table 3.2 Term-to-category contingency table 
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The observed frequency is compared to the expected frequency Ei,j where  

},{ tti ¬∈  and },{ ccj ¬∈ . Ei,j and 2χ  for term t and category c are defined as: 
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Basically, features can be selected based on the higher 
2χ values, where lower 

2χ  values are recognized as irrelevant term to the category, and hence reduced 

the size of the feature space.  
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3.3   Search Engine Modeling  

Search engine is a practical application that uses the information retrieval (IR) 

techniques for large amount of text collections. Search engines are developed for 

various applications like desktop file search, enterprise search and the most obvi-

ous application – web search engine.  

Search engine consists of two major processes: they are the indexing process 

and querying process. The indexing process further breaks down into the process 

of text acquisition, text transformation, and index creation (Croft et al 2010). The 

indexing process takes text documents as inputs, and then creates a document in-

dex as output. The document index is a sort of indexed terms or features of docu-

ment in the document database. The querying process is then further broken down 

into the process of querying transformation, an IR model, and ranking. The query-

ing process takes the document index as input, goes for the querying process, and 

then creates retrieval document as the result (Figure 3.5). 

 

 

Fig. 3.5 Search engine process and its components  

A web search engine gathers web documents (HTML) as the input source of 

indexing process. It therefore requires a process of capturing (or crawling) the web 

documents to form the document database. Web mining technique is always used 

for the process. The process usually supports automatic crawling (web mining ro-

bot), and is often preprocessed by some text analysis such as automatic document 

classification, and clustering will also be done before the indexing process. 

Web Mining  

Traditional data mining is also known as knowledge discovery (KDD) in database. 

This is an emerging research that using computational power to discovery  
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knowledge and interested rules from a large database. It provides more efficient 

means of analyzing data in scientific or business application we are unable to han-

dle the otherwise. Data mining is a semi-automatic process to discovery knowl-

edge, rules, pattern in data store, and is implemented with several technologies 

such as artificial intelligence, machine learning, computational statistics, etc. 

In web mining, the entire World Wide Web is treated as the large database for 

mining the interested knowledge or data. The data source is retrieved from differ-

ent web servers connected to the Internet, and the data might be in any format but 

mostly HTML. There are different tasks of web mining. First, web structure min-

ing is the process of extracting links and the organization in single or in collabo-

rating with other web sites. It is used to find out the web site structure in order to 

get all web files (HTML) from the target web server. Second, web usage mining is 

similar to the data mining approach in processing web log file data, which can au-

tomatically extract patterns of user accessing a particular web page. Web logs or 

user logs are the main data source for this web mining task. This is aimed to ex-

tract more knowledge, useful data and information about the users. And last, web 

content mining is to analyze the content of the extracted web files (mostly 

HTML). This web content mining process deals with semi-structured HTML and 

try extract text contents and related information. This content is used for further 

process such as used for the search engine indexing. Web mining is therefore a 

necessary process for building a web search engine, for collecting the web docu-

ments as the source documents. 

3.4   Evaluation Methods  

Error rate is the most practical measurement to evaluate the information retrieval 

model. This measurement is aimed to calculate the retrieval accuracy, in terms of 

precision, recall, and f-measure. It is done by first observing the retrieval correct-

ness from the result, as shown in Table 3.3:  

Table 3.3 The table of retrieval result 

 Relevant Irrelevant 

Retrieved TP FN 

Not retrieved FP TN 

• TP (True Positive) –  the number of relevant documents, retrieved as relevant 

• FP (False Positive) –  the number of relevant documents, not retrieved as rele-

vant 

• FN (False Negative) –  the number of not relevant documents, retrieved as not 

relevant 

• TN�(True Negative) – the number of not relevant documents, not retrieved as 

relevant. 
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3.4.1   Performance Measurement 

Precision – It measures the accuracy of the retrieval model, by calculating the 

percentage of correctly retrieved documents to the whole retrieved result set. It is 

defined by: 

FPTP

TP
precision

+
=  

Recall – It measures the ability of the retrieval model to retrieve correct docu-

ments from the whole data set, by calculating the percentage of correctly retrieved 

documents to all the documents that should be retrieved. It is defined by: 

FNTP

TP
recall

+
=  

F-measure – It measures the harmonic average of precision and recall. It is  

defined by: 

recallprecision

recallprecision
measuref
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Web Data Semantics  
4   Web Data Se mant ics 

Abstract. The current web system is largely built on HTML. HTML is originally 

designed for human consumption only. Therefore they are not designed to “under-

stand” the web content on their own. Enriching web contents with semantic data is 

aimed to solve this problem. Semantic web is a kind of this technology which adds 

more structural markup data to the semi-structured information in HTML page. 

This semantic markup data gain benefits in machines understandability. Therefore 

it can enhance agent application to process web content. There is also close rela-

tionship between ontology and semantic web as ontology is the key elements for 

building up of semantic web content. 

4.1   Semantic Web  

The semantic web is designed for not only providing web data for human uses, but 

also creating the data that the machines can process. The main vision of semantic 

web is to create machines-processable data and define how machines act to the da-

ta and make a web system become more intelligent.  

We need the semantic web because web information is overloaded nowadays. 

Since the amount of web data is too much for human consumption, we need ma-

chines to help us to do a lots of information processing before it deliver to us. This 

information processing such as information filtering, searching, and recommenda-

tions require high machine-intelligence, the technologies of semantic web enable  

us to development such kinds of intelligent system efficiently. The adoptions of 

semantic web technologies can benefits many organizations in their current busi-

ness process and improve its efficiency. Daconta et al (2003) described some ideas 

of what a semantic web can utilize the greatest benefits of organizations, and it is 

revised as shown in Figure 4.1. 

Decision Support and Marketing 

The semantic web consists of knowledge as its core component, and it is in ma-

chine-processable data that enable a machine to analyze and return certain useful 

result to uses. These analytical results can aid for decision making and marketing 

purposes. Machines can even give a certain expert advice or recommendation to 

the user, provide more valuable knowledge to aids decision making. 
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Fig. 4.1 Classification model and its sub-processes 

Intelligent Business and Management 

Traditional business applications such as e-commerce and customer relationship 

management provide only static data, such as product information, transaction re-

cords, customer information, etc. Semantic web has reasoning ability that can be 

used in matchmaking for e-business. It helps in associating potential customers 

with business partners or sales components. This intelligent business and man-

agement features create more opportunities for profit in an organization. 

Information Sharing and Knowledge Discovery 

Traditional information systems store data in its proprietary database and it is not 

designed for sharing and reuse in other systems. Even with the data export feature 

of one system may create difficulties for using and understanding it in another sys-

tem. However, the semantic web technologies define data (knowledge) not only 

machine-processable, but also application-independent. That means the data 

(knowledge) can be easily exchanged, shared, and reused in other systems for 

processing. This application-independent data provides information sharing ability 

and also enhances the knowledge discovery feature. This is because different sys-

tems react with the data differently and so it may derive new knowledge by its 

reasoning logics and its own knowledge.  

Administration and Automation 

With the features of machine-processable data, information sharing, and intelli-

gent reasoning, a lot of administration and tasks automation can be developed for 

e-business solutions. The automated tasks may include: finding a certain product 

on Internet, processing with the buying task, booking air tickets and hotels, nego-

tiating the price, searching for a good restaurant, etc. These automated tasks can 

be developed in an intelligent agent model, so that the agent can operate on behalf 

of its host (user) to complete the desired task automatically and intelligently with-

out human intervention. 

 

Knowledge 

Semantic web 

Decision Support and 

Marketing 

Intelligent Business   

and Management 

Administration and  

Automation 

Information Sharing and 

Knowledge Discovery 

Intelligent Information 

Retrieval 



4.1   Semantic Web 39

 

Intelligent Information Retrieval 

Traditional information retrieval systems such as classification system and search 

engine rely on keyword data, because they are not embedded with any processable 

knowledge. This kind of systems is inefficient because keyword based information 

retrieval task is lacking of high precision, in the sense that it always return invalid 

results that do not match users’ need. Semantic web technologies overcome this 

problem by developing a knowledge-based information retrieval system. A know-

ledge-based information retrieval task always returns more accurate result than a 

keyword-based information retrieval task. Therefore the semantic web can handle 

an information retrieval task with more intelligence. 

4.1.1   W3C Semantic Web  

Existing web technologies rely on HTML. HTML is originally designed for hu-

man consumption only. The problem of the existing web architectures is that ma-

chines are unable to process. The semantic web is designed to solve this problem, 

by enriching web content with markup data. This markup data means to add more 

structural information to the semi-structured information in HTML page. This 

markup data gain benefits in machines understandability. Therefore it can enhance 

agent application to process web content. There is also close relationship between 

ontology and semantic web as ontology is the key element for building up seman-

tic web content. This section describes the semantic web defined by W3C (W3C 

semantic web 2007), which is about the underlying concepts and technologies 

supported for developing a semantic web.  

The Semantic Web Stack 

Figure 4.2 visualizes the semantic web stack by W3C. It is separated into different 

layers that enable to develop a semantic web. Starting from the bottom layer, the 

self-describable markup language, XML, is being used, it enables data exchange 

across the web, but it does not represent any meaning and knowledge embedded in 

the data. So RDF (Resource Description Framework) and RDF schema are defined 

and to be built on top of XML, it can be used to model the abstract representation 

of data-meaning and data-semantics, this data-semantic in RDF (based on XML) 

hence can be easily processed and understood by software agent. Finally, the on-

tology knowledge is modeled in OWL. OWL defines more detail about properties, 

classes, relationship between classes, cardinality, equality, etc. SPARQL defines 

the query language for semantic web data. This comprises the lower layers (data 

layer) in the semantic web stack. The upper layer of semantic web architecture 

consists of proof and trust. It describes the issues of accessibility and credibility of 

the distributed data. Web application could do reasoning about the confidence of  

the derived result based on these layers.  
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Fig. 4.2 Semantic Web stack 

4.2   Semantic Modeling 

Semantic modeling in information technologies refer to mapping or formalizing 

human knowledge to some kinds of language syntax (Allemang and Hendler 

2008). Human knowledge are usually expressed in unstructured natural language 

which is very difficult for computer processing, therefore we need some structured 

language syntax to model the underlying “semantics” behind the natural language. 

The main idea of semantic modeling is to associate a term in a statement with a 

concept in the real world that the term refers to. Various technologies have been 

developed to handle the semantic modeling task. According to the ability to ex-

press the knowledge, we simplify those semantic modeling techniques in the lev-

els from weak to strong semantics (Daconta et al 2003), as shown in Figure 4.3. 

 

Fig. 4.3 The semantic modeling techniques in levels 
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4.2.1   Taxonomy 

Taxonomy describes knowledge in hierarchical structure or in the semantics of the 

parent/child relationship. Taxonomy is a type of classification system in the form 

of class and sub-class relation. A typical taxonomy is the animal classification in 

biology. For example, animal is classified into chordata, arthropoda, mollusca, an-

nelidia, etc, and chordate is further classified into aves, reptilian, amphibian, 

mammalia etc, and mammalia contains human, cat, dog, etc. Taxonomy is useful 

in describing living things in the real world and it has had a profound role in biol-

ogy for a long time. Taxonomy can also be found everywhere in information tech-

nology environment, such as the folder structure in a computer drive, and the “site 

map” of a web site. For example, the content of a finance web site can be classi-

fied into investing, news & experts, personal finance, etc, and investing can be 

further classified into today’s market, market event etc. and finally today’s market 

contains the hyper links to market overview, market update, etc. (Figure 4.4). 

 

Fig. 4.4  Example of a financial site map organized in a taxonomy hierarchy 

4.2.2   Thesaurus 

Thesaurus can be defined as “controlled vocabulary arranged in a known order 

and structured so that equivalence, homographic, hierarchical, and associative 

relationship among terms are displayed clearly and identified by standardized 

relationship indicators” (ANSI/NISA Z39.19-1993 [R1998], p.1). Therefore, it 

describes knowledge more than the taxonomy. The relationships among terms in 

a controlled vocabulary are used to associate the meaning of a term with the 

meaning of other terms. WordNet is an example of thesaurus for English and 

HowNet for Chinese. Table 4.1 shows different types of semantic relations and 

their examples: 
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Table 4.1 Examples of semantic relations in thesaurus 

 Relationship Type Example 

    Equivalence  

        Synonymy “HK” / “Hong Kong” 

    Homographic  

          Homonym “Mouse” (animal) / “Mouse” (input device) 

    Hierarchical  

          Hypernym “Mouse” / “Mammal”  (child-of) 

          Hyponym “Mammal” / “Mouse” (parent-of) 

          Meronym “Window” / “House” (part-of) 

          Holonym “House” / “Window” (has-part) 

    Associative  

          Cause-effect “Accident” / “Injury” 

          Attribute-host “Color” / “Cloth” 

          Material-product “Grapes” / “Wine” 

          Location-event “Hospital” / “Medical treatment” 

          Event-role “Medical treatment” / “Patient” 

4.2.3   Topic Maps 

Topic Maps is an ISO international standard for the representation of structured 

information model. It is a kind of semantic web technology, and it is used to rep-

resent the relationships between abstract concepts and information resources. 

Topic Maps model can be therefore divided into two separated spaces: 1. Topic 

space – consists of topics that represent concepts in the real world, and 2. Re-

source space – consists of resource files that are electronic files such as web pag-

es, text documents, multimedia files, etc. Topics related together by association 

connection to form concepts and it relates resource file by occurrence connection 

(Figure 4.5). Topic maps can be expressed in XTM file syntax (Figure 4.6). 

 

Fig. 4.5 The semantic modeling techniques in levels 
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Components in Topic Maps 

• Topics – a machine-processable format to represent anything about electronic 

resources, or non-electronic resource (or real world things such as people, plac-

es, events, etc.). 

• Associations – used to represent the relationship between topics to form  

concepts. 

• Occurrences – used to represent or refer to a resource about a concept formed 

by topics. 

 

Fig. 4.6 XTM example 

4.2.4   Ontology 

Ontology is the strongest semantic modeling techniques among the other tech-

niques discussed above. The word ontology is borrowed from philosophy. In 

computer science, an ontology precisely defines a term about a specific domain, 

represents an area of knowledge, and standardizes the meaning. According to 

Gruber (1993), “an ontology is an explicit specification of a conceptualization”. 

Ontology usually consists of a set of vocabulary (concepts), taxonomy, relation-

ships, properties, etc. Therefore, it can model an area of knowledge in a stronger 

“semantic” sense than the taxonomy and thesaurus. Table 4.2 presents the compo-

nents of an ontology. 

Table 4.2 Components of an ontology 

    Component Description 

    Classes Set of concepts that describe objects  

    Instances Particular things of objects  

    Relationships Associations about meaning among those things  

    Properties Property values of those things 

    Functions Functions and processes describing those things 

    Constraints Description logic and rules describing those things 

<topic id="ax"> 

<baseName> 

<baseNameString>AX Finance Inc.</baseNameString> 

</baseName> 

<occurrence> 

<resourceRef xlink:href="http://www.axfinance.com/"/> 

</occurrence> 

</topic> 
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4.2.5   Ontology Languages for the Semantic Web 

Ontology language is the markup language which can be used to model the data 
semantic architecture in the data layer of the Semantic Web architectures. The 
language available to markup the ontology and data semantic for semantic web in-
cludes XML, RDF, RDFS, DAML + OIL and OWL. 

 

Fig. 4.7 Language for ontology modeling 

Extensible Markup Language XML  

XML is the most basic markup language for data exchange between machines. It 
is structured format to enable processing by machines. XML with specific DTD or 
XML schema specifies the syntactic conventions, but the required data semantics 
are not defined in XML data and therefore upper markup language is required to 
build on top of XML. 

Resource Description Framework (RDF) 

A language framework by W3C recommendation has defined the meta-data de-
scription of web-based resource. RDF presents data in subject-predicate-object tri-
ple written as P (S, O), and can be visualized by a labeled edge between two nodes 
as shown in Figure 4.8. This triple notation allows object playing the role of a 
value, which enables the chaining of two labeled edges in a graphical visualiza-
tion, as shown in Figure 4.9. 

" 

Fig. 4.8 RDF subject-predicate-object triple 

" 

Fig. 4.9 RDF triple relations 
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The RDF triples P (S, O) is defined as: hasAuthor(article001, person002), hasTi-

tle(article001, “Science of nature”), hasName(person002, “John Ken”) which 

can be serialized in RDF/XML syntax as shown in Figure 4.10. 

 

<rdf:Description about="http://domain/article001"> 

 <hasAuthor rdf:resource="http://domain/person002"/> 

  <hasName rdf:resource="John Ken"/> 

 </hashAuthor> 

 <hasTitle rdf:resoource="Science of nature"/> 

<rdf:Descrtiption> 

 

Fig. 4.10 RDF example 

RDFS (RDF-Schema) 

RDF schema is used to describe the meaning of data in RDF, providing additional 

facts to RDF instance. Machines process RDF by mapping RDF data information 

from one RDFS from one to another. RDFS allows ontology developer to define a set 

of vocabularies for RDF data (e.g. hasAuthor, hasTitle, hasName) and specify the 

types of object with these properties that can be applied to, thus it is defined the rela-

tionship exists between two things (an existence). It also models the class-subclass, 

property-subproperty relationship that is common in an ontology model, defining the 

generalization-hierarchies of the properties and classes used in RDF data. 

Web Ontology Language (OWL) 

OWL provides greater machines readability of web content compared to RDF and 

RDFS, by adding more vocabularies to describe properties and classes: such as re-

lationship between classes (e.g. disjointness), cardinality (e.g. exactly one) which 

is not supported in RDFS. OWL therefore provides more expressive markup for 

ontology data for the semantic web. OWL is built on top of RDF and RDF Sche-

ma, and use the XML syntax of RDF (Figure 4.11). W3C Web ontology working 

group has defined OWL as three sublanguages: 1. OWL Full, 2. OWL DL, and 3. 

OWL Lite. Each sublanguage is defined for use by specific communities of im-

plementer and users (W3C OWL 2004). 

 

<owl:Ontology> 

<owl:Class rdf:about="#associateProfessor">  

 <owl:disjointWith rdf:resource="#professor"/>  

 <owl:disjointWith rdf:resource="#assistantProfessor"/> 

/owl:Class>  

</owl:Ontology> 

 

Fig. 4.11 OWL example 
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4.3   Semantic Annotation and Information Retrieval 

Annotating web information in RDF/OWL meta-data is the key process for build-

ing up a Semantic Web. The annotation process (Handschuh & Staab 2003, 

Schreiber et al. 2004) requires combining the semantic content and data created by 

a large team of people. Semantic annotation process can be done manually or 

semi-automatically, CREAM (Handschuh & Staab 2003) is an example tool for 

building up annotation meta-data. However, using manual or semi-automatic an-

notation approaches assumes that the web information is static. Annotating dy-

namic source of web information requires fully automated annotation process, 

which is a more difficult task. Semantic annotation requires the ontology of the in-

formation domain (Soo et al. 2003). An annotation data is the context of the in-

stantiation to ontology (instances of some classes that form the ontology) attached 

to or linked by an HTML document. HTML page deployed with an annotation da-

ta makes the information presented with semantic meaning and in more structured 

data format (such as RDF, OWL).  

Traditional information retrieval systems focus on text-based retrieval and they 

are usually based on keyword matching. A problem of text-based retrieval system 

is that user might not have entered enough and explicit terms in their query. This 

is caused by many reasons such as users perhaps do not have complete knowledge 

of the domain, so that they usually cannot provide appropriate and exact keywords 

to construct a good query. Simple query expansion for finding more related terms 

in user query also suffers from creating too many unrelated terms, and thus re-

duces the precision in search result.   

Semantic searching is the approach of searching information in more abstract 

“semantic” level instead of simply keyword matching (Gao et al. 2005). This can 

be done if the documents are well annotated with semantic meta-data (with vari-

ous ontologies knowledge support). It requires more supports in the upper layer of 

the semantic web architecture to enable semantic searching. They are rules and 

logic, by which the search logics are defined for semantic matching, mapping and 

retrieval. While data are being annotated and stored underlay the top layer, which 

are data and ontology layers. 
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Chapter 5 

Ontology Modeling Framework  
5   Ontology Mo deling Fra mewor k 

Abstract. We have defined a knowledge representation model in Knowledge-

Seeker called Ontology Graph, which is used to represent domain ontology and it 

can support ontological information search and management. The proposed On-

tology Graph is a graphical based knowledge generated by semantic relations of 

Chinese words, and that semantic relations are formed by the ontology learning 

process automatically. This chapter first overviews the KnowledgeSeeker system 

and then presents the background idea and the implementation details of the pro-

posed Ontology Graph. 

5.1   KnowledgeSeeker – The System Overviews 

KnowledgeSeeker is a comprehensive system framework which defines and im-

plements the components of: 1. Ontology Modeling (the ontology structure), 2. 

Ontology Learning (the learning algorithm), 3. Ontology Generation (the format), 

and 4. Ontology Querying (the operations), as shown in Figure 5.1. 

 
Document 

 --------------------------------------------------------------------------------------------------------------------------------------------

 

  

Fig. 5.1 Four modules in KnowledgeSeeker system framework 
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The KnowledgeSeeker can be used to develop various ontology-based intelli-

gent applications by using the four defined ontological components. These intelli-

gent applications include such as knowledge-based information retrieval system, 

knowledge mining system, predication system, personalization system, intelligent 

agent system, etc. Therefore, the entire KnowledgeSeeker system framework 

breaks up into four modules for handling different kinds of ontological process: 

Module 1 – Ontology Modeling  

The ontology modeling module defines the conceptual structure that is used to 

represent the ontology data (knowledge) in the KnowledgeSeeker system. This is a 

kind of knowledge representation method and the knowledge is represented as On-

tology Graph which will be described in the following of this chapter.  

Module 2 – Ontology Learning  

The ontology learning module concerns about the method of knowledge acquisi-

tion from texts. It defines the method of conceptualizing a domain of knowledge. 

The method is based on a statistical text learner, and the conceptualization process 

is about transforming knowledge of text into a machine-processable format, i.e. 

the defined Ontology Graph in Module 1. Figure 5.2 presents the knowledge com-

ponents of ontology learning from text and the ontology learning module and its 

algorithm will be described in Chapter 6.  

 

Fig. 5.2 Knowledge components of ontology learning from text 

Module 3 – Ontology Generation 

The ontology generation module formalizes the conceptual ontology model into a 

structural file format. The process uses a text corpus to generate domain ontolo-

gies in the form of Ontology Graph, and it visualizes the Ontology Graph in a 

graphical format. The ontology generation module and its definition will be de-

scribed in Chapter 7. 

Module 4 – Ontology Querying 

The ontology querying module defines how system operates with Ontology 

Graphs. It is an important module that enables the use of KnowledgeSeeker  
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system to develop various intelligent applications. The module defines operations 

such as Ontology Graph matching and querying that make the Ontology Graph da-

ta operable in developing various applications, such as text classification system, 

and text searching system. These applications can also be used to evaluate the per-

formance of the querying methods, and the validness of the domain knowledge 

generated in the form of Ontology Graph. The ontology querying module will be 

described in Chapter 8.  

5.2   Background of Signs System and Ontology 

The sign system in semiotics or semiology, is the study of sign, languages, codes, 
sets of signals, etc. Some important features of sign had been proposed for Ontol-
ogy development (Sowa 2000). Concept is the most important knowledge object 

in Ontology system, the very challenging issue in developing Ontology system is 
how to define Concept. Language (voice or text) can create Concept, and it is the 
most common communication methods used by human to express knowledge. 
This type of communication requires Sign (a voice, a visual object, or a word, etc.) 
for concept formation. The idea of using Sign for concept formation aids the de-
velopment of Ontology system. This chapter introduces the sign system (semiotics 
and semiology), and how its features can be adopted to develop Ontology model 
in KnowledgeSeeker. 

5.2.1   The Semiotics 

Semiotics is the study of sign. It was first introduced by Peirce CS, a philosopher 
and logician. Semiotics concerns with finding meaning and representation of the 
real world things in many forms, and usually in the form of text. The term text in 
semiotics refers to a message which has been presented in some form, such as in 
audio (voice), video (visual), and writing (words). A sign in texts thus refers to a 
sound, an image, or a word, to form the medium of communication.   

The semiotics is divided into three branches: 

1. Syntax – the study of relations of signs among each other. 

2. Semantics – the study of relations of signs to the things in the world, which the 

signs refer to.  

3. Pragmatics – the study of relations of signs to those (people) who use them to 

refer to things in the world. 

The Sign in Semiotics 

The sign is a stimulus pattern that has a meaning (Port 2000). We make meaning 

by creating and interpreting the sign. There are three kinds of signs in Semiotics: 

1. Icons – simply the sign physically resembles what it stands for. 

Examples: a picture of a person stands for a particular person, a picture of a 

dog stands for a dog, a “no-smoking” icon sign stands for “no-smoking”, etc. In  
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this kind of sign, the icon means what it is: you see a person sign – it means the 

person; you see the dog sign – it means the dog; and you see the “no-smoking” 

sign – it means “no-smoking”. 

           

Fig. 5.3 A sign represented by Icons 

2. Indexes – indexical signs that are indicators of some fact or condition. 

Examples: a person smiling indicates he is happy, a dog baking indicates it is 

angry. Different from the Icon sign, in that you did not see “happy” or “angry” 

from the sign, but you indicate it.  

3. Symbols – the sign represents something in a completely arbitrary relationship, 

and the relationship between the symbol and meaning are subjectively defined. 

A symbol related to a meaning is just by what it had been defined, but had no 

any physical resembling meaning likes Icon sign, and also had no logical indi-

cation meaning like Index sign. Languages are the most important symbolic 

sign system in semiotics. In written linguistic system, word is an example of 

symbols. 

Examples: the words “Human”, “人”, “ひと”, “Dog”, “狗”, “いぬ” stand for 

what they had been defined by social convention (different forms of word in 

US, Chinese, and Japanese society). They had neither physical iconic meaning 

nor indexical meaning, but may represent for the same thing by different sym-

bolic signs. 

Linguistic Sign in Saussurean Semiology 

Saussure (1983) introduced semiology, and it was focused on linguistic sign, such 

as word. Semiotics by Peirce (1931-58) is a broader study of language and logic in 

the branches of syntax, semantics and pragmatics, while saussurean semiology fo-

cuses on studying the linguistic sign system, which is important field to analyze 

the meaning of language system and the creation of ontology by language.  

In saussurean semiology, a sign is composed of a “signifier” and a “signified”. 

The “signifier” can be described as the form that the sign takes (word as a linguis-

tic sign), and the “signified” can be described as the concept to which the sign re-

fers. “The linguistic sign does not unite a thing and a name, but a concept and a 

sound image” (Saussure 1983). The Saussure’s sign model is being composed of: 

• A “signifier” – the form that the sign takes 

• A “signified” – the concept to which the sign refers 
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Fig. 5.4 Saussure’s sign model 

The model of the saussure’s sign is shown in Figure 5.4. In the model, the whole 
sign is the association of the “signifier” and the “signified”. The model of the asso-
ciation between the “signifier” and the “signified” is defined as “signification”. The 
“signification” is shown by the arrows from both directions in Figure 5.4.  

Example 5.1 

• The signifier – the word “Tree” 

• The signified concept – the tree (a plant) in the real world 

"
"
"
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Fig. 5.5 Signification between concept and word 

Example 5.2 

• The signifier – the word “樹” 

• The signified concept – the tree (a plant) in the real world 

"
"
"
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Fig. 5.6 Signification between concept and word 

The Sign Relations 

An individual sign is not able to reflect things in the real world, but it requires the 

entire system of sign. (Jameson 1972). The entire system of sign is actually  
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composed of relations between different signs, as a sign has no absolute values,  

relations between signs can create more value and meaning, as shown in  

Figure 5.7. 
 

 

Fig. 5.7 Relations between signs 

5.2.2   The Sign System for Concept Formation 

A semiotic consists of the relation between a representamen (an icon, index, or 

symbol) and a referent, the object to which the representamen refers. We create a 

interpretant through this semiotic relation. This relation forms an excitation called 

Concept that is able to identify the symbol as referring to the referent. The triadic 

relation between the representamen, referent and interpretant refers the meaning 

triangle (Ogden and Richards 1923) as shown in Figure 5.8. 
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Fig. 5.8 The Meaning Triangle (Ogden and Richards 1923) 

The meaning triangle consists of the following to compose a sign: 

• The representamen – the kind of the sign, either an icon, an index, or a symbol. 

In particular, a word can be defined as a symbolic sign for the represenamen.  

• The referent – a thing, an object, or an event in the real world that the represen-

tamen refers to.  

• The interpretant – a concept, or a sense that made by the association of repre-

sentamen and referent.  

Signified 

Signifier 

Signified 

Signifier 

Signified 

Signifier 
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Example 5.3 
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Fig. 5.9 The meaning triangle of the symbol “Dog” 

Relations and Semiotics 

Integrating the theory of Peirce’s semiotics and Sassure’s semiology, the sign 

meaning is formed by relating between different signs and there are three different 

forms of relation in a sign system (Krieg 2007), as shown in Figure 5.10: 

• Object relation (O) – the referent that the sign refers to. 

• Representamen relation (R) – the kinds of sign (a word symbol) or the signifier 

that the sign is represented. 

• Interpretant relation (I) – the concept, meaning, or the signified concept that the 

sign had made by the relation.  

Ukip"
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Fig. 5.10 Signs and relations 
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5.2.3   The Meaning of Words 

There are four basic grammatical categories of words: 

1. Nouns – linguistic variables that identify general classes of objects, entities, or 

activities. 

Example: dog, people, house, table, chair, building, age, height… 

2. Adjectives – linguistic terms that modify and describe subclasses of entitles.  

Example: big dog, happy people, small house… 

3. Adverbs – linguistic terms that qualify subclasses of adjectives 

Example: very big dog, very happy people, really small house… 

4. Verbs – grammatical center of predicates that express an act, an event, an oc-

currence, a mode of being, etc.  

Example: eat, fight, go, make, produce, damage, walk, fly… 

Verb is the major part of speech in a sentence. A verb is “a sign of something said 

of something else, that is, of something either predicable of or present in some 

other thing” (Aristotle). Verbs are always identified as predicates (formal logic) in 

a sentence, to indicate a state of being (expressing existence), and action verbs 

(expressing actions process, events or occurrences) (Abdoullaev 2008). Verbs are 

there divided into four basic categories: 

1. Universal verb – expressing existence 

2. State verb  – expressing state 

3. Action predicates – expressing change or action 

4. Relative predicates – expressing relation or association 

Ontological and Word Triples  

In computing ontology, such as RDF and OWL, concepts and their relationships 

are defined as ontological triples (also called an ontological statement). The onto-

logical triples are defined as 
 

 

Fig. 5.11 Ontological triples 

In the sentence level, the fundamental structure must consist of a noun (or noun 

phrase) as a subject, a verb as a predicate and another noun (or noun phrase) as an 

object to commit and express the ontological triples. This gives the fundamental 

meaning of a sentence in the language system. The verb as a predicate is used to 

connect and relate all nouns together to express associative meaning.  The compo-

nents in a sentence that make up the triple are defined as: 

Sentence å Noun (Subject) + Verb (Predicate) + Noun (Object) 

Predicate Object Subject 
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Relations using verb to connect and associate two Nouns can be transformed to 

the Verb function and the word network for noun is created by more than one tri-

ples as shown in Figure 5.12. 

Sentence å Verb (Noun, Noun), Så V (N, N) 

P" P" P"

P" P" P"

P" P" P"

X" X"

X" X"

X" X"

X"

X"

 

Fig. 5.12 Word network by word triples 

Example 5.4 

• Sentence = “Tom has dog” 

• Subject (Noun) = “Tom” 

• Predicate (Verb) = “has” 

• Object (Noun) = “dog” 

• Sentence function = has (tom, dog) 

• Ontological triple: 

 

 

Fig. 5.13 Sentence triple for word network 

5.2.4   The Semantics of Relations   

Relations are the most essential elements to create concepts. Creating meaning by 

language also requires analyzing the relations between words in a sentence (or in a 

text). Words occurring in a single sentence create relationship or association be-

tween them (e.g. by sentence triples). Relating those words together is the major  

 

“has” “dog” “Tom” 

Predicate Object Subject 

Verb Noun Noun 



58 5   Ontology Modeling Framework

 

 

method to create concept and meaning. Different types of relations between words 

create different semantics (meaning). Dictionaries such as WordNet (Miller 1998)  

and HowNet (Dong 1998) have defined different types of relations for creating as-

sociative structure between words (see Chapter 1), for example: the super-ordinate 

and sub-ordinate (or the hyponymy and hyperonymy) relations are the major rela-

tions defined to characterize the meaning of noun in those dictionaries. Recall the 

Kant’s categories presented in Chapter 1, the categories define the concept of un-

derstanding as quantity, quality, relation, and modality, and it further  

divides the relation in the three sub-categories: 

• Inherence and Subsistence (categorical) – the predicate to the subject 

• Causality and Dependence (hypothetical) – the cause to its effect 

• Community (disjunctive) – the parts of the whole, or the relation of community 

Coherence Relations 

Coherence cannot exclusively lie in the text (Gernsbacher 1990), and the coher-

ence relations are used to represent the construction of a coherent mental of the 

situations described by the text (Louwerse 2002). Coherence relations are ex-

pressed in three different types: 

Types 

• Causal – the cause-effect relations of two events provide the basis for rational 

decision making in human thinking. Cause-effect relations in text are mostly 

implicit but there are some linguistic expression in text explicitly expressing 

this type of relations: 

Examples: A so B, A because B, A therefore B, A since B, A hence B… 

• Temporal – the relation involving time. Knowledge about the temporal order in 

text importantly expressing how two events relate to each other.   

Examples: A before B, A after B, A while B, A when B, A until B… 

• Additive – the relation between two events is based on their equivalency, either 

conjunctive or comparative. In other words, the addictive relation can be used 

to express the relevancy between two events or objects with respect to others as 

a whole. 

Examples: A further B, A moreover B, A similarly B, A alternatively B… 

Polarities and Directions 

Two different kinds of polarities 

• Positive – A B (+)  

• Negative – A B (–) 
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Three different kinds of directions 

• Forward – A B 

• Backward – A B 

• Bi-directional – A B 

Table 5.1 Coherence Relations (Louwerse 2001, Mancini and Shum 2006) 

Type Polarity Direction Examples 

Casual  Positive Backward A because B 

  Forward A so B 

  Bi-directional / 

 Negative Backward A although B 

  Forward A nevertheless B 

  Bi-directional / 

Temporal Positive Backward A before B 

  Forward A after B 

  Bi-directional A while B 

 Negative Backward A until B 

  Forward Until A. B 

  Bi-directional / 

Addictive Positive Backward / 

  Forward A moreover B 

  Bi-directional A similarly B 

 Negative Backward / 

  Forward A however B 

  Bi-directional A alternatively B 

5.3   Ontology Graph Overviews  

The Ontology Graph is a novel approach used in KnowledgeSeeker system to 

model the ontology of knowledge in text or in an application domain. The Ontol-

ogy Graph consists of different levels of conceptual units, in which they are asso-

ciated together by different kinds of relations. It is basically a lexicon system 

(terms) that linked up among each other to represent a group (a cluster), to  

formulate concepts and represent meanings. The conceptual structure of an On-

tology Graph consists of many terms with some relationships between them, so 

that different conceptual units are formed like a network model, as shown in  

Figure 5.14: 
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Fig. 5.14 Conceptual units as a network model  

The Ontology Graph model mainly consists of two types of objects, they are: 1. 
Nodes – representing terms, and 2. Relations – representing associations between 
nodes. These two components in the Ontology Graph define the basics of concep-
tualizing knowledge in a computer processable form. 

5.3.1   Nodes in Ontology Graph 

Nodes in Ontology Graph are defined in two different types: 

• Term Node – An individual term node in the Ontology Graph. It is the most ba-

sic conceptual unit in the Ontology Graph represented by a single term, a mean-

ingful term (a sequence of characters), which contribute to defined concepts. 

• Concept Node – Multiple term nodes grouped in a cluster in the Ontology 

Graph. The concept node is formulated by any cluster of nodes with relations, 

representing a certain concept by grouping some high semantically similar 

terms together.  

Example 5.5 

Figure 5.15 shows an example of a group of nodes with the following nodes of 

terms and relations: 

• A set of nodes N = {n1, n2, n3, n4} represents four terms where n1=“David”, n2= 

“Eat”, n3= “Apple”, and n4= “Happy”. 

• A set of relations R={r1, r2, r3} represent the links between nodes where r1 = n1 

×  n2, r2 = n2 ×  n3, r3 = n1 ×  n4 

By the definition of concept formation, any group of nodes with relation in the ex-

ample includes: (n1, n2), (n1, n2), (n1, n2, n3), (n1, n2, n3, n4), etc… and therefore we 

can define concept nodes for M = {m1, m2, m3, m4, ,…} from the example. Four ex-

amples of formulated concept nodes are illustrated as following: 

• Concept m1 = (N1, R1) where N1 = {n1, n4} and R1 = {r3} representing: 

n1:“David”  å n4:“Happy” or can be written as: “David is happy”. 



5.3   Ontology Graph Overviews 61

 

 

p3<Fcxkf" p4<Gcv"

p6<Jcrr{" p5<Crrng"

t3"

t4"t5" o6"o4"o3"

 

Fig. 5.15 A formation of meaning with terms - example  

• Concept m 2 = (N2, R2) where N1 = {n2, n3} and R1 = {r2} representing: 

n2: “Eat”  å n3:“Apple” ” or can be written as: “Apple is eaten”. 

• Concept m 3 = (N3, R3) where N1 = {n1, n2, n3} and R1 = {r1, r2} representing: 

n1:“David”  å n2:“Eat”  å n3:“Apple” ” or can be written as: “David eats the 

apple”. 

• Concept m 4 = (N4, R4) where N1 = {n1, n2, n3, n4} and R1 = { r1, r2, r3} represent-

ing: n4:“Happy”  å n1:“David”  å n2: “Eat”  å n3:“Apple” ” or can be written 

as: “David eat the apple happily”. 

Besides defining the nodes as a word sign, a node can be also defined by a symbol 
(a symbol can be regarded as a picture also).  As shown in Figure 5.16, the word 
sign - “Apple” can be replaced by a symbol sign, which actually has the same 
meaning to the word “Apple”, and the word sign - “David” can be also replaced by 

the real photo, which actually representing the same meaning of the same person 
named “David”. In this situation, everything in the world is just a sign, different 
sign can be signified to a concept, no matter the sign is in what form (it can be a 
word, a symbol, a photo of a person, or whatever it can signify concepts). There-
fore, both Figures 5.15 and 5.16  actually contribute to the same meaning as a 
whole, with four same concepts comprised of: 

p4<Gcv"

p6<Jcrr{"

t3"

t4"t5" o6"o4"o3"

"

p3"

p4"

 

Fig. 5.16 A formation of meaning with symbols - example   
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5.3.2   Term Nodes in Ontology Graph 

To define a lexical word as a term node in Ontology Graph, we need to select a 

word that is “meaningful” in human perspective. In natural language system, the 

four basic grammatical categories of words are: noun, adjective, adverb, and verb. 

However, we select only three of them to be included as term node in creating On-

tology Graph. They are: noun, adjective and verb. Nouns are also divided into 

common noun and proper noun according to its nature. Other words including  

adverb are filtered and excluded from the Ontology Graph, as shown in the  

following: 

Inclusion of Term Node in the Ontology Graph 

Words that are valid to represent a Term Node are normally defined by the follow-

ing part-of-speeches (POS): 

• Common Noun - A term that refers and describes a person, place, thing, state or 

quality, etc. 

Examples: dog, people, house… / “My dog in the house” 

• Proper Noun – A term that name people, places, and things. 

Example: David, Polytechnic University, Sony… / “David eats the apple” 

• Adjective - A descriptive terms that describe and modify the meaning of a noun 

Example: big, happy, fast… / “David is happy” 

• Verb – A term that describes an action or a state 

Example: eat, fight, go…/ “David eats the apple” 

Exclusion of Term Node in the Ontology Graph 

Non-meaningful words that are filtered and excluded in representing a Simple 

Node are defined by the other part-of-speeches (POS) as follow: 

• Adverb – A term that describe a verb, adjective or adverb  

Examples: very, really, happily… / “David eats the apple happily” 

• Pronoun  – Replace a noun  

Examples: she, he, they… / “My dog is in the house” 

• Preposition – Links a noun to other words  

Examples: to, in, for…  / “My dog is in the house” 

• Conjunction – Joins two words, clauses or sentences  

Examples: and, but, so… / “David eats the apple and David is happy” 

• Interjection – A short exclamation in a sentence  

Examples: well, hi, oops… “Hi! How are you?” 

These types of word which are excluded are normally defined as stop-word that 

are removed from the information retrieval processing, i.e. it is assumed there is 
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no (or less) contribution to defining meaning for including these words for the in-

formation retrieval system. The POS of words in Ontology Graph are summarized 

in Table 5.2: 

Table 5.2 Summary of POS in IG  

POS Examples Inclusion 

Common Noun dog, people, house + 

Proper Noun David, Polytechnic University, Sony + 

Adjective big, happy, fast + 

Verb eat, fight, go + 

Adverb very, really, happily – 

Pronoun she, he, they – 

Preposition to, on, for – 

Conjunction and, but, so – 

Interjection well, hi, oops – 

Therefore, Ontology Graph contains the following words for representing a Term 

Node: 

• NCN – A node which is represented by a common noun of word 

• NPN – A node which is represented by a proper noun of word 

• NADJ – A node which is represented by an adjective of word 

• NV – A node which is represented by a verb of word 

The Example 5.5 is thus modified as follows (Example 5.6): 

Example 5.6 

• A set of nodes N = {n1, n2, n3, n4} represents the words where n1=“David”/NPN, 

n2= “Eat”/NV, n3= “Apple”/NCN, and n4= “Happy”/NADJ. 

• A set of relations R={r1, r2, r3} represents the links between nodes where r1 = 

n1 ×  n2, r2 = n2 ×  n3, r3 = n1 ×  n4 

Four different types of relations are represented in Table 5.3: 

Table 5.3 Types of relations - example 

Relations Details Descriptions 

r1 
NPN  ×  NV Proper Noun to Verb 

r2 
NV  ×  NCN Common Noun to Verb 

r3 
NPN  ×  NADJ Proper Noun to Adjective 
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Fig. 5.17 Example of meaning formation  

5.3.3   Words Function 

Differentiating every word node from the kinds of {NCN, NPN, NADJ, NV} aims to 

model the different functions of language. Different POS of word plays different 

role in language for communication. Although the use of language in text is very 

vague, and different POS of word does not guarantee to express a particular lan-

guage function explicitly, the POS of word is still playing an important role to re-

flect different kinds of meaning, especially for the two types of function – under-

standing and feeling. 

5.3.3.1   The Function of Language 

The function of language established by Jakobson R consists of six elements as 

summarized in Figure 5.18 and Table 5.4: 
 

 

 

Fig. 5.18 Jakobson’s model of the function of language 

 

Contact 

Code 

Addresser Addressee Message 

Context  
(Referent) 
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Table 5.4 Factors of Communication and Functions of Language 

No. Factor Function Purpose 

1 Context Referential Expressing information 

2 Addresser Emotive Expressing feelings or emotions 

3 Addressee Cognitive Expressing influence 

4 Code Metalingual Expressing interaction 

5 Contact Phatic Establishing social relationship 

6 Message Poetic Part of the message 

5.3.3.2   Understanding and Feeling 

Among the six factors of communication as shown in Table 5.4, our approach  

focuses on the context and addresser factor, which correspondingly refer to the 

referential and emotive function. Analyzing these two functions of language are 

useful for extracting information and emotion expression in text, and they are 

used to model the knowledge of understanding and feeling. The simplified 

knowledge definition by referential function and emotive function are described 

as follows: 

• Referential function – a function describing objective or cognitive of the world 

• Emotive function – a function describing subjective and expressive of a person 

 

 

Fig. 5.19 The functions of language and knowledge 

The objective expression (referential function) in language means to describe the 

general understanding about things in the real world, such as facts, objects,  

or events, etc. It is relevant to express the knowledge about an objective domain  

 

Language 

Referential function Emotive function 

Real world understanding Personal feeling 

The integrated knowledge 



66 5   Ontology Modeling Framework

 

 

(areas of arts, science, history, etc). The subjective expression (emotive function) 

in language means to describe the personal feelings of people, such as behavior, 

emotion, or passion, etc. It is relevant to express the knowledge about a person, 

every person may have their unique personal knowledge besides the knowledge of 

some object domain, and there are differences between each other. In other words, 

the referential function can be used to analyze and define the concept of domain 

ontology which is more “objective”, while the emotive function can be used to 

analyze and model the concept of personal ontology (about the feeling of a per-

son) which is comparatively more “subjective”. 

Expressive

Cognitive
Adjective

Subjective

Objective
Verb

Language
 

Fig. 5.20 The functions of language and knowledge 

Noun is a self-described symbol about an object in the real word, Verb and ad-

jective in language can be used as predicates or functions of noun, e.g. Sentence 

å Verb (Noun, Noun) and Sentence å Adjective (Noun). Both verb and adjective 

can be classified into two types of function that are referential function and emo-

tive function (Table 5.5). Referential function of verb is used to express objective 

knowledge; emotive function of verb is used to express subjective knowledge. Re-

ferential function of adjective is used to express cognitive knowledge; emotive 

function of adjective is used to express expressive knowledge. The classification is 

expressed in Figure 5.20, and the examples are given in Table 5.6. The word-link 

is denoted by A—refå B for referential link, and A—emoå B for emotive link, 

and are transformed to the following functions: 

• REF_VERB(A, B) – Objective expression 

• EMO_VERB(A, B) – Subjective expression 

• REF_ADJ(A, B) – Cognitive expression 

• EMO_ADJ(A, B) – Expressive expression 

Table 5.5 Referential and Emotive function of Verb and Adjective 

 Verb Adjective 

Referential function OBJECTIVE COGNITIVE 

Emotive function SUBJECTIVE EXPRESSIVE 
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Table 5.6 Factors of Communication and Functions of Language 

Type Function Expression Example 

Verb Referential function  Objective eat, play, see 

 Emotive function  Subjective love, hate, surprise, fear 

Adjective Referential function  Cognitive fast, tall, heavy, green 

 Emotive function  Expressive good, beautiful, interest-

ing, cute 

5.3.3.3   Meaning and Information  

According to the word-link stand in the logical of inclusion, intersection, or exclu-

sion, they are classified into three types of association functions (Figure 5.21: 1. 

Taxonomic, 2. Semantic, and 3. Diacritical (Guiraud 1971). 

 

Fig. 5.21 Relation types expressing different nature of knowledge 

Every type of words and word-links are therefore further classified into the dimen-

sion of associative functions, and different grammatical categories of words are 

limited to be associated with different association functions: 

• Taxonomic function (Inclusion) – only the same typed grammatical categories 

of words can be associated together. 

Examples: Mammal (NOUN) å Vertebrate (NOUN), Good (EMO_ADJ) å 

Beautiful (EMO_ADJ), Green (REF_ADJ) å Light Green (REF_ADJ), Color 

(NOUN) å Green (NOUN) 

• Semantic function (Intersection) – any grammatical categories of words can be 

associated together. 

Examples: Tree (NOUN) å Leave (NOUN), Leave (NOUN) å Green 

(REF_ADJ), Beautiful (EMO_ADJ) å Tree (NOUN), Tree (NOUN) å See 

(REF_VERB) 

• Diacritical function (Exclusion) – according to the word association in taxo-

nomic and semantic functions 

Examples: Tree (NOUN) å Leg (NOUN), Bad (EMO_ADJ) å Beautiful 

(EMO_ADJ), Leave (NOUN) å Gold (REF_ADJ), Tree (NOUN) å Eat 

(REF_VERB) 
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5.4   The Implementation of Ontology Graph  

The actual implementation of an Ontology Graph (OG) adopts the theory and defi-

nitions of above discussed Ontology Graph model. The conceptual representation 

and the class implement hierarchy are given in this section. The implementation of 

Ontology Graph is used as the fundamental knowledge representation model in 

KnowledgeSeeker, for ontology storage, learning, querying, and building ontology-

based applications.   

5.4.1   The Conceptual Structure of Ontology Graph 

Figure 5.22 presents the conceptual view of Ontology Graph which is created 

based on the structure of term nodes and relations. The Ontology Graph consists 

of four types of Conceptual Units (CU) according to their level of complexity ex-

hibiting in knowledge. We define four Conceptual Units (CU) – any objects 

(nodes) in the Ontology Graph that give semantics expression. All of these Con-

ceptual Units are linked up and associated by Conceptual Relation (CR) within 

each other, to comprise the entire conceptual structure of Ontology Graph, and to 

model an area (a domain) of knowledge.   

  

Fig. 5.22 Conceptual structure of Ontology Graph (OG) in KnowledgeSeeker 
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5.4.1.1   Conceptual Units in Ontology Graph 

The four Conceptual Units (CU) definitions, their natures and the levels of knowl-

edge according to their complexity are described as follows: 

• Term (T). The smallest conceptual unit that extracted in the form of a meaning-

ful word (a sequence of characters), those consist of “meaning” in human  

perspective. 

• Concept (C). A number of Term (T) grouped together with Conceptual Rela-

tions (CR) between each other form a Concept (C), it is the basic conceptual 

unit in the Concept Graph (CG). 

• Concept Cluster (CC). A number of Concept (C) related to each other form a 

Concept Cluster (CC). It groups similar meaning of concepts in a tight cluster 

representing a hierarchy of knowledge. 

• Ontology Graph (OG). The largest, entire conceptual unit grouped by Concept 

Clusters (CC) is defined as Ontology Graph (OG). It represents a comprehen-

sive knowledge of a certain domain.  

5.4.2   The Class Diagram of Ontology Graph 

The implementation of Ontology Graph can be represented by a class relationship 

structure. Different levels of conceptual unit in Ontology Graph are represented by 

different classes in the implementation. The class diagram (relationships and hier-

archies) is shown in Table 5.7 and Figure 5.23. 

Table 5.7 Class Relations of Ontology Graph Implementation 

Level Conceptual Units Class Relations 

Domain level Ontology Graph OntologyGraph OntologyGraph 

  å InterdependencyGraph 

        å ConceptNode 

          [WordNode / ConceptCluster] 

Group level Concept Cluster ConceptCluster ConceptCluster 

   å ComplexNode 

        å Word 

Concept level Concept ComplexNode ComplexNode 

   å Word 

Lexicon level Word SimpleNode SimpleNode 

   å Word 

     [Verb / Adjective / Noun] 
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Fig. 5.23 The class relationship of Ontology Graph 
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Chapter 6 

Ontology Learning in Chinese Text  

6   Ontology Learning in C hinese Text 

Abstract. In this chapter, an ontology learning process that based on chi-square 

statistics is proposed for automatic learning an Ontology Graph from texts for dif-

ferent domains. The ontology learning method is illustrated by different steps and 

examples, and finally we give an experiment which applied the proposed method 

for automatic learning ten Ontology Graphs to represent ten different domains of 

knowledge. 

6.1   The Ontology Learning Method  

The ontology learning is the process to learn and create a domain of knowledge (a 
particular area of interest such as art, science, entertainment, sport, etc.) in the 
form of Ontology Graph, which is a knowledge representation model described in 
the previous chapter. The Ontology Graph creation is considered as a knowledge 
extraction process. As described in Chapter 3.2, we defined different levels of 
knowledge objects, in the form of Conceptual Unit (CU), which are required for 
extraction in the learning process. We define a bottom-up ontology learning ap-
proach to extract Conceptual Units and create Ontology Graph. The approach 
identifies and generates Conceptual Units from the lowest level, Term (T), to the 
highest level, the Ontology Graph (OG). 

We focused on ontology learning in Chinese Text, because the relationships be-

tween Chinese words are more difficult to be analyzed simply by grammar and 

word pattern (such as by regular expression) than English word. Therefore, we use 

Chinese text as the knowledge source to learn and create Ontology Graph which 

can reveal the feasibility and effectiveness of learning ontology based on term re-

lations, through the proposed learning approach. 

The five learning sub-processes start from the bottom, are defined as  

1. Term extraction – the most basic process that recognizes meaningful Chinese 

terms in text documents. 

2. Term-to-class relationship mapping – the second process that finds out the rela-

tions between terms and classes (domain). 

3. Term-to-term relationship mapping – the third process that finds out the rela-

tions between all Chinese terms within a class (domain). 

4. Concept clustering – the fourth process which further groups (clusters) the 

Chinese terms within a class (domain) based on their similarity. 
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5. Ontology Graph generation – the final process that generates a graph-based 

Ontology Graph as knowledge representation for application use. 

Figure 6.1 shows all the sub-processes in the bottom-up approach of the ontology 

graph learning method. All of these sub-processes correspond to identifying dif-

ferent levels of Conceptual Unit (CU). Thus the knowledge is learnt from the 

smallest CU (Term, T) towards the largest CU (Ontology Graph, OG). 

Word Relation

Concept Cluster

Domain Concept

Top Level

Mid-Level

Bottom Level

Concept Graph (CG)

1. Word Extraction

5. Concept graph generation

4. Concept clustering

3. Word-to-word relationship mapping

2. Word-to-class relationship mapping

 

Fig. 6.1 Bottom-up approach of the Ontology Graph learning process 

6.1.1   Term Extraction  

Our approach focuses on learning Ontology Graph from Chinese text and thus the 

prepared text corpus entirely consists of Chinese texts. Since Chinese writing does 

not separate words with a space, a useful means of word disambiguation is not 

available in Chinese that is available in English. For this reason, Chinese term ex-

traction typically relies on dictionaries. An existing electronic dictionary is avail-

able such as HowNet (Dong and Dong 1998). It contains over 50000 distinct Chi-

nese words and it is useful to identify a meaningful word inside a text, and it can 

serve as our initial term list for doing term extraction process. By applying a max-

imal matching algorithm to the word list and a set of Chinese text corpus, we can 

extract a candidate term list (a list of terms that are potentially of a relevant con-

cept and thus to be extracted for the learning process), while filtered out other un-

necessary terms that do not appear in the text corpus. N numbers of candidate 

terms }...{ 1 nttT =  are thus extracted, where every term 
it  in the term list T  ap-

pears at least once in the text corpus. 

Besides the existing terms in the dictionary, an additional input of Chinese 

terms into the term extraction process is also required. These additional words, 

such as named person/organization, brand/building names, new technologies,  
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usually are not maintained in the dictionary since the dictionary is not keeping up-

dates all the time. Therefore, adding new terms into the initial word list by human 

effort is required.  

6.1.2   Term-to-Class Relationship Mapping   

The candidate term list T extracted from the Chinese text corpus however has no 

meaning and relationship to any conceptual units in the Ontology Graph model. 

So the second process that applied to the candidate term list is the term-to-class re-

lationship mapping. This mapping process acts like feature selection that it selects 

and separates every term in the term list to its most related domain class. First of 

all we need to prepare a set of labeled text corpus (a set of text documents which 

are classified into different labels of class or domain topic). Then we can measure 

how the terms are related to each class, and select a sub-list of terms in the candi-

date term list for each class. The mapping process means that we put every term in 

the sub-list associated with a class, by a weighted and directed relation between a 

term and a class, as shown in Figure 6.2. 
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Fig. 6.2 Term mapping to classes 

6.1.2.1   Term-to-Class Independency Measurement by 
2χ  

The term-to-class relationship mapping applies a 
2χ statistical term-to-class inde-

pendency measurement to measure the degree of interdependency between a term 

and a class. The measurement is carried out by first calculating the co-occurrence 

frequencies between every term t  and class c . It is expressed in a two-way con-

tingency table as shown in Table 6.1.  

Table 6.1 2 x 2 term-to-class contingency table of term t  and class c  

 c ¬c  ∑ 

t Ot,c Ot, ¬c Ot,c + Ot, ¬c 

¬t O¬t,c O¬t, ¬c O¬t,c + O¬t, ¬c 

∑ Ot,c + O¬t,c Ot, ¬c + O¬t, ¬c Ot,c + Ot, ¬c + O¬t,c + O¬t, ¬c = N 
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The term-to-class contingency table is comprised of the cells of observed fre-

quency Oi,j where },{ tti ¬∈  and },{ ccj ¬∈ . Thus, Ot,c is the observed fre-

quency (number) of documents in class c which contains the term t; Ot, ¬c is the 

observed frequency of documents which are not in class c and contain the term t; 

O¬t,c is the observed frequency of documents which are in class c and do not con-

tain the term t; and O¬t, ¬c is the observed frequency of documents which are nei-

ther in class c nor contain the term t.  

The observed frequency is compared to the expected frequency Ei,j where 

},{ tti ¬∈  and },{ ccj ¬∈ . Ei,j is defined as 

N
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E
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statistical independency measurement for term t and class c is defined as 
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Figure 6.3 summarizes the steps of the term-to-class relationship mapping process. 

In the first step, a set of labeled document corpus is prepared. The related class la-

bels are identified from the text corpus, and then a candidate term list is extracted 

from the same text corpus. Every term in the candidate term list has no relation-

ship to any class labels, since one single term may exist in more than one class. 

Therefore, the process of the term-to-class independency measurement is proc-

essed to classify and associate every term in the candidate term list with the most 

relevant class by the 
2

χ
 
statistical measurement. 

Steps of Term-to-Class Relationship Mapping Process 

STEP 1: Prepare a labeled document corpus D 

D = {d1, d2,……} 

STEP 2: Extract set of distinct classes C from the corpus  

C={c1, c2,……} 

STEP 3: Extract candidates term list T from the corpus 

T={t1, t2,……, tn} 

STEP 4: Independency measurement for every term to class 

For each class c in C 

For each term t in T 

Calculate
2

,ctχ  

Next 

Next  

Fig. 6.3 Term-to-class Relationship mapping steps 
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Example 6.1 

Take an example of a 
2

χ  statistical measurement on 10 documents in 5 classes 

with 8 candidate terms as described in Table 6.2 and Figure 6.4, the term-to-class 

dependency matrix is transformed as shown in Table 6.3. 

Table 6.2 Content of term and document distribution 

Document Term occurrence Class 

d1 t1, t2 c1 

d2 t2 c1 

d3 t2, t3, t4 c1 

d4 t3 c2 

d5 t6 c2 

d6 t4, t5, t6 c3 

d7 t1, t5, t6 c3 

d8 t6 c4 

d9 t6, t7, t8 c4 

d10 t5, t8 c5 

⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟

⎠
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⎜⎜
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Fig. 6.4 8 x 10 term-by-document matrix for 10 documents and 8 terms 

Table 6.3 Term-to-class table - 10 documents in 5 classes with 8 candidate terms  

 c1 c2 c3 c4 c5 

t1 d1  d7   

t2 d1, d2, d3     

t3 d3 d4    

t4 d3  d6    

t5 d3  d6, d7  d10 

t6  d5 d6, d7 d8, d9  

t7    d9  

t8    d9 d10 
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• Document corpus (number of documents = 10): D = {d1, d2,…, d10} 

• Labeled classes (number of classes = 5): C = {c1, c2,…, c5 } 

• Extracted candidate terms (number of terms = 8): T = {t1, t2,…, t8}  

A 
2

χ  mapping table that maps the candidate terms to classes can be formed as 

shown in Table 6.4. This table expresses the relationship of the term ti and the 

class ci by the 
2

χ  weight. This weight measures how the term is related to the 

class. By selecting the highest weight of every term-to-class mapping entry (high-

lighted in Table 6.4), every candidate term is now mapped to a single class, as 

shown in Figure 6.5. 

Table 6.4 
2

χ  mapping of 5 classes and 8 candidate terms  

 c1 c2 c3 c4 c5 

t1 0.476 0.625 1.406 0.625 0.278 

t2 10.000 1.071 1.071 1.071 0.476 

t3 0.476 1.406 0.625 0.625 0.278 

t4 0.476 0.625 1.406 0.625 0.278 

t5 0.079 1.667 3.750 1.667 1.667 

t6 4.286 0.000 2.500 2.500 1.111 

t7 0.476 0.278 0.278 4.444 0.123 

t8 1.071 0.625 0.625 1.406 4.444 
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Fig. 6.5 Term mapping to classes from the example 

This 2
χ  calculation may contain incorrect results and may not fully explore all 

the valid mapping in the text corpus. For example, the term t6 has the highest map-

ping value to c1 among all the classes (c1, c2, c3, c4, c5), however the term t6 actu-

ally does not exist once in class c1. This situation is illustrated in the Example 6.2: 

Example 6.2 

Table 6.5 and Table 6.6 show the observed frequency of term t6 to classes c1 and 
c3 from the example given in Table 6.3: 
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Table 6.5 2x2 term-to-class contingency table of term t6 and class c1 

 c1 ¬c1 ∑ 

t6 0 5 5 

¬t6 3 2 5 

∑ 3 7 10 

Table 6.6 2x2 term-to-class contingency table of term t6 and class c3 

 c3 ¬c3 ∑ 

t6 2 3 5 

¬t6 0 5 5 

∑ 5 5 10 

Applying the mapping equation to Table 6.5, we produce: 5.1
16 , =ctE , 

5.3
16 , =

¬ctE , 5.1
16 , =

¬ ctE , 5.3
16 , =

¬¬ ctE , and 286.42

, 16
=ctχ .  For Table 6.6, we 

produce: 1
36 , =ctE , 4

36 , =
¬ctE , 1

36 , =
¬ ctE , 4

36 , =
¬¬ ctE , and 500.22

, 36
=ctχ . In 

this result, we produced 2

,

2

, 3616 ctct χχ >  (4.286 > 2.500), and this means the term t6 

has stronger dependency on class c1 than c3.  However, t6  has in fact more occur-

rence in c3 than in c1 (2 times in c3 while 0  in c1). A zero occurrence in a class can 

obtain a high 2
χ  statistical value meaning that the statistic does not reflect the real 

situation. Another example (Example 6.3) is given to further illustrate the problem: 

Example 6.3 

Table 6.7 and Table 6.8 show the observed frequency of word w6 to class c1 from 

Table 6.3: 

Table 6.7 2x2 term-to-class contingency table of term t6 and class c1 

 c1 ¬c1 ∑ 

t1 1 1 2 

¬t1 2 6 8 

∑ 3 7 10 

Table 6.8 2x2 term-to-class contingency table of term t6 and class c3 

 c1 ¬c1 ∑ 

t7 0 1 1 

¬t7 3 6 9 

∑ 3 7 10 
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Applying the mapping equation to Table 6.7, we produce: 6.0
11 , =

ct
E , 

4.1
11 , =

¬ctE , 4.2
11 , =

¬ ctE , 6.5
11 ,

=
¬¬ ct

E , and 476.02

, 11
=ctχ .  For Table 6.8 we 

produce: 3.0
17 , =ctE , 7.0

17 , =
¬ctE , 7.2

17 , =
¬ ctE , 3.6

17 , =
¬¬ ctE , and 

4760.02

, 36
=ctχ . In this study, we produced the same 

2
χ  statistical result that 

476.02

,

2

, 1711
== ctct χχ , and this means both terms t1 and t7 have the same depend-

ency on class c1.  However, t1 and t7 actually have different occurrence distribu-

tions in class c1. Different distribution of occurrences producing the same 
2

χ  sta-

tistical value reveals that the values do not reflect real situation about the term 

dependency on a class. 

6.1.2.2   Term-to-Class Positive and Negative Dependency Measurement by R  

The problem of using 
2

χ  statistic measurement is that we can measure the term 

dependency on a class, but cannot measure whether the dependency is positive or 

negative (Li et al. 2008). In example 3.2, although the result showed that 
2

,

2

, 3616 ctct χχ >  (4.286 > 2.500) for the word t6, there is 0 occurrence among all doc-

uments in class c1 (d1, d2, d3) (0 out of 3 = 0%), and also there is 0 document that 

containing t6 has been classified as class c1 (0 out of 5 = 0%). Therefore, we define 

this dependency as negative dependency, i.e. term t6 has a negative dependency on 

class c1. On the other hand, the term t6 has an occurrence of 2 among all 2 docu-

ments in class c3 (d6, d7) (2 out of 2 = 100%), and also there are 2 documents that 

containing t6 have been classified as class c3 (2 out of 3 = 66%). Therefore, we de-

fine this dependency as positive dependency, i.e. term t6 has a positive dependency 

on class c3. Similarly in example 3.3, although the result showing 

that 476.02

,

2

, 1711
== ctct χχ , term t7 actually has a negative dependency on the class 

c1 and term t1 has a positive dependency on class c1. The measurement of a term 

dependency on a class is whether negative or positive, is defined by the equation of 

ratio between observed frequency and expected frequency, as 
ctR ,
 (Li et al. 2008): 

ct

ct

ct
E

O
R

,

,

, =  

ctR ,
 can be defined as:  

1
)()(

),(),(),(),(
, +

¬¬−¬¬
=

cptp

ctpctpctpctp
R ct

 

ctR ,
is the ratio between Ot,c and Et,c. Term t is measured as positive dependency 

on class c if 
ctR ,
> 1, or term t is measured as negative dependency on class c if 

ctR ,
< 1. 

ctR ,
= 1 means that there is no dependency between t and c. In summary, 
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2

,ctχ  measures the dependency between a term and a class in a corpus distribution, 

while 
ctR ,
 measures whether the dependency is positive or negative: 

negative dependency to cj if 1, <ctR
it

positive dependency to cj if 1, >ctR  

Figure 6.6 presents the updated steps of the term-to-class mapping process: 

Updated Steps of Term-to-Class Relationship Mapping Process 

STEP 1: Prepare a labeled document corpus D 

STEP 2: Extract set of distinct classes C from the corpus  

STEP 3: Extract candidate term list T from the corpus 

STEP 4: Independency measurement for every term to class 

STEP 5: Positive/negative measurement for every term  

For each class c in C 

For each term t in T 

Calculate 
ctR ,

 

Next 

Next 

Fig. 6.6 Updated term-to-class relationship mapping steps 

Example 6.4 

To determine whether the term has negative or positive dependency on a class, the 

Example 6.1 is extended by further measuring the 
ctR ,

 values, the result is shown 

in Table 6.9. For every term in T = {t1, t2,…, t8} to class C = {c1, c2,…, c5} the de-

pendency value of the example is calculated and summarized in Tables 6.10 to 

6.17 correspondingly to the terms t1 to t8. 

Table 6.9 ctR ,  mapping of 5 class and 8 candidate terms  

 c1 c2 c3 c4 c5 

t1 1.667 0.000 2.500 0.000 0.000 

t2 3.333 0.000 0.000 0.000 0.000 

t3 1.667 2.500 0.000 0.000 0.000 

t4 1.667 0.000 2.500 0.000 0.000 

t5 0.833 0.000 2.500 0.000 2.500 

t6 0.000 1.000 2.000 2.000 0.000 

t7 0.000 0.000 0.000 5.000 0.000 

t8 0.000 0.000 0.000 2.500 5.000 
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Table 6.10 Dependency values of term t1 

class 
2

,ctχ  
ctR ,

 dependency 

c1 0.476 1.667 positive 

c2 0.625 0 negative 

c3 1.406 2.500 positive 

c4 0.625 0 negative 

c5 0.278 0 negative  

Table 6.11 Dependency values of term t2 

class 
2

,ctχ  
ctR ,

 dependency 

c1 10 3.333 positive 

c2 1.071 0 negative 

c3 1.071 0 negative 

c4 1.071 0 negative 

c5 0.476 0 negative  

Table 6.12 Dependency values of term t3 

class 
2

,ctχ  
ctR ,

 dependency 

c1 0.476 1.667 positive 

c2 1.406 2.500 positive 

c3 0.625 0 negative 

c4 0.625 0 negative 

c5 0.278 0 negative  

Table 6.13 Dependency values of term t4 

class 
2

,ctχ  
ctR ,

 dependency 

c1 0.476 1.667 positive 

c2 0.625 0 negative 

c3 1.406 2.500 positive 

c4 0.625 0 negative 

c5 0.278 0 negative  

Table 6.14 Dependency values of term t5 

class 
2

,ctχ  
ctR ,

 dependency 

c1 0.079 0.833 negative 

c2 1.667 0 negative 

c3 3.750 2.500 positive 

c4 1.667 0 negative 

c5 1.667 2.500 positive  

Table 6.15 Dependency values of term t6 

class 
2

,ctχ  
ctR ,

 dependency 

c1 4.286 0 negative 

c2 0 1.000 negative 

c3 2.500 2.000 positive 

c4 2.500 2.000 positive 

c5 1.111 0 negative  

Table 6.16 Dependency values of term t7 

class 
2

,ctχ  
ctR ,

 dependency 

c1 0.476 0 negative 

c2 0.278 0 negative 

c3 0.278 0 negative 

c4 4.444 5.000 positive 

c5 0.123 0 negative  

Table 6.17 Dependency values of term t8 

class 
2

,ctχ  
ctR ,

 dependency 

c1 1.071 0 negative 

c2 0.625 0 negative 

c3 0.625 0 negative 

c4 1.406 2.500 positive 

c5 4.444 5 positive  
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Both 2

,ctχ  and 
ctR ,

 values are calculated for each term-class combination, and 

they are used for the term-to-class relationship mapping process. When there are n 

terms in the candidate term list }...{ 1 nttT = , and m topic classes in 

}...{ 1 mccC = , the number of the calculations of 2

,ctχ  and 
ctR ,

 are equal to n * m 

(m vector with n values in each vector). 

The goal of the term-to-class relationship mapping process is to classify every 

candidate term ti, where ti∈T, into its most related class cj, where cj∈C. There are 

m term-dependency vectors V if document set D contains m topic classes, 

}...{ 1 mvvV =  for every topic class cj with vj = {(t1,, 2

,1 jctχ ,
jctR ,1

), (t2, 

, 2

,2 jctχ ,
jctR ,2

),…, (tn, , 2

, jn ctχ ,
jn ctR ,
)}: 

• Document corpus (number of documents = k): D = {d1, d2,…, dk} 

• Labeled classes (number of classes = m): C = {c1, c2,…, cm } 

• Extracted candidate terms (number of terms = n): T = {t1, t2,…, tn}  

• Term-dependency vectors: V={v1, v2,…,vm}  

for each vj = {(t1,, 2

,1 jctχ ,
jctR ,1

), (t2, , 2

,2 jctχ ,
jctR ,2

),…, (tn, , 2

, jn ctχ ,
jn ctR ,
)} 

The weight of every term ti in term-dependency vector vj for class cj is ranked 

by 2

, ji ctχ , and every vj contains n entries. Every vj is a vector of term-dependency 

relationship for a particular class. 

Example 6.5 

From the result of the previous examples (Examples 6.1 – 6.4), the ranked terms 

in the term-dependency vector of each class are therefore created: 

• Term-dependency of class c1: vc1 = {(w2, 10.000, 3.333), (w1, 0.476, 1.667), 

(w3, 0.476, 1.667), (w4, 0.476, 1.667)} 

• Term-dependency of class c2: vc2= {(w3, 1.406, 2.500)} 

• Term-dependency of class c3: vc3= {(w5, 3.750, 2.500), (w6, 2.500, 2.000), (w1, 

1.406, 2.500), (w4, 1.406, 2.500)} 

• Term-dependency of class c4: vc4= {(w7, 4.444, 5.000), (w6, 2.500, 2.500), (w8, 

1.406, 2.500)} 

• Term-dependency of class c5: vc5= {(w8, 4.444, 5.000), (w5, 1.667, 2.500)} 

6.1.3   Term-to-Term Relationship Mapping  

Term-to-term relationship mapping is a further learning process that calculates the 

inter-relationships between every term in the term list of a class (the term-list of a 

class that has been created in the term-to-class relationship mapping process). In 

the term-to-class relationship mapping process, we find out the weighted relation-

ship between a term and a class, but we do not know how those terms are related to 

each other inside the class. Therefore, the term-to-term relationship mapping fur-

ther finds out and calculates this weighted relationship between those terms. We 

calculate and create a directed relation between two terms, as shown in Figure 6.7. 
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Fig. 6.7   Terms mapping to each other 

To measure term-to-term relationship, we first select a certain number of terms 

in each class. In a real case, we determine a threshold k for the maximum number 

of highest ranked positive terms inside a term-dependency vector of each class to 

represent the term group of the corresponding class for calculation: 

• k-number of ranked positive terms in each class: V={v1, v2,…,vm}  

for each vi ={ ),,(),...,,,(),,,( ,

2

,,

2

,2,

2

,1 2211 jkjkjjjj ctctkctctctct RtRtRt χχχ } where 

1, >
ji cwR  

• If the number of positive terms ( 1, >
ji ctR ) in a class is smaller than the thresh-

old k, then we select all positive terms inside the class as the term group. 

Example 6.6 

Continued from Example 6.5, the selected term-group of each class, as represented 

in the following, for threshold k = 4 

• Term group of class c1 (4 terms selected): vc1 = {(t2, 10.000, 3.333), (t1, 0.476, 

1.667), (t3, 0.476, 1.667), (t4, 0.476, 1.667)} 

• Term group of class c2  (2 terms selected): vc2 = {(t3, 1.406, 2.500)} 

• Term group of class c3 (4 terms selected): vc3 = {(t5, 3.750, 2.500), (t6, 2.500, 

2.000), (t1, 1.406, 2.500), (t4, 1.406, 2.500)} 

• Term group of class c4 (3 terms selected): vc4 = {(t7, 4.444, 5.000), (t6, 2.500, 

2.000), (t8, 1.406, 2.500)} 

• Term group of class c5 (2 terms selected): vc5 = {(t8, 4.444, 5.000), (t5, 1.667, 

2.500)} 

The relationship mapping process requires a document corpus (also a corpus of 

Chinese text documents) for learning purpose. In this term-to-term relationship 

mapping process, the document corpus is not required to be the same as the corpus 

that is used in the term-to-class relationship mapping process. Moreover, the doc-

ument corpus is not required to be a classified corpus, because in this mapping 

process we are going to extract and find out the relationship between terms, so that 

the information of which class of a document refers to is unnecessary.  

term t1 

term t2 

term tn 

class c1 

class cm 

.

. 

. 

. 

1. Term-to-class mapping 

2. Term-to-term 

mapping 
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6.1.3.1   Term-to-Term Independency Measurement by 
2

χ  

In the term-to-term relationship mapping process, we similarly apply the 
2

χ
 
sta-

tistical measurement of all the terms in the term-group vi of each class ci. The 

equation for 2
χ  

statistics is modified to measure the independency between two 

terms, instead of between a term and a class in the previous term-to-class mapping 

process. The co-occurrence frequencies between two terms - ta and tb are ex-

pressed in a modified two-way contingency table as shown in Table 6.18. 

Table 6.18 2x2 term-to-term contingency table of term ta and term tb 

 tb ¬tb  ∑ 

ta 

ba ttO ,  
ba ttO

¬,
 

ba ttO ,
 + 

ba ttO
¬,

 

¬ta 

ba ttO ,¬
 

ba ttO
¬¬ ,

 
ba ttO ,¬

 + 
ba ttO

¬¬ ,
 

∑ 
ba ttO ,

 + 
ba ttO ,¬

 
ba ttO

¬,
 + 

ba ttO
¬¬ ,

 
ba ttO ,

 + 
ba ttO

¬,
 + 

ba ttO ,¬
 + 

ba ttO
¬¬ ,

 = N 

The term-to-term contingency table is comprised of the cells of observed fre-

quency Oi,j where },{ ba tti ¬∈ and },{ bb ttj ¬∈ . Thus, 
ba ttO ,

 is the observed fre-

quency (number) of documents which contain term ta as well as term tb; 
ba ttO

¬,
 is 

the observed frequency of documents which does not contain term ta and also does 

not contain term tb; 
ba ttO ,¬
 is the observed frequency of documents which does not 

contain term ta but contain the term tb; and 
ba ttO

¬¬ ,
 is the observed frequency of 

documents which does not contain both terms ta and tb.  

The observed frequency is compared to the expected frequency Ei,j where  

},{ ba tti ¬∈  and },{ bb ttj ¬∈ . Ei,j is defined as 

N

OO
E ba batta ttb bija

ji

∑ ∑¬∈ ¬∈
=

},{ },{ ,,

,

 

The 
2

χ
 
statistical independency measurement for term t and class c introduced in 

Chapter 3.3.2 are now modified as follows, which  measure the dependency be-

tween two terms ta and tb, instead of measuring between a term t and a class c. 

∑∑
¬∈¬∈

−
=

},{ ,

2

,,

}{

2

,

)(

, bbaa

ba

ttj ji

jiji

tti

tt
E

EO
χ
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Note that by this term-to-term independency measurement,
2

,

2

, abba tttt χχ ≠ , and 

2

,

2

, iaba tttt χχ = if ba = . Normalization is also applied to every term-to-term  

independency value by the ratio of 
2

, ba ttχ  value and term-to-class independency 

value (
2

, ia ctχ ). The normalization of terms ta and tb is defined as:  

2

,

2

,2

,

ia

ba

ba

ct

tt

ttn
χ

χ
χ =  

After the term-to-term relationship mapping and normalization process, we can ob-

tain a kk ×  term-to-term dependency matrix containing the value of  
2

, ba ttnχ
 and 

ba ttR ,
 as shown in Tables 6.19 and 6.20. The tables contain the term independency 

values representing the relationship of every term-to-term pair within a class. 

Table 6.19 Term dependency 2

, ba ttnχ of class ci 

 t1 t2 … tk-1 tk 

t1 1 2

, 12 ttnχ
 

… 2

, 11 ttk
n

−
χ

 

2

, 1ttk
nχ

 

t2 2

, 21 ttnχ
 

1 … 2

, 21 ttk
n

−
χ

 

2

, 2ttk
nχ

 

… … … … … … 

tk-1 2

, 11 −kttnχ
 

2

, 12 −kttnχ
 

… 1 2

, 1−kk ttnχ
 

tk 2

,1 kttnχ
 

2

,2 kttnχ
 

… 2

,1 kk ttn
−

χ
 

1 

Table 6.20 Term dependency
ba wwR ,

of class ci 

 t1 t2 … tk-1 tk 

t1 
11 ,ttR
 12 ,ttR

 
… 

11 ,ttk
R

−  1,ttk
R

 

t2 
21 ,ttR

 22 ,ttR
 

… 
21 ,ttk

R
−  2,ttk

R
 

… … … … … … 

tk-1 
11 , −kttR
 12 , −kttR

 
… 

11 , −− kk ttR
 1, −kk ttR

 

tk 
kttR ,1  kttR ,2  

… 
kk ttR ,1−  kk ttR ,  
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Example 6.7 

The result of term-to-class relationship vectors of each class C={c1, c2, c3, c4, c5} 

from Example 6.4 is shown as follows: 

• vc1  = {(t1, 0.476, 1.667), (t2, 10, 3.333), (t3, 0.476, 1.667), (t4, 0.476, 1.667), (t5, 

0.079, 0.833), (t6, 4.286, 0), (t7, 0.476, 0), (t8, 1.071, 0)} 

• vc2  = {(t1, 0.625, 0), (t2, 1.071, 0), (t3, 1.406, 2.500), (t4, 0.625, 0), (t5, 1.667, 0), 

(t6, 0, 1.000), (t7, 0.278, 0), (t8, 0.625, 0)} 

• vc3  = {(t1, 1.406, 2.500), (t2, 1.071, 0), (t3, 0.625, 0), (t4, 1.406, 2.500), (t5, 

3.750, 2.500), (t6, 2.500, 2.000), (t7, 0.278, 0), (t8, 0.625, 0)} 

• vc4  = {(t1, 0.625, 0), (t2, 1.071, 0), (t3, 0.625, 0), (t4, 0.625, 0), (t5, 1.667, 0), (t6, 

2.500, 2.000), (t7, 4.444, 5.000), (t8, 1.406, 2.500)} 

• vc5  = {(t1, 0.278, 0), (t2, 0.476, 0), (t3, 0.278, 0), (t4, 0.278, 0), (t5, 1.667, 2.500), 

(t6, 1.111, 0), (t7, 0.123, 0), (t8, 4.444, 5)} 

The result of selected term-group for each class, by selecting top k ranked positive 

terms (for k = 4): 

• vc1  = {(t2, 10, 3.333), (t1, 0.476, 1.667), (t3, 0.476, 1.667), (t4, 0.476, 1.667)} 

• vc2  = {(t3, 1.406, 2.500)} 

• vc3  = {(t5, 3.750, 2.500), (t6, 2.500, 2.000), (t1, 1.406, 2.500), (t4, 1.406, 2.500)} 

• vc4  = {(t7, 4.444, 5.000), (t6, 2.500, 2.000), (t8, 1.406, 2.500)} 

• vc5  = {(t8, 4.444, 5), (t5, 1.667, 2.500)} 

The first step is to retrieve the term-to-class relationship vector and create a term-

group containing at most four highest ranked terms for each class, as shown in 

Table 6.21. 

Table 6.21 Term-groups created for classes c1 to c5 

class 
icv  

c1 t2, t1, t3, t4 

c2 t3 

c3 t5, t6, t1, t4 

c4 t7, t6, t8 

c5 t8, t5 

As stated in the process description, a document corpus is required for learning 
the term-to-term relationship mapping. The new document corpus can be different 
from that which has been used in the term-to-class relationship mapping, and the 
new document corpus needs not be a classified corpus (i.e. all unlabeled  
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documents). The details of the document corpus used in this example are shown as 

follows (Table 6.22): 

• Document corpus (number of documents = 10): D2 = {d1, d2,…, d10} 

• Unlabeled classes (not required in this process) 

• Extracted candidate terms (distinct terms in all created term-group): t1,,…, t8 

Table 6.22 Content of terms and document distribution of the document corpus D2 

Document Term occurrence Class 

d1 t1, t2 - 

d2 t1, t2 - 

d3 t1, t2, t3, t4, t5 - 

d4 t3, t4, t5 - 

d5 t6, t8 - 

d6 t3, t4, t5, t6 - 

d7 t1, t5, t6 - 

d8 t3, t6 - 

d9 t6, t7, t8 - 

d10 t5, t6, t8 - 

Every term-group of each class requires a separate term-to-term relationship map-

ping learning. This means that if there is n number of classes in the class vector C, 

there requires n separated learning processes for generating all term-to-term  

relationship mappings. For example, there are 5 classes (5 term-groups) in the Ex-

ample 6.7 as shown in Table 6.21, so there requires 5 separated term-to-term inde-

pendency measurements for each term-group. 

In this learning process, every term in the term-group is first transformed as a 

“class-label” for processing the 2
χ  based term-to-term independency measure-

ment. Then each “class” is further mapped to a set of documents containing the 

term (the “class-label”), as shown in Figure 6.8. 

 

 Fig. 6.8 Create document links to each term in the term-group 

t1 t2 … tn 

c1 t1 t2 … tn Term-group 

Classes 

Corpus D2 d1 d2 … … d9 d10 

<user id = 3569> 

<type 
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Steps of term-to-term relationship mapping process 

STEP 1: Retrieve the term-to-class relationship vectors V 

 For each v in V 

Rank every term t in v by 
2

,ctχ  

Select top k-number of w as a term-group 

T = {t1, t2,…,tk} 

 Next 

STEP 2: Prepare a unlabeled document corpus D2 

D = {d1, d2,……} 

STEP 3: Create new class vector v with k-number of terms in each class 

V = {vc1, vc2,…,vcm} 

STEP 4: Transform terms in term-group to class 

C = {t, t,……} 

STEP 5: Retrieve and link documents from D2 to each “class-label” 

For each win C 

For each d in D2 

If d contains t 

Link d to class t 

End If 

Next 

 Next 

STEP 6: Independency measurement for every term-pair 

 For every term-to-class relationship vector v 

Create C for v 

For each ta in C 

For each tb in C 

calculate
 ∑∑
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Fig. 6.9 Term-to-term relationship mapping steps 



88 6   Ontology Learning in Chinese Text

 

 

An example of the above step and its detailed independency measure is illustrated 

in the following (Example 6.8). 

Example 6.8 

The example illustrates the calculation of terms mapping in class c1, the data is 

represented as follows (continued from Example 6.7): 

• Document corpus (number of documents = 10): D2 = {d1, d2,…, d10} 

• Term-to-class relationship vector of class c1: vc1  = {(t2, 10, 3.333), (t1, 0.476, 

1.667), (t3, 0.476, 1.667), (t4, 0.476, 1.667)} 

• Transform term-group to class-label: Cc1 = {t2, t1, t3, t4} 

• Link up documents from D2 to Cc1 (result shown in Tables 6.23 and 6.24) 

Table 6.23 Document link from D2 to Cc1 

Class Document Document count 

t2 d1, d2, d3 3 

t1 d1, d2, d3, d7 4 

t3 d3, d4, d6, d8 4 

t4 d3, d4, d6 3 

Table 6.24 Term-to-term table (10 documents for the term-group of class c1) 

 t2 t1 t3 t4 

t2 d1, d2, d3 d1, d2, d3 d3 d3 

t1 d1, d2, d3 d1, d2, d3, d7 d3 d3 

t3 d3 d3 d3, d4, d6, d8 d3, d4, d6 

w4 d3 d3 d3, d4, d6 d3, d4, d6 

All the following tables (Tables 6.25, 6.26, 6.27, and 6.28) are observed from 

Tables 6.23 and 6.24 and prepared for calculating the relationship of term t1 to 

other terms (t1, t2, t3, t4). The term-to-term relationship mapping step and the cal-

culation are shown as follows: 

Calculating t1 and t1: 

Table 6.25 2x2 term-to-term contingency table of term t1 and term t1 

 t1 ¬ t1 ∑ 

t1 4 0 4 

¬t1 0 3 3 

∑ 4 3 7 
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The observed frequency: 4
11 ,

=
tt

O , 0
11 ,

=
¬tt

O , 4
11 ,

=
¬ tt

O , 3
11 , =

¬¬ ttO . The ex-

pected frequency: 291.2
11 ,

=
tt

E , 71.1
11 , =

¬ttE , 71.1
11 , =

¬ ttE , 29.1
11 ,

=
¬¬ tt

E . 

The dependency value of t1 and t1: 72

, 11
=ttχ .  

Calculating t1 and t2: 

Table 6.26 2x2 term-to-term contingency table of term t1 and term t2 

 t2 ¬ t2 ∑ 

t1 3 1 4 

¬ t1 0 3 3 

3 3 4 7 

The observed frequency: 3
21 ,

=
tt

O , 1
21 ,

=
¬tt

O , 0
21 ,

=
¬ tt

O , 3
21 , =

¬¬ ttO . The 

expected frequency: 71.1
21 , =ttE , 29.2

21 ,
=

¬tt
E , 29.1

21 ,
=

¬ tt
E , 71.1

21 ,
=

¬¬ tt
E . 

The dependency value of t1 and t2: 938.32

, 21
=ttχ .  

Calculating t1 and t3: 

Table 6.27 2x2 term-to-term contingency table of term t1 and term t3 

 t3 ¬ t3 ∑ 

t1 1 3 4 

¬ t1 3 0 3 

∑ 4 3 7 

The observed frequency: 1
31 ,

=
tt

O , 3
31 ,

=
¬tt

O , 3
31 ,

=
¬ tt

O , 0
31 , =

¬¬ ttO . The 

expected frequency: 29.2
31 , =ttE , 71.1

31 , =
¬ttE , 71.1

31 ,
=

¬ tt
E , 29.1

31 ,
=

¬¬ tt
E . 

The dependency value of t1 and t3: 938.32

, 31
=ttχ . 

Calculating t1 and t4: 

Table 6.28 2x2 term-to-term contingency table of term t6 and term t4 

 t4 ¬ t4 ∑ 

t1 1 3 4 

¬ t1 2 1 3 

∑ 3 4 7 
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The observed frequency: 1
41 ,

=
tt

O , 3
41 , =

¬ttO , 2
41 , =

¬ ttO , 1
4, =

¬¬ ttO . The ex-

pected frequency: 71.1
41 , =ttE , 29.2

41 , =
¬ttE , 29.1

41 , =
¬ ttE , 71.1

41 , =
¬¬ ttE . The 

dependency value of t1 and t4: 215.12

, 41
=ttχ . 

The dependency values of t1 – t1, t1 – t2, t1 – t3, and t1 – t4 are thus calculated and 

shown in the first row in Table 3.30. To complete all dependency values between 

all terms in class c1 including (second row): t2 – t1, t2 – t2, t2 – t3, t2 – t4 , (third row): 

t3 – t1, t3 – t2, t3 – t3, t3 – t4, (forth row): t4 – t1, t4 – t2, t4 – t3, t4– t4, there requires three 

more calculation steps similarly to that had been shown in the above example. All 

dependency values are thus calculated and shown in Table 6.29. The final result of 

term-to-term relationship mapping and its dependency values are shown in Tables 

6.30 and 6.31.  

Table 6.29 
2

χ  term-to-term mapping of 4 terms in class c1  

 t1 t2 t3 t4 

t1 7.000 3.938 3.938 1.215 

t2 4.800 8.000 0.533 0.036 

t3 3.938 1.125 7.000 3.928 

t4 0.533 0.036 4.800 8.000 

 Table 6.30 Final Result - terms dependency 
2

, ba ttnχ  of class c1 

2

, ba ttnχ
 

t1 t2 t3 t4 

t1 1 0.5626 0.5626 0.1736 

t2 0.6000 1 0.0666 0.0045 

t3 0.5626 0.1607 1 0.5611 

t4 0.0666 0.0045 0.6000 1 

Table 6.31 Final Result - terms dependency 
ba tt

R
,

 of class c1 

ba ttR ,
 t1 t2 t3 t4 

t1 1.077 1.556 0.389 0.519 

t2 1.312 1.273 0.438 1.556 

t3 0.398 0.549 1.077 1.556 

t4 0.438 0.583 1.312 1.273 
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The tabular representation of the term dependency can be converted into a di-

rected Ontology Graph: OG = (V, E) where V is the set of vertices of terms, V = 

{t1, t2,…, tk-1, tk}, and A is the set of directed and weighted edge: E = {(t1, t1, 

11 ,ttR ),(t1, t2, 21 ,ttR ),…, (tk, tk-1, 1, −kk ttR ),(tk, tk, kk ttR ,
)} where 1, >

ba ttR . In the  

example 3.8, for k = 4, the visualized Ontology Graph is created as shown in  

Figure 6.10.  

t1

t2

t3

t4

c1

1.556

1.315

1.556

1.273

1.077
1.273

1.273

1.077

 

Fig. 6.10 Ontology Graph created for 4 terms in class c1 (k=4) 

The vertices in the graph are the top k terms in the class, and the edges in the 

graph are the directed and weighted link between two terms if their dependency 

relation is positive ( 1, >
ba ttR ). If the dependency relation of two concepts is neg-

ative ( 1, <
ba tt

R ), the link is not created in the graph.   

6.1.4   Concept Clustering  

The concept clustering is the process of grouping semantically similar concepts in-

to a tight semantic group. The directed interdependency graph created in the pre-

vious step is the base input for the concept clustering process. The idea is to group 

concepts with high weighted relations into a sub graph while separating out other 

concepts to create a new sub graph of low weighted relations. Clusters are auto-

matically created without explicitly defining the number of clusters needs to be 

created. The highest weighted edge ex with two vertices ta and tb is first grouped 

together to form an initial cluster. We then select the next highest weighted edge 

ey with the next two vertices tc and td. If the next selected vertices are linked by 

any vertices from the existing cluster, the vertices are put into that cluster. Other-

wise a new cluster is formed with the inclusion of the selected vertices. The algo-

rithm and clustering steps are shown in Figure 6.11. The result is an Ontology 

Graph containing several concept clusters, as shown in Figure 6.12. 
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Steps of term-to-concept clustering process 

 

For every Ontology Graph OG 

Select the highest weighted edge ex = {(ta, tb,
 ba ttR ,

) in vector E 

Create the first concept cluster containing ta and tb  

For every edge e in the edge vector E 

Select the next highest weighted edge ex = {(tc, td,
 dc ttR ,

)   

If tc or td appears in the existing cluster 

   Put both tc and td into that existing cluster 

Otherwise   

Create a new cluster containing tc or td which does not appear 

in existing clusters 

End If  

Next e 

Next OG  

 

Fig. 6.11 Terms-to-concept clustering steps 

The concept clustering process creates the second taxonomical relationship. 

The first taxonomical concept relationship is created in term-to-class relationship 

mapping, where all the terms in a single class are now further clustered and create 

a second layer of hierarchy. So that every concept cluster creates relationships to 

their related class as a parent, and then it creates relationships to all their contained 

terms as children. Finally the process creates a three-level taxonomical relation-

ship in the Ontology Graph for the Example 6.8 (Figure 6.12). 
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Fig. 6.12 Final Ontology Graph created for class c1 
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Experiment 6.1 

This experiment considers all the ontology learning process as described in this 
chapter. The experiment is focused on learning Ontology Graph in Chinese text, 
and it gives the experimental results in each step to show the effectiveness of the 
whole ontology learning process. 

Experimental data setup (prepare the document corpus)  

Details of the learning Chinese text document corpus D1 

• Document corpus (number of documents = 2814): D1 = {d1, d2,…,d2814} 

• Average number of characters in each document: 965 (Chinese character) 

• Labeled classes (number of classes = 10): C = {c1, c2,…,c10} 

Table 6.32 Class label (Chinese & English) in document corpus D1 

Class Class Label  (English) 

c1 文藝 Arts and Entertainments 

c2 政治 Politics 

c3 交通 Traffic 

c4 教育 Education 

c5 環境 Environment 

c6 經濟 Economics 

c7 軍事 Military 

c8 醫療 Health and Medical 

c9 電腦 Computer and Information Technology 

c10 體育 Sports 

The ten topic classes are the class-label used in term-to-class relationship learn-
ing process. The document distribution in the ten classes is shown in Table 4.2: 

Table 6.33 Document distribution of the ten classes (D1) 

Class Document count 

文藝 248 

政治 505 

交通 214 

教育 220 

環境 201 

經濟 325 

軍事 249 

醫療 204 

電腦 198 

體育 450 

Total 2814 
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The documents of the corpus in every class are further divided into 70% for the 

learning set (D1-Learn), and 30% for the testing test (D1-Test), as shown in Table 

4.3. We use only the 70% classified documents (1972 documents) for the process 

of term extraction and term-to-class mapping.  

Table 6.34 Document distribution for learning and testing 

Class D1-Learn (70%) D1-Test (30%) 

文藝 174 74 

政治 354 151 

交通 150 64 

教育 154 66 

環境 141 60 

經濟 228 97 

軍事 174 75 

醫療 143 61 

電腦 139 59 

體育 315 135 

Total 1972 (70% of 2814) 842 (30% of 2814) 

There is another Chinese document set from an unclassified corpus (D2), as 

shown in Table 4.4. It is used for the process of term-to-term mapping and concept 

clustering. The corpus D2 contains a relatively large amount of documents (57218 

documents), which is collected from a Chinese News web site (人民網 / 

www.people.com.cn), with an average of 2349 Chinese characters in each news 

document. 

Table 6.35 Documents distribution of corpus D2 

(Unclassified) Document count 

人民網 News 57218 

Total 57218 

Term extraction for the Ontology Graph learning process 

Data of the word extraction process: 

• Learning document corpus (number of documents = 1972) D1-Learn = {d1, 

d2,…,d1972} 

• Labeled classes (number of classes = 10): C = {c1, c2,…,c10} (refer to Table  

6.33) 

• Extracted candidate terms (number of terms = 35840): T = {t1, t2,…, t35840} 
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Table 6.36 Statistics of term extraction results 

Statistic  Count 

Number of documents 1972 

Number of classes 10 

Minimum document size in class 139 

Maximum document size in class 354 

Number of unique term extracted 35840 

Statistic of Term Extracted in the Ontology Graph learning process 

The candidate term list extracted from the previous step is then processed with 

term-to-class relationship mapping. The dependency value of every term-to-class 

is measured by 
2

χ  and either a positive or a negative dependency is measured by 

R . The results of the number of positive and negative terms in the ten classes are 

shown in Table 6.37.   

Table 6.37 Results of term-to-class relationship mapping 

Class Number of positive terms Number of negative terms 

文藝 867 29281 

政治 966 37481 

交通 769 34691 

教育 904 30604 

環境 788 32823 

經濟 664 35680 

軍事 727 33439 

醫療 862 35527 

電腦 774 30671 

體育 956 37061 

The corresponding ratio between positive and negative terms is also shown in 

Table 6.38. This result shows that the term-to-class relationship mapping success-

fully selects the top 3% of relevant (positive) terms in each class while it is able to 

filter out 97% irrelevant (negative) terms in each class.  

The distribution of the selected relevant terms to the four grammatical catego-

ries, POS (nouns, verbs, adjectives, and adverbs) is shown in Figure 6.1.3. The 

figure shows that the highest number of terms selected are noun (51%), followed 

by verb (28%), adjective (14%), and adverb (3%). The result shows that noun is 

the most relevant term to build ontology concepts, because noun terms are mostly 

dependent on a class. Adverb and others (conjunction, preposition, number, etc.) 

are therefore necglectable because they have less dependency on classes.  
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Table 6.38 Ratio of positive to negative terms in each class 

Class Ratio of Positive: negative terms 

文藝 0.0288 : 0.9712 

政治 0.0320 : 0.9749 

交通 0.0255 : 0.9783 

教育 0.0300 : 0.9713 

環境 0.0261 : 0.9766 

經濟 0.0220 : 0.9817 

軍事 0.0241 : 0.9787 

醫療 0.0286 : 0.9763 

電腦 0.0257 : 0.9754 

體育 0.0317 : 0.9749 

Average 0.0275 : 0.9725 

 

Fig. 6.13 The distribution of terms in their POS 

6.1.5   Sample Result of Domain Ontology Graph Generation (10 

Domains) 

Figures 6.14 to 6.23 visualize the generated Domain Ontology Graphs (DOG) of 

the 10 classes (domains). The learning process selects 30 highest ranked positive 

terms in each class (k=30) to generates the corresponding Ontology Graph. The 

figures only visualize the terms and their relationships. The detailed results of 

term-to-class relationship mapping (Tables A.1 – A.10) and term-to-term relation-

ship mapping (Tables A.11 – A.20) of those 30 terms (the corresponding list of 

English translation is provided in the Appendix) in each class are shown in the 

Appendix. 
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Fig. 6.14 DOG (文藝 Arts and  Entertain-

ments) 

 

Fig. 6.15 DOG (政治 Politics) 

 

Fig. 6.16 DOG (交通 Traffic) 

 

 

Fig. 6.17 DOG (教育 Education)  

Fig. 6.18 DOG (環境 Environment) 

 

 

Fig. 6.19 DOG (經濟 Economics) 
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Fig. 6.20 DOG (軍事 Military) 

 

Fig. 6.21 DOG (醫療 Health and Medical) 

Fig. 6.22 DOG (電腦 Computer and Infor-

mation Technology) 

 

Fig. 6.23 DOG (體育 Sports) 
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Chapter 7 
Ontology Graph Generation Process  
7   Ontology Graph Generation Process 

Abstract. In this chapter, we define an ontology generation method that trans-

forms the ontology learning outcome to the Ontology Graph format for machine 

processing and also can be visualized for human validation. We first formalize the 

Ontology Graph structure and define the generation methods. After that an ex-

periment of automatic generation of Domain Ontology Graph with the visualized 

results is presented. 

7.1   Ontology in Information Systems 

The KnowledgeSeeker provides an ontology modeling framework for intelligent 

information system based on Chinese text. A typical information system on text 

such as content management system, web news portal contains a large amount of 

text documents. These information systems can be described by three different 

forms based on their degree of structure on managing the text data (Rifaieh and 

Benharket 2006): 

• Highly Informal – the text data are stored loosely in natural language as its 

original without any pre-processing and analyzing on the text. 

• Semi Informal – the text data are processed and expressed in a more structural 

way such as term index and taxonomy, which have been used in many tradi-

tional IR systems. 

• Semi Formal – the text data are processed and expressed formally in a struc-

tured format such as XML, XML Schema, WSDL, and Topic Map. It enhances 

data integrity and information sharing. 

• Highly Formal – the text data are processed and expressed in logic-based lan-

guages such as FOL, RDF, and OWL. The data is also enhanced with a com-

putable knowledge such as Ontology for intelligent and semantic processing.  

A formal text based information system highly relies on Ontology, and there are three 

different types of Ontology defined according to its level of abstraction (Figure 7.1). 

• Upper Ontology – also called top-level ontology that is universal, generic enough 

to model common sense knowledge. It is generic and domain independent. 

• Domain Ontology – ontology created for a specific domain or particular area of 

interest such as science domain or entertainment domain. This ontology can be 

extended from upper ontology. 
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Fig 7.1 Three types of Ontology according to their level of abstraction 

• Application Ontology – ontology created for used in specific application such 

as news service and intelligent agent application. 

7.2   Ontology Graph Generation Process in KnowledgeSeeker 

Ontology Graph is the ontology modeling format in KnowledgeSeeker system, 
and it is the knowledge representation used for intelligent information application 
development. As described in Chapters 3.2 and 3.3, the Ontology Graph is able to 
model concepts that are based on Chinese terms and their interdependency rela-
tionship, through the automatic ontology learning process. The Ontology Graph is 
created as a graphical structure with vertices and edges between them. In Chapter 
3.3, we introduced the method of learning Ontology Graph for a class (a domain), 
so that we can define that Ontology Graph as a Domain Ontology Graph (DOG), 
which is used as the middle layer (domain ontology) between upper ontology and 
application ontology as shown in Figure 7.2.  
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Fig 7.2 Types of ontology in different levels 
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In addition to the three layers of ontology – upper ontology, domain ontology 
and application ontology, KnowledgeSeeker defines two additional types of on-
tologies, they are document ontology and personal ontology. These two types of 
ontology are created based on the domain ontology, and it serves as a mediator in 
between the domain ontology and application ontology (Figure 7.2). The upper 
ontology and the application ontology are usually defined in existing ontology 

modeling languages, while the other three core ontologies in KnowledgeSeeker, 

including the domain ontology, document ontology and personal ontology are cre-

ated in the form of Ontology Graph. 

7.2.1   Definition of Ontology Graph Structure 

In KnowledgeSeeker, we define Ontology Graph (OG) to model a set of concepts. 
Concepts are created by set of terms and relations between them. The relations of 
terms are enhanced by weights, which are generated automatically by the statisti-
cal learning method as presented in Chapter 6. In the following, we formalize the 
definition of OG: 

Definition of OG 
 

The Ontology Graph (OG) in KnowledgeSeeker system is defined as: 

OGd = <T, F, H, R, C, A> 

• d defines the domain of the Ontology Graph is associated with 

• T is a set of terms ti of OGd 

• F is a set of word functions of terms ti∈T 

• H is a set of taxonomy relationships of T 

• R is a set of relations between ti and tj, where ti , tj ∈T 

• C is a set of clusters of ti,…,tn, where t1,…,tn ∈T 

• A is a set of axioms that characterize each relation of R 

Definition of Terms in OG 
 

The term (T) in OG is symbol in the form of lexical words. The term itself does 
not define any concepts or semantic meanings, unless relations are assigned to it. 
In the natural language of Chinese, meaningful terms for human understanding are 
normally formed by 2-4 Chinese characters. A term ti is assigned to the domain d 
with a weight wt,d  in the Ontology Graph OGd as the initial relation, refers to how 
much the term ti is related to the domain d: 

Td (ti, wj) where ti∈T 

Definition of Word function of terms in OG 
 

Word functions are assigned to terms in OG to differentiate different kinds and na-

ture about the terms. Word function F in OG is defined as: 

F = (T, P, MF) 

• T is the set of terms ti in OGd  

• P is a set of types of word function  
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• MF is a set of mapping between a term ti and word function pi, where MF is a 

mapping functions defined as: 

MF (ti, pi) where ti∈T, pi∈P 

The basic word functions include the following: 

P ∈{N, CN, PN, ADJ, REF_ADJ, EMO_ADJ, VERB, REF_VERB, EMO_VERB} 

• Noun (N) – includes common noun and proper noun: 

o Common Noun (CN) - A term that refers and describes a person, place, 

thing, state, etc.  

o Proper Noun (PN) – A term that names people, places, and things. 

• Adjective (ADJ) – includes referential adjectives and emotive adjectives 

o Referential adjectives (REF_ADJ) – Expressive terms that describe and 

modify the meaning of a noun. 

o Emotive adjectives (EMO_ADJ) – Cognitive terms that describe and 

modify the meaning of a noun. 

• Verb (VERB) – includes referential verbs and emotive verbs  

o Referential verbs (REF_VERB) – Objective terms that describe an action 

or a state 

o Emotive verbs (EMO_VERB) – Subjective terms that describe an action 

of state 

Definition of Hierarchy in OG 
 

The hierarchy in OG is a special type of relationship that describes the taxonomy 

between two terms. It is defined that a term ti semantically contains tj if ti is a su-

per-ordinates of tj, namely ti ⊇  tj. The hierarchy consists of one-to-many relation-

ship structure (a super-ordinate relates to many sub-ordinates and one sub-ordinate 

relates to only one super-ordinate). The hierarchy H in OG is defined as: 

H = (S, RelH) 

• S is a sub-set of terms T of OGd that representing the super-ordinate and sub-

ordinate terms 

• RelH is a set of directed and weighted hierarchical relations between a super-

ordinate term ti and a sub-ordinate term tj with a weight value w . RelH  is a 

ranking function which associates the terms: 

RelH  (ti, tj, 
ji ttw ,
) 

Definition of Relations in OG 

The relation R in OG is any semantic relationship between two terms ti and tj, 

namely ti ×
 

tj,. The relation R in OG is defined as: 

R = (T, RelS) 
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• T is the set of terms ti of OGd  

• RelS is a set of directed and weighted semantic relations between two terms ti 

and tj with a weight value w . RelS  is a ranking function which associates with 

the terms: 

RelS (ti, tj, 
ji ttw ,
) 

Definition of Cluster in OG 

The cluster C in OG separates all terms ti into several clusters. A cluster is formed 

by a group of terms that are semantically similar to each other, and it expresses a 

generalized concept as a group rather than an explicit term. The cluster C in OG is 

defined as: 

C = (L, S, MC) 

• L is a set of labels representing the cluster 

• S is a sub-set of terms T of OGd 

• MC is a set of mappings between a label li and a term ti, where MC is a mapping 
functions defined as: 

MC (li, ti) where li ∈L, ti, ∈S 

7.2.2   Domain Ontology Graph Generation Process 

The Domain Ontology Graph (DOG) is created from a large classified Chinese 
corpus in the ontology learning process. The generation is a semi-automatic proc-
ess. The main flow of the automatic process had been discussed in Chapter 6 and 
it is summarized in Figure 7.3. 

As shown in Figure 7.3, the manual processes include defining the initial term list 

(can be obtained from existing dictionary), defining and mapping the types of word  
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Fig. 7.3 Domain Ontology Graph generation process 
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function (also may be obtained from that dictionary), and labeling the concept clus-

ters. The automatic processes include the domain terms extraction, terms relationship 

extraction (taxonomical and semantic relationship), and concept cluster extraction.  

Example 7.1 

Table 7.1 shows a term list of a sample DOG of the domain “entertainment” (娛樂) 

and Figure 7.4 visualizes the sample DOG as a directed graph. This example only 

shows a sample data and the data is not learnt by the automatic learning process. 

The OGd contains those definitions as in the following: 

• d = “娛樂” 

• T = {(娛樂, 1), (音樂, 0.9), (電影, 0.9), (跳舞, 0.9), (流行舞, 0.9), (流行, 0.8), 

(爵士舞, 0.8), (爵士樂, 0.8), (經典, 0.7), (唱歌, 0.7), (戲院, 0.6), (卡通, 0.6), 

(動畫, 0.6), (記錄片, 0.5), (導演, 0.5), (演員, 0.5), (演出0.5), (歷史, 0.1)} 

• F = {(娛樂, CN), (音樂, CN), (電影, CN), (跳舞, CN), (流行舞, CN), (流行, 

CN), (爵士舞, CN), (爵士樂, CN), (經典, CN), (唱歌, REF_VERB), (戲院, 

CN), (卡通, CN), (動畫, CN), (記錄片, CN), (導演, CN), (演員, CN), (演出, 

REF_VERB), (歷史, d = “娛樂” 

• T = {(娛樂, 1), (音樂, 0.9), (電影, 0.9), (跳舞, 0.9), (流行舞, 0.9), (流行, 0.8), 

(爵士舞, 0.8), (爵士樂, 0.8), (經典, 0.7), (唱歌, 0.7), (戲院, 0.6), (卡通, 0.6), 

(動畫, 0.6), (記錄片, 0.5), (導演, 0.5), (演員, 0.5), (演出0.5), (歷史, 0.1)} 

Table 7.1 Term list of a sample DOG of domain “entertainment” 

Term ti Term ti (in English) Word Function Weight to Domain 

娛樂 Entertainment CN 1.0 

音樂 Music CN 0.9 

電影 Movie CN 0.9 

跳舞 Dance CN 0.9 

流行舞 Pop Dance CN 0.9 

流行 Pop CN 0.8 

爵士舞 Jazz Dance CN 0.8 

爵士樂 Jazz Music CN 0.8 

經典 Classical CN 0.7 

唱歌 Sing REF_VERB 0.7 

戲院 Cinema CN 0.6 

卡通 Cartoon CN 0.6 

動畫 Anime CN 0.6 

記錄片 Documentary Film CN 0.5 

導演 Director CN 0.5 

演員 Actor CN 0.5 

演出 Perform REF_VERB 0.5 

歷史 History CN 0.1 
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• F = {(娛樂, CN), (音樂, CN), (電影, CN), (跳舞, CN), (流行舞, CN), (流行, 

CN), (爵士舞, CN), (爵士樂, CN), (經典, CN), (唱歌, REF_VERB), (戲院, 

CN), (卡通, CN), (動畫, CN), (記錄片, CN), (導演, CN), (演員, CN), (演出, 

REF_VERB), (歷史, CN)} 

• H = {(娛樂, 音樂, 0.5), (娛樂, 電影, 0.5), (娛樂, 跳舞, 0.2), (跳舞, 流行舞, 

0.6), (跳舞, 爵士舞, 0.6), (音樂, 流行, 0.5), (音樂, 爵士樂, 0.7), (音樂, 經典, 

0.4), (電影, 卡通, 0.5), (電影, 動畫, 0.6), (電影, 記錄片, 0.3)} 

• R = { (唱歌, 音樂, 0.8), (爵士舞, 爵士樂, 0.2), (流行舞, 流行, 0.6), (電影, 戲

院, 0.8), (導演, 電影, 0.9), (演員, 電影, 0.9), (導演, 演出, 0.3), (演員, 演出, 

0.9), (記錄片, 歷史, 0.7)} 

• C = { (音樂, 音樂), (電影, 電影), (跳舞, 跳舞), (跳舞, 流行舞), (音樂, 流行),  

(跳舞, 爵士舞), (音樂, 爵士樂), (音樂, 經典), (音樂, 唱歌), (電影, 戲院), (電影, 

卡通), (電影, 動畫), (電影, 記錄片), (電影, 導演), (電影, 演員), (電影, 演出)} 

"
J"/"Jkgtctej{""
T"/"Ugocpvke"

 

Fig. 7.4 A graphical representation of the DOG of “entertainment” 

7.2.3   Document Ontology Graph Generation 

A document ontology graph is extracted and generated from a document which is 
written in natural language, to express the ontological knowledge about the docu-
ment. As natural language text contains unstructured knowledge which is only un-
derstood by human and it is hard to be processed by computer, a document ontol-
ogy graph serves as a structured knowledge format to express the knowledge and 
meaning about a text in a computer processable format. This extraction and gen-
eration is called the Text-to-OG process. 

Text-to-OG Process  

The document ontology graph is used to convert a document of text to a graphical 

format. There are six steps to transform a text to OG as shown in Figure 7.5: 



106 7   Ontology Graph Generation Process

 

 

"

Fqewogpv"

Vgzv/vq/QI"Rtqeguu"

Fqewogpv"Qp/

vqnqi{"Itcrj"

Ugpvgpeg"

Vgto"

Vgto"Pqfg"

Tgncvkqpujkr"

Ugiogpvcvkqp"

Itcrj"Gzvtcevkqp"

Tgncvkqp"Gzvtcevkqp"

Vgto"Gzvtcevkqp"

Etgcvg"Vgto"Pqfg"

 

Fig. 7.5 Document Ontology Graph generation process 

Components in Text-to-OG Process 

1. Text – the document itself is written plainly by natural language, without any 
meta-data, markup, annotation, etc. 

2. Sentence – the sentence is separated to express a concept normally. 
3. Term – the term is segmented in a single sentence, consisting of multiple char-

acters and being meaningful lexicons. 
4. Term Node – the term node is the basic node expressed as a word in the Inter-

dependency Graph. 
5. Relationship – more than one term node related to each other and creating a re-

lationship between nodes. 
6. Document Ontology Graph – combining the extracted term nodes and their re-

lationships from a document to have the Document Ontology Graph finally 
generated. 

Text-to-OG Process Description 

1. Divide text into sentences – the text is first divided into sentences for segmentation. 
2. Segmentation of sentence into terms – the sentence is processed by segmenta-

tion algorithm such as the maximal matching algorithm to extract terms or 
word phrases from the sentence. 

3. Create term nodes – term nodes are created for every meaningful word and 
word phrase, for the purpose of creating the interdependency graph. 

4. Link all term nodes with relations – all the created terms nodes are linked with 

directed and weighted edges, to model the relationship between the terms. 

5. Create relationship – the terms nodes with relations are created and extracted to 

relationship format. 
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6. Create Document Ontology Graph – the overall data is converted into OG  

definition for formalized Ontology Graph representation. 

7.3   Automatic Generation of Domain Ontology Graph 

The Domain Ontology Graph (DOG) generation module of KnowledgeSeeker is 

an automatic process which relies on labeled document corpus learning (refer to 

the ontology learning module discussed in Chapter 6). In this process, two addi-

tional threshold values are defined for generating a DOG. These two thresholds 

are used to control the size of the DOG to be generated. A larger size of DOG con-

tains more terms and term-relations while a smaller size of DOG contains less of 

those. The first threshold value 
uθ  is set for the maximum number of terms which 

is selected in a class for the calculation of term dependency. The second threshold 

value 
vθ  is set for the minimum dependency values ( R ) in which the terms asso-

ciation is generated in the DOG. In summary, the thresholds are: 

• 
uθ  – The maximum number of terms (nodes) in the Domain Ontology Graph 

• 
vθ  – The minimum dependency value (edges) in the Domain Ontology Graph 

The generation steps are shown in Figure 7.6: 
 

Steps of Domain Ontology Graph (DOG) generation process 

Obtain the term-list T containing 
uθ -number of  terms from ontology learning result 

      T = {t1, t2,…, tk} where k = 
uθ  

For every term t in T 

      Generates a Node ni in the DOG: 

            Assign the node label by the term name 

            Assign the node weight by the word-to-class dependency values ( 2

,cwχ ) 

      End for Node ni 

Next term 

Obtain the term dependency values of the term-list T from ontology learning result 

For every term-term (ta – tb) dependency mapping 

      If the dependency value R  is greater than or equal to 
vθ  

            Generates an Edge ei between in the DOG: 

                  Associate with the two ends of the edge to the nodes of ta and tb 

                  Set the edge weight to the word-to-word dependency value 2

, ba ttχ  

            End for Edge ei 

      End If 

Next mapping 

Remove all unlinked nodes in the DOG 

Fig. 7.6 The steps of automatic domain ontology graph generation 
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7.3.1   Experimental Setup 

The objective of this Domain Ontology Graph (DOG) generation experiment is to 

observe the generated result through visualizing it in a graphical format. We select 

different values of the thresholds (
uθ  and

vθ ) as the variant parameters, where, 

uθ  ranges from 10 to 120, and 
vθ  ranges from 0 to 200. Every combination of the 

two parameters setting will generate one DOG. The threshold values used in the 

experiment are: 

• 
uθ  – 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120 

• 
vθ  – 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 

170, 180, 190, 200 

We reuse the experimental data setup and results from the ontology learning ex-

periments described in Chapter 6 (Experiment 6.1). The data consists of a docu-

ment corpus (D1) with 2814 documents and 10 labeled classes (Table 6.32 – 6.33).  

The ontology learning result of the class “文藝 (Arts and Entertainments)” is used 

here to generate the DOG automatically.  

The DOG generation program is implemented by Java and each DOG result is 

generated and written in a GraphML document, an XML-based file format for graphs 

(GraphML 2007, yFile XML Extension 2009). The GraphML document is further 

visualized by the software yED (Figure 7.7), a graph editor that is able to visualize a 

graph and to apply automatic layouts of the graph (yED 2009). An example of a gen-

erated GraphML document of an ontology graph is shown in Figure 7.8.   

 

Fig. 7.7 The interface of yED Graph Editor (yED 2009) 
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Fig. 7.8 Sample of a generated GraphML document of DOG 
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7.3.2   Experimental Results 

Number of nodes generated 

Figure 7.9 summarizes the outcomes of the experiment about the number of nodes 

generated in the domain ontology graph generation process (of the domain “文藝  

Arts and Entertainments”) with different threshold values. The result shows that 

for all threshold 
uθ values, the number of nodes proportionally goes down when 

threshold 
vθ  is increased by 10. Therefore we summarized the relation between 

the thresholds 
vθ  to the rates of nodes generated in Figure 7.10 and Table 7.2. It 

shows that different threshold 
uθ  affects the generated number of nodes with a 

similar rate. 
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Fig. 7.9 Number of nodes generated for different threshold values 
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Fig. 7.10 The rates of nodes generated for different threshold values 
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Table 7.2 Details of the rates of nodes generated for different threshold values 

vθ  Average rate of the generated 

number of nodes 

200 38.66 % 

190 39.63 % 

180 40.42 % 

170 42.28 % 

160 43.64 % 

150 46.28 % 

140 48.69 % 

130 51.93 % 

120 54.36 % 

110 58.95 % 

100 62.30 % 

90 67.65 % 

80 73.28 % 

70 77.81 % 

60 83.98 % 

50 89.52 % 

40 93.10 % 

30 96.29 % 

20 98.11 % 

10 99.68 % 

0 99.67 % 

Number of edges generated 

Figure 7.11 summarizes the outcomes of the experiment about the number of 

edges generated in the DOG generation process (of the domain “文藝 Arts and 

Entertainments”) with different threshold values. The result shows that, for all 

threshold 
uθ values, the number of edges exponentially goes down when threshold 

vθ  is increased by 10. Therefore we summarized the relation between the thresh-

olds 
vθ  to the rates of nodes generated in Figure 7.12. It shows that different 

threshold 
uθ  affects the generated number of edges with a similar exponential 

rate. The rate of 100% denotes that all edges between every pair of nodes are gen-

erated. That means the generated domain ontology graph with 100% rate of edges 

is a complete graph. If the graph contains n number of nodes, the 100% rate of 

edges is n
2
-n. 
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Fig. 7.11 Number of edges generated for different threshold setting 

0%

20%

40%

60%

80%

100%

0 50 100 150 200

Threshold

N
u
m

b
e
r 

o
f 

e
d
g
e
s
 g

e
n
e
ra

te
d

vθ

 

Fig. 7.12 The rate of edges generated for different threshold setting 

Example of Generated Domain Ontology Graph with Different Thresholds 

Table 7.3 shows the top 20 term-class entries of the domain (class) of “文藝 Arts 

and Entertainments”. In this example, 
uθ  is set to 20, 

vθ  is set within the range of 

200 to 0. Table 7.4 provides the statistical result of the generated ontology graph 

about the number of nodes and edges with different 
vθ  values. The graphical re-

sult of the ontology graphs for 
vθ  = 200, 150, and 100 to 0 are generated in 

GraphML file format and further visualized with auto circular layout by yED 

(yED 2009), as shown in Figures 7.13 to 7.33 respectively. 
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Table 7.3 Top 20 terms of domain “文藝” in ontology learning 

Rank Term 
2χ  R Rank Term 

2χ  R 

1 藝術 (arts) 1014.18 7.552083 11 戲劇 (opera) 392.7607 9.387755 

2 作品 (works) 979.3634 8.992248 12 音樂 (music) 386.0206 6.542056 

3 創作 (creative) 975.1136 9.478261 13 節目 (show) 357.0295 7.605634 

4 演出 (perform) 748.1122 8.495575 14 舞台 (stage) 349.994 7.846154 

5 文藝 (literature) 688.607 8.47619 15 表演 (act) 343.3402 6.595745 

6 觀眾 (audience) 666.3134 8.585859 16 美術 (painting) 330.3707 7.051282 

7 文化 (culture) 585.201 5.131086 17 風格 (style) 329.2021 8.6 

8 藝術家 (artist) 572.6829 9.305556 18 舉辦 (hold) 329.0934 5.125 

9 畫 (draw) 512.5542 6.27451 19 劇團 (troupe) 327.732 9.5 

10 演員 (actor) 411.4805 9.090909 20 歌舞 (sing) 318.0413 9.069767 

Table 7.4 DOC generation result of the domain “文藝 (Arts and Entertainments)” 

Domain 
uθ  

vθ  Num of nodes 

generated 

Num of edges 

generated 

Figure 

文藝 20 200 2 1 7.13 

文藝 20 150 2 1 7.14 

文藝 20 100 7 4 7.15 

文藝 20 90 10 7 7.16 

文藝 20 80 12 11 7.17 

文藝 20 70 15 19 7.18 

文藝 20 60 16 29 7.19 

文藝 20 50 18 43 7.20 

文藝 20 40 19 73 7.21 

文藝 20 30 20 111 7.22 

文藝 20 20 20 148 7.23 

文藝 20 10 20 208 7.24 

文藝 20 0 20 380 7.25 

文藝 120 200 27 70 7.26 

文藝 120 160 40 95 7.27 

文藝 120 120 54 140 7.28 

文藝 120 100 68 177 7.29 

文藝 120 80 72 231 7.30 

文藝 120 60 108 340 7.31 

文藝 120 40 120 580 7.32 

文藝 120 20 120 1339 7.33 
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Fig. 7.13 
uθ = 20, 

vθ  = 200 

 

Fig. 7.14 
uθ = 20, 

vθ  = 150 

 

Fig. 7.15 
uθ = 20, 

vθ  = 100 

 

Fig 7.16 
uθ = 20, 

vθ  = 90 
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Fig. 7.17 
uθ = 20, 

vθ  = 80 

 

Fig 7.18 
uθ = 20, 

vθ  = 70 
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Fig. 7.19 
uθ = 20, 

vθ  = 60 

 

Fig. 7.20 
uθ = 20, 

vθ  = 50 
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Fig. 7.21 
uθ = 20, 

vθ  = 40 

 

Fig. 7.22 
uθ = 20, 

vθ  = 30 

Fig. 7.23 
uθ = 20, 

vθ  = 20 

 

Fig. 7.24 
uθ = 20, 

vθ  = 10 

 

Fig. 7.25 
uθ = 20, 

vθ  = 0 
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Fig. 7.26 
uθ = 120, 

vθ  = 200 

 

Fig. 7.27 
uθ = 120, 

vθ  = 160 

 

Fig. 7.28 
uθ = 120, 

vθ  = 120 

 

Fig. 7.29 
uθ = 120, 

vθ  = 100 

 

Fig. 7.30  
uθ = 120, 

vθ  = 80 

 

Fig. 7.31 
uθ = 120, 

vθ  = 60 
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Fig. 7.32 
uθ = 120, 

vθ  = 40 

 

Fig. 7.33 
uθ = 120, 

vθ  = 20 



 

E.H.Y. Lim, J.N.K. Liu, and R.S.T. Lee: Knowledge Seeker, ISRL 8, pp. 121 – 142. 

springerlink.com                                       © Springer-Verlag Berlin Heidelberg 2011 

Chapter 8 
Ontology Graph Operations 
8   Ontology Graph Operatio ns 

Abstract. In this chapter, we define different ontological operations (such as 

similarity measurement and ontology graph based querying) that can be carried 

out with the use of generated Domain Ontology Graphs.  These operations can be 

applied to develop various ontology based applications such as text classification, 

search engine, etc. This is the last module of the KnowledgeSeeker system and 

all modules developed in the KnowledgeSeeker can improve traditional informa-

tion system with higher efficiency. In particular, it can increase the accuracy of a 

text classification system, and also enhance the search intelligence in a search 

engine. 

8.1   Ontology Graph Matching and Querying Process 

In the previous chapters, we introduced the KnowledgeSeeker system framework, 

including the ontology modeling, learning and generation modules. The ontology 

modeling modules provide the format and structure definition of Ontology Graph 

(OG). The ontology learning and generation modules provide the steps of learning 

and generating a Domain Ontology Graph (DOG). The next module in Knowl-

edgeSeeker is the Ontology Graph querying module. It defines different kinds of 

operation which use DOG and the operation methods.  

8.2   Introduction to Ontology Matching and Mapping 

Ontology matching and mapping process involves two ontologies, and it is aimed 

to merge two ontologies into one by semantic matching and similarity measure-

ment. The Ontology matching takes two different ontologies and produces  

mappings between those concepts of the two ontologies. The process requires ana-

lyzing the semantic information in the related ontologies. The analysis including 

semantic mapping and similarity measurement processes is computed automati-

cally, to create and derive a new ontology through the process (Figure 8.1).  
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Fig. 8.1 Ontology matching overviews 

8.2.1   Ontology Graph Matching Methods 

Semantic mapping and similarity measurement play important roles in ontology 

matching process. The semantic mapping process is to analyze the relationship be-

tween two elements, and the similarity measurement process is to compute the dis-

tance of those related elements. 

8.2.1.1   Semantic Mapping Function 

In semantic mapping, we try to find out the terms in two different sources that are 

related. The related terms do not necessarily to be exactly the same, for examples: 

we can map the term “school” from source S1 to the term “college” in source S2 as 

equivalence. Similarly, to map the terms “ teacher” to “lecturer”, “pupil” to “stu-

dent”, and “class” to “lecture” as equivalence (Figure 8.2). However, for simplifi-

cation sense, the automatic mapping process of two sources maps two terms as 

equivalent only when both terms are exactly the same. In addition, we also assign 

a weight of equivalent between those mapped terms, to express how closely the 

mapped terms are equivalent to each other.  

 

 

Fig. 8.2 Terms mapping example 

School 

Teacher 

Pupil 

Class 

College 

Lecturer 

Student 

Lecture 

Terms in source S1 
Terms in source S2 
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The mapping definition is a 3-tuple containing the elements: 

>=< wttM ji ,,  

Where: 

• ti is the term appearing in source S1 

• tj is the equivalent term appearing in source S2 

• w is the assigned weight to the term mapping 

8.2.1.2   Similarity Measurement Function 

In similarity measurement, two different components are taken into comparison. 

The comparison returns a numerical value indicating how similar of those compo-

nents are. The similarity function between two components C1 and C2 is defined as 

sim(C1 ,C2) and there several similarity measurement is useful in Ontology Graph 

matching process. 

Equality Similarity 

For some component, like the terms in Ontology Graph, two components are de-

fined as equal if both terms are exactly the same: 

else

CCif
CCsimequality

21

21
0

1
),(

=

⎩⎨
⎧

=
 

Jacquard Similarity 

If two components for comparison are not just single terms, but two different sets 

of terms, the similarity of these components can be calculated based on the over-

lapping individuals of the sets: 

21

21

21 ),(
CC

CC
CCsim jacquard

∪

∩

=
 

Euclidean distance 

This measurement is to compare the distance between two components in a vector 

space model. For example, if the two sets of terms (the two components to be 

measured) are represented in a vector space model with weight assigned to each 

term in the sets, this calculation can measure the distance between two vectors. 

Geometrically, it is the length of the segment joining two components C1 and C2: 

2

1

2121 )(),( ∑
=

−=

n

i
ii

CCCCd  

Cosine similarity 

Cosine similarity is used to calculate the similarity between two vectors of n di-

mensions by measuring the cosine of angle between them. If the two components 
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C1 and C2 are represented as two vectors, the comparison measure is the dot prod-

uct of C1 and C2 and further divided by the Euclidean distance between C1 and C2,. 

21

21
21cos ),(
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CCsim ine
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8.3   Matching Different Components with Ontology Graph  

The general process of Ontology Graph matching requires two components to be 

provided: the first one is a main knowledge which is in the form of Ontology 

Graph and the second one is a source input which is in the form of any compo-

nents in the form of Ontology Graph / Document (text) / or set of terms. The third 

one is the final mapping result which is in the form of Ontology Graph. The target 

result is a new Ontology Graph derived from the mapping process. It is regarded 

as a derived additional knowledge through the matching process of two provided 

components. Both source input and target output contain semantic matching to the 

core knowledge, meaning that the matching process from source knowledge to 

target knowledge relies on the semantic mapping between both of them and the 

provided Ontology Graph, as shown in Figure 8.3. 

OCKP"
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"QI
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Tguwnv"

"QI
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Fig. 8.3 Components of Ontology Graph mapping process 

Three Components in Ontology Graph Mapping 

• SOURCE Data (Input Component 1) – a source of data which is provided as 

an input in the matching process. It is aimed to match into the MAIN knowl-

edge (an existing Ontology Graph) and obtain more knowledge about the 

source data. 

• MAIN Knowledge (Input Component 2) – a provided knowledge which is an 

existing Ontology Graph obtained from ontology learning and generation proc-

ess, such as a Domain Ontology Graph. 

• TARGET Result (Out Component) – a target result of the knowledge obtained 

through the matching process. The target knowledge is a sub-graph of the 

mapped Ontology Graph and contains mapping and relations to it. 
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8.3.1   Matching Terms to Domain Ontology Graph 

Concept Formation 

Matching a single or multiple terms to a domain Ontology Graph is aimed to ex-

tracting more knowledge about the term. In Ontology Graph, the definition of 

“term” is different from that of “concept” – a term is only a lexical symbol that 

represents an entry of a node, while a “concept” is formulated by multiple nodes 

with relations. So we defined “concept” as a term that has relations to other terms. 

This concept formation is done by matching terms to a domain Ontology Graph, 

as to extract the knowledge of the term about a certain domain. 

Concept Formation Components 

• SOURCE Data: Single or multiple term(s) 

• MAIN Knowledge: A Domain Ontology Graph (DOG) 

• TARGET Result: An Ontology Graph that describes the term(s) 

"

Ocvejkpi"Rtqeguu"Vgto*u+"Vgto*u+"
Vgto"

Fqockp"Qpvqnqi{"Itcrj""QI

Eqpegrv"
"QI

 

Fig. 8.4 Components of concept formation process 

Concept Formation Process Description  
 

 

Fig. 8.5 Process of concept formation 

Input: An input term list TS containing at least one term and a DOG OGD. 

Output: A concept OG OGC representing the input term(s). 

 

Mapping 

Term Vector 

Term 
Weight

 

Mapping Table 

 

Generate 

Term 
Term 

Term Domain OG Concept OG 
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Example 8.1 – Domain Ontology Graph OG
A
 Definition 

For simplification, a sample of Domain Ontology Graph (DOG) OGA which con-
tains only terms and relations representing the domain A is defined as follows. The 
tabular form of OGA is shown in Table 8.1, and graphical representation of OGA is 
shown in Figure 8.6. 

• T:OGA = {A, B, C, D, E} 

• R:OGA = {(A, A, 1), (A, B, 0.1), (A, C, 0.2), (A, D, 0.3), (A, E, 0.4), (B, A, 0.1), 

(B, B, 1), (B, C, 0.2), (B, D, 0.3), (B, E, 0.4), (C, A, 0.1), (C, B, 0.2), (C, C, 1), 

(C, D, 0.3), (C, E, 0.4), (D, A, 0.1), (D, B, 0.2), (D, C, 0.3), (D, D, 1), (D, E, 

0.4), (E, A, 0.1), (E, B, 0.2), (E, C, 0.3), (E, D, 0.4), (E, E, 1)} 

Table 8.1 Table of the terms and relations in OGA 

 A B C D E 

A 1 0.1 0.2 0.3 0.4 

B 0.1 1 0.2 0.3 0.4 

C 0.1 0.2 1 0.3 0.4 

D 0.1 0.2 0.3 1 0.4 

E 0.1 0.2 0.3 0.4 1 

 

Fig. 8.6 Ontology Graph OG
A 

Example 8.2 – Concept Formation 

A “concept” is a large knowledge object that based on a single term or multiple 

terms with relations in the Ontology Graph OGA. The most basic concept is  

defined by using a single term t, where t ∈T:OGA. Therefore all single-term con-

cepts in OGA can be formulated including: cA for concept(“A”), cB for con-

cept(“B”), cC for concept(“C”), cD for concept(“D”), cE for concept(“E”). The 
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steps of formulating concepts are shown below and the visualized OG for concept 

cA, cB, cC, cD, cE are shown in Figures 8.7 to 8.11 correspondingly: 

Step 1: Obtain the term list from concept(t) as TS 

Step 2: Obtain the relation set RC from R:OGA where at least one term is in TS 

Step 3: Obtain all distinct terms as term list from the relation set 

Step 4: Match the new term list for concept (t) as TC = TS ∪ TA 

Step 5: Create the new OG with TC as term list and RC 

 
 

. 

Fig. 8.7 OG of Concept c
A
 

Table 8.2 Mapping of concept c
A
 

 A B C D E 

A 1 0.1 0.2 0.3 0.4 

B 0.1 - - - - 

C 0.1 - - - - 

D 0.1 - - - - 

E 0.1 - - - -  

8.8 

 

Fig. 8.8 OG of Concept c
B
 

Table 8.3 Mapping of concept c
B
 

 A B C D E 

A - 0.1 - - - 

B 0.1 1 0.2 0.3 0.4 

C - 0.2 - - - 

D - 0.2 - - - 

E - 0.2 - - -  

 

Fig. 8.9 OG of Concept c
C
 

Table 8.4 Mapping of concept c
C
 

 A B C D E 

A - - 0.2 - - 

B 0.1 1 0.2 0.3 0.4 

C - - 1 - - 

D - - 0.3 - - 

E - - 0.3 - -  
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Fig. 8.10 OG of Concept c
D
 

Table 8.5 Mapping of concept c
D
 

 A B C D E 

A - - - 0.3 - 

B - - - 0.3 - 

C - - - 0.3 - 

D 0.2 0.2 0.3 1 0.4 

E - - - 0.4 -  

 

 

Fig. 8.11 OG of Concept cE 

Table 8.6 Mapping of concept cE 

 A B C D E 

A - - - - 0.4 

B - - - - 0.4 

C - - - - 0.4 

D - - - - 0.4 

E 0.1 0.2 0.3 0.4 1  

8.3.2   Matching Text Document to Domain Ontology Graph 

Document Ontology Graph (DocOG) Generation 

A Document Ontology Graph (DocOG) is a type of Ontology Graph that used to 

represent the content of a text document. Traditional information system usually 

represents documents by term vectors. In KnowledgeSeeker system, we proposed 

to use the Ontology Graph to represent the content about a text document. In addi-

tion, the DocOG can also describe more information about the document, such as 

the related knowledge of a certain domain. This can be done by matching the text 

document to a Domain Ontology Graph (DOG) to acquire more knowledge about 

the related domain. 

The matching of a text document to a DOG aims at extracting more knowledge 

about the domain inside the document. Text document is often represented by a 
 

"C"" """"D"

Vgtou"kp"Fqewogpv"

Vgtou"kp"Fqockp""
"""""""""Qpvqnqi{"Itcrj"
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Fig. 8.12 Mapping overlapping terms in document and Domain Ontology Graph 
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list of terms (a weighted term vector). We match a text document to a DOG to 

create mappings between them if they have an intersection of same terms (Figure 

8.12). This process can relate a document to a particular domain. The process can 

be used to extract more knowledge about the document and also measure the simi-

larity of the document to the matched target DOG. 

Document Ontology Graph Formation Components 

• SOURCE Data: A document written in the form of text 

• MAIN Knowledge: A Domain Ontology Graph (DOG) of a certain domain 

• TARGET Result: A Document Ontology Graph (DocOG) describing the  

document 

Ocvejkpi"Rtqeguu"

Fqewogpv"
"//////////////"//////////////"//////////////"//////////////"//////////////"//////////////"//////////////"//////////////"
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Fqewogpv""
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"QI

 

Fig. 8.13 Components of Document Ontology Graph generation process 

Document Ontology Graph Generation Process Description  
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Fig. 8.14 Process of Document Ontology Graph (DocOG) extraction 

Input: An input document (text) and a Domain Ontology Graph (DOG) – OGd for 
domain d. 

Output: A Document Ontology Graph (DocOG) – OGdoc representing the input 
document doc. 



130 8   Ontology Graph Operations

 

 

Example 8.3 – Document Ontology Graph Extraction 

The Domain Ontology Graph OGA definition is referenced from Example 8.1. Two 

examples about documents d1 and d2 which are defined as follows to illustrate the 

generation of their corresponding Document Ontology Graph (
1dOG and 

2dOG ): 

Step 1: Obtain the document content 

• d1: A–A–B–D (Document-length = 4). 

• d2: D–D–D–E (Document length = 4). 

Step 2: Transformed to weighted term vector 

The weight of every term in each document is weighted by 
ji dtW ,
where ti repre-

sents the i
th

 distinct term in the document j. 
ji dtW ,
 is defined as:  

=
ji dtW ,

j

ji

dl

tf ,
 

• tf denotes the frequency of term i appearing in document j 

• dl denotes the document length, i.e. the size of the term list of document j 

The transformed term vectors of the two documents are as follows: 

• 
1dT = {(A, 0.5), (B, 0.25), (D, 0.25)} (Num-of-term = 3). 

• 
2dT = {(D, 0.75), (E, 0.25)} (Num-of-term = 2). 

Step 3: Term List creation for two DocOGs 
1dOG and 

2dOG :
 

• 
1

: dOGT = {A, B, D} 

• 
2

: dOGT = {D, E} 

Step 4: Concept Formation. The results are shown in Tables 8.7 to 8.11. 

• 
1dOG : 

1
, dAc , 

1
, dBc , 

1
, dDc   

• 
2dOG : 

2
, dDc , 

2
, dEc   

Table 8.7 
1

, dAc  

 A B C D E 

A 0.5 0.05 0.1 0.15 0.2 

B 0.05 - - - - 

C 0.05 - - - - 

D 0.05 - - - - 

E 0.05 - - - -  

Table 8.8 
1

, dBc  

 A B C D E 

A - 0.025 - - - 

B 0.025 0.25 0.05 0.075 0.1 

C - 0.05 - - - 

D - 0.05 - - - 

E - 0.05 - - -  
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Table 8.9 
1

, dDc  

 A B C D E 

A - - - 0.075 - 

B - - - 0.075 - 

C - - - 0.075 - 

D 0.025 0.05 0.075 0.25 0.1 

E - - - 0.1 -  

Table 8.10 
2

, dDc  

 A B C D E 

A - - - 0.225 - 

B - - - 0.225 - 

C - - - 0.225 - 

D 0.075 0.15 0.225 0.75 0.3 

E - - - 0.3 -  
 

Table 8.11 
2

, dEc  

 A B C D E 

A - - - - 0.1 

B - - - - 0.1 

C - - - - 0.1 

D - - - - 0.1 

E 0.025 0.05 0.075 0.1 0.25 

 

Step 5: Ontology graph mapping from the related concepts: 
 

Matching the concepts of the DocOG for documents d1 and d2: 

1dOG  = 
1

, dAc ×
1

, dBc ×
1

, dDc ,  
2dOG  = 

2
, dDc ×

2
, dEc  

If the relation of terms ti and tj exists more than once among all the formulated 

concepts, the max weighting for that relation is assigned, i.e. for every ti and tj re-

lation, RelS(ti, tj, 
ji ttw ,
) is selected for MAX(

ji ttw ,
). 

Step 6: Relation set creation for the DocOG 
1dOG and 

2dOG : 

• R:
1dOG = {(A, A, 1), (A, B, 0.1), (A, C, 0.2), (A, D, 0.3), (A, E, 0.4), (B, A, 0.1), 

(B, B, 0.5), (B, C, 0.1), (B, D, 0.15), (B, E, 0.2), (C, A, 0.1), (C, B, 0.1),, (C, D, 

0.15),(D, A, 0.1), (D, B, 0.1), (D, C, 0.15), (D, D, 0.5), (D, E, 0.2), (E, A, 0.1), 

(E, B, 0.1), (E, D, 0.2)} 

• R:
2dOG = {(A, D, 0.3), (A, E, 0.132), (B, D, 0.3), (B, E, 0.132), (C, D, 0.3), (C, 

E, 0.132), (D, A, 0.1), (D, B, 0.2), (D, C, 0.3), (D, D, 1), (D, E, 0.4), (E, A, 

0.033), (E, B, 0.066), (E, C, 0.099), (E, D, 0.3), (E, E, 0.33)} 
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Table 8.12 Terms and relations
 
in 

1dOG  

 A B C D E 

A 0.5 0.05 0.1 0.15 0.2 

B 0.05 0.25 0.05 0.075 0.1 

C 0.05 0.05 - 0.075 - 

D 0.05 0.05 0.075 0.25 0.1 

E 0.05 0.05 - 0.1 -   

Fig. 8.15 DocOG for d
1
 –

 
1dOG  

Table 8.13 Terms and relations
 
in 

2dOG  

 A B C D E 

A - - - 0.225 0.1 

B - - - 0.225 0.1 

C - - - 0.225 0.1 

D 0.075 0.15 0.225 0.75 0.3 

E 0.025 0.05 0.075 0.3 0.25  

Fig. 8.16 DocOG for d
2
 –

 
2dOG  

8.3.3   Ontology Graph Based Similarity Measurement 

Document and domain knowledge comparison 

Matching a DocOG (for a document) with a DOG (for a domain) is aimed to 

measure the similarity between a document and a particular domain. This is to find 

out how the document is related to the domain of interest. This matching process 

is useful in text classification process. When a document is compared to several 

DOGs, the highest ranked DOG in the result is the domain that the document is 

mostly related to.  

Document and domain comparison components 

• SOURCE Data: A Document Ontology Graph (DOG) 

• MAIN Knowledge: A Domain Ontology Graph (DocOg) 

• TARGET Result: A score value representing the similarity  
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Fig. 8.17 Components of Document and Domain Ontology Graph comparison  

Document and Domain Comparison Process Description 
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Fig. 8.18 Process of Document and Domain Ontology Graph comparison 

Input: A Document Ontology Graph OGd representing the input document 

Output: A similarity score representing the comparison result  

Example 8.4 – Document and Domain Ontology Graph Comparison 

The domain OGA definition and the content of two documents d1 and d2 used in 

this example are referenced from Example 8.1. The formation of their correspond-

ing DocOG (
1dOG and 

2dOG ) are also given in that example (refer to Example 

8.1). In this example, we illustrate the process of comparing both DocOGs to the 

DOG, i.e. comparing 
1dOG to OGA and 

2dOG  to OGA. This comparison requires 

several sub-process including the term matching, semantic mapping, etc. The main 

step in this comparison process is the similarity measurement method, which is 

described in the following. 

Step 1: Obtain the Domain Ontology Graph OGA 

• OGA – refer to example the definition in Example 8.1 
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Step 2: Obtain the Document Ontology Graph by matching to the domain OGA 

• 
1dOG  (see Table 8.14) 

• 
2dOG  (see Table 8.15) 

Table 8.14 Terms and relations
 
in 

1dOG  

 A B C D E 

A 0.5 0.05 0.1 0.15 0.2 

B 0.05 0.25 0.05 0.075 0.1 

C 0.05 0.05 - 0.075 - 

D 0.05 0.05 0.075 0.25 0.1 

E 0.05 0.05 - 0.1 -  

Table 8.15 Terms and relations
 
in

2dOG  

 A B C D E 

A - - - 0.225 0.1 

B - - - 0.225 0.1 

C - - - 0.225 0.1 

D 0.075 0.15 0.225 0.75 0.3 

E 0.025 0.05 0.075 0.3 0.25  
 

 

Step 3: Obtain the score of each DocOG by summing up all the relations, exclud-

ing all weight of self-relations (the weight of the term itself) 

• score(
1dOG ,OGA) = 0.05 + 0.1 + 0.15 + 0.2 + 0.05 + 0.05 + 0.075 + 0.1 + 

0.05 + 0.05 + 0.075 + 0.05 + 0.05 + 0.075 + 0.1 + 0.05 + 0.05 + 0.1= 1.425 

• score(
2dOG ,OGA) = 0.225 + 0.1 + 0.225 + 0.1 + 0.225 + 0.1 + 0.075 + 0.15 

+ 0.225 + 0.3 + 0.025 + 0.05 + 0.075 + 0.4 = 2.275 

Step 4: Finalizing the similarity scores: 

• sim(
1dOG ,OGA) = score(

1dOG ,OGA) / score (OGA) = 1.425 / 5 = 0.285 

• sim(
2dOG ,OGA) = score(

2dOG ,OGA) / score (OGA) = 2.275 / 5 = 0.455 

8.3.4   Matching Two Document Ontology Graphs 

Comparison between two documents 

Matching two document ontology graphs is aimed to measure the similarity be-
tween two documents. This is to find out how documents are related to each other. 
This matching process is useful in text clustering process since it can relate and 
group highly related documents into cluster while separating unrelated documents 
from other clusters. It is also useful in some information system such as searching 
related documents, as to retrieve additional related information about the current 
document. When two document ontology graphs are compared together, a score 
value is calculated to represent how close the documents are related.  

Documents comparison components 

• SOURCE Data: A Document Ontology Graph  

• MAIN Knowledge: Another Document Ontology Graph 

• TARGET Result: A score value representing the similarity  
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Fig. 8.19 Components of comparison between two documents 

Document Comparison Process Description 
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Fig. 8.20 Process of documents comparisons 

Input: Two Document Ontology Graphs transformed from two documents (texts) 

Output: A similarity score representing the comparison result 

Example 8.5 – Comparison between two Document Ontology Graphs 

The content of two document d1 and d2 used in this example are referenced from 

Example 8.3. The formation of their corresponding document ontology graph 

(
1dOG and 

2dOG ) are also given in the example (Figures 8.15 and 8.16). In this 

example, we illustrate the process of the comparison between the two documents 

ontology graph. i.e. comparing 
1dOG  to 

2dOG . This includes the term matching 

and semantic mapping process. The main step in this comparison process is simi-

lar to that of comparing a document ontology graph to a domain ontology graph. 

This comparison step also requires a similarity measurement, and the result of the 

comparison gives a similarity score representing how two documents are closely 

related or unrelated. 
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Step 1: Obtain the document ontology graphs by matching to the domain OGA 

• 
1dOG  (see Table 8.13 and Figure 8.15) 

• 
2dOG  (see Table 8.14 and Figure 8.16) 

 

Step 2: Ontology graph matching from all the related concepts 

This step matches all intersect concepts between 
1dOG and 

2dOG to formulate a 

new ontology graph: 

OGm =
1dOG ×

2dOG . 

The similarity measurement between 
1dOG and 

2dOG is defined as: 

21

21

21
),(

dd

dd

dd
OGOG

OGOG
OGOGsim

∪

∩

=
 

The minimum weight values for all relations between two term ti and tj is assigned 

for the new ontology graph, i.e. for every ti and tj relation, RelS(ti, tj, 
ji ttw ,
) is se-

lected for MIN(
ji ttw ,
). Therefore, the relations in the new formulated ontology 

graph are as follows: 

• R:OGm = R:
1dOG ∩  R:

2dOG  

• R:OGm = {(A, D, 0.15), (A, E, 0.1), (B, D, 0.075), (B, E, 0.1}, (C, D, 0.075), (D, 

A, 0.05), (D, B, 0.05), (D, C, 0.075), (D, D, 0.25), (D, E, 0.1), (E, A, 0.025), (E, 

B, 0.05), (D, E, 0..1) 

• OGm (see Table 8.17) 

Table 8.16 Mapping result 

 A B C D E 

A - - - 0.15 0.1 

B - - - 0.075 0.1 

C - - - 0.075 - 

D 0.05 0.05 0.075 0.25 0.1 

E 0.025 0.05 - 0.1 - 
  

Fig. 8.21 OG of mapping result 

Step 3: Obtain the score of the newly formulated ontology graph by summing up 

all the relation weights, including all weight of self-relations (the weight of the 

term itself) 

• score (OGm) = 0.15 + 0.1 + 0.075 + 0.1 + 0.075 + 0.05 + 0.05 + 0.075 + 0.25 

+ 0.1 + 0.025 + 0.05 + 0.1 = 1.2 
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Step 4: Finalizing the similarity scores 

• Similarity of 
1dOG to 

2dOG = score (OGm) / score (
2dOG ) = 1.2 / 2.275 = 0.527 

• Similarity of 
2dOG to 

1dOG = score (OGm) / score (
1dOG ) = 1.2 / 1.425 = 0.842 

8.4   Overviews of Ontology Graph Based Querying 

Ontology Graph based querying involves a query and a set of documents which 
are represented by Ontology Graph model. It is aimed to retrieve a set of docu-
ments that are highly related to the query by ontology matching and similarity 
measurement. The provided query is processed with matching related concepts to 

every document, and further calculating the similarity score by comparing the 

weight of those concepts between the query and documents. The higher similarity 

score denotes a higher relevancy about a document to the query. After a ranking 

and sorting process according to the calculated scores, a list of documents are re-
trieved as the querying result. 
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Fig. 8.22 Ontology querying overviews 

8.4.1  Ontology Graph Querying Methods 

The semantic mapping and similarity measurement process in the ontology graph 

matching are also used as the similarly measurement in the ontology graph query-

ing process. Before the semantic mapping and similarity measurement are proc-

essed, every document is required to be transformed to ontology graph format 

through the document ontology graph formation process. The semantic mapping 
process is then used to analyze the relationship between the query and the docu-
ment ontology graph, and the similarity measurement process is then used to com-
pute the distance between the query and all the transformed document ontology 
graphs, to provide a ranked documents result. 

8.5   Operations in Ontology Graph Based Querying  

The operation of Ontology Graph based querying requires two components to be 
provided: the first one is the query itself, which is provided in the form of a term 
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list (i.e. a list of keywords like the query in traditional search system). The second 
component is the document to be compared, which are provided in the form of 

DocOG. The DocOG of the document is created and generated automatically for a 
certain domain by the Document Ontology Graph generation process. The target 
result is the derived Ontology Graph representing the similarity between the query 
and document. In the querying process, the input query and the outcome ontology 

graph contain semantic mapping to the document knowledge, and those mappings 

reveal how the query and the result is related to the document and thus provide the 

comparison information for documents ranking.  
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Fig. 8.23 Components of Ontology Graph querying process 

Three Components in Ontology Graph Querying 

• QUERY Data (Input Component 1) – an input of query data which is provided 

to match and compare with the document knowledge and obtain similarity  

details. 

• DOCUMENT Knowledge (Input Component 2) – a provided knowledge in the 

form of Document Ontology Graph which describes the content of a document, 

the Document Ontology Graph of that document is generated in the Document 

Ontology Graph generation process. 

• TARGET Result (Output Component) – a target result of the knowledge ob-

tained through the querying process. The target knowledge is a comparison 

sub-graph about the query and the document and contains semantic mapping 

and relations to them. 

8.5.1   Querying Document with Document Ontology Graph 

Query and Document Comparison 

Matching a term based query to a Document Ontology Graph (DocOG) is aimed 

to compare the knowledge difference and similarity between them. The process 

mainly matches the same terms in the query and in the DocOG, and then by inter-

secting their relation weight, the similarity score can be calculated. 
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Query and Document Comparison Components 

• QUERY Data: A query provided in a list of terms 

• DOCUMENT Knowledge: A DocOG describing the content of a document 

• TARGET Result: The comparison result of the two inputs 
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Fig. 8.24 Components of document ontology graph formation process 

Document Ontology Graph Formation Process Description  
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Fig. 8.25 Process of Document Ontology Graph extraction 

Input: An input query q and a Document Ontology Graph (DocOG) – OGd 

Output: A similarity score representing the comparison result  

Example 8.6 – Query and Document Comparison 

The content of two documents d1 and d2 used in this example are referenced from 
Example 8.3. The generation results of their corresponding Document Ontology 

Graphs (
1dOG and 

2dOG ) were also given in that example. In this example, we il-

lustrate the process of the comparison between a query q and the two Document 

Ontology Graphs. i.e. comparing q to 
1dOG  , and  q to 

2dOG . The comparison 

steps contain term matching from the query to the DocOG, and also the similarity 
measurement. The comparison result produces a similarity score denoting how the 
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measured documents are related to the query. Therefore, after ranking the docu-
ment set by the similarity scores, a list of querying results that are sorted by the 
score are thus produced, where the highest similarity score denotes that the docu-
ments are the most relevant to the query. 

Step 1: Obtain the query content in the form of a list of terms, 3 queries are  

provided as examples: 

• q1: B (Single term query, query-length = 1) 

• q2: C (Single term query, query-length = 1) 

• q3: B–E (Multiple term query, query-length = 2) 

Step 2: Transformed to weighted term vector for the queries: 

The weight of every term in each query is weighted by 
ji qtW ,
where ti representing 

the i
th

 term in the query j. 
ji qtW ,
 is defined as:  

=
ji qtW ,

j

jif

q

t ,  

• tfi,j denotes the frequency of term i appearing the query j 

• jq  denotes the query length, i.e. the number of terms in the query j 

The transformed term vectors of the three queries are as follows: 

• 
1qT = {(B, 1)} (Num-of-term = 1). 

• 
2qT = {(C, 1)} (Num-of-term = 1). 

• 
2qT = {(B, 0.5), (E, 0.5)} (Num-of-term = 2). 

Step 3: Generate the DocOGs by matching to the DOG – OGA 

• 
1dOG  (see Table 8.17 and Figure 8.26) 

• 
2dOG  (see Table 8.18 and Figure 8.27) 

Table 8.17 Terms and relations in 
1dOG  

 A B C D E 

A 0.5 0.05 0.1 0.15 0.2 

B 0.05 0.25 0.05 0.075 0.1 

C 0.05 0.05 - 0.075 - 

D 0.05 0.05 0.075 0.25 0.1 

E 0.05 0.05 - 0.1 -   

Fig. 8.26 DocOG for d1 – 
1dOG  
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Table 8.18 Terms and relations
 
in 

2dOG
 

 A B C D E 

A - - - 0.225 0.1 

B - - - 0.225 0.1 

C - - - 0.225 0.1 

D 0.075 0.15 0.225 0.75 0.3 

E 0.025 0.05 0.075 0.3 0.25 
 

Fig. 8.27 DocOG for d
2
 –

 
2dOG  

 

Step 4: Match the queries to the generated DocOGs 

• q1-to-
1dOG (see Table 3.19), and q1-to-

2dOG (see Table 3.20) 

• q2-to-
1dOG  (see Table 3.21), and q2-to-

2dOG (see Table 3.22) 

• q3-to-
1dOG  (see Table 3.23), and q3-to-

2dOG (see Table 3.24) 

Table 8.19 Result of q
1
-to-

1dOG
 

 A B C D E 

A - 0.05 - - - 

B 0.05 0.25 0.05 0.075 0.1 

C - 0.05 - - - 

D - 0.05 - - - 

E - 0.05 - - -  

Table 8.20 Result of q
1
-to-

2dOG
 

 A B C D E 

A - - - - - 

B - - - 0.225 0.1 

C - - - - - 

D - 0.15 - - - 

E - 0.05 - - -  

Table 8.21 Result of q
2
-to-

1dOG
 

 A B C D E 

A - - 0.1 - - 

B - - 0.05 - - 

C 0.05 0.05 - 0.075 - 

D - - 0.075 - - 

E - - - - -  

Table 8.22 Result of q
2
-to-

2dOG
 

 A B C D E 

A - - - - - 

B - - - - - 

C - - - 0.225 0.1 

D - - 0.225 - - 

E - - 0.075 - -  

Table 8.23 Result of q
3
-to-

1dOG
 

 A B C D E 

A - - 0.05 - 0.1 

B - - 0.025 - 0.05 

C 0.025 0.025 - 0.0375 - 

D - - 0.0375 - 0.05 

E 0.025 0.025 - 0.05 -  

Table 8.24 Result of q
3
-to-

2dOG
 

 A B C D E 

A - - - - 0.05 

B - - - - 0.05 

C - - - 0.1125 0.05 

D - - 0.1125 - 0.15 

E 0.0125 0.025 0.0375 0.15 0.125  
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Step 5: Calculate the score of each matching  

• score ( q1,
1dOG ) = 0.725 and  score ( q1,

2dOG ) = 0.525 

• score ( q2,
1dOG ) = 0.400, and  score ( q2,

2dOG ) = 0.625 

• score ( q3,
1dOG ) = 0.500, and  score ( q3,

2dOG ) = 0.875 

Step 6: Calculate the similarity of each matching by Cosine similarity  

• score ( q1,
1dOG ) = 0.336, and score ( q1,

2dOG ) = 0.169 / Result: d1 > d2 

• score ( q2,
1dOG ) = 0.185, and score ( q2,

2dOG ) = 0.201 / Result: d2 > d1 

• score ( q3,
1dOG ) = 0.348, and score ( q3,

2dOG ) = 0.422 / Result: d2 > d1 

Summary of the querying result 

For the querying result of q1, document d1 is more relevant than document d2, this 

is normal because the term B appears in document d1 but not in d2. For the query-

ing result of q2, document d2 is more relevant than document d1 although both 

documents do not contain the term of the query (term C). This is because term C is 

more related to the terms D and E than the terms A and B in the domain (as meas-

ured in the domain ontology graph OGA), and document d1 contains mainly terms 

A and B while document d2 contains mainly terms D and E, therefore document d2 

is more relevant than document d2. For the querying result of q3, document d2 is 

more relevant than document d1 although both documents contain exactly one 

term only in the query (d1 contains term B and d2 contains term E). Document d2 is 

more relevant because term E is weighted higher than term B in the domain, i.e. 

term E is more important in the domain and also has higher relations to other 

terms, comparing to the term B. This querying example shows that the Ontology 

Graph based document retrieval method is not only relying on exact term match-

ing, but also taking consideration of the term-relationship to other terms. So that 

the retrieval result of a query does not return only documents which contain the 

terms in that query, but also returns documents which do not contain the terms and 

may be relevant to that query. This can enhance the performance of some tradi-

tional search engines that use the keyword-based matching retrieval method, by 

inputting a domain knowledge that can describe the related concepts about the 

domain. 
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Chapter 9 
Ontology Graph Based Approach for Automatic  
Chinese Text Classification 

9    Ontology Graph Based Approach for A utomatic Chinese Text C lass ification 

Abstract. Automatic classification of Chinese text documents requires a machine 

to process and analyze the meaning of Chinese terms. We propose an Ontology 

Graph based approach to measure the relations between Chinese terms for the text 

classification purpose. The method improves traditional high dimensional term-

based text classification approach, in that the new method selects very small num-

ber of semantically related concepts to create Ontology Graphs. The Ontology 

Graphs can be used to represent different classes (domains). It enhances text clas-

sification performance by using its small-size but high semantically associated 

concepts. Our experiments show that the proposed method has classified a Chi-

nese document set with 92% accuracy in f-measure by using Ontology Graphs 

containing only 80 concepts for each class. The high accuracy result shows that 

the Ontology Graphs used in the process are enable to represent the knowledge of 

a domain and also the Ontology Graph based approach of text classification is ef-

fective and accurate. 

9.1   Introduction 

Automatic text classification is a process in which a machine analyzes the content 

of a document. A variety of machine-learning approaches are currently used for 

this task including tf-idf, support vector machines (SVM), and the k-NN approach, 

all of which work by measuring the frequency of words in a document. An obvi-

ous drawback of such approaches is that, from the viewpoint of text classification, 

a measurement of frequency is by no means a measurement of importance and 

frequency-based approaches therefore give too much weight to intuitively less im-

portant words, especially in English with its abundance of function and grammati-

cal words (articles, auxiliary verbs, etc). In this sense, low-relevance words are a 

type of noise and as such affect both classification speed and accuracy while con-

tributing little of value (Zheng et al. 2003). One way to remove high-frequency, 

low-classification-value words is to apply feature selection (or feature reduction), 

traditionally either supervised or unsupervised. Supervised feature selection  
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methods based on information gain (IG) and Chi-square (
2χ ) have been shown 

[Li et al. 2008] to do well in text classification and clustering. However, such ap-

proaches are not as effective when applied to Chinese text classification. This is in 

part because Chinese features many fewer function and grammatical words than 

English and so reduction can remove words that may be important in classifica-

tion. Further, word disambiguation is not as straightforward in Chinese, which 

does not use a space between individual words as in English, and so there are con-

siderable difficulties associated with defining, identifying, and extracting word  

accurately when using frequency-based approaches.  

There are a number of text classification approaches that are less dependent on 

classification by frequency, including the vector space model (Aggarwal et al. 

2004), ontology based model (Lim et al. 2008) and Chi-square statistic (Li et al. 

2008). The vector space model uses a term vector to represent every document and 

topic class, giving a score (or value) to each term in the vector, calculating the 

weight of terms inside a document using a scoring function such as the commonly 

used tf-idf (Aggarwal et al. 2004) and classifying texts by comparing the docu-

ment vector and class vector. Research (Li et al. 2008) has shown that this method 

is about as accurate as approaches such as neural networks and k-NN. Ontology 

based text mining (Rezgui 2007) operates by using a machine understandable 

knowledge to analyze text documents. The knowledge (ontology) is either created 

manually or semi-automated by machine learning approaches. Previous research 

(Lim et al. 2008) has combined an agent -based ontological system and a vector 

space model to retrieve and analyze Chinese texts. The ontology was based on an 

existing Chinese dictionary, HowNet (Dong 2003), and relations between terms 

were calculated based on the structure defined in the HowNet. While highly accu-

rate, a drawback of this approach is that the ontologies upon which the learning 

algorithms depend are manually-constructed and automatic or even semi-

automatic ontology construction remains a difficult task. 2χ based feature selec-

tion is a statistical measure that is used to calculate term-class interdependence 

(Mesleh 2007), analyzing the relationship between a term and a class (a topic or a 

category). Previous research has shown that 2χ statistic based supervised feature 

selection method can improve text classification and clustering performance when 

a class-labeled corpus is available. Two variants of the 2χ statistic are correlation 

coefficient and GSS coefficient (Busagala et al. 2008) while (Li et al. 2008) has 

proposed a new supervised feature selection method that is an extension of 2χ and 

is used to measure an either positive or negative relationship between a term and a 

class.  

In this chapter we propose a novel approach that uses Ontology Graph for text 

classification, in that the Ontology Graph is generated based on the 2χ statistic. 

Unlike traditional 2χ measurement, however, which measures the degree to which 

a term is related to a particular domain (class), the Ontology Graph based ap-

proach also measures the degree to which terms are dependent on other terms. The  
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domain Ontology Graph learning and generation methods have been discussed in 

Chapters 6 and 7. We further apply the Ontology Graph querying methods which 

have been discussed in Chapter 8, together with an algorithm based on vector 

space model, to measure how a Chinese text document is related to each Ontology 

Graph for classification purpose. Our experimental results show that the Ontology 

Graph based approach is highly effective when processed in text classification 

(92% accuracy in f-measure by using Ontology Graphs containing only 80 con-

cepts for each class).  

9.2   Methodologies 

We describe the methodologies by first reviewing the theory of Ontology Graph 

model, and then we describe the classification algorithm which integrates the vec-

tor space model, Ontology Graph model, and Ontology Graph based comparison 

method.  

9.2.1   Ontology Graphs Reviews 

We define Ontology Graph as a set of concepts, in which concepts are created by a 

set of terms and relations between them. The relations of terms are enhances by 

weight, which is generated automatically by a 2χ  statistic based method, for rep-

resenting how close of two terms are related. Figure 9.1 visualizes the conceptual 

structure of an Ontology Graph: 

  

Fig. 9.1 Conceptual structure of Ontology Graph  
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The formal definition of Ontology Graph is defined as: 

OGd = <T, F, H, R, C, A> 

• d defines the domain of the Ontology Graph is associated with 

• T is a set of terms ti of OGd 

• F is a set of word functions of terms ti∈T 

• H is a set of taxonomy relationships of T 

• R is a set of relations between ti and tj, where ti , tj ∈T 

• C is a set of clusters of ti,…,tn,  where t1,…,tn ∈T 

• A is a set of axioms that characterize each relation of R 

9.2.2   Classification Algorithm 

The text classification algorithm represents every document by a term-frequency 

vector >=< ntftftfTF ,...,, 21
, for n-dimension term-space according to the number 

of terms created in all DOGs. Each document which is represented by a term-

frequency vector is then compared to every domain ontology graph as to measure 

their similarity. The document is assigned to a domain class if the comparison of 

that document to the corresponding DOG gets the highest similarity value (score). 

Therefore, one document may belong to multiple classes with different weights 

according to its score, but in this classification algorithm we choose to assign one 

document to a single class according to the highest similarity value measured. 

The comparison is done by matching every text document to DOG (the process 

described in Chapter 8). Therefore, if there is m number of DOGs (m domains to 

be classified), every document is be compared m times to find out the highest si-

milarity values (Figure 9.2). The detailed matching and calculation process has 

been discussed in Chapter 8, the major comparison methods are presented as  

follows: 
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Fig. 9.2 Comparison of document and domain ontology graph for similarity measurement 
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Comparison Methods 

The comparison relies on a score function that scores the terms in a document, for 

those terms also appear in the compared Domain Ontology Graph (Figure 9.3). 
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Fig. 9.3 Scoring terms inside a document 

Example 9.1 – Ontology Graph Based Text Classification 

The text classification process combines the Ontology Graph matching and com-

parison process described in Chapter 8. The classification relies on a score func-

tion that scores a document to every DOGs, so that we can select the highest 

scored DOG matching as the classified domain (class). 

Step 1: Generates DocOGs by matching the documents to every DOG (class) 

• If there are m classes of domain to be classified, m number of DOGs are  

created: 

1OG , 
2OG , … , 

mOG  for classes C = {c1, c2, … ,cm} 

• Generate m number of DocOGs correspondingly to each DOG: 

d1 å [Generation Process (refer to Chapter 8)]å 
1,1dOG ,

2,1dOG ,…, 
mdOG ,1

 

Step 2: Obtain the scores of vectors of every DocOG 

• scores(d1) = {<c1, s1>, <c2, s2>, … , <cm, sm>} where 

si = score(
1dOG , OGi) for }...1{ mi ∈ . (refer to Chapter 8) 

Step 3: Select the highest scored DocOG as the classified domain 

• Classified class = cj for MAX(sj) 

9.3   Experiments 

The text classification experiment to be described here has two purposes. On one 
hand we wish to evaluate the classification performance of the proposed Ontology 
Graph based approach by comparing to other classification methods. On the other 
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hand, we wish to determine the optimal size (number of terms) of DOG for a class 
which can produce the best classification result.  

9.3.1   Experiments Description  

9.3.1.1   Evaluate the Performance of Ontology-Graph Based Approach 

(Experiment 1) 

The first experiment presents a text classification case by using three different ap-

proaches to classify documents. The first one is the traditional tf-idf approach. The 

second one is the term-dependency approach which replaces the tf-idf weight by 

the term-dependency (R) weight in DOG. The third one is the ontology-graph ap-

proach which scores a document to a class by the weight of relationships between 

each concept in the Ontology Graph. We aim to evaluate and compare the per-

formance of different text classification approaches in terms of its accuracy (re-

call/precision). The three different text classification approaches are described as 

follows: 

1. Term frequency-inverse document frequency (tf-idf) approach  

This approach uses a scoring function that scores the terms occurred in the docu-

ment by the term frequency and the inverse document frequency. This scoring 

function is the same as the traditional tf-idf classification approach and it is de-

fined as: 

( )
ii tti idftftscore ×=  

2. Term-dependency (R) approach 

This approach uses a scoring function that scores the terms occurred in the docu-

ment by the term weight in the Domain Ontology Graph (DOG). Term weights in 

the Ontology Graph are represented by the dependency measurement – R, and it is 

calculated in the Ontology Graph learning process. The term-dependency scoring 

function is defined as: 

( )
ii tti Rtftscore ×=  

3. Ontology-graph approach 

The ontology-graph based text classification approach is processed by matching a 

Document Ontology Graph (DocOG) to Domain Ontology Graph (DOG). The al-

gorithm has been presented in Chapter 9.2. The scoring function for comparing a 

document to a DOG is defined as: 

),(),( 111 1
OGOGscoreOGdscore d=  
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9.3.1.2   Evaluate the Optimum Size of Domain Ontology Graph for the Best 

Classification Result (Experiment 2) 

The second experiment presents an extended text classification case by using 

those three different approaches presented in experiment 1 and further varying the 

size of dimensions of terms used in each approach. The process used the same 

scoring functions presented in experiment 1 and tried to apply them into different 

sizes of class vector (for if-idf and term-dependency approaches) or sizes of Do-

main Ontology Graph  (for ontology-graph approach) to do the text classification. 

In this experiment, we aimed to evaluate how the size of terms in each approach 

affects the classification performance 

9.3.1.3   Evaluate the Effects for Setting Different Thresholds of Weight of 

Domain Ontology Graph (Experiment 3) 

The third experiment presents a text classification case that uses only the ontol-

ogy-graph approach. It is carried out by using a fixed size of domain ontology 

graphs but varying the threshold of weight between concepts in those domain on-

tology graphs. A higher threshold value reduces the number of relationships be-

tween concepts in each ontology graph. The size of each domain ontology graph is 

therefore further reduced in this case. In this experiment, we aimed to evaluate 

how the thresholds of weight (i.e. the number of concepts’ relationship) affect the 

classification performance. 

9.3.2   Evaluation Method  

Error rate is the most practical measurement to evaluate the information retrieval 

model. This measurement is aimed to calculate the retrieval accuracy, in terms of 

precision, recall, and f-measure. It is done by first observing the retrieval correct-

ness from the result, as shown in Table 9.1:  

Table 9.1 The table of retrieval result 

 Relevant Non-relevant 

Retrieved TP FN 

Not retrieved FP TN 

• TP (True Positive) –  the number of relevant documents, retrieved as relevant 

• FP (False Positive) –  the number of relevant documents, not retrieved as rele-

vant 

• FN (False Negative) –  the number of non relevant documents, retrieved as non 

relevant 

• TN (True Negative) – the number of non relevant documents, not retrieved as 

relevant. 
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Performance measurement 

Precision – It measures the accuracy of the retrieval model, by calculating the 

percentage of correctly retrieved documents to the whole retrieved result set. It is 

defined by: 

FPTP

TP
precision

+
=  

Recall – It measure the ability of the retrieval model to retrieve correct documents 

from the whole data set, by calculating the percentage of correctly retrieved doc-

ument to all the documents that should be retrieved. It is defined by: 

FNTP

TP
recall

+
=  

F-measure – It measures the harmonic average of precision and recall. It is de-

fined by: 

recallprecision

recallprecision
measuref

+

××
=−

2  

9.3.3   Performance on Ontology Graph Based Text Classification 

Experimental Data Sets 

Data set required for the experiment mainly includes 1. A training document sets 
for learning and generating domain ontology graphs, and 2. A testing document 
set for automatic text classification and performance evaluation. 

Training and Testing Document Sets 

The training document sets are used for learning and generating domain ontology 
graphs. The training document is a labeled document corpus, i.e. all documents are 

classified into a specific label of class. Each class label represents a particular domain 
which is equivalent to the corresponding generated domain ontology graph. The 
training documents are classified into 10 classes and they are shown in Table 9.2. 

Table 9.2 Class label (Chinese & English) of training document set 

Class Class Label (Chinese) Class Label (English) 

1 文藝 Arts and Entertainments 

2 政治 Politics 

3 交通 Traffic 

4 教育 Education 

5 環境 Environment 

6 經濟 Economics 

7 軍事 Military 

8 醫療 Health and Medical 

9 電腦 Computer and Information Technology 

10 體育 Sports 
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Number of documents in the training set and testing set are shown in Table 9.3. 

Training set is used for domain ontology graph learning and testing set is used for 

evaluation purpose. Training set contains 1972 documents (70% of the whole) and 

testing set contains 842 documents (30% of the whole).  

Table 9.3 Document count for training and testing document sets 

Class Class Label Training Set Testing Set 

1 文藝 174 74 

2 政治 354 151 

3 交通 150 64 

4 教育 154 66 

5 環境 141 60 

6 經濟 228 97 

7 軍事 174 75 

8 醫療 143 61 

9 電腦 139 59 

10 體育 315 135 

 Total 1972 (70% of 2814) 842 (30% of 2814) 

9.3.4   Experimental Results 

This section provides the results of different experiments described in section 

9.3.3. We describe the evaluation methods first and then present the detailed ex-

perimental results. 

9.3.4.1   Performance on Ontology Graph Based Text Classification 

(Experiment 1) 

Precision and recall values have been computed for the three classification ap-

proaches. Table 9.4 shows the detailed result obtained by computing precision, re-

call and f-measure for the three approaches by using a term-size of 30, i.e. 30 of 

terms are used in the tf-idf method and 30-term sized DOG (as presented in Chap-

ter 6.1.5) are used in the term-dependency and ontology-graph method. The table 

shows the precision, recall, and f-measure of each class in the test document set, 

and also its average. Figure 9.4 depicts the comparison of different scoring meth-

ods in precision, Figure 9.5 depicts the comparison of different scoring methods in 

recall, and Figure 9.6 depicts the comparison of different scoring methods in  

f-measure. 
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Table 9.4 Details of classification result of each class 
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Fig. 9.4 Result of precision for different approaches 
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Fig. 9.5 Result of recall for different approaches 
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Fig. 9.6 Result of F-measure for different approaches 

The above experimental result has shown that the ontology-graph approach 

performs the highest classification accuracy (89.2% of f-measure). The term-

dependency method performs the second highest classification accuracy (87.2% of 

f-measure), while the tf-idf performs the lowest classification accuracy (84.8% of 

f-measure) among the three methods have been tested. This experiment has shown 

that the DOGs are useful to represent a domain of classes and also it is useful to 

develop a classification system. By comparing to the term-dependency method, it 

revealed that the relationship of concepts in the ontology graph is useful to repre-

sent knowledge. This is because using the relationship information in DOG (on-

tology-graph approach) to do the text classification performs better result than not 

using the relationship (term-dependency approach). Therefore, this concludes that 

the ontology-graph approach is an effective approach for developing a text classi-

fication system. 

9.3.4.2   Performance on Using Different Size of Terms (Dimensionality) for 

Text Classification (Experiment 2) 

In the previous experiment, we have found that the ontology-graph approach per-

forms the best in text classification among all three tested approaches. In this ex-

periment, we further evaluate those three methods by varying the size of terms 

(the number of term nodes in DOG) used in the text classification process. The 

precision and recall values have been computed for this experiment by using dif-

ferent sizes of term nodes of DOGs. The sizes of the term nodes in DOGs tested in 
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this experiment are: 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, and 300. Ta-

bles 9.5, 9.6 and 9.7 give the classification result of the experiments for the three 

approaches – tf-idf, term-dependency, and ontology-graph correspondingly, pre-

senting the precision, recall, and f-measure values of the result. Figures 9.7 to 9.12 

depict their result in graphical format. 

Result of using tf-idf approach 

Table 9.5 Classification result for tf-idf approach 

Size Precision Recall F-measure 

10 0.8396 0.8011 0.8199 

20 0.8723 0.8119 0.8410 

30 0.8861 0.8130 0.8480 

40 0.8838 0.8162 0.8487 

50 0.8877 0.8261 0.8558 

60 0.9002 0.8372 0.8676 

70 0.8957 0.8286 0.8608 

80 0.9050 0.8214 0.8612 

90 0.9010 0.8237 0.8606 

100 0.8986 0.8157 0.8551 

150 0.9031 0.804 0.8506 

200 0.8982 0.7962 0.8441 

300 0.9034 0.7912 0.8436 
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Fig. 9.7 Result of precision and recall for tf-idf approach 
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Fig. 9.8 Result of precision, recall and f-measure for tf-idf approach 

Result Description 

As shown in Table 9.5, the tf-idf approach for the text classification gives accu-

racy in f-measure in ranges 82% and 86.8%. Using the term-size of 10 gives the 

lowest precision (84.0%) and using the term-size of 80 gives the highest precision 

(90.5%). Using the term-size of 300 gives the lowest recall (79.1%) and using the 

term-size of 60 gives the highest recall (83.7%). Using the term-size of 10 gives 

the lowest f-measure (82.0%) and using the term-size of 60 gives the highest f-

measure (86.8%). 

Result of using term-dependency approach 

Table 9.6 Classification result for term-dependency approach 

Size Precision Recall F-measure 

10 0.9061 0.7657 0.8300 

20 0.9130 0.8016 0.8537 

30 0.9192 0.8286 0.8715 

40 0.9123 0.8310 0.8697 

50 0.9107 0.8400 0.8739 

60 0.9087 0.8370 0.8714 

70 0.9138 0.8389 0.8747 

80 0.9187 0.8466 0.8812 

90 0.9136 0.8460 0.8785 

100 0.9196 0.8544 0.8858 

150 0.9162 0.8544 0.8842 

200 0.9177 0.8548 0.8851 

300 0.9206 0.8597 0.8891 
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Fig. 9.9 Result of precision and recall for term-dependency approach 
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Fig. 9.10 Result of precision, recall and f-measure for term-dependency approach 

Result Description  

As shown in Table 9.6, the term-dependency approach for the text classification 

gives accuracy in f-measure in ranges 83% and 88.9%. Using the term-size of 10 

gives the lowest precision (90.6%) and using the term-size of 300 gives the high-

est precision (92.1%). Using the term-size of 10 gives the lowest recall (76.6%)  
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and using the term-size of 300 gives the highest recall (86.0%). Using the term-

size of 10 gives the lowest f-measure (83.0%) and using the term-size of 300 gives 

the highest f-measure (88.9%). 

Result of using ontology-graph scoring approach 

Table 9.7 Classification result for ontology-graph approach 

Size Precision Recall F-measure 

10 0.9023 0.8329 0.8662 

20 0.9116 0.8631 0.8867 

30 0.9076 0.8772 0.8921 

40 0.9102 0.8846 0.8972 

50 0.9213 0.8913 0.9061 

60 0.9239 0.8914 0.9074 

70 0.9325 0.9078 0.9200 

80 0.9360 0.9103 0.9230 

90 0.9325 0.9078 0.9200 

100 0.9293 0.9054 0.9172 

150 0.9240 0.9039 0.9138 

200 0.9226 0.9015 0.9119 

300 0.9254 0.9035 0.9143 
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Fig. 9.11 Result of precision and recall for ontology-graph approach 
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Fig. 9.12 Result of precision, recall and f-measure for ontology-graph approach 

Result Description 

As shown in Table 9.7, the ontology-graph approach for the text classification 

gives accuracy in f-measure in ranges 86.6% and 92.3%. Using the size of ontol-

ogy graph of 10 gives the lowest precision (90.2%) and using the size of ontology 

graph of 80 gives the highest precision (93.6%). Using the size of ontology graph 

of 10 gives the lowest recall (83.3%) and using the size of ontology graph of 80 

gives the highest recall (91.0%). Using the size of ontology graph of 10 gives the 

lowest f-measure (86.6%) and using the size of ontology graph of 80 gives the 

highest f-measure (92.3%). 

9.3.4.3   Result of Using Different Thresholds of Weight of Domain Ontology 

Graphs (Experiment 3) 

In the previous experiment, we have evaluated that using the size of 80 of the do-

main ontology graphs can obtain the optimized performance in the text classifica-

tion accuracy. In this experiment, we fixed the size of ontology graphs (nodes) to 

80, and further evaluate how the sizes of edges of domain ontology graphs affect 

the performance of the text classification process. We use the threshold 
vθ  to fil-

ter dependency edges of domain ontology graphs. The threshold value has been 

presented in Chapter 7.3. Edges with weight lower than the threshold are removed, 

and these edges are then excluded in the calculation in ontology-graph classifica-

tion approach. Therefore, higher threshold values decrease the number of edges of 

an ontology graph, and thus further reduced the size of the ontology graph. The 

threshold values evaluated in this experiment are 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 

0.7, 0.8, 0.9, and 1.0. Table 9.8 shows the result of the experiment, which shows 

the precision, recall, and f-measure values of the result. Figures 9.13 and 9.14 de-

pict the result in graph for comparison. 
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Table 9.8 Experimental result of using different threshold values 

Threshold Precision Recall F-measure 

0.0 0.9361 0.9104 0.9230 

0.1 0.9249 0.8940 0.9092 

0.2 0.9141 0.8830 0.8983 

0.3 0.9041 0.8728 0.8882 

0.4 0.8793 0.8370 0.8576 

0.5 0.8597 0.8064 0.8322 

0.6 0.8329 0.7590 0.7942 

0.7 0.8058 0.7039 0.7514 

0.8 0.7895 0.6557 0.7164 

0.9 0.7784 0.6038 0.6801 

1.0 0.7784 0.5738 0.6606 

As shown in Table 9.8 and Figures 9.13 – 9.14, higher threshold values of 

weight used for the text classification result in lower precision and recall. If the 

threshold value is set to 1.0, the f-measure drops to about 0.66. If the threshold 

value is set to 0.0 (i.e. no threshold, and every edge is used for ontology-graph 

scoring), the f-measure retains at about 0.923. Therefore, the threshold affects the 

classification performance if the threshold value is set. No threshold value can ob-

tain the best performance. The best classification performance is 0.93 in precision, 

0.91 in recall, and 0.92 in f-measure with the threshold equal to 0. 
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Fig. 9.13 Precision and recall for different threshold values used 



9.3   Experiments 163

 

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Threshold

V
a
lu

e

Recall Precision F-Measure

 

Fig. 9.14 Result of classification in precision, recall and f-measure 

9.3.4.4   Combining the Results and Optimizing the Parameters for the Text 

Classification Experiments 

This result is to combine the previous experiments to figure out an optimal setting 

for the text classification process. We found that the Ontology Graph is the best 

approach for implementing the text classification. In addition, a size of 80  terms 

of DOG gives the best performance. In the following figures, we show the com-

bined result of the previous experiments for comparison purpose. We can see that 

the comparison result of precision and recall (Figure 9.15), and the comparison re-

sult of f-measure by using different sizes of terms (Figure 9.16). 
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Fig. 9.15 Result comparison of precision and recall for the three approaches 
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Fig. 9.16 Result comparison of f-measure for the three approaches 

Result Conclusion 

As shown in Figures 9.15 to 9.16, the use of Ontology Graph approach performs 

the best for every term-size used. Generally, for the Ontology Graph based text 

classification approach, the use of smaller sizes of Ontology Graph results in low-

er precision and recall. However, the result also shows that the precision and recall 

are optimized by using the size of 80, size larger than 80 cannot increase the accu-

racy. Figure 4.22 also shows that the performance of the text classification system 

is optimized by using the Ontology Graph approach and by using 80 as the term-

size of DOGs. Table 9.9 summarizes the details of the experimental results. 

Table 9.9 Summary of the optimized performance 

 Size for optimized 

Precision 

Size for optimized 

recall 

Size for optimized 

f-measure 

tf-idf 80 (90.5%) 60 (83.7%) 60 (86.8%) 

Term-dependency 300 (92.1%) 300 (86.0%) 300 (88.9%) 

Ontology-graph 80 (93.6%) 80 (91.0%) 80 (92.3%) 
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Chapter 10 
IATOPIA iCMS KnowledgeSeeker – An 
Integrated Content Management System and 
Digital Asset Management System (DAMS)  

10   IATOPIA iCMS Knowledge See ker 

Abstract. IATOPIA iCMS KnowledgeSeeker is an integrated solution which has 

adopted the KnowledgeSeeker technology to develop various ontology based ap-

plication, such as the IATOPIA Digital Asset management System. IATOPIA 

DAMS provides a centralized databank to categorize, manage, store and retrieve 

different types of digital asset, i.e. text articles, photos, videos and audio data. 

With IATOPIA patented Ontology System, users can define their own concept 

tree(s) to annotate (tagging) the attributes for all digital assets which can be used 

for different web channels, e-archive systems and search with IATOPIA patented 

ontology-based search engine. 

10.1   IATOPIA iCMS KnowledgeSeeker 

IATOPIA integrated Content Management System (iCMS) is an integrated and 

patented solution designed and implemented for IATOPIA.com limited. It pro-

vides solution for different content providers such as publishers, media, new agen-

cies, libraries to organize, manage, search, data-mining, archive and retrieve their 

digital assets (e.g. news articles, photos/images, videos, audio clips) from IATO-

PIA patented centralized iCMS databank. With the integration of IATOPIA iCMS 

and the ontological KnowledgeSeeker system, all digital contents can be enhanced 

and organized by ontology based knowledge. The digital contents can be retrieved 

and disseminated through different channels such as IATOPIA Web Channels, 

IATOPIA e-publications, and mobile applications including iPhone and Windows 

Mobile.   

10.1.1   System Features 

IATOPIA iCMS KnowledgeSeeker is an ontological system that is used to man-

age and organize all digital content inside the iCMS by using ontology approach. 
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The IAOPITA iCMS KnowledgeSeeker consists of a content databank cluster, an 

ontology index databank, and an IATOPIA ontological search engine. iCMS 

KnowledgeSeeker search engines use ontology approach to analyze Chinese text 

content (such as news articles), and also use the concept of semantic web to organ-

ize information semantically. iCMS KnowledgeSeeker also uses the ontology ap-

proach to identify the article topics (a text classification process). It has been 

tested and experimented with high performance, and has shown that it is a practi-

cal approach for using ontology technology to develop the search engine model. 

10.1.2   System Model and Architecture 

The IATOIPA iCMS KnowledgeSeeker consists of three components (Figure 

10.1), the process flow between those components is shown in Figure 10.2: 

1. IATOPIA Ontology and Content Index – it stores all ontology information and 

all analyzed information about all iCMS contents, including the ontology based 

index. 

2. IATOPIA Ontological Search Engine – it integrates the process of content 

analysis, content indexing, index searching, and responses to user with the 

search result. 

3. IATOPIA iCMS Databank Cluster – it stores all the original sources of content 

files, including article, audio, video, images, e-publication data, etc. 

  

Fig. 10.1 The system architecture of iCMS KnowledgeSeeker 



10.1   IATOPIA iCMS KnowledgeSeeker 167

 

 

Fig. 10.2 Process flow of IATOPIA iCMS KnowledgeSeeker 
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10.1.3   Ontology System 

IATOPIA Ontology System maintains and stores different ontology knowledge 

for different domains. It consists of an ontology databank which provides ontology 

data for the Search Indexing System to process content ontology analysis and pro-

vide for the Search Engine to process ontological querying and information search 

(see Chapter 3 for the ontology model defined in KnowledgeSeeker). 

Process Description 

1. The core ontology consists of a 10-domain-ontology (used in News Channel), 

which is generated by the ontology learning process and it is used for news ar-

ticle analysis. Some other ontologies include an opera ontology (used in Opera 

Channel) and a movie ontology (used in Movie Channel), they are maintained 

by a group of domain experts and it is mainly used for multimedia digital asset 

management.  

2. The ontologies can be defined through two methods: 1. Editing through web in-

terface, and 2. providing a fully structured ontology tree to IATOPIA. 

3. By the first method, domain experts use a web ontology editing interface to 

create, modify the ontology online. The interface is linked up with the ontology 

server and databank, the ontology creation and modification are updated in-

stantly on user editing.  

4. By the second method, the content provider (domain expert) provides a fully 

structured ontology tree in a well defined format (e.g. XML or Excel). IATO-

PIA ontology system can convert and import it into the Ontology Databank. 

5. Ontology data stored in the ontology databank provides rich knowledge  

about different domains for the IATOPIA search indexing system and search 

engine to process for ontological operation (analysis, indexing, and  

searching).  

10.1.4   Search Indexing System 

IATOPIA Search Indexing System maintains and creates all ontology based in-

dexes of digital contents for search engine operations. 

Process Description 

1. The system retrieves all digital content from the iCMS Databank Cluster, and 

then extracts the structured content, including title, text, date and all related me-

tadata, processes with data cleansing, pre-processing, and analysis. 
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2. The system analyzes the text content, including some textual analysis such as 

word segmentation, matching, counting frequency, measuring the ranking, etc. 

The content analysis adopts an ontology based approach, which requires the 

IATOPIA Ontology System to provide ontology data as the knowledge for 

analysis. 

3. The content analysis result is converted into a data storage format (an ontology 

content index), and then stored persistently in the Content Index Databank. 

4. The content analysis finally transforms the digital content from raw text into a 

structured ontology data representation.  

5. The Ontology Content Index Databank finally stores the index of all digital 

contents and it is created for the search engine for content searching process. 

10.1.5   IATOPIA Search Engine 

IATOPIA Search Engine receives search request and query from various applica-

tions built on top of the IATOIPA iCMS KnowledgeSeeker, such as content re-

trieval system, content management system, and web channel etc. IATOPIA 

Search Engine does not only search information by keywords, it also processes 

query and analyzes content by ontology. The search engines make use of the Con-

tent Index Databank and Ontology Databank effectively to process user search  

request. 

Process Description 

1. The search engine first accepts user search request and query from web inter-

face (either on content retrieval system, content management system or through 

browsing web channel), and then processes with the basic query processing, 

such as query segmentation. 

2. The processed search query is transferred to IATOPIA search engine system. 

The system gathers all required information, such as the query itself, the re-

quired domain ontology (from ontology databank), the required search index 

(from content index), and the original article databank if necessary. 

3. The gathered information is then processed with an ontological data calculation 

and similarity measurement (as described in Chapter 3.5). 

4. All measurement in the content index has been done according to the search al-

gorithm. A content ranking is done for making a list of desired results. 

5. The search result is rearranged with all information, such as the original article/ 

e-publication data (e.g. text, related multimedia, page number, etc.), and then a 

result page created for user. 
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10.2   IATOPIA Digital Asset Management System (DAMS) 

IATOIPA Digital Assets Management System (DAMS) is a web application de-

veloped for IATOIPA.com. The DAMS is integrated with the IATOIPA iCMS 

KnowledgeSeeker to provide a comprehensive and intelligent ontology-based 

management system for user to archive, manage and search for their large amount 

of digit asset files (multimedia content). 

10.2.1   DAMS System Architecture Overview 

IATOPIA DAMS provides a centralized content databank cluster to categorize, 

manage, store and retrieve different types of digital asset, e.g. news articles, pho-

tos, videos and audio data. With the integration of IATOIPA iCMS Knowledge-

Seeker and DAMS, users can define their own ontology concepts to annotate (tag-

ging) the attributes for all digital assets for ease of maintenance. 

 

Fig. 10.3 DAMS architecture overview 

10.2.2   IATOIPA iCMS Databank Cluster in DAMS 

IATOPIA iCMS Databank cluster stores and integrates all digital asset files in 

DAMS. The databank also imports digital assets files from other iCMS module 

such as news collection module, e-Publication module, multimedia uploading 

module, article creation module, etc. The databank clusters (Figure 10.4)  

include: 

• Text Data Cluster – store all text related contents, mainly including articles and 

all related information.  
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• Image Data Cluster – store all image related files, such as image from news ar-

ticles, web channel, and file uploaded through the DAMS system. 

• Video Data Cluster – store all video related contents, it consists of different 

video format for online video browsing, management, video editing, and video 

streaming. 

• Audio Data Cluster – store all audio related contents, it consists of different 

audio format for online audio browsing, management, audio editing and audio, 

streaming service.  

• E-Publication Data Cluster – store all e-publication contents, information, and 

files that are related and created from e-publication system.  

 

Fig. 10.4 IATOPIA iCMS databank cluster for DAMS 

10.2.3   Ontology System in DAMS 

IATOPIA iCMS Ontology System is the core technology to develop intelligent 

system module. Ontology is a computational knowledge model to conceptualize 

any object created in web channels. IATOPIA ontology module serves as core 

knowledge to associate with all conceptualized objects to create, manage and 

search for contents efficiently. The ontology system is also developed with auto-

matic learning ability, i.e. upon creating web channels content, knowledge can be 

grown automatically. Figure 10.5 shows the web interface example of DAMS in 

movie domain, Figure 10.6 shows a Web Channel of movie domain which re-

trieves the content created in DAMS, and Figure 10.7 shows an ontology editing 

interface in DAMS for Chinese opera domain which is maintained by a group of 

Chinese Opera domain experts. 



172 10   IATOPIA iCMS KnowledgeSeeker

 

10.2.4   DAMS and Web Channel Interface Examples 

 

Fig. 10.5 DAMS interface for movie domain 

 

Fig. 10.6 Web channel linked to DAMS content for movie domain 
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Fig. 10.7 Example of Chinese Opera ontology tree maintained by domain experts. 
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Chapter 11 

IATOPIA News Channel (IAToNews) – An  

Intelligent Ontological Agent-Based Web News 

Retrieval and Search System  

11   IATOPIA News C ha nnel  (IAToNews) 

Abstract. IATOPIA News Channel (IAToNews) is an online News Channel de-

veloped for IATOPIA.com. IAToNews is a web application integrated with the 

IATOPIA iCMS KnowledgeSeeker to provide a powerful and intelligent ontology-

based information system for user to read and search news article (Chinese news) 

through a web browser. It consists of mainly an agent system for online news col-

lection and an ontology system for news analysis and content personalization. 

11.1   Introduction 

IAToNews is a web platform for reading Chinese language RSS news feeds, and  

it has incorporated Intelligent Agent Technology (IAT) which will enable brows-

ers to read RSS news articles and will also analyze all articles with further related 

articles provided to users automatically.  In addition, it also allows each user to 

“build” their individual and personalized favorite news categories. 

The source of these news feeds are obtained from official authority such as Ra-

dio Television Hong Kong, information Services Department of the Hong Kong 

Special Administrative Region Government, British Broadcasting Corporation to-

gether with other reputable sources such as Xinhuanet, Reuters, MSN, etc.  

The main functions and features of IAToNews include: 

• Intelligent Agent System for web news collection 

• Ontology system for domain knowledge modeling 

• 5D ontology system for news semantic analysis 

• Personalized category 

11.2   IAToNews System Architecture Overview 

IAToNews system automatically collects the most updated news from different 

web sites of news providers (e.g. BBC Chinese, HK Government, RTHK, MSN, 
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etc.). It carries out news integration tasks from a large amount of news source and 

deliver accurate and valuable information to users. It incorporates an ontology sys-

tem for analyzing news contents and identifying the news topic automatically. The 

core ontology knowledge also enhances the news search engine so that it can pro-

vide more accurate and relevant results to users. Intelligence self-learning feature 

also provides news personalization to every registered user. Every user receives 

their personalized content based on their reading habit and interest. They can input 

their area of interest into the system or let the system learn it when they are read-

ing news through the web site. So that users can receive contents that they are 

mostly interested and filtered out most of the uninterested contents. 

 

 

IATOIPA iCMS KnowledgeSeeker 

IAToNews Interface

Collect News Articles 

  

 
WWW 

 Ontology 

System 

Retrieve News Articles 

  

WWW 

 
OG

News content analysis 

News content indexing 

News content searching 

Source: BBC, RTHK, HKGOV, MSN… 

 

Fig. 11.1 IAToNews system architecture and information flow 

11.3   Ontology System in IAToNews 

The ontology system maintains and stores different ontology knowledge for dif-

ferent topics (domain). It consists of an ontology databank which provides ontol-

ogy data for the search indexing system to process content ontology analysis and 

provides for the search engine to process ontological querying and content search-

ing. There are two ontologies in IAToNews: 1. Article Ontology, 2. Topic Ontol-

ogy (Domain Ontology), to be used for analyzing text document: 
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Fig. 11.2 Ontology system in IAToNews 

11.3.1   Article Ontology 

An ontology class “Article” is defined to describe the semantic content of a news 

article. The purpose of defining this ontology class is for the news annotation 

process. The Article ontology is separated with 2 types of data to store an article 

(Figure 11.3), the first one is simple article data (Table 11.1), and the second one 

is analyzed semantic data (Table 11.2).  

Table 11.1 Article data in article ontology 

Type Description 

Headline The headline/title of the text 

Abstract The short abstract or short description of the entire text 

Body The main body and content of the text 

Provider The provider (source) of the content / article. 

Author Author who wrote the text 

Date Date of the text / article published. 

Table 11.2 Semantic data in article ontology 

Type Description 

Topic The classified topic class of that article 

People The identified people, person included in the article. 

Organization The identified organization included in the article. 

Event The related and described events in the article. 

Place The place where the event occurred in the article. 

Thing All other things, object that are related in the article.  

Ontology system components 
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Fig. 11.3 Article ontology in IAToNews ontology system 

11.3.2   Topic Ontology 

The Topic Ontology class is defined for modeling the area of topic (domain of 
subject) in hierarchical relation, which is used to define the related topic of an ar-
ticle. The instances of topic are a set of controlled vocabularies for the ease of 
maintenance, sharing and exchange. There are 10 topics defined for news topic 
classification purpose as shown in Table 11.3. Every topic has their corresponding 
Domain Ontology Graph (DOG) representing the knowledge about the topic do-
main. It is used for ontology based content analysis (such as news topic identifica-
tion), ontology-based content indexing and searching processes. 

Table 11.3 Topics in IATOIPA KnowledgeSeeker news channel 

Topic Name Name (English) 

Topic 1 文藝 Arts and Entertainments 

Topic 2 政治 Politics 

Topic 3 交通 Traffic 

Topic 4 教育 Education 

Topic 5 環境 Environment 

Topic 6 經濟 Economics 

Topic 7 軍事 Military 

Topic 8 醫療 Health and Medical 

Topic 9 電腦 Computer and Information Technology 

Topic 10 體育 Sports 

11.3.3   Ontology Based Content Indexing 

The indexing model converts all article contents which are originally stored in the 

iCMS content databank with an index structure. It is to extract and convert all  
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content in text to the ontology format, and then store into content index databank. 

The types of ontology based article content index are shown in the Table 11.4. An 

article and its semantic entity content are stored into the IATOPIA ontology index 

databank for searching and retrieving.  

Table 11.4 Types of ontology based content index of news article 

Index name Index type Description 

Topic Domain Ontology Index Domain Ontology Terms 

People Entity Ontology Index Ontology Entity 

Organization Entity Ontology Index Ontology Entity 

Event Entity Ontology Index Ontology Entity 

Place Entity Ontology Index Ontology Entity 

Thing Entity Ontology Index Ontology Entity 

Headline String Simple data type 

Abstract String Simple data type 

Body Text Simple data type 

Provider String Simple data type 

Author String Simple data type 

Date Date Time Simple data type 

11.4   IAToNews Web Interface Examples 

 

Fig. 11.4 Main page displaying classified news in IAToNews 
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Fig. 11.5 Display news content and related info in IAToNews 
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Chapter 12 

Collaborative Content and User-Based Web Ontology 

Learning System  

12   Collaborative Co ntent and User-Based Web Onto logy Learning Syste m  

Abstract. This chapter presents a Collaborative Ontology Learning Approach for 

the implementation of an Ontology-based Web Content Management System 

(OWCMS). The proposal system integrates two supervised learning approach - 

Content-based Learning and User-based Learning Approach. The Content-based 

Learning Approach applies text mining methods to extract ontology concepts, and 

to build an Ontology Graph (OG) through the automatic learning of web docu-

ments. The User-based Learning Approach applies features analysis methods to 

extract the subset of the Ontology Graphs, in order to build a personalized ontol-

ogy. Intelligent agent approach is employed to capture user reading habit and pref-

erence through their semantic navigation and search over the ontology-based web 

content. This system combines the two methods to create collaborative ontology 

learning through an ontology matching and refinement process on the ontology 

created from content-based learning and user-based learning. The proposed me-

thod improves the validness of the classical ontology learning outcome by user-

based learning refinement and validation. 

12.1   Introduction 

Nowadays, information, especially Web information is growing up at an exponen-

tial rate. In contrast, the information processing schemes become extremely diffi-

cult with a lot of manual intervention. Without a good solution to extract useful 

and meaningful information from raw data, such information “flooding” over the 

Internet becomes a disaster. For example, we need a lot of human resources to 

handle the data. This is very inefficient to prepare the information from raw in-

formation by hand. Moreover, like “the passion for love and hate” there has been a 

fine line between the “pure information” and “processed knowledge”. The proc-

essed knowledge has lots of potential to gain advance in the search engine, prod-

ucts recommender system, etc. 

Besides that, in Web 2.0, most of the users start to communicate with each other 

over the Internet. They use the Internet platform to provide knowledge for satisfy-

ing their needs. On the other hand, they will provide some keywords to search for 
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their wants and needs. It gives a huge inducement to build a Collaborative Content 

and User-based Web Ontology Learning System to allow the Internet user to use a 

much more “knowledgeable” search engine with a personalized agent-based on-

tology as the kernel.  

12.2   Background 

12.2.1   Problem of Building a Generalized Ontology to Satisfy 

Daily Life 

In Web Wide Web, it contains huge amount of information which likes a treasure. 

However, we cannot simply use such valuable information with any good “min-

ing-tools”. It is because we do not have general and satisfactory methods to re-

trieve and use the information. Although we found the generalized and satisfactory 

ontology to retrieve the information, everyone has their own interests and ideas. It 

is difficult (impossible) to satisfy the needs and wants of every Internet user with 

the same ontology, hence the search engine. With the popularity of Internet all 

over the world, it is a real need and temptation to create a framework for building 

a Web system with generalized ontology and to use it with personalization meth-

ods to solve this problem.  

12.2.2   Semantic web 

The current Web is largely built on HTML. HTML is originally designed for hu-

man consumption only. The problem of the current web architectures is that the 

Web systems are not designed to “understand” the Web content on their own. The 

Semantic Web is designed to solve this problem, by enriching web content with 

markup data. This markup data means to add more structural information to the 

semi-structured information in HTML page. This markup data gain benefits in 

machines understandability. Therefore it can enhance agent application to process 

web content. There is also close relationship between ontology and semantic web 

as ontology is the key element for building up semantic web content.  

This section describes the Semantic Web architecture defined by W3C, which is 

about the underlying concepts and technologies supported for developing a seman-

tic web. And then methods and process for semantic web development are  

discussed. 

12.2.3   Web Channels  

Web Channel Technology is coined by Dr. Raymond Lee in 2006 and served as 

part of the Web 3.0 Intelligent Agent-based Technology (IAT). It is an semantic 

web system which contains many general concepts with a set of specified do-

mains. It includes a content management system, with intelligent search engine. 
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One important feature behind each web channel is that there have been strong and 

large domain experts to provide the knowledge contents. So it let us have enough 

and valuable data and information to perform a general ontology learning and  

validation.  

12.2.4   BuBo (Feedback, Personalization with User Ontology) 

BuBo is a collaborative platform / browser that provide feedback and personaliza-

tion with ontology semantic web. It is an integration of Web Browser Technology, 

Ontology-based Search Engine and Intelligent Agent Technology.  In the client’s 

perspective, BuBo can provide more intelligent based service such as a more pow-

erful ontology-based search engine and user-personalization services. In the back-

end, BuBo possesses an ontology-based content management agent, which link-up 

the knowledge-based of each designated Web Channel domain. Moreover, BuBo 

is able to collect the user’s feedbacks, reading rabbits and perform an agent- 

based ontology semantic web browser with e-library. Download BuBo: 

http://www.iatolife.com/life/sw/bubo/ 

12.3   Methodology  

This section describes the details of the proposed Collaborative Ontology Learn-

ing Approach, and the implementation methods to create the Ontology-based Web 

Content Management System. Section 12.3.1 describes the system architecture, 

the different stages and processes of the ontology learning system. Section 12.3.2 

describes the process of the Content-based Ontology Learning Process. Section 

12.3.3 describes the process of User-based Ontology Learning Process. Section 

12.4 describes the collaborative approach to refine and improve the validness of 

the ontology learning outcome. Section E describes the web ontology application 

implemented in web channels.  

12.3.1   Overview of System Architecture 

The collaborative learning approach is divided into mainly two processes – Con-

tent-based Ontology Learning Process and User-based Ontology Personalization 

Learning Process. Figure 12.1 shows the system architecture of the learning  

approach. 

The figure shows the overviews of data flow in the entire learning system. Two 

learning processes are basically processed separately, in that the learning outcome 

from Content-based learning process will be created as the basic input of User-

based Learning Process. The ontology refinement and validation are taken place in 

user-side, which modify and refine the ontology and input back to the Content-

based Learning Process to create a complete learning cycle to improve the  

validness of the Ontology. 
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Fig. 12.1 Ontology agent application 

12.3.2   Content-Based Ontology Learning Process 

This Content-based Ontology Learning Process is comprised with four main steps 

as shown in Figure 12.2. They are 1. Textual Analysis, 2. Concept Selection, 3. 

Ontology Learning, and 4. Ontology Validation.  

 

Fig. 12.2 Four content-based ontology learning processes 

The ontology learning outcome – Ontology Graph (OG) is defined in this learn-

ing process. In the representation of Ontology Graph in Figure 12.3, we define dif-

ferent types of knowledge units according to their level of complexity to comprise 

knowledge. A knowledge unit is any objects in the Ontology Graph that give se-

mantics expression: 
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Fig. 12.3 Ontology Graph 

1. Candidate Term (CT) – the smallest units that extracted in the form of a  

sequence of Chinese characters, those are meaningful words in human  

perspective.  

2. Concept (C) – one or more candidate terms groups together with explicit rela-

tions to other knowledge unit, it is the basic knowledge unit in the ontology 

graph.  

3. Concept Relation (CR) – the weight direct relations between two concepts. 

That defines how two concepts relate to each other.  

4. Ontology Graph (OG) – The entire knowledge unit created by groups of con-

cepts, representing a comprehensive knowledge of the domain of a web  

channel. 

1) Textual analysis process on Chinese document 

Textual analysis process on Chinese document in the web channels requires a list 

of common Chinese terms and special terminology of each web channels domain. 

Common Chinese terms are extracted from an electronic dictionary, such as 

HowNet, containing over 50000 distinct Chinese words, are used as the initial 

term list for textual analysis process. Special terminology of web channels  

domain, such as named entity, product brands, product model, etc. are human  

defined. Special terminology combined with the initial term list is the only pre-

defined knowledge in the ontology learning process. A maximal matching algo-

rithm is then applied to the term list and the web channels document to extract a 

list of candidate terms (CT), such that every term in the list exists at least once 

within all web channels. 
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2) Concept selection process on Chinese text document 

Candidate terms (CT) contains no relations to web document, we define a term as 

Concepts (C) if the term contains a weighted relation to a domain. Thus, the Con-

cept selection process aimed to select a set of Concepts that is related to a web 

channels, such that every web channel is linked to their related Concept through a 

weighted Concept Relation (CR). This process is done by a statistical term-to-

class independence test. A term t refers to every CT and a class c refers a web 

channel (a specific domain). The independence value is calculated through a chi-

square statistical measurement, as expressed in the 2-way contingency table. Ot,c 

(O¬t, c) is the observed frequency of a term that occurs (or not occurs) in a web 

channel Ot, ¬c (O¬t, ¬c) is the observed frequency of a term that occurs (or not occurs) 

in other web channels. Compared to the expected frequency Ei,j where },{ tti ¬∈  

and },{ ccj ¬∈ . Ei,j is defined as: 
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3) Ontology learning process on selected concepts 

The concept selection measure dependency between a term and a class, but it does 

not measure the relation between every term inside the class. Therefore, a further 

measurement of the concept relation between every concept in the class is re-

quired, and is known as Ontology learning process. This measurement applies 

similar chi-square statistical term-to-term independency test. Equation is changed 

as to measure the chi-square value for a term ta and another term tb 
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Ontology Graph is created by selecting a certain highest weighted Concepts inside 

a class (web channels). The vector of the dependency values between every term 

within a class is converted into a directed graph G = (V, A) where V is the set of 

selected Concepts (C) V = {t1, t2,…,tk-1, tk} and A is the set of directed and 

weighted Concept Relation (CR), A = {(t1,t1, 2

, 11 ttχ ), (t1,t2, 2

2,1 ttχ ),…, (tk,tk-1, 2

, 1−kk ttχ ), 

(tk,tk, 2

, kk ttχ )}. A threshold k is selected to create an Ontology graph containing k 

number of Concepts (Figure 12.4). 
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Fig. 12.4 Ontology graph containing k number of Concepts 

4) Ontology validation process by text classification 

Measurement of the validness of an Ontology Graph is done by a text classifica-

tion process. This process aims to validate how good of an Ontology Graph can 

represent a class (Web channel). Since the number of Concepts for a class is very 

large, we also need to evaluate the threshold k to be selected for creating an On-

tology Graph with an optimal size. In the text classification model, every web 

channel document is represented by a vector space model. Each document is rep-

resented by a term-frequency vector >=< ntftftfTF ,...,, 21
, and the term from the 

document is extracted by the matching algorithm with the candidate term list. A 

score vector is calculated for document d for every term ti , score function si for a 

term ti is defined as: 
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12.3.3   User-Based ontology Personalization Process 

In this process, the User-based Ontology Personalization relies on the periodic 

knowledge, which is learned by the Ontology Learner (Ontology Graph, OC). 

The OG changing and giving the personalization OG output will accompany 

with the user reading preferences and each user’s Personalization Ontology Search 

Agent learning result. The following sections will describe the whole process of 

the framework. 

1) BuBo (e-library, web browsing application) 

Bubo is a web browsing application with e-library system. In the e-library system, 

user can subscribe the e-magazine. E-magazine has different categories, e.g. lei-

sure, travel, news, technology. Some of magazines may belong to web channel. 

For example, Hong Kong Beauty belongs to IAToBeauty.com. In each web chan-

nel, it will have its different categories, e.g. Skin Care, Make Up, Nail DIY. 
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2) User reading preference capturing 

The user uses the BuBo to browse the web channel, e-Mag, and e-Book. In the 

BuBo, there is built-in capture user preferences system. This system is based on 

the user reading habit to capture the preferences. The user reading habit will be 

stored at the XML in his/her PC, and provide the input for the user’s Personaliza-

tion Ontology Search Agent. 

The user preferences XML stored the user preference information, each user 

has his own XML. This XML will be passed to the user’s Personalization Ontol-

ogy Search agent for performing the personalization. Figure 5. shows the structure 

of the user preferences XML. 

 

Fig. 12.5 Structure of the user preferences XML 

“User id” is used to define which user’s reading preferences. “Type” is the type 

of the media. In the system, there has 4 types of media for user reading.  

1. Web channel 

a. The system will capture the user reading pages and which category the 

user is reading.  

b. If there has the concept appeared in the type 1, and the user uses the con-

cept cross linkage for further reading then in <type id =1 page =XXX> 

there will have a concept. 

2. e-Mag 

a. The user read the e-Mag with the specific page. 

3. e-Book 

a. The user read the e-Book with the specific page. 

4. Search and customized concept 

3) Ontology- base content personalization 

User’s Personalization Ontology Search Agent 

User’s Personalization Ontology Search Agent responds to learn user preferences, 

collect the user feedback, assist the user to search their interests, and report learn-

ing result to Ontology learner for further learning. 

 

<user id = 3569> 

<type id = 1 category = 1 page = 10> 

<Concept id = 10 /> 

<type /> 

<type id = 2 page = 101 /> 

<type id = 3 page = 78 /> 

<type id = 4 concept =”Andy Lau” /> 

<user /> 



12.3   Methodology 189

 

First of all, it needs to connect to the Ontology Learner for helping the user re-

trieve the periodic knowledge and use the periodic knowledge (OG) to initiate the 

personalization search engine. The User’s Personalization Ontology Search Agent 

will base on the user preference and the user feedback to adjust and customize the 

user’s own search engine and semantic web. Figure 12.6 shows the top level (OG) 

and Figure 12.7 shows the example structure of the (OG). 

 

Fig. 12.6 The top level Ontology Graph 

. 

Fig. 12.7 The example structure of Ontology Graph 

There are three cases for the User’s Personalization Ontology Search Agent to 

trigger the personalized ontology graph (POG). 1. User search from the web chan-

nels or referral link to perform cross search 2. User browses the web channels, e-

Mag, or e-Book, 3. User customized his/her search engine. 

User searches from the web channels or referral link to perform cross search. 

When the user is searching from the web channels, the user must provide some 

keywordsγi
. Then the User’s Personalization Ontology Search Agent bases onγ i 

to search from the POG. 
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The user searches form the web channels: 

1. POG contains   

• Ifγi
 is the subset of the POG, then the User’s Personalization Ontology Search 

Agent will base on the POG and update the semantic web cross linkage result. 

• In the same case, if user uses the referral links to perform cross search, thenγi
’s 

i  = 1 

2.  POG does not contain   

• If γi is not a subset of the POG, then User’s Personalization Ontology Search 

Agent will communicate with Ontology Learner, and try to search for the peri-

odic knowledge (OG). 

• Ifγi is a subset of the OG, then User’s Personalization Ontology Search Agent 

will retrieve 2 levels of (OG) and update the semantic web which is based on 

the search result (sub-graph of the OG). After that the User’s Personalization 

Ontology Search Agent will retrieve the sub-graph sg from (OG). The sub-

graph will retrieve from the category of γi toγi
’s stays level + 1 level for re-

newing the POG. In this case, there may have [ ]nγγ
L1

 keywords, then the result 

will be based on the number ofγi
 to retrieve the [ ]nsgsg

L1
 (The number of sg ≤  

the number of γ ). 

User browses the web channels, e-Mag, or e-Book 

When the user uses the BuBo to browse the web channels, e-Mag, or e-Book, the 

capture user preferences system will capture what the user has been browsing and 

record it. For the web channels, it will capture categories and pages that the user 

has browsed. And for the e-Mag and e-Book cases, it just captures which page is 

browsed by the user.  

Each page contains many concepts (C), it is a subset of (C) V = {t1, t2,…,tk-1, tk} 

and there must contain a subset of directed and weighted Concept Relation (CR), 

A = {(t1,t1, 2

, 11 ttχ ), (t1,t2, 2

2,1 ttχ ),…, (tk,tk-1, 2

, 1−kk ttχ ), (tk,tk, 2

, kk ttχ )} , that means each page 

has a sub-graph (SG). 

 
Fig. 12.8 SG interception with the POG and forming new POG 
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If (SG) intercepts with the (POG), then the new (POG) is formed by the User’s 

Personalization Ontology Search Agent. Moreover, if (SG) “S1” intercepts with 

the other (SG) “S2”, and “S2” intercepts with (POG), then POGSS ∈}2,1{ .  

Figure 12.8 shows (SG) interception with the (POG) and forms new (POG) 

User customized his/her search engine 

In this system, user can use BuBo which provide interface to insert the concept in-

to his/her User’s Personalization Ontology Search Agent to enhance and find 

touch the POG. After that User’s Personalization Ontology Search Agent will per-

form the recalculations which like the situation in User search from the web  

channels.  

The user can use the BuBo to insert concepts for each web channel. Then the 

concepts plugged into the (POG) by Personalization Ontology Search Agent. After 

that the user can have additional recommendation based on their customized con-

cepts. In the same cases, if the user has subscribed the e-Mag or e-Book, then the 

(POG) is updated by Personalization Ontology Search Agent and let user search 

though the e-Mag and e-Book which are in their own personalized e-library.  

Figure 12.9 shows the process of customization and how the user uses the BuBo to  

interact with the User’s Personalization Ontology Search Agent. 

 

Fig. 12.9 The process of customization and how the user uses the BuBo to interact with the 

User’s Personalization Ontology Search Agent 

Ontology refinement base on user response 

After each client has its own POG, then the User’s Personalization Ontology 

Search Agent can send back the POG to refine the weight of the relation in  

the OG. It will clarify the growth of the POG and process which is the updated 

knowledge and collaborate with the Ontology learner to adjust the periodic 

knowledge. 
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12.4   Implementation  

12.4.1   Architecture of the Collaborative System Implementation 

The collaborative system is divided into two parts. One part is the client applica-

tion BuBo with User’s Preferences Search Agent, the other part is the ontology 

learning server and web channel server as shown in Figure 12.10. 

 

Fig. 12.10 The ontology learning server and web channel server 

In the client side, there are two main types of user, general clients and domain 

experts. General Clients use the BuBo with User’s Preferences Ontology Search 

Agent to browse the web channel or other web page. Also they can use the BuBo 

to access their e-library for reading their e-magazines or e-books. BuBo with Us-

er’s Preferences Ontology Search Agent provides the personalization ontology 

search service. The ontology search agent helps clients to search their (POG) and 

update the web channel’s recommendation linkages, which let user perform the 

cross searching and have a professional search recommendation. 

On the other hand, the Domain Experts use BuBo as an ontology editor. They 

define the general ontology in BuBo, and the BuBo uses the XML Web Service to 

communicate with the Ontology Learner Servers to edit the (OG). 

In the server side, there has three components, Web channel Servers, Ontology 

Learner Servers and (OG) storage servers. Web channel Servers are the semantic 

web servers which provide the semantic web hosting services. Then the Ontology  

Learner Servers are responding to learn and refine the (OG). Finally, the (OG) will 

be stored in the (OG) storage servers. Figure 12.11 shows the BuBo Structure. 
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Fig. 12.11 BuBo Structure and responsibilities 

12.4.2   Structure of the Specified Domains Ontology with 

Generalized OG 

Different IAToLife Web Channel corresponds to different specified domain  
ontology with generalized ontology OG, e.g. IAToMovie, IAToNews, IATo-
Beauty, etc. and shows different topic-based generalized ontology graph, and each 
topic-base generalized OG may have relation to make a big generalized OG.  
Figure 12.12 shows the example of the topic-base generalized OG. The example 
contains two parts, red one is in IAToMovie domain, and yellow is in IAToBeauty 
domain. The root node is in purple. However, some of them have interception 
which different topic-base generalized OG may share the same concept with the 
relation, in Figure 12.12 with green one’s concepts that represent the situation. 

 

Fig. 12.12 The example of the topic-base generalized OG 
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12.4.3   Ontology-Based Search Engine within BuBo 

User can search their interest from the BuBo. First, the User’s Personalization On-

tology Search Agent searches through the (POG). It then gives the recommenda-

tion from topic-base generalized (POG). E.g. if the user searches for “Sammi” (the 

green node in Figure. 11), then the agent will extract the topic base first such that 

if the client is browsing IAToBeauty, then the agent will give the yellow’s nodes 

for the top results, and then it will base on the (POG) to give one level of red node 

e.g. “Infernal Affairs” is another recommendation result for another web channel. 

12.5   Conclusions  

In this chapter, the Collaborative Content and User-based Web Ontology Learning 

System had been development. This involved a general semi-automation ontology 

learning framework with user personalization.  

The general ontology graph has been built and each user uses the BuBo to pro-

vide the reading habit, and the User Personalization Ontology Search Agent helps 

the user to make a personalization search engine, and communicate with the On-

tology Learner to suggest and reformat the Ontology Graph for enhancing the 

search engine of web channels. The solution has been developed and the OG can 

work for much more advanced search engine or other application. 
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Table A.1 Top 30 ranked terms selected in Domain Ontology Graph (文藝) 

Rank Term Class Count x2 R POS 

1 創作 文藝 100 1052.387 11.003 VERB,NOUN 

2 藝術 文藝 128 994.220 8.337 ADJ,NOUN 

3 演出 文藝 103 989.608 10.151 VERB 

4 作品 文藝 98 953.037 10.284 NOUN 

5 觀眾 文藝 83 615.711 8.251 NOUN 

6 藝術家 文藝 57 571.245 10.767 NOUN 

7 文化 文藝 124 535.291 5.205 ADJ,NOUN 

8 演員 文藝 52 495.439 10.339 NOUN 

9 劇團 文藝 47 485.407 11.097 NOUN 

10 節目 文藝 60 475.555 8.831 NOUN 

11 音樂 文藝 68 470.187 7.864 NOUN 

12 歌舞 文藝 48 452.354 10.264 VERB 

13 劇院 文藝 47 431.713 10.050 NOUN 

14 晚會 文藝 45 420.203 10.200 NOUN 

15 戲劇 文藝 42 419.831 10.818 NOUN 

16 文化部 文藝 42 419.831 10.818 NOUN 

17 舞蹈 文藝 47 395.574 9.345 NOUN 

18 文藝 文藝 93 390.077 5.244 NOUN 

19 舉辦 文藝 80 389.494 5.926 VERB 

20 表演 文藝 66 370.552 6.679 VERB 

21 舞台 文藝 51 369.901 8.257 NOUN 

22 電影 文藝 50 347.380 7.981 NOUN 

23 歌曲 文藝 35 344.813 10.721 NOUN 

24 劇目 文藝 32 336.121 11.333 NOUN 

25 戲曲 文藝 32 336.121 11.333 NOUN 

26 精品 文藝 36 334.422 10.200 NOUN 

27 美術 文藝 49 331.677 7.822 NOUN 

28 風格 文藝 39 320.784 9.208 NOUN 

29 演唱 文藝 33 312.818 10.389 VERB 

30 展覽 文藝 45 310.869 7.969 VERB,NOUN 
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Table A.2 Top 30 ranked terms selected in Domain Ontology Graph (政治) 

Rank Term Class Count x2 R POS 

1 總統 政治 141 459.191 4.178 NOUN 

2 訪問 政治 145 395.355 3.722 VERB 

3 主席 政治 143 319.257 3.305 NOUN 

4 外交 政治 90 313.974 4.476 ADJ 

5 會見 政治 89 300.943 4.387 VERB 

6 友好 政治 100 299.371 4.037 ADJ,NOUN 

7 外長 政治 71 294.431 5.071 NOUN 

8 總理 政治 97 282.511 3.973 NOUN 

9 會談 政治 80 279.602 4.502 VERB,NOUN 

10 外交部 政治 57 243.558 5.205 NOUN 

11 和平 政治 95 214.523 3.414 ADJ 

12 關系 政治 138 190.323 2.571 NOUN,VERB 

13 議會 政治 47 190.247 5.035 NOUN 

14 領導人 政治 77 187.957 3.605 NOUN 

15 今天 政治 219 171.692 1.912 NOUN 

16 部長 政治 103 168.426 2.855 NOUN 

17 雙邊 政治 41 162.011 4.965 ADJ 

18 雙方 政治 90 161.852 3.020 NOUN 

19 表示 政治 141 155.348 2.317 VERB,NOUN 

20 阿拉伯 政治 47 145.473 4.223 ADJ,NOUN 

21 會晤 政治 35 129.196 4.755 VERB 

22 邊關 政治 29 128.153 5.385 NOUN 

23 抵達 政治 43 128.083 4.130 VERB 

24 大使 政治 44 125.454 4.018 NOUN 

25 委員長 政治 31 120.652 4.934 NOUN 

26 舉行 政治 143 117.203 2.053 VERB 

27 巴勒斯坦 政治 30 111.087 4.775 ADJ,NOUN 

28 共和國 政治 65 106.731 2.920 NOUN 

29 外交部長 政治 23 106.365 5.571 NOUN 

30 和平共處 政治 24 104.724 5.348 VERB 
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Table A.3 Top 30 ranked terms selected in Domain Ontology Graph (交通) 

Rank Term Class Count x2 R POS 

1 運輸 交通 71 537.419 8.486 VERB 

2 鐵路 交通 61 527.658 9.547 NOUN 

3 公路 交通 52 379.165 8.337 NOUN 

4 車輛 交通 48 377.266 8.888 NOUN 

5 交通 交通 89 366.682 5.177 NOUN 

6 公交 交通 29 318.992 11.914 NOUN 

7 旅客 交通 27 318.849 12.677 NOUN 

8 列車 交通 28 306.618 11.874 NOUN 

9 不忍 交通 24 295.112 13.147 VERB 

10 客運 交通 26 281.935 11.787 VERB 

11 仁慈 交通 24 281.511 12.621 ADJ 

12 堅韌不拔 交通 24 281.511 12.621 ADJ 

13 客車 交通 25 269.629 11.738 NOUN 

14 交通部 交通 23 269.095 12.599 NOUN 

15 行駛 交通 25 258.735 11.333 VERB 

16 運量 交通 21 257.826 13.147 NOUN 

17 公安 交通 37 237.243 7.600 NOUN 

18 貨運 交通 23 234.428 11.199 VERB 

19 鐵道 交通 23 234.428 11.199 NOUN 

20 公安部 交通 28 233.253 9.439 NOUN 

21 星期二 交通 24 227.171 10.517 NOUN 

22 駕駛員 交通 22 222.328 11.124 NOUN 

23 通車 交通 20 219.678 11.952 VERB 

24 駕駛 交通 26 185.557 8.337 VERB 

25 鐵道部 交通 17 182.958 11.763 NOUN 

26 公安廳 交通 16 182.611 12.373 NOUN 

27 路局 交通 14 171.269 13.147 NOUN 

28 違章 交通 15 158.622 11.600 VERB 

29 通行 交通 20 157.675 9.067 ADJ 

30 車站 交通 16 150.671 10.517 NOUN 
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Table A.4 Top 30 ranked terms selected in Domain Ontology Graph (教育) 

Rank Term Class Count x2 R POS 

1 教師 教育 103 1022.033 10.468 NOUN,ADJ 

2 學校 教育 124 1000.659 8.630 NOUN 

3 教學 教育 95 978.203 10.862 VERB 

4 學生 教育 117 808.840 7.605 NOUN 

5 辦學 教育 60 690.954 12.195 VERB 

6 中學 教育 65 573.673 9.678 NOUN 

7 培養 教育 86 566.989 7.491 VERB 

8 教育 教育 132 491.253 4.568 NOUN,VERB 

9 素質 教育 80 487.658 7.065 NOUN 

10 小學 教育 63 474.540 8.492 NOUN 

11 校長 教育 43 468.292 11.715 NOUN 

12 師資 教育 38 457.412 12.805 NOUN 

13 校園 教育 49 442.533 9.960 NOUN 

14 高中 教育 43 415.982 10.589 NOUN 

15 課程 教育 38 396.288 11.316 NOUN 

16 畢業 教育 55 377.352 7.913 VERB 

17 教材 教育 35 360.142 11.205 NOUN 

18 家教 教育 34 358.921 11.457 NOUN 

19 家長 教育 40 354.354 9.850 NOUN 

20 學習 教育 75 351.621 5.785 VERB 

21 課堂 教育 31 345.821 12.029 NOUN 

22 德育 教育 27 323.165 12.805 NOUN 

23 大學 教育 77 321.825 5.301 NOUN 

24 初中 教育 34 310.055 10.125 NOUN 

25 老師 教育 35 304.975 9.743 NOUN 

26 高等 教育 42 301.271 8.274 ADJ 

27 教委 教育 30 300.383 10.976 NOUN 

28 教職工 教育 25 298.919 12.805 NOUN 

29 師生 教育 33 298.469 10.061 NOUN 

30 學科 教育 40 297.763 8.537 NOUN 
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Table A.5 Top 30 ranked terms selected in Domain Ontology Graph (環境) 

Rank Term Class Count x2 R POS 

1 污染 環境 74 669.921 9.857 VERB 

2 生態 環境 55 522.582 10.395 NOUN 

3 環保 環境 48 485.245 11.005 VERB 

4 保護 環境 75 296.599 5.092 ADJ,VERB 

5 森林 環境 27 272.116 11.106 NOUN 

6 排放 環境 26 269.028 11.363 VERB 

7 污染物 環境 21 248.245 12.770 NOUN 

8 廢水 環境 18 221.688 13.250 NOUN 

9 大氣 環境 26 212.286 9.324 NOUN 

10 環境 環境 95 207.438 3.313 NOUN 

11 環保局 環境 16 195.357 13.163 NOUN 

12 污染源 環境 14 183.101 13.986 NOUN 

13 自然 環境 47 167.067 4.869 ADJ,NOUN,ADV 

14 野生 環境 12 156.784 13.986 ADJ 

15 污水 環境 13 156.013 12.987 NOUN 

16 資源 環境 52 147.280 4.156 NOUN 

17 垃圾 環境 18 146.061 9.324 NOUN 

18 水源 環境 13 143.956 12.121 NOUN 

19 動物 環境 24 143.813 7.297 NOUN 

20 野生動物 環境 11 143.645 13.986 NOUN 

21 水污染 環境 11 143.645 13.986 VERB,NOUN 

22 流域 環境 14 136.493 10.878 NOUN 

23 人類 環境 33 134.230 5.430 NOUN 

24 地球 環境 20 134.142 7.992 NOUN 

25 水質 環境 10 130.520 13.986 NOUN 

26 土壤 環境 15 118.193 9.121 NOUN 

27 綠色 環境 21 115.068 6.830 ADJ 

28 回收 環境 14 113.253 9.324 VERB 

29 防治 環境 21 111.615 6.675 VERB 

30 植物 環境 15 101.380 8.069 NOUN 
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Table A.6 Top 30 ranked terms selected in Domain Ontology Graph (經濟) 

Rank Term Class Count x2 R POS 

1 增長 經濟 116 486.090 5.145 VERB 

2 出口 經濟 77 435.482 6.594 NOUN,VERB 

3 企業 經濟 135 413.430 4.068 NOUN 

4 收入 經濟 74 358.016 5.872 VERB,NOUN 

5 市場 經濟 127 354.801 3.854 NOUN 

6 銀行 經濟 67 334.633 6.036 NOUN 

7 財政 經濟 70 333.673 5.822 NOUN 

8 美元 經濟 84 304.704 4.749 NOUN 

9 金融 經濟 53 297.719 6.644 NOUN 

10 消費 經濟 67 296.086 5.519 VERB 

11 產品 經濟 105 290.035 3.898 NOUN 

12 投資 經濟 96 286.826 4.131 VERB 

13 下降 經濟 76 286.683 4.905 VERB 

14 百分之 經濟 86 277.108 4.375 ADJ 

15 商品 經濟 63 276.431 5.504 NOUN 

16 生產 經濟 121 275.848 3.409 VERB 

17 同期 經濟 46 274.412 6.980 NOUN 

18 增長率 經濟 36 262.151 8.194 NOUN 

19 資本 經濟 46 256.524 6.631 NOUN 

20 經濟學 經濟 41 255.544 7.237 NOUN 

21 貿易 經濟 65 244.498 4.932 NOUN 

22 價格 經濟 64 244.421 4.987 NOUN 

23 季度 經濟 41 242.572 6.953 ADJ 

24 幅度 經濟 55 241.390 5.531 NOUN 

25 貨幣 經濟 41 236.466 6.820 NOUN 

26 增長速度 經濟 34 230.024 7.739 NOUN 

27 總額 經濟 38 226.067 6.993 NOUN 

28 宏觀經濟 經濟 29 225.135 8.649 NOUN 

29 通貨 經濟 33 222.223 7.714 NOUN 

30 大幅 經濟 47 210.875 5.646 ADJ 
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Table A.7 Top 30 ranked terms selected in Domain Ontology Graph (軍事) 

Rank Term Class Count x2 R POS 

1 武器 軍事 73 545.951 8.357 NOUN 

2 作戰 軍事 54 469.320 9.563 ADJ,VERB 

3 戰斗 軍事 58 454.864 8.764 ADJ,VERB 

4 美軍 軍事 47 431.713 10.050 NOUN 

5 導彈 軍事 47 431.713 10.050 NOUN 

6 海軍 軍事 46 430.904 10.222 NOUN 

7 部隊 軍事 67 427.040 7.372 NOUN 

8 飛行 軍事 42 398.281 10.348 VERB 

9 艦船 軍事 37 389.644 11.333 NOUN 

10 國防 軍事 56 376.112 7.740 NOUN 

11 發射 軍事 37 345.024 10.228 VERB 

12 坦克 軍事 35 334.048 10.439 NOUN 

13 空軍 軍事 40 331.108 9.252 NOUN 

14 雷達 軍事 28 293.501 11.333 NOUN 

15 裝備 軍事 44 283.992 7.556 NOUN,VERB 

16 陸軍 軍事 29 281.022 10.602 NOUN 

17 軍事 軍事 80 278.932 4.650 NOUN 

18 偵察 軍事 26 272.256 11.333 VERB 

19 國防部 軍事 35 257.897 8.440 NOUN 

20 裝甲 軍事 24 251.055 11.333 ADJ 

21 攻擊 軍事 37 245.925 7.765 VERB 

22 指揮 軍事 47 238.443 6.267 NOUN,VERB 

23 戰爭 軍事 50 238.094 5.965 NOUN 

24 士兵 軍事 29 234.534 9.130 NOUN 

25 飛機 軍事 42 231.919 6.704 NOUN 

26 彈藥 軍事 23 228.634 10.861 NOUN 

27 空中 軍事 29 205.775 8.217 NOUN 

28 防務 軍事 23 198.416 9.654 NOUN 

29 紅外 軍事 22 197.310 9.973 NOUN 

30 飛行員 軍事 20 197.023 10.794 NOUN 
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Table A.8 Top 30 ranked terms selected in Domain Ontology Graph (醫療) 

Rank Term Class Count x2 R POS 

1 治療 醫療 68 818.958 12.672 VERB 

2 病人 醫療 49 529.960 11.650 NOUN 

3 藥物 醫療 42 482.650 12.323 ADJ,NOUN 

4 醫院 醫療 50 452.105 9.993 NOUN 

5 患者 醫療 41 426.179 11.308 NOUN 

6 療效 醫療 32 416.038 13.790 NOUN 

7 踟躕 醫療 27 350.130 13.790 VERB 

8 久遠 醫療 27 350.130 13.790 ADJ 

9 尋覓 醫療 27 335.845 13.298 VERB 

10 戈壁 醫療 27 335.845 13.298 NOUN 

11 荒涼 醫療 27 335.845 13.298 ADJ 

12 傳奇 醫療 27 298.542 12.011 ADJ,NOUN 

13 皮膚 醫療 26 274.907 11.566 NOUN 

14 血壓 醫療 20 258.425 13.790 NOUN 

15 血液 醫療 21 232.631 12.066 NOUN 

16 疼痛 醫療 20 219.815 11.991 VERB 

17 嘔吐 醫療 19 218.593 12.477 VERB 

18 服用 醫療 18 218.320 13.064 VERB 

19 疾病 醫療 31 217.739 8.221 NOUN 

20 血管 醫療 19 207.036 11.910 NOUN 

21 出血 醫療 18 205.703 12.411 VERB 

22 以免 醫療 25 197.412 9.073 VERB 

23 病情 醫療 18 194.294 11.820 NOUN 

24 臨床 醫療 18 194.294 11.820 ADJ 

25 注射 醫療 17 192.841 12.339 VERB 

26 傷口 醫療 17 181.595 11.722 NOUN 

27 服藥 醫療 14 180.343 13.790 VERB 

28 止血 醫療 14 180.343 13.790 VERB 

29 部位 醫療 21 171.348 9.342 NOUN 

30 中藥 醫療 15 167.213 12.168 NOUN 

 



Appendix 221

 

 

Table A.9 Top 30 ranked terms selected in Domain Ontology Graph (電腦) 

Rank Term Class Count x2 R POS 

1 軟件 電腦 89 922.288 10.980 NOUN 

2 用戶 電腦 77 865.293 11.874 NOUN 

3 程序 電腦 65 486.934 8.460 NOUN 

4 計算機 電腦 73 451.662 7.192 NOUN 

5 硬盤 電腦 33 442.579 14.187 NOUN 

6 操作系統 電腦 34 441.444 13.782 NOUN 

7 服務器 電腦 32 414.192 13.757 NOUN 

8 微軟 電腦 33 388.310 12.653 NOUN 

9 接口 電腦 33 388.310 12.653 NOUN 

10 版本 電腦 31 386.746 13.327 CLAS 

11 兼容 電腦 31 373.721 12.935 ADJ 

12 應用 電腦 66 373.143 6.736 ADJ,VERB 

13 計算 電腦 77 372.446 5.905 VERB 

14 CPU 電腦 27 360.993 14.187 NOUN 

15 內存 電腦 28 359.869 13.698 NOUN 

16 硬件 電腦 39 352.166 10.060 NOUN 

17 操作 電腦 54 321.717 7.094 VERB 

18 NT 電腦 28 321.335 12.414 NOUN 

19 IBM 電腦 25 319.286 13.641 NOUN 

20 機器 電腦 32 313.124 10.809 NOUN 

21 數據 電腦 56 299.626 6.512 NOUN 

22 廠商 電腦 28 299.439 11.683 NOUN 

23 存儲 電腦 22 293.388 14.187 VERB 

24 驅動 電腦 28 279.986 11.034 VERB 

25 病毒 電腦 23 266.539 12.550 NOUN 

26 系統 電腦 92 266.016 3.991 ADJ,NOUN 

27 代碼 電腦 20 251.964 13.511 NOUN 

28 編程 電腦 18 239.554 14.187 VERB 

29 連接 電腦 30 230.889 8.867 VERB,NOUN 

30 電腦 電腦 58 230.627 5.208 NOUN 
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Table A.10 Top 30 ranked terms selected in Domain Ontology Graph (體育) 

Rank Term Class Count x2 R POS 

1 比賽 體育 236 1017.990 4.860 NOUN 

2 冠軍 體育 132 695.166 5.945 NOUN 

3 選手 體育 124 660.638 6.018 NOUN 

4 決賽 體育 103 523.511 5.862 NOUN 

5 女子 體育 97 458.302 5.571 NOUN 

6 運動員 體育 87 450.715 5.985 NOUN 

7 亞運會 體育 93 447.197 5.653 NOUN 

8 亞運 體育 96 441.234 5.464 NOUN 

9 金牌 體育 81 391.008 5.698 NOUN 

10 錦標賽 體育 72 385.869 6.175 NOUN 

11 隊員 體育 84 379.111 5.421 NOUN 

12 男子 體育 79 373.759 5.620 ADJ,NOUN 

13 奪得 體育 73 352.025 5.713 VERB 

14 運動 體育 117 328.558 3.875 NOUN 

15 動員 體育 87 300.409 4.501 VERB 

16 教練 體育 62 279.354 5.467 NOUN,VERB 

17 球隊 體育 50 255.814 6.020 NOUN 

18 亞軍 體育 49 250.292 6.015 NOUN 

19 參賽 體育 61 243.413 5.025 VERB 

20 本屆 體育 65 229.983 4.624 ADJ 

21 戰勝 體育 57 226.931 5.026 VERB 

22 世界杯 體育 39 209.292 6.260 NOUN 

23 奧運 體育 40 200.880 5.962 NOUN 

24 球賽 體育 41 199.876 5.833 NOUN 

25 奧運會 體育 39 195.422 5.955 NOUN 

26 名將 體育 36 192.893 6.260 NOUN 

27 參加 體育 155 186.785 2.384 VERB 

28 對手 體育 52 179.951 4.585 NOUN 

29 擊敗 體育 37 178.141 5.791 VERB 

30 預賽 體育 32 171.107 6.260 VERB 
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List of English translation of the Chinese Terms 

創作 creation 總統 president 

藝術 art 訪問 visit 

演出 perform 主席 chairwoman 

作品 works 外交 diplomatic 

觀眾 audience 會見 meet with 

藝術家 artist 友好 friendly 

文化 culture 外長 Foreign Minister 

演員 actor 總理 prime minister 

劇團 troupe 會談 talk 

節目 programme 外交部 Ministry of Foreign Affairs 

音樂 music 和平 mild 

歌舞 sing and dance 關系 relationship 

劇院 theatre 議會 parliament 

晚會 evening party 領導人 leader 

戲劇 drama 今天 today 

文化部 Ministry of Culture 部長 head of a department 

舞蹈 dance 雙邊 bilateral 

文藝 literature and art 雙方 the two parties 

舉辦 hold 表示 express 

表演 performance 阿拉伯 Arabic 

舞台 arena 會晤 meet 

電影 movie 邊關 frontier pass 

歌曲 song 抵達 arrive 

戲曲 traditional opera 大使 ambassador 

劇目 a list of plays or operas 委員長 head of committee 

精品 fine work 舉行 hold 

美術 painting 巴勒斯坦 Palestine 

風格 manner 共和國 republic 

演唱 sing in a performance 外交部長 Minister for Foreign Affairs 

展覽 exhibition 和平共處 peaceful coexistence 

運輸 transport 教師 teacher 

鐵路 railway 學校 school 

公路 highway 教學 teaching 
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車輛 cars 學生 student 

交通 traffic 辦學 run a school 

公交 public traffic 中學 secondary school 

旅客 passenger 培養 training 

列車 train 教育 education 

不忍 cannot bear to 素質 quality 

客運 passenger transport 小學 primary school 

堅韌不拔 persistently 校長 principal 

仁慈 kindly 師資 persons qualifies to teach 

客車 bus 校園 campus 

交通部 Ministry of Communications 高中 senior middle school 

行駛 travel 課程 course 

運量 freight volume 畢業 graduate 

公安 police 教材 teaching material 

貨運 freight transport 家教 family education 

鐵道 railway 家長 parent 

公安部 Ministry of Public Security 學習 study 

星期二 Tuesday 課堂 classroom 

駕駛員 driver 德育 moral education 

通車 be open to traffic 大學 university 

駕駛 drive 初中 junior middle school 

鐵道部 Ministry of Railway 老師 teacher 

公安廳 public security department 高等 higher 

路局 railway bureau 教委 State Education Commission 

違章 break rules and regulations 教職工 
teaching and administrative  

   staff 

通行 have free passage 師生 teacher and student 

車站 station 學科 discipline 

污染 pollution 增長 growth 

生態 ecology 出口 export 

環保 environmental protection 企業 enterprise 

保護 protection 收入 revenue 

森林 forest 市場 marketplace 

排放 discharge 銀行 bank 

污染物 pollutant 財政 finance 

廢水 liquid waste 美元 dollar 
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大氣 atmosphere 金融 finance 

環境 environment 消費 consume 

環保局 
State Bureau of Environmental  

    Protection      
產品 Product 

污染源 pollution source 投資 invest 

自然 nature 下降 descent 

野生 wild 百分之 per cent 

污水 waste water 商品 goods 

資源 resources 生產 manufacturing 

垃圾 rubbish 同期 the corresponding period 

水源 source of water 增長率 rate of increase 

動物 animal 資本 capital 

水污染 water pollution 經濟學 economics 

野生動物 wild animals 貿易 trade 

流域 valley 價格 price 

人類 humanity 季度 quarterly 

地球 the earth 幅度 range 

水質 water quality 貨幣 currency 

土壤 soil 增長速度 speed of increase 

綠色 green 總額 sum total 

回收 recovery 宏觀經濟 macro economy 

防治 do prevention and cure 通貨 currency 

植物 plant 大幅 large-scale 

武器 weapon 治療 treatment 

作戰 fight 病人 patient 

戰斗 militant 藥物 medicines 

美軍 U.S. Army 醫院 hospital 

導彈 missile 患者 patient 

海軍 navy 療效 curative effects 

部隊 troop 踟躕 hesitate 

飛行 flight 久遠 far back 

艦船 naval vessel 尋覓 seek 

國防 national defense 戈壁 desert 

發射 shoot 荒涼 bleak and desolate 

坦克 tank 傳奇 mythical 

空軍 air force 皮膚 skin 
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雷達 radar 血壓 blood pressure 

裝備 equipment 血液 blood 

陸軍 army 疼痛 pain 

軍事 military 嘔吐 vomit 

偵察 reconnoiter 服用 take 

國防部 Ministry of National Defense 疾病 disease 

裝甲 armored 血管 blood vessel 

攻擊 attack 出血 bleed 

指揮 command 以免 in order to avoid 

戰爭 war 病情 state of an illness 

士兵 privates 臨床 clinical 

飛機 aircraft 注射 injection 

彈藥 ammunition 傷口 wound 

空中 in the sky 服藥 take medicine 

防務 defense 止血 stop bleeding 

紅外 infra-red 部位 position 

飛行員 pilot 中藥 traditional Chinese medicine 

軟件 software 比賽 competition 

用戶 user 冠軍 champion 

程序 program 選手 player 

計算機 computer 決賽 finals 

硬盤 hard disk 女子 woman 

操作系統 operating system 運動員 sportsman 

服務器 server 亞運會 Asian Games 

微軟 Microsoft 亞運 Asian Games 

接口 interface 金牌 gold medal 

版本 edition 錦標賽 championship 

兼容 compatible 隊員 team member 

應用 application 男子 man 

計算 compute 奪得 compete for 

CPU CPU 運動 sports 

內存 inner memory 動員 arouse 

硬件 hardware 教練 coach 

操作 operation 球隊 team 

NT NT 亞軍 runner-up 

IBM IBM 參賽 participate in a match 
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機器 machine 本屆 current 

數據 data 戰勝 defeat 

廠商 factories and stores 世界杯 World Cup 

存儲 storage 奧運 Olympic Games 

驅動 drive 球賽 match 

病毒 virus 奧運會 Olympic Games 

系統 system 名將 famous general 

代碼 code 參加 join 

編程 program 對手 competitor 

連接 link 擊敗 beat 

電腦 computer 預賽 trial match  
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