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Preface

Passive wireless microsystems harvest their operational power from radio-

frequency waves or other energy sources such as vibration and solar. The

absence of bulky batteries not only minimizes the physical dimension and im-

plementation cost of these microsystems, it also removes the need for mainte-

nance. As a result, passive wireless microsystems can be embedded in products

or implanted in living bodies permanently to provide the unique identification

of the products and living bodies in which they reside, to carry out precision

measurement of the parameters of the products or living bodies, or to perform

micron-scale control actions that otherwise cannot be performed.

Attributive to their small, wireless accessibility and programmability, and

maintenance-free operation, passive wireless microsystems have found a broad

range of emerging applications in biomedical implants such as cochlear im-

plants and retinal prosthetic implants, swallowable capsule endoscopy, multi-

site pressure sensors for wireless arterial flow characterization, embedded

micro-strain sensors for product performance and safety monitoring, wire-

less temperature sensors for human body and environmental monitoring, and

radio-frequency identification tags for logistic automation, to name a few. Pas-

sive wireless microsystems are also a viable choice for low-cost high-security

product authentication to replace existing product authentication methods such

as holograms, water-marks, invisible barcodes, security threads, chemical, and

DNA markers that are often too costly to be used for general goods.

This book provides a comprehensive treatment of CMOS circuits for passive

wireless microsystems. It focuses on the design of the key blocks of pas-

sive wireless microsystems. These blocks include radio-frequency power har-

vesters, demodulators, low-power precision voltage references, system clock

generation and calibration, and ultra-low power analog-to-digital converters.

The materials presented in the book are compiled from recently published work

in this fast-evolving field. The book is organized as the follows :
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Chapter 1 provides an overview of passive wireless microsystems and high-

lights the key considerations and design challenges of these microsystems.

Chapter 2 begins with a brief examination of the parameters that character-

ize the performance of radio-frequency power harvesters. Our focus is then

turned to power-matching and gain-boosting using LC networks and step-up

transformers to increase the voltage at the input of voltage multipliers so as

to boost their power efficiency. An emphasis is given to the power efficiency

of the power-matching and gain-boosting network itself as the overall power

efficiency of a power harvester is determined by the power efficiency of its

power-matching and gain-boosting network, that of its voltage multiplier, and

the efficiency of its antenna. The design of voltage multipliers for passive

wireless microsystems is then investigated in detail.

Chapter 3 examines the pros and cons of commonly used data encoding

schemes for wireless communications and explores their suitability for passive

wireless microsystems. Non-return-to-zero encoding popular in high-speed

data communications over wire channels is studied first. It is followed by an

investigation of return-to-zero encoding. Manchester encoding and its char-

acteristics are examined. Miller encoding and Miller-modulated sub-carrier

encoding are also studied. An emphasis is given to the distinct characteristics

of Miller-modulated sub-carrier encoding and its usefulness in encoding data

to be backscattered to base stations. FM0 encoding and pulse interval en-

coding that are widely used in radio-frequency identification systems are then

explored. The chapter is concluded with a comparison of the performance of

the encoding schemes studied in the chapter.

Chapter 4 deals with modulation and demodulation. The chapter starts with

a close look at the three basic modulation schemes, namely amplitude-shift-

keying (ASK), frequency-shift-keying (FSK), and phase-shift-keying (PSK).

The pros and cons of these modulation schemes are studied and compared in

detail. ASK modulators and demodulators for passive wireless microsystems

are investigated. A significant portion of this section is devoted to CMOS

circuits for ASK demodulators. FSK modulators and demodulators are then

examined in detail. An in-depth study of the advantages and design constraints

of FSK demodulators for biomedical implants is provided. The advantages

of PSK modulation over FSK modulation in biomedical implants and the de-

sign challenges encountered are investigated. Both coherent and non-coherent

demodulation of BPSK-modulated signals are presented. The performance

of recently published ASK, FSK, and PSK demodulators for passive wireless

microsystems is compared.

Chapter 5 is concerned with temperature-independent precision voltage ref-

erences for passive wireless microsystems. The chapter starts with a brief

examination of the figure-of-merits that characterize the performance of volt-

age references. It is followed by a detailed investigation of the temperature-
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dependent characteristics of semiconductors. First-order voltage references

are studied in a great detail. An in-depth investigation of high-order volt-

age references follows. The performance of first-order voltage reference and

that of high-order voltage references are compared. Ultra low-power voltage

references where devices operate in weak inversion are also studied.

Chapter 6 deals with the generation and calibration of the system clock of

passive wireless microsystems. The generation of the system clock of passive

wireless microsystems directly from the carrier of the received RF signal is

investigated first. It is followed by a close look at the generation of the

system clock from the envelope of the received RF signal. Direct generation of

the system clock from the received RF signal using injection-locked frequency

division to take the advantage of its low power consumption and high frequency

accuracy is investigated. The system clock of passive wireless microsystems

can also be generated using a local oscillator directly. Since the frequency of

the local oscillator is subject to the effect of process, voltage, and temperature

(PVT) variations, calibrating the frequency of the local oscillator prior to any

data communications becomes indispensable. Calibration of the frequency of

the system clock using injection-locking with the carrier as the injection signal

is investigated first. Frequency calibration of the local oscillator using digital

trimming techniques is followed. Our focus is then turned to the presentation

of frequency calibration using either phase-locked loops or frequency-locked

loops. The chapter further explores the calibration of the frequency of the local

oscillator using injection-locking with the envelope as the injection-locking

signal. Integrating feedback is employed to increase the lock range of frequency

calibration using injection-locking with the envelope as the injection-locking

signal.

Chapter 7 focuses on the architecture and design of low-power analog-to-

digital converters (ADCs). The fundamentals of ADCs are studied first. It is

followed by a close examination of the figure-of-merits used to quantify the per-

formance of ADCs. Integrating ADCs are investigated. Both single-slope and

dual-slope integrating ADCs, and their advantages and disadvantages are ex-

amined and compared. The design of oscillation-based ADCs for temperature

measurement is explored. A close attention is paid to both relaxation oscil-

lator and ring oscillator based temperature ADCs. Time-to-digital converter

based ADCs for temperature measurement is also investigated. As compared

with oscillator-based temperature ADCs, these ADCs have the advantage of

low power consumption. The chapter then moves on to investigate frequency-

to-digital based ADCs for temperature measurement. Charge redistribution

successive approximation ADCs are investigated in a great detail. Our focus is

given to the design of charge-scaling digital-to-analog converters (DACs) used

in charge redistribution successive approximation ADCs. Three configurations

of charging-scaling capacitor arrays, namely single-stage binary-weighted ca-
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pacitor arrays, two-stage binary-weighted capacitor arrays, and C-2C capacitor

arrays are studied in detail and their pros and cons are examined.

Since the objective of the book is to provide readers with the state-of-the-art

of CMOS circuits for passive wireless microsystems, the details of the oper-

ation of semiconductor devices and basic microelectronic circuits are omitted

due to a space constraint. Readers are assumed to have the basic knowledge

of electrical networks, semiconductor devices, microelectronic circuits, signals

and systems, and digital communications. A rich collection of recently pub-

lished work on passive wireless microsystems is provided at the end of the book

for readers to seek further information on the subjects.

Although an immense amount of effort was made in preparation of the

manuscript, flaws and errors will still exist due to erring human nature and the

limited knowledge of the author on the subjects. Suggestions and corrections

from readers will be gratefully appreciated by the author.

Fei Yuan

July 2010
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Chapter 1

PASSIVE WIRELESS MICROSYSTEMS

Passive wireless microsystems such as wireless transponders, radio-frequency

identification (RFID) tags, wireless microsensors, and biomedical implants,

harvest their operational power either from radio-frequency waves emitted by

their base station or from other energy sources such as vibration and solar.

The absence of bulky batteries not only minimizes the physical dimension

and implementation cost of these microsystems, it also removes the need for

maintenance. As a result, passive wireless microsystems can be embedded

in products or implanted in living bodies permanently to provide the unique

identification of the products or living bodies in which they reside, to provide

the precision measurement of the parameters of the products or living bodies,

and to carry out control actions in a micron scale that otherwise cannot be per-

formed. The key intrinsic attributes of passive wireless microsystems include

small size, battery-less and maintenance-free operation, programmability, and

wireless accessibility.

Passive wireless microsystems have found a broad range of emerging ap-

plications include implantable bio-microelectromechanical-systems (MEMS)

pressure sensors [1, 2], retinal prosthetic devices [3–6], swallowable capsule

endoscopy [7–9], multi-site pressure sensors for wireless arterial flow charac-

terization [10], embedded micro-strain sensors for product performance and

safety monitoring, wireless temperature sensors for human bodies and envi-

ronmental monitoring [11–14], radio-frequency identification tags for object

tracking in logistics automation [15, 16] and replacing bar codes in retailing,

warehouse inventory automation, e-tickets, e-passports, and low-cost high-

security product authentication keys to replace existing product authentication

means such as holograms, water-marks, invisible barcodes, security threads,

chemical, and DNA markers that are often too costly to be used for general

goods [17].

1
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1.1 The Spectrum

Communications between a passive wireless microsystem and its base station

typically take place in ISM (Industrial, Scientific, and Medical) bands. ISM

bands are open frequency bands that allow for operation without a license.

The most widely used ISM bands are 13.553-13.57 MHz, 902-928 MHz, 2.4-

2.4825 GHz, and 5.725-5.850 GHz [18]. The maximum power of the radio-

frequency waves emitted by an antenna in ISM bands is regulated by Federal

Communications Commission (FCC) in the United States. Effective isotropic

radiated power (EIRP), which is defined as the power that would have to be

supplied to an ideal antenna that radiates uniformly in all directions in order to

get the same electrical field strength that the device under test produces at the

same distance, is widely used to quantify the amount of the radiation power

from an antenna. EIRP is computed from [19]

EIRP = 10log

(
4πE2r2

0.377

)
, (1.1)

where E is the electrical field strength and r is the distance from the antenna.

FCC part 15 rules govern the transmission power permitted in ISM bands. For

example, the maximum transmitter output power fed into an antenna is 30 dBm

(1 Watt) and the maximum EIRP is 36 dBm (4 Watts) in 902-928 MHz and

2.4-2.4825 GHz ISM bands.

Wireless communications between a passive wireless microsystem and its

base station can take place either in the near field or the far field of the antennas

of the base station. Near-field coupling is viable for frequencies up to a

few tens of MHz with the characteristics of a low data rate, a large antenna

dimension, and a short link distance. The low upper bound of the frequency

is mainly due to the low self-resonant frequency of the coupling coils between

base stations and passive wireless microsystems. Far-field coupling occurs

at ultra-high frequencies (UHF) and microwave frequencies and offers the

advantages of a high data rate, a small antenna dimension, and a long link

distance. Biomedical implants are located in the near field mainly due to the

high loss of electromagnetic waves in living bodies at high frequencies. Other

near-field passive wireless microsystems include smart cards, access cards, e-

passports, etc. Transponders and RFID tags are typically located in the far field

of the antenna of their base station to take the advantages of the low loss of

electromagnetic waves in air.

1.2 The Challenges

Although the emerging applications of passive wireless microsystems are

quite broad, the performance of these microsystems is commonly affected by a
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number of fundamental issues. These fundamental issues include a low power

conversion efficiency in power harvest from radio-frequency waves, fluctuating

supply voltages, the low level of data security arising from the difficulty to

implement encryption algorithms on passive wireless microsystems due to

their limit power resource, signal collisions when multiple microsystems co-

exist in a close proximity, the drift of the frequency of the system clock of

passive wireless microsystems that controls the operation of their baseband

blocks and the backscattering communications from the microsystems to their

base station, and the need for precision voltage resources and ultra-low power

analog-to-digital converters.

1.2.1 Efficiency of Radio-Frequency Power Harvest

The efficiency of power harvest from radio-frequency waves determines

the amount of power available for microsystems to operate. This, in turn,

sets the degree of the complexity subsequently the functionality of passive

wireless microsystems. The amount of the power that can be harvested by a

passive wireless microsystem from a radio-frequency wave is dominated by

the efficiency of the antenna, the accuracy of impedance matching between

the antenna and the impedance transformation network, the efficiency of the

impedance transformation network, and the efficiency of the voltage multiplier

of the microsystem. The widely used diode-bridge rectification in near-field

power telemetry performs poorly when passive wireless microsystems are lo-

cated in the far field of the antenna of its base station simply because the

amplitude of the received RF signal is small [4, 6]. To obtain a sufficiently

large supply voltage and at the same time to maximize the power efficiency

of voltage multipliers, many novel voltage multipliers evolved from the classic

Cockcroft-Walton voltage multiplier [20] and Dickson voltage multiplier [21]

emerged [22–28]. The power efficiency of voltage multipliers can be best im-

proved by boosting the voltage at the input of the voltage multipliers. This is

achieved by inserting a passive resonant network such as a LC resonator [25]

or a step-up transformer resonator [29] between the antenna and the voltage

multiplier of the microsystem. The ohmic loss of the impedance transformation

network, however, limits the overall power efficiency of the power harvesters.

1.2.2 Fluctuating Supply Voltage

Aside from RF power harvest, a unique characteristic of passive wireless mi-

crosystems is their poor supply voltage stability, arising from the time-varying

nature of the power harvest from radio-frequency waves. The fluctuation of

the supply voltage warrants the deployment of a voltage regulator, aiming at

stabilizing the supply voltage. This, however, is at the expense of an additional

amount of power consumption. Both diode-based voltage regulators [30] and
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feedback op-amp voltage regulators [31, 32] are available. The former con-

sumes less power while the latter yields a better voltage stability. In addition

to voltage regulation, the circuits of passive wireless microsystems must also

be designed in such a way that their performance is less sensitive to fluctuating

supply voltages. Such a constraint often excludes the circuits with which we are

familiar. LC oscillators and regulated cascodes are examples of these circuits.

1.2.3 Sensitivity to Changing Environment

In addition to a time-varying supply voltage, the performance of a passive

wireless microsystem is also severely affected by the condition of the environ-

ment in which the microsystem resides. For example, the frequency of the local

oscillator of a microsystem, which provides the system clock for its baseband

units and controls the backscattering communications with its base station, is

sensitive to temperature variation [33, 34]. This is on top of the effect of process

variation and supply voltage fluctuation. Although the effect of temperature

variation can be minimized using complex compensation circuitry, the practi-

cality of this approach largely diminishes once the limited power resource of

passive wireless microsystems is considered [35, 36]. An alternative and yet

more effective way to ensure the accuracy of the frequency of the system clock

of a passive wireless microsystem is to use an external calibrating signal sent

by its base station to the microsystem as a reference to calibrate the frequency

of the local oscillator of the microsystem prior to the commence of any com-

munications between the microsystem and its base station. The key advantage

of this approach is that the reference is from the base station and is therefore

independent of the condition of the environment in which the passive wireless

microsystem resides. Also, since the calibration is conducted remotely, the

frequency of the passive wireless microsystem can be calibrated even though

the microsystem has already been embedded in products or implanted in living

bodies.

1.2.4 Precision Voltage References

Temperature-insensitive precision voltage references are as important as a

stable system clock to the operation of passive wireless microsystems. This

is because temperature-insensitive precision voltage references play a criti-

cal role in biasing analog circuitry, providing constant currents for relaxation

oscillators and other blocks, and providing a precision voltage reference for

analog-to-digital converters. Although bandgap voltage references have been

widely studied and many bandgap voltage references are available, the low

and fluctuating supply voltage, and the low-power consumption requirement

of passive wireless microsystems impose stringent constraints on the design

of voltage references. As a result, many of the known bandgap voltage ref-
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erences can not be used for passive wireless microsystems either due to their

high power consumption or due to their need for a large supply voltage. A

detailed study of the principles and design of high precision low-power CMOS

voltage references is therefore an essential part of any text on passive wireless

microsystems.

1.2.5 Ultra-Low Power Analog-to-Digital Converters

Analog-to-digital conversion is essential to passive wireless microsensors.

Although analog-to-digital converters (ADCs) are perhaps the most widely

studied mixed analog-digital subsystems and there are many ways to per-

form analog-to-digital conversion such as flash ADCs, pipelined ADCs, over-

sampled sigma-delta ADCs, to name a few, the low and fluctuating supply

voltage and the low power consumption constraints of passive wireless mi-

crosystems disqualifies many architectures of ADCs. Only a few architectures

of ADCs, such as integrating ADCs, charge-redistribution successive approxi-

mation ADCs, oscillation-based ADCs, time-to-digital ADCs, and frequency-

to-digital ADCs made to the the short list.

1.2.6 Encryption and Authentication

The applications of passive wireless microsystems, especially those located

in the far-field of the antenna of base stations, are hindered by their vulnerabil-

ity to interception by third parties, mainly due to the limited computing power

of these microsystems. The large-scale deployment of these microsystems

mandates the equipment of encryption for authentication. Existing authentica-

tion algorithms for computer and cellular networks are generally too complex

and power-consuming to be adopted for passive wireless microsystems. High-

security authentication protocols with a reconfiguration capability are desirable.

Mutual authentication protocols shared between a passive wireless microsys-

tem and its base station and the optimal partition of authentication protocols

between the microsystem and its base station can achieve the required level

of security without excessively increasing the complexity subsequently power

consumption of the passive wireless microsystem.

1.2.7 Signal Collision

Signal collision occurs when multiple wireless microsystems coexist in a

close proximity, arising from the fact that passive wireless microsystems typi-

cally operate in the same frequency channel. Two spread spectrum approaches,

namely frequency hopping and direct sequence spread spectrum, are perhaps

the most widely used techniques in dealing with multi-access wireless commu-

nications. The former avoid signal collision by allocating an unused channel

in the selected ISM band while the latter spreads the signal to be transmitted
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over a large frequency range of the selected ISM band using a pseudo ran-

dom sequence and recovers the transmitted signal at the receiving end using

de-sequencing. Frequency hopping is less attractive for passive wireless mi-

crosystems due to its high power consumption and its need for synchronization

in both time and frequency domains. The intrinsic characteristics of direct se-

quence spread spectrum including reduced crosstalk interferences, better data

integrity, low susceptibility to multi-path fading, an increased operating dis-

tance, hard to detect, intercept, and jam, make it particularly attractive for

passive wireless microsystems. Although this approach has been widely used

in cellular phones in the form of code-devision-multi-access (CDMA), chal-

lenges exist in applying it for passive wireless microsystems mainly due to the

limited power resource, small memory, and finite computing power of these

microsystems.

1.2.8 Dimension of Antennas

The dimension of the antenna of microsystems also imposes a great chal-

lenge in embedding these microsystems in products and living bodies. The

antenna of a passive wireless microsystem should be small in size such that the

microsystem can be embedded in products or implanted in living bodies with

a little difficulty. The efficiency of the antenna, on the other hand, should be

high so that the voltage at the output of the antenna is sufficiently large. Recent

efforts on minimizing the physical dimensions of the antennas of microsystems

have been made in circular loop antennas with multiple stubs [37], text-based

meander line dipole antennas [38, 37], folded-slot antennas [39–41] with an

omni-directional radiation pattern in UHF ISM bands.

Since the focus on this book is on CMOS circuits for passive wireless

microsystems, the design of the antennas of passive wireless microsystems is

clearly beyond the scope of the book. The in-depth treatment of frequency

hopping and direct sequence spread spectrum is readily available in standard

texts on digital communications and will therefore not be covered.
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RADIO-FREQUENCY POWER HARVEST

Passive wireless microsystems harvest their operational power from the

radio-frequency waves emitted from their base stations. Based on the charac-

teristics of the wireless links with base stations, passive wireless microsystems

are loosely classified as inductively-coupled also known as near-field-coupled

and electromagnetically-coupled also known as far-field-coupled. The bound-

ary that separates the near-field and far-field is defined as
λ

2π
where λ is the

wavelength of the signals. Near-field-coupling is viable for frequencies up to

a few ten MHz, mainly due to the low resonant frequency of the planar cou-

pling coils. Near-field-coupling has been widely used in applications such as

biomedical implants where a high degree of the absorption of electromagnetic

waves by living bodies exists at high frequencies. The key characteristics of

a near-field-coupled passive wireless microsystem include a large voltage at

the coupling coils of the microsystem and weak interferences from neighbor-

ing devices due to the close distance between the base station and the passive

wireless microsystem. Far-field-coupling, on the other hand, is used at ultra-

high frequencies (UHF) and microwave frequencies, such as ISM 900 MHz

and 2.4 GHz bands. A high data rate, a small antenna dimension, and a long

link distance are the key characteristics of far-field-coupled passive wireless

microsystems. The fact that the maximum EIRP of base stations in North

America can not exceed 4 W in UHF bands limits the maximum distance be-

tween a far-field-coupled microsystem and its base station to a few meters [42].

The efficiency of power harvest from RF waves determines the maximum dis-

tance over which a reliable wireless link between a base station and a passive

wireless microsystem can be established. The efficiency of radio-frequency

power harvest is determined by a number of factors including the efficiency

of the antenna of the microsystem, the accuracy of power matching between

F. Yuan, CMOS Circuits for Passive Wireless Microsystems,
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the antenna and the voltage multiplier, and the power efficiency of the voltage

multiplier that converts the received RF signal to a dc voltage from which the

microsystem is powered.

This chapter deals with power harvest from radio-frequency waves. The

chapter is organized as the follows : Section 2.1 investigates the figure-of-merits

that characterize the performance of RF power harvesters. Section 2.2 focuses

on the design of voltage multipliers for passive wireless microsystems in the

far field of the antenna of the base stations. In Section 2.3, power-matching and

gain-boosting using a LC network is investigated. Section 2.4 presents power-

matching and gain-boosting using a step-up transformer. Frequency tuning

mechanisms for power-matching and gain-boosting using a LC network and

that using a step-up transformer are also addressed. The measurement results of

the proposed power-matching network, together with the measurement results

of a LC power-matching network are compared. The chapter is concluded in

Section 2.5.

2.1 Characterization of Radio-Frequency Power Harvest

The efficiency of power harvest from a radio-frequency wave determines

the maximum distance over which a reliable link between a base station and

a passive wireless microsystem can be established. It also sets the complexity

subsequently the functionality of the microsystem. The efficiency of a radio-

frequency power harvesting system is determined by the efficiency of the

antenna of the microsystem, the accuracy of impedance matching between the

antenna and the voltage multiplier of the microsystem, and the power efficiency

of the voltage multiplier that converts a received RF signal to a dc voltage from

which the microsystem is powered.

2.1.1 Power Matching

The radiation resistance of the antenna of passive wireless microsystems has

a typical value of 50Ω at the desired frequency. The input impedance of voltage

multipliers typically has a reactance component, owing to the capacitance of

rectifying diodes or MOSFETs. An impedance transformation network is

therefore required to transform the input impedance of the voltage multiplier

to 50Ω.

Consider Fig.2.1 where an impedance transformation network is inserted

between the antenna represented by voltage source Va and radiation resistance

Ra and the voltage multiplier represented by resistor RL. Note that to simplify

analysis, the input impedance of the voltage multiplier is assumed to be purely

resistive. Note that a pure resistive input impedance of voltage multipliers

can be obtained by employing a shunt inductor that resonates out the reactive

part of the input impedance of the voltage multiplier [42]. The function of
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the impedance transformation network is two-fold : (i) It provides a matching

impedance to the antenna to maximize the power transmission from the antenna

to the voltage multiplier and to minimize the reflection of the signals. (ii) It

provides a large voltage gain such that the voltage at the input of the voltage

multiplier or the output of the impedance transformation network is maximized.

If we assume that the impedance transformation network is lossless, the power

delivered to the impedance transformation network will be the same as that

delivered to the load. A large voltage at the input port of the voltage multiplier

will reduce the power loss at the voltage multiplier. As a result, the overall

power efficiency of the power harvesting path is improved. The power delivered

to the load RL is given by [43]

PL =
V 2

L

RL
=

A2
vV

2
a

RL
, (2.1)

where Av is the voltage gain provided by the impedance transformation net-

work.

R
VL

Va

z in

a

LC Impedance
transformation
network

RL

I L

Antenna
Voltage multiplier

Ia

Figure 2.1. Power-matching and gain-boosting using an impedance transformation network.

The maximum power will be delivered from the antenna to the impedance

transformation network when

Ra = z∗in (2.2)

is satisfied, where zin is the input impedance of the impedance transformation

network and the superscript * denotes complex conjugation. Since in this case

Ia =
Va

Ra + zin
=

Va

2Ra
, (2.3)

we obtain the maximum power delivered from the antenna to the impedance

transformation network
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PL,max = |I2
a |ℜe [zin] =

V 2
a

4Ra
. (2.4)

Eq.(2.4) is also the maximum power delivered to the load provided that the

impedance transformation network is lossless. Equating (2.1) and (2.4) yields

the relation between the voltage gain of the impedance transformation network

and the load resistance at which the power delivered to the load is maximized

Av =
1

2

√
RL

Ra
. (2.5)

Eq.(2.5) reveals that the voltage gain of the lossless impedance transformation

network is proportional to the square-root of the load resistance.

2.1.2 Power Efficiency

The power efficiency of a voltage multiplier is defined as the ratio of the

output power of the voltage multiplier, denoted by Pout, to the power at the

input of the voltage multiplier, denoted by Pin

ηV =
Pout

Pin
. (2.6)

The power efficiency of voltage multipliers is less than 100% due to the power

consumption of rectifying devices of voltage multipliers.

The power efficiency of an impedance transformation network is defined as

the ratio of the power delivered to the multiplier, denoted by PL, to the power

available at the input of the impedance transformation network, denoted by Pin

ηI =
PL

Pin

∣∣∣∣∣
zin=Ra

. (2.7)

Note that power-matching condition

zin = Ra (2.8)

must be met at the input of the impedance transformation network for the

maximum power transfer from the antenna to the impedance transformation

network. The power efficiency of impedance transformation networks is less

than 100% due to the resistive loss of these networks.
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The global power efficiency of a RF power harvester is defined as the ratio of

the incident power of the RF signal to the dc power at the output of the voltage

multiplier

η =
DC output power

Incident RF power
. (2.9)

The incident RF power, denoted by RRF , is quantified by Friis relation [44]

PRF = PBGBGM

(
λ

4πr

)2

, (2.10)

where PB is the amount of the power that the base station provides to its

antenna, GB is the gain of the antenna of the base station, GM is the gain of

the antenna of the passive wireless microsystem, λ is the wave length, and r
is the distance between the passive wireless microsystem and its base station.

Often, the effective isotropically radiated power, denoted by PEIRP , is used.

It is obtained from

PEIRP = PBGB . (2.11)

2.2 Voltage Multipliers

Wireless communications between a near-field passive wireless microsys-

tem, such as a biomedical implant or a smart card, and its base station is

established using an inductive link, much like a transformer with the base

station connected to the primary winding of the transformer and the passive

wireless microsystem connected to the secondary winding of the transformer.

One of the key characteristics of this inductive link is the large voltage at

the secondary winding. As a result, RF-to-DC conversion can be carried out

using a diode bridge even with the voltage loss across the diodes accounted

for. The dc voltage at the output of the diode bridge is sufficiently large to

power the passive wireless microsystem. To minimize the voltage loss across

the diodes so as to improve RF-to-DC conversion efficiency, Schottky diodes,

which typically have a low forward conduction voltage, are widely used [4, 6].

Schottky diodes, however, are not available in standard CMOS processes. In-

stead, MOSFET-based diodes formed by connecting the gate and drain together

can be used for rectification such that the voltage rectifier can be implemented

using standard CMOS technologies. Not that there is a voltage loss of at least

one device threshold voltage when MOSFET-diodes are used.

Wireless communications between a far-field passive wireless microsystem,

such as a RFID tag or a wireless microsensor, and its base station is established
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using a radio-frequency wave. Unlike near-field inductive links, the voltage

at the antenna of the passive wireless microsystem is small, typically a few

hundred mV. Diode bridge-based rectification approaches become very ineffi-

cient as the voltage loss across the diodes is significant as compared with the

amplitude of the incoming RF signal. Voltage multipliers that are evolved from

the well-know voltage doubler are required to perform RF-to-DC conversion

and at the same time to yield a dc voltage that is many times the amplitude of

the incoming RF signal.

This section investigates design techniques for voltage multipliers of passive

wireless microsystems. The design constraints of voltage multipliers and the

techniques that improve the power efficiency of voltage multipliers are studied.

The principle and operation of diode bridges, both half-wave and full-wave

diode bridges, are readily available in standard texts on microelectronics and

will therefore not be presented here.

2.2.1 Voltage Doubler

Shown in Fig.2.2 is the schematic of a widely used voltage doubler. It

consists of a voltage peak detector formed by D2 and C2 and a voltage clamper

formed by D1 and C1. If we assume that the diodes are ideal, i.e. the forward

conduction voltage is zero, and let the amplitude of the input ac voltage be Vm,

it can be shown that voltage of the output of the voltage doubler is 2Vm. To

demonstrate this, let us assume initially VC1 = 0, VC2 = 0, and C1 = C2.

During the first negative half-cycle of the input voltage, D1 will be forward

biased. C1 in this case will be charged to a voltage equal to the peak amplitude

Vm of the input. During the following positive half cycle of the input voltage,

D1 will be reverse biased and therefore will not conduct current. The voltage

across C1 will remain unchanged and will add on to the input voltage, in other

word, V1 = vin + Vm during this half cycle. Since D2 is forward biased, C2

will be changed all the way to 2Vm.

C

Dv
in C

D
1

1

2

2

1 2

Figure 2.2. Voltage doubler.
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2.2.2 Cockcroft-Walton Voltage Multiplier

To obtain a dc voltage that is more than 2Vm, a multi-stage configuration

of voltage doublers is needed. Perhaps the most cited early implementation

of voltage multipliers is Cockcroft-Walton voltage multiplier shown in Fig.2.3

[20]. The efficient multiplication of Cockcroft-Walton voltage multiplier will

only occur if the capacitance of the coupling capacitors C is much larger as

compared with the stray capacitance Cs at the coupling nodes [21]. This is

because the clocking signals φ and φ only drive the first two coupling capacitors.

All other coupling capacitors are connected in series with the stray capacitors.

The effectiveness of Cockcroft-Walton voltage multiplier largely diminishes in

monolithic integration where stray capacitance Cs and C become comparable.

C

C C C C

C

D1 D2 D3 D4 D5
v

in

v
out

f

f

Cs
Cs

Cs

f

f

1

2

3

4

5

Figure 2.3. Cockcroft-Walton voltage multiplier [20].

2.2.3 Dickson Voltage Multipliers

Dickson modified Cockcroft-Walton voltage multiplier by injecting clocking

signals φ and φ to all the coupling nodes, as shown in Fig.2.4, such that both

the coupling and stray capacitors are driven by the clocking signals directly

[21]. The drawback of Cockcroft-Walton voltage multiplier is therefore elimi-

nated. Because these capacitors are connected in parallel, the shunt capacitor

connected to the output node of the Dickson voltage multiplier must withstand

the full output voltage. It was shown in [34] that the output voltage of a N-stage

diode-based Dickson voltage multiplier is given by

VDC = N(Vm − VT ), (2.12)

where VT is the forward conduction voltage of the diodes and N is the number

of stages. To boost the output voltage, the threshold voltage of the rectifying



14 Radio-Frequency Power Harvest

diodes must be minimized. Schottky diodes are widely used in Dickson voltage

multipliers due to their low forward conduction voltage, large saturation current,

low junction capacitance, and small series resistance [34].

Cs

Cs

CsD1

D2

D3

D4

vin

f

f

Cs vout

CsC C

C C C

Cs

1

2

3

4

Figure 2.4. Dickson voltage multiplier with diode switches [21].

Dickson voltage multipliers can also be implemented using MOSFET diodes,

as shown in Fig.2.5. pMOS Dickson voltage multipliers can also be constructed

in a similar way. The advantage of these configurations is their full compati-

bility with standard CMOS technologies with a main drawback of the voltage

loss across the MOSFET devices of at least one threshold voltage. This is

accompanied with a low power efficiency, especially when the amplitude of the

input voltage is low.

M1 M2 M3 M4

vin

f

f

vout

C C

C C C

C

Figure 2.5. Dickson voltage multiplier with nMOS diodes.

The preceding Dickson voltage multiplier with MOSFET diodes suffers

from the drawback of the voltage loss of at least one threshold voltage across

the MOSFETs. The observation that the voltage drop across of the drain and

source of a MOSFET is low if the device is operated in the triode region suggests

that the voltage loss of MOSFET diodes can be minimized by connecting a

MOSFET working in the triode in parallel with each of the MOSFET diodes,

as shown in Fig.2.6 [22]. We term this voltage multiplier Dickson voltage

multiplier with static charge transfer switches. The operation of this voltage
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multiplier is depicted as follows : When φ = 0, V1 is initially zero and transistor

M1A is on. C1 is charged by the input voltage. Note that without transistor

M1B, the maximum voltage of V1 will only reach Vm − VT , where Vm is the

amplitude of Vin and VT is the threshold voltage of MOSFETs. Since M2A

is off, the gate voltage of M1B is at VDD and M1B is in the triode. As a

result, V1,max = Vm−Vds1≈Vm. The drawback of the voltage loss of Dickson

voltage multipliers is therefore removed. It was demonstrated in [22] that with

vin = 1.5V and Iout = 10µA, the output voltage of a 4-stage Dickson voltage

multiplier with static charge transfer switches is approximately 4 V. The output

voltage of a corresponding conventional Dickson voltage multiplier is only 2

V.

M1A v
out

C C

f

1 2

1 2

C3

M2A M3A M4A

M1B M2B M3B M4B

f

v
in

C4 C5

3 4

M5A

M5B

Figure 2.6. Dickson voltage multiplier with static charge transfer switches [22].

San et al. proposed bootstrapped gate transfer switches to replace MOSFET

diodes of Dickson voltage multiplier, as shown in Fig.2.7 [23]. For each

transistor, there are five additional transistors M1a,...,5a and one capacitor Ca

are added. When φ = 1, M1a,3a,5a are ON while M2a,4a are OFF. As a

result, VB,C = 0, VA = Vm, and Ca is charged to Vm. In the following

phase where φ = 0, M1a,3a,5a are OFF and M2a,4a are ON. The voltage of the

capacitor Ca is applied between the gate and drain of M2. For MOSFETs in

the triode, VDS≤VGS − VT must be satisfied. Referring to Fig.2.7(b), re-write

the preceding condition for the MOSFET in the triode

VD − VS≥VD − Vb − VS − VT , (2.13)

where Vb is the voltage applied between the gate and the drain of the MOSFET.

It follows that Vb − VT > 0. It becomes evident that if Vb > VT , M2 will

be in the triode region and VDS2 will be small. In was shown in [23] that the

output voltage of a 4-stage Dickson voltage multiplier with bootstrapped gate
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transfer switches, C1−4 = 15 pF, Cout = 30 pF, f = 5 MHz, and Vm = 2V, is

9 V approximately. The output voltage is only 4 V approximately with static

charge transfer switches. The power conversion efficiency is increased from

40% approximately with static charge transfer switches to above 90% with

bootstrapped gate transfer switches.
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Figure 2.7. Dickson voltage multiplier with bootstrapped gate transfer switches [23].

2.2.4 Modified Dickson Voltage Multipliers

Dickson voltage multiplier requires non-overlapping clock signals φ and

φ. For power telemetry, only one RF signal is available. Dickson voltage

multiplier therefore can not be used directly. The fact that the clocking signal
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φ and φ are applied to every coupling node of Dickson voltage multiplier

suggests that if φ and vin terminals are grounded and the RF input is connected

to φ terminal, as shown in Fig.2.8, each section, as highlighted in the figure,

becomes a voltage doubler. This configuration is termed modified Dickson

voltage multiplier, in distinction from the original Dickson voltage multiplier

studied earlier. Because the input signal is coupled to every other node of

the diode chain, the effect of the stray capacitance is suppressed effectively.

Clearly if a fully differential input is available, vin+ and vin− can be coupled

to C1,3,5,... and C2,4,6,... to further improve the performance.

D
vout

C C

C C
C

vin

1

2

3

4

CN-1

N

1

D2

D3

D4

DN1 2 3 4 N-1

N
Cout

DN+1

Figure 2.8. Modified Dickson voltage multiplier with diode switches.

The schematic of modified Dickson voltage multipliers with nMOS-diodes

is shown in Fig.2.9 and that with pMOS-diode is shown in Fig.2.10. Because

the voltage drop across the drain and source of the MOSFETs is at least one

threshold voltage, the efficiency of this voltage multiplier is lower as compared

with that of its Schottky-diode counterpart. To overcome this drawback, native

nMOS transistors whose threshold voltage is approximately zero have been

used [24, 25]. The main drawback is that native MOS structure is not generally

supported. Also, the large channel resistance of native MOSFETs deteriorates

the performance.

2.2.5 Mandal-Sarpeshkar Voltage Multiplier

To overcome the drawback of modified Dickson voltage multiplier with

MOSFET-diodes, Mandal and Sarpeshkar proposed a low-power high power

efficiency voltage multiplier with its configuration shown in Fig.2.11 [26]. It is

ready to verify that once a load is connected between nodes 1 and 2, the current

flowing through the load is always in the same direction. A key advantage

of this voltage multiplier is the low voltage drop across switching MOSFETs.

As a result, a large voltage exists at the output of the rectifying cell and is

given by Vout,max = Vm − (VDS,n + VSD,p). The modular configuration of

Mandal-Sarpeshkar voltage multiplier offers the flexibility of adjusting the size

of each stage to obtain optimal performance.
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Figure 2.9. Modified Dickson voltage multiplier with nMOS transistors.
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Figure 2.10. Modified Dickson voltage multiplier with pMOS transistors.

2.2.6 Voltage Multiplier with VT -Cancellation

Umeda et al. proposed an elegant mechanism shown in Fig.2.12 to minimize

the voltage drop across MOSFET switches so as to increase the power efficiency

of voltage multipliers [27]. For M1, because
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Figure 2.11. Mandal-Sarpeshkar voltage multiplier. If vin+ = Vm and vin− = 0, M2,3 are in

the triode (provided that Vm is large enough) and M1,4 are off. The voltage drop across M2,3

is low [26].

VG1 = Vm + Vb, (2.14)

where VG1 is the gate voltage of M1, we have

Vout = 2(VGS,max − VT ) = 2(Vm + Vb − VT ). (2.15)

If we set Vb = VT , then Vout = 2Vm follows. The power efficiency loss caused

by the threshold voltage of MOSFETs is eliminated completely. The required

compensation voltage Vb can be obtained in various ways. The approach

given in [27] used an external voltage source and a switched capacitor array to

generate a set of Vb for all the transistors.

Nakamoto et al. proposed an internal threshold voltage generation mech-

anism to eliminate the voltage drop across MOSFETs without the need for

an external voltage source, as shown in Fig.2.13 [28]. The voltage dividers

formed by R1 and M1a, and R2 and M2a provide the required gate voltages

for M1 and M2, respectively. These voltages are held by C1a and C2a, respec-

tively. The values of R1 and R2 should be made large to minimize the static
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Figure 2.12. Umeda voltage multiplier with external threshold voltage cancellation [27].

power consumption of the compensation transistors M1a,2a. Implemented in

a 0.35µm CMOS technology with an input at 953 MHz, the power efficiency

of Nokamoto voltage multiplier at 4-meter distance from a 4 W base station is

36.6% while that of Umeda voltage multiplier is only 16.6%.
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Figure 2.13. Nakamoto voltage multiplier with internal threshold voltage cancellation [28].

2.2.7 Bergeret Voltage Multiplier

Bergeret et al. pointed out that an important reason of the low power effi-

ciency of Dickson voltage multipliers including modified Dickson is the prop-

agation of high-frequency signals throughout the circuits [45]. The large area

associated with multi-stage voltage multipliers gives rise to a higher substrate

loss, subsequently a low power efficiency. Bergeret et al. modified the config-

uration of conventional voltage multiplier by only using a single-stage rectifier

to generate a dc voltage. This voltage is then used to power a low-frequency

VCO whose outputs, together with the output of the single-stage rectifier, are

used to drive a high-efficiency voltage multiplier proposed in [46, 47]. It was

demonstrated that this voltage multiplier improved the power efficiency by

14% over the conventional modified Dickson voltage multiplier and the output

voltage is 1.5 times that of the modified Dickson voltage multiplier.
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Figure 2.14. Voltage multiplier proposed by Bergeret et al. [45].

2.3 Power-Matching and Gain-Boosting Using LC Tanks

Voltage multipliers implemented in standard CMOS technologies suffer from

a low efficiency. It was shown in [34] that to boost the power efficiency of

the voltage multiplier, the amplitude of the voltage from the antenna of passive

wireless microsystems must be maximized. The radiation resistance of the

antenna of a passive wireless microsystem is determined by the dimension

and type of the antenna. The finite antenna dimension of the passive wireless

microsystem limits the voltage across the antenna to be small. As a result,

an impedance transformation network that converts the input impedance of

the downstream voltage multiplier to the matching impedance of the antenna

for the maximum power transmission is inserted between the antenna and the

voltage multiplier. In [48], a shunt inductor power-matching network between

the antenna and voltage multiplier was employed to resonate out the capacitive

part of the input impedance of the voltage multiplier. No attempt, however,

was made to match the real part of the input impedance of the multiplier to the

radiation resistance of the antenna, leaving the task of power-matching entirely

to the voltage multiplier. De Vita and Iannaccone proposed a LC power-

matching network that consists of one floating inductor, a shunt capacitor, and

a grounded inductor [42]. The grounded inductor is used to resonate out the

input capacitance of the downstream voltage multiplier while the LC network

provides the matching impedance and voltage gain. The LC power-matching

network used by Shameli et al. consists of a grounded inductor and a floating

capacitor [25].

Power-matching and gain-boosting can be achieved simultaneously by in-

serting a passive impedance transformation network consisting of a spiral in-

ductor and a metal-insulator-metal (MIM) capacitor between the antenna and

the multiplier , as shown in Fig.2.1 [25]. The impedance transformation net-

work provides a matching impedance to the antenna in order to maximize the

power transmission from the antenna to the impedance transformation network

at the carrier frequency. At the same time, it resonates at the carrier frequency
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such that the voltage at the output of the impedance transformation network

or the input of the following voltage multiplier is maximized. Since spiral

inductors suffer from both a resistive loss mainly due to the ohmic loss of the

spiral and a capacitive loss due to the shunt capacitance between the spiral and

the substrate, power matching, power loss, and voltage gain of the impedance

transformation network must be considered simultaneously in design.

To maximize the amount of the power transferred from the antenna to the

impedance transformation network, the impedance transformation network in

Fig.2.1 must be designed in such a way that

zin = Ra. (2.16)

Fig.2.15 shows a simplified schematic of a power-matching and gain-boosting

network using a shunt spiral inductor and a series MIM capacitor. To simplify

analysis, the MIM capacitor is assumed to be ideal and is represented by an

ideal capacitor C . The spiral inductor is modeled using the RLC network with

Rs and Rp the series and shunt parasitic resistances, respectively, and Cp the

parasitic shunt capacitance. The voltage multiplier is modeled using resistor

RL in parallel with capacitor CL.

To facilitate analysis, the branch consisting Rs and Lp is replaced with its

equivalent parallel R′
s∼L′

p network shown in Fig.2.15 with R′
s and L′

p given

by [49]

L′
p = Lp


1 +

(
Rs

ωLp

)2

 ,

R′
s = Rs

[
1 +

(
ωLp

Rs

)2
]

.

(2.17)

For practical spiral inductors, ωLp ≫ Rs holds, i.e. the reactance of the

inductor is much larger than the resistance of the inductor. As a result, L′
p ≈ Lp

follows.

It is conveniently to show that the matching condition for the maximum

power transfer at node A can be shifted to node B. Moving the impedance

matching point from node A to node B will greatly simplify analysis, as to be

seen shortly. The impedance matching condition in this case becomes

Zin = Z∗
s . (2.18)

Let
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Figure 2.15. Power-matching and gain-boosting network using a shunt spiral inductor and a

series MIM capacitor.

Zin = Rin + jXin, (2.19)

and

Zs = Rs + jXs, (2.20)

where Rin and Xin are the resistance and reactance of the impedance looking

into the impedance transformation network, Rs and Xs are the resistance and

reactance of the impedance looking into the source network. Submitting these

results into (2.18) yields
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Rin = Rs,

Xin = −Xs.
(2.21)

Since

Yin =
1

Zin
=

Rin − jXin

R2
in + X2

in

, (2.22)

and

Ys =
1

Zs
=

Rs − jXs

R2
s + X2

s

, (2.23)

if Rin = Rs and Xin = Xs, we have

YL = Y ∗
s . (2.24)

Eq.(2.24) confirms that impedance matching is the same as admittance matching

in maximizing power transfer.

The input impedance Zin is given by

Zin ≈ Req||jωLp

=
jωR2

eqLp + ω2ReqL
2
p

R2
eq + (ωLp)

2
, (2.25)

where

Req = R′
s||Rp||RL (2.26)

is the total shunt resistance. Note that we have neglected the shunt capacitances

in (2.25) to simplify analysis because the gain provided by the impedance

transformation network is mainly due to Req, as to be seen shortly. Matching

the impedance at node B yields

Ra =
ω2ReqL

2
p

R2
eq + (ωLp)

2
, (2.27)

and
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1

ωC
=

ωR2
eqLp

R2
eq + (ωLp)

2
. (2.28)

It follows from (2.27) that

Req

Ra
= Q2

p + 1, (2.29)

where

Qp =
Req

ωLp
(2.30)

is the quality factor of the shunt R∼L network consisting of the spiral inductor

and the voltage multiplier with the shunt capacitances neglected. Similarly,

one can show from (2.28) that the frequency at which the impedance matching

condition is satisfied is given by

ω = ωo

√
1 +

1

Q2
p

, (2.31)

where

ωo =
1√
LpC

(2.32)

is the resonant frequency of the ideal LC impedance transformation network.

Let us now matching the admittance at node B. Because

Yin =
1

Req
+ j

[
ωC ′

p −
1

ωLp

]
, (2.33)

and

Ys =
1

Ra + 1

jωC

=
ω2C2Ra + jωC

1 + (ωRaC)2
, (2.34)

where

C ′
p = CL + Cp. (2.35)
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we have

1

Req
=

ω2RaC
2

1 + (ωRaC)2
, (2.36)

and

ωC ′
p −

1

ωLp
= − ωC

1 + (ωRaC)2
, (2.37)

Solving (2.36) yields

Req

Ra
= Q2

a + 1, (2.38)

where

Qa =
1

ωRaC
(2.39)

is the quality factor of Ra ∼ C network. Solving (2.37) and noting that Qa≫1
yield the frequency at which the admittance matching is satisfied

ω≈ ωp√
1 + C

C′

p

, (2.40)

where

ωp =
1√

LpC ′
p

(2.41)

is the resonant frequency of the shunt network.

The impedance transformation network is lossy due to the power dissipation

of R′
s and Rp. To maximize the amount of the power transferred from the

antenna to the multiplier, the power loss of the impedance transformation

network must be minimized. Since ωLp≫Rs holds for spiral inductors, we

have from (2.17)

R′
s≈

(ωLp)
2

Rs
. (2.42)

Further from (2.40) we have
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(ωLp)
2 =

1

ω2
(
C + C ′

p

)2
. (2.43)

Substitute (2.43) into (2.42)

R′
s =

1

Rsω2C2

(
1 +

C′

p

C

)2
. (2.44)

Further from (2.38) with Qa≫1, we have

ReqRa =
1

(ωC)2
. (2.45)

Making use of (2.45), (2.44) becomes

R′
s =

ReqRa

Rs

(
1 +

C′

p

C

)2
. (2.46)

Substituting (2.26) into (2.46) yields

R′
s =

[
Ra

Rs

(
C

C + C ′
p

)
− 1

]
(RL||Rp). (2.47)

It is seen from (2.47) that C ′
p lowers R′

s. This is echoed with an increase in the

ohmic loss of the inductor.

The power efficiency of the impedance transformation network is obtained

from

ηI =
PL

Pin
, (2.48)

where PL is the amount of power delivered to the voltage multiplier and Pin

is the amount of power available at the input of the impedance transformation

network. By assuming that there is no loss in capacitor C , Pin is the amount

of power at node B, i.e. the input port of the shunt network consisting of the

spiral inductor and the voltage multiplier.

Pin =
V 2

L

Req
, (2.49)
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and

PL =
V 2

L

RL
. (2.50)

It follows that

ηI =
PL

Pin
=

Req

RL
. (2.51)

Since

1

Req
=

1

R′
s

+
1

Rp
+

1

RL
, (2.52)

making use of (2.47), we can write (2.52) as

1

Req
=

(
1

Rp
+

1

RL

) Ra

Rs

(
C

C + C ′
p

)2

Ra

Rs

(
C

C + C ′
p

)2

− 1

. (2.53)

Substituting (2.53) into (2.48) yields

ηI =

1 − Rs

Ra

(
1 +

C ′
p

C

)

1 +
RL

Rp

. (2.54)

Since
RL

Rp
≪1 typically holds, making use of

1

1 + x
≈1 − x, (2.55)

when |x|≪1, we can write (2.54) as

ηI≈1 − Rs

Ra

(
1 +

C ′
p

C

)
− RL

Rp
. (2.56)
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It is evident from (2.56) that the power efficiency of the impedance transforma-

tion network is less than 100% due to the non-zero parasitic series resistance

Rs, the finite parasitic shunt resistance Rp, and the shunt capacitance C ′
p. To

increase ηI , Rs and C ′
p should be minimized while Rp should be maximized.

As pointed out earlier, the overall power efficiency of the power harvester can

be improved if a large voltage gain is provided by the impedance transformation

network. The power delivered to the impedance transformation network is

computed from

PL =
V 2

L

Req
=

A2
vV

2
a

Req
, (2.57)

where

Av =
VL

Va
(2.58)

is the voltage gain of the impedance transformation network. The maximum

power delivered to the impedance transformation network is given by

PL,max =
V 2

a

4Ra
. (2.59)

Equating (2.57) and (2.59) yields the optimal voltage gain of the impedance

transformation network at which the maximum power transfer takes place

Av =
1

2

√
Req

Ra
. (2.60)

Substituting (2.26) and (2.47) into (2.60), we arrive at

Av =
1

2

√
Rp||RL

Ra

[
1 − Rs

Ra

(
1 +

C ′
p

C

)]
. (2.61)

We comment on the preceding development :

If RL > Rp, Rp||RL will be dominated by Rp. Increasing RL beyond Rp

will no longer improve Rp||RL subsequently the voltage gain.

To improve the voltage gain of the impedance transformation network, Rs

must be made much smaller than Ra. Minimizing the resistive loss of the

spiral inductor is critical.
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Parasitic shunt capacitances of the spiral inductor C ′
p increases the effect of

conductive loss by a factor of
(
1 +

C′

p

C

)
. To minimize its effect, C ′

p≪C is

essential.

The power efficiency of the impedance transformation network can be fur-

ther analyzed by neglecting the shunt capacitances Cp and CL for simplicity.

The maximum power delivered to the impedance transformation network is

given by

Pin =
V 2

a

4Ra
(2.62)

and the current flowing from the antenna to the impedance transformation

network at the maximum power transfer is given by

Iin =
Va

2Ra
. (2.63)

The power delivered to the voltage multiplier is obtained from

PL = RLI2
L. (2.64)

Since

IL =

∣∣∣∣∣
R′

p||(jωLp)

R′
p||(jωLp) + RL

∣∣∣∣∣ Iin

=
R′

p√
Q2

L +
(
1 + RL

R′

p

)2
, (2.65)

where R′
p = Rp||R′

s and

QL =
RL

ωLp
. (2.66)

Note that since RL is typically smaller than Rp and R′
s, RL≈Req holds.

As result, QL≈Qp. The power efficiency of the impedance transformation

network is obtained from
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ηI =
PL

Pin

=
RL

Ra




1

Q2
L +

(
1 + RL

Rp

)2


 . (2.67)

When RL is small, i.e. RL≪ωLp and RL≪Rp, we have

ηI≈
RL

Ra
. (2.68)

The power efficiency of the LC impedance transformation network in this

case is directly proportional to RL. It is interesting to note from (2.56) that

ηI ≈ 1 − Rs

Ra

(
1 +

C ′
p

C

)
− RL

Rp

=
RL

Ra

[
Ra

RL
− Rs

RL

(
1 +

C ′
p

C

)
− Ra

Rp

]
. (2.69)

Since Ra≪RL, Rp and Rs≪RL typically hold, (2.69) is simplified to

ηI≈
RL

Ra
. (2.70)

When RL is large, i.e. RL≫ωLp, we have

ηI≈
(ωLp)

2

RaRL
. (2.71)

The power efficiency in this case is inversely proportional to RL. Fig.2.16

plots ηI at 2.4 GHz with an ideal inductor of inductance Lp = 10.6 nH and

Ra = 50Ω. As can be seen that ηI rises with RL approximately linearly

when RL is small and decreases with RL when RL is large. An optimal RL

thus exists.

To quantify the dependence of the output voltage and power efficiency of

the LC impedance transformation network on the resistive load, the power har-

vester with a LC impedance transformation network is analyzed. The voltage
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Figure 2.16. Power efficiency of LC impedance transformation network.

multiplier is modeled as an ideal resistor for simplicity. The inductor is an

octagonal spiral inductor of 5.5 turns with its outer radium 222 µm and spiral

width 15 µm. Fig.2.17 shows the dependence of the output voltage and power

efficiency of the LC impedance transformation network on the resistance of the

load. It is seen that the output voltage increases with the load resistance in the

nonlinear fashion that follows a square-root profile. The power efficiency arises

with the load resistance when the load resistance is low and levels off when the

load resistance becomes large. Also, the profile of the power efficiency agrees

with that given in Fig.2.16. A trade-off between the power efficiency of the

impedance transformation network and its output voltage, which will affect the

power efficiency of the downstream voltage multiplier, is needed.

2.4 Power-Matching and Gain-Boosting Using
Transformers

A step-up transformer is characterized by a small voltage and a large current

in the primary winding and a large voltage and a small current in the secondary

winding . The relation between the current and voltage of the primary winding
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Figure 2.17. Dependence of the power efficiency of LC impedance transformation network

on the resistance of the load. The spiral inductor is a 5.5-turn octagonal spiral implemented in

TSMC-0.18µm CMOS technology with its outer radius 222 µm and spiral width 15 µm. The

input voltage is a 2.4-GHz 1-V sinusoid.

and those of the secondary winding of a lossless step-up transformer are given

by

I1

I2

=
n2

n1

(2.72)

and

V1

V2

=
n1

n2

, (2.73)

where I1, I2 and V1, V2 are the current and voltage of the primary winding

and secondary winding, respectively, n1 and n2 are the turns of the primary

winding and that of the secondary winding, respectively. With n2 > n1, we

have I2 < I1 and V2 > V1. By employing a step-up transformer, the same

power can be delivered from the primary winding to the secondary winding

with a higher voltage at the secondary winding. It is evident that by letting n
large, the voltage of the secondary winding of the transformer will be larger

than that of its primary winding while the current of the secondary winding will

be smaller than that of its primary winding. The loss of the primary winding

will therefore be dominated by its ohmic loss due to its large current while

the loss of the secondary winding will be dominated by its spiral-substrate

loss due to its large number of turns. These observations are critical as they



34 Radio-Frequency Power Harvest

reveal that the series loss of a step-up transformer with a large turn ratio is

dominated by that of the primary winding while its shunt loss is dominated

by that of the secondary winding. Soltani and Yuan pointed out that since the

primary winding has a fewer turns, its series loss can be effectively reduced

by increasing the width of the spiral of the primary winding. The width of

the primary winding can be set to such a value that both windings will have

approximately the same silicon area. The shunt loss of the secondary winding,

on the other hand, can be lowered effectively by reducing the width of the spiral

of the secondary winding. Note that since the current of the secondary winding

is small, reducing the width of the spiral of the secondary winding will not

overly increase its resistive loss [29].

Fig.2.18 shows the equivalent circuit of a power harvester with a step-up

transformer. The transformer is represented using the narrow-band model given

in [50, 51]. Capacitors C1 and C2 are used to resonate out the self-inductance

of the primary winding and that of the secondary winding, respectively.

V

C
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L

L

RLCL

Rp1 Cp2

Rs2
Va

Ra

C L

Rs1

C2

1

p1R 1 2 p2

C12

MultiplierTransformer

k

Figure 2.18. Equivalent circuit of a power harvester with a step-up transformer power-matching

and gain-boosting network. Cp1 and Rp1 are the parasitic shunt capacitance and shunt resistance

of the primary winding, respectively, Rs1 is the parasitic series resistance of the primary winding,

L1 is the inductance of the primary winding, Cp2 and Rp2 are the parasitic shunt capacitance

and shunt resistance of the secondary winding, respectively, Rs2 is the parasitic series resistance

of the secondary winding, L2 is the inductance of the secondary winding, C1 and C2 are the

series capacitance at the primary winding and the shunt capacitance at the secondary winding,

respectively. They are used form LC resonant networks with L1 and L2, respectively.

Because the voltage of the primary winding is small, the resonance of the

primary winding will only create a small voltage gain from the antenna to the

primary winding. The large current of the primary winding demands that the

cross-sectional area of the spiral of the primary winding be large. This can

be achieved by using multiple metal layers that are connected using vias for

the primary winding. Further, since the primary winding has a fewer turns,

its spiral can be implemented using lower metal layers without encountering a

significant substrate loss. Of course, this arrangement is technology-dependent.
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The preceding arrangement is for TSMC-0.18µm CMOS technology used to

fabricate the power harvester with a step-up transformer. The objective of

any configuration of the primary winding is to minimize the resistive loss of

the winding. The resonance at the secondary winding, on the other hand, is

significant due to its large self-inductance needed to produce a large voltage

gain.

To analyze the voltage gain obtained from the resonance of the secondary

winding, we follow the approach used for analysis of the power harvester with

a LC impedance transformation network given in Section 2.3, specifically L2 is

separated from the rest of the transformer, as shown in Fig.2.19 . A Thévenin

equivalent circuit is used to represent the overall effect of the matching network

excluding L2 and C2 . To further simplify analysis, we use

C ′
2 = C2 + Cp2 + CL (2.74)

and

R′
2 = Rp2||RL (2.75)

to account for all shunt capacitances and resistances at the secondary winding,

respectively. Note that the simplified circuit has the same topology as that of

Fig.2.15. The approach used for the analysis of the circuit in Fig.2.15 can thus

be followed to analyze the circuit in Fig.2.19.

Thévenin voltage VT is obtained by open-circuiting the secondary winding

and deriving the voltage across the series resistance Rs2 and mutual inductance

M due to Va with L1 and C1 resonated out, i.e.

jωL1 +
1

jωC
= 0, (2.76)

VT =
jωM

Ra + Rs1
Va, (2.77)

where

M = K
√

L1L2 (2.78)

is the mutual inductance and K the coupling coefficient of the transformer.

Thévenin impedance is obtained by short-circuiting Va and applying a test

voltage source over Rs2 and M with L1 and C1 resonated out
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Figure 2.19. Thévenin equivalent circuit of step-up transformer power-matching and gain-

boosting network.

ZT = Rs2 +
(ωM)2

Ra + Rs1
. (2.79)

It is seen from (2.79) that Thévenin impedance is purely resistive. Also, it

has two components: the series resistance of the secondary winding and the

resistance of the primary winding referred to the secondary winding.

To find out the voltage gain from VT to VL, we notice that for the maximum

power transfer,

Z ′
L = (Z ′

s)
∗ (2.80)

is required. Since

Z ′
L = R′

2||
1

jωC ′
2

(2.81)
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and

Z ′
s = ZT + jωL2, (2.82)

the magnitude of the voltage gain is obtained from

∣∣∣∣
VL

VT

∣∣∣∣ =
∣∣∣∣∣

Z ′
L

Z ′
L + Z ′

s

∣∣∣∣∣ =
1

2

√

1 +

(
ωL2

ZT

)2

. (2.83)

Substituting (2.79) into (2.83) yields

∣∣∣∣
VL

VT

∣∣∣∣ =
1

2

√

1 +

[
Rs2

ωL2

+
ω2M2

ωL2(Ra + Rs1)

]−2

. (2.84)

The quality factor of the secondary winding satisfies

Q2 =
ωL2

Rs2
≫1 (2.85)

and

Q1 =
ωL1

Ra + Rs1
(2.86)

is the equivalent quality factor of the primary winding [52]. Making use of

(2.85) and (2.86), we can write (2.84) as

∣∣∣∣
VL

VT

∣∣∣∣ =
1

2

√
1 +

(
Q2

k2Q1Q2 + 1

)2

. (2.87)

It is seen from (2.87) that a large voltage gain of the step-up transformer

matching network can be obtained by (i) boosting the mutual inductance M , (ii)

lowering the series resistance of the primary winding, (iii) lowering the series

resistance of the secondary winding, and (iv) increasing the self inductance of

the secondary winding. There are two ways to increase the mutual inductance

M : increase the coupling coefficient or increase the turn ratio. The former

can only be achieved by using a stacked configuration while the latter requires

a large number of the turns of the secondary winding. The series resistance of

the primary winding can be lowered effectively by increasing the spiral width

of the primary winding and by using multiple metal layers connected together
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using vias. The self-inductance of the secondary winding and the coupling

coefficient can be increased simultaneously by reducing the width of the spiral

of the secondary winding so that more turns can be accommodated for a given

silicon area. This, however, is at the cost of the increased series resistance of

the secondary winding. Fortunately, the current of the secondary winding of

the step-up transformer is small as compared with that of the primary winding,

its resistive winding loss is not of a critical concern.
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Figure 2.20. Simulated voltage gain of power-matching and gain-boosting networks for dif-

ferent values of radiation resistance. (a) LC matching network (spiral width =5µm). (b) LC

matching network with reduced spiral width (spiral width =1.5µm). (c) Step-up transformer

matching network (spiral width in primary winding : 5µm, spiral width in secondary winding :

1.5µm. The load resistance is fixed at RL = 40kΩ. The power harvesters are implemented in

TSMC-0.18µm CMOS technology (Copyright (c) IEEE).
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To find out the overall voltage gain, i.e. the voltage gain from the antenna to

the output of the impedance transformation network, we make use of Fig.2.19.

Since this circuit itself is a LC impedance transformation network, we can use

(2.60) to write the voltage gain from VT to VL

Av =
VL

VT
=

1

2

√
R′

2

ZT
. (2.88)

Note that ZT is purely resistive. Substituting R′
2 and ZT with their values, the

overall voltage gain of the transformer matching network is obtained

Av =
1

2

(
ωM

Ra + Rs1

)√
R′

2

ZT

=
1

2

√√√√√√
RL||Rp2

Rs2

A2
ind

+ Ra + Rs1

, (2.89)

where

Aind =
ωMI1

Va
=

ωM

Ra + Rs1
(2.90)

is the voltage gain from Va to VT . Let us now comment on the preceding

development :

The effect of the series resistance of the secondary winding is scaled down by

A2
ind. This finding is significant as it allows us to use more turns with reduced

spiral width in the secondary winding to boost the voltage gain without a large

shunt loss. To increase Aind, the mutual inductance of the transformer M must

be increased and Rs1 must be decreased. As mentioned earlier that there are

two ways to increase M : increase the coupling coefficient or increase the turn

ratio. The former can be achieved by using a stacked configuration while the

latter requires more turns of the secondary winding.

The series resistance of the primary winding Rs1 is low due to the small

number of the turns of the primary winding and the use of multi-layer spirals

connected using vias, the effect of the series loss of the primary winding is

small.

The step-up transformer matching technique is particularly attractive for

antennas with a low Ra. Since in (2.89) all terms except Ra are small, reducing

Ra will significantly increase Av. Reducing the source impedance below

Rs1 +
Rs2

A2
ind

will not contribute further to the voltage gain.
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When Ra is large, from (2.90) Aind will be small. In this case, a large voltage

gain can be achieved by reducing the spiral width of the secondary. This is

because reducing the spiral width will reduce the winding area subsequently

the shunt capacitance of the secondary winding [5]. The series loss of the

secondary winding, however, is also increased. This will in turn lower the

overall voltage gain. When Ra is significantly larger than Rs1 + Rs2

A2
ind

, it will

dominate the denominator of (2.89). An increase in Rs2 in this case will

have a less impact on the overall voltage gain. Decreasing the spiral width

of the secondary winding is beneficial to the overall gain when the radiation

resistance is large. It should be noted that an additional gain obtained is due to

the resonance of the secondary winding with C ′
p2 as quantified by (2.87).

Although the step-up transformer impedance transformation network should

be designed in such a way that it resonates preciously at the carrier frequency,

parameter spreading from process variation will cause the resonant frequency

of the impedance transformation network to deviate from the carrier frequency.

It is therefore highly desirable that the resonant frequency of impedance trans-

formation network can be tuned. The resonant frequency of the LC impedance

transformation network can be tuned by placing a variable capacitor Cv in

parallel with the voltage multiplier, as shown in Fig.2.21. Rewriting (2.40)

ωo ≈ 1√
Lp(C + C ′

p)
, (2.91)

we observe that both C and C ′
p can be adjusted to tune the resonant frequency

of the LC impedance transformation network. Varying C will affect the voltage

gain of the impedance transformation network. This is clearly undesirable. On

the other hand, it is observed from (2.61) that the dependence of the voltage

gain on the shunt capacitance C ′
p in Fig.2.15 is governed by a much weaker

function. This observation reveals that the variable capacitor required to tune

the resonant frequency of the LC impedance transformation network should be

placed in parallel with C ′
p, as shown in Fig.2.21.

Similarly, the resonant frequency of the transformer impedance transforma-

tion network can be tuned by replacing C1 and C2 in Fig.2.18 with variable

capacitors Cv1 and Cv2 respectively, as shown in Fig.2.22.

To tune the resonant frequency of the step-up transformer impedance trans-

formation network of Fig.2.22, both capacitors Cv1 and Cv2 have to be adjusted.

Lowering the resonant frequency using capacitors will result in a roll-off in the

voltage gain. A key advantage of using a step-up transformer instead of an

inductor for power-matching and gain-boosting is the reduced effect of the

resistive loss of the secondary winding, as described by (2.89). By reducing

the resonant frequency using capacitors, the mutual inductance M will remain

unchanged while the circuit will operate at a lower frequency. This will result
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Figure 2.21. Frequency tuning in power-matching and gain-boosting network using a LC

network.

C

Cv2

M

v1

Va

Ra

RL

Figure 2.22. Frequency tuning in power-matching and gain-boosting using a step-up trans-

former network.

in a reduction in Aind, as expected from (2.90). Fig.2.23(a) shows the gain roll-

off caused by tuning down the resonant frequency of the step-up transformer.

Fig.2.23(b) shows the dependence of the resonant frequency and voltage gain

on Cv2. As can be seen that the voltage gain drops from 5.0 at 3.7 GHz to 4.35

at 2 GHz.

To validate the preceding findings, a step-up transformer impedance match-

ing and gain boosting network is designed in TSMC-0.18µm 1.8V 6-metal

CMOS technology with thick metal options. The primary winding has 1.5

turns and is implemented using metal layers 3 to 5 with identical thickness of

1 µm. These metal layers are connected using vias to minimize the winding

resistance. The secondary winding has 5.5 turns and is implemented using the

top metal layer with thickness 2.3 µm. The width of the spiral in the primary

winding is 8 µm and that in the secondary winding is 1.5 µm. For the purpose

of comparison, a LC matching network with the same loading condition is also

implemented. The inductor of the LC matching network has a 4.5-turn spiral

implemented using the top metal layer of width 5 µm. On-wafer probing is

conducted using a Cascade Microtech RF-1 probe station with four MH5 po-

sitioners, RF and DC probes. Since the design is to be tested using an off-chip

RF source, the choice of the source impedance is set to 50Ω. To measure the

output voltage, the power-matching circuits are connected to dual-half-wave
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Figure 2.23. (a) Simulated dependence of the voltage gain of transformer impedance transfor-

mation network on Cv2 and Cv1. (b) Simulated dependence of resonant frequency and voltage

gain of transformer impedance transformation network on Cv2. note that Cv1 is also varied with

Cv2 to maintain that the resonant condition is on the primary side (Copyright (c) IEEE).

rectifiers, each consisting of two diode-connected standard PMOS devices, one

rectifying the positive and the other rectifying the negative half of the signal

coming from the output of the matching network.

The sensitivity measurement of the power harvester with the step-up trans-

former impedance transformation network and that with the LC impedance

transformation network is performed by measuring the dc output voltage for

different levels of input signal power and the results are shown in Fig.2.24. It
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is observed that the larger the load resistance, the larger the output voltage.

The sensitivity of the power harvester with the step-up transformer impedance

transformation network is more than twice that with the LC matching network.
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Figure 2.24. (a) Measured output voltage of the power harvester with a LC power-matching

and gain-boosting network. (b) Measured output voltage of the power harvester with a step-up

transformer power-matching and gain-boosting network (Copyright (c) IEEE).

Fig.2.25 plots the output DC voltage of both power harvesters. The output

voltage of the power harvester with the LC matching network peaks at 3.5
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Figure 2.25. (a) Measured DC output voltage of the power harvester with a LC power-matching

and gain-boosting network (Input power -4 dBm). (b) Measured DC output voltage of the power

harvester with a step-up transformer power-matching and gain-boosting network (Input power

-11.9 dBm) (Copyright (c) IEEE).

GHz approximately whereas that with the step-up transformer matching net-

work peaks at 3.8 GHz approximately. Although the the impedance matching
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networks are designed to peak at 2.45 GHz, parameter spreading caused by

process variations gives rise to a large deviation of the resonant frequency.

These observations re-affirm the importance of having the capability to tune

the resonant frequency of power-matching and gain-boosting networks.

2.5 Chapter summary

The chapter started with the characterization of radio-frequency power har-

vesting systems. Power matching conditions have been derived and the maxi-

mum amount of the power delivered to the load has been obtained. Figure-of-

merits such as power efficiency have been introduced. We have shown that the

overall efficiency of a RF power harvester is determined by the efficiency of

the antenna of the microsystems, the accuracy of power matching between the

antenna and the voltage multiplier of the microsystem for the maximum power

transmission, and the power efficiency of the voltage multiplier that converts a

received RF signal to a dc voltage from which the microsystem is powered.

We have shown that power-matching and gain-boosting can be achieved

simultaneously by inserting a passive impedance transformation network con-

sisting of a spiral inductor and a metal-insulator-metal capacitor between the

antenna and the multiplier. The impedance transformation network provides a

matching impedance to the antenna to maximize the power transmission from

the antenna to the impedance transformation network at the carrier frequency.

At the same time, it resonates at the carrier frequency such that the voltage at

the output of the impedance transformation network or the input of the voltage

multiplier is maximized. The power efficiency of the LC power-matching and

gain-boosting network is affected by the resistive loss mainly due to the ohmic

loss of the spiral and capacitive loss due to the shunt capacitance between the

spiral and the substrate of the spiral inductor. To increase the voltage gain of

the LC impedance transformation network, the inductance must be increased.

This, however, is echoed with the increased series and shunt losses of the in-

ductor, and will result in the reduction of the overall power efficiency of the

power harvester.

To further increase the voltage gain, a step-up transformer impedance-

matching and gain-boosting to improve the efficiency of power harvest of

passive wireless microsystems has been presented. A step-up transformer is

characterized by a small voltage and a large current in the primary winding and

a large voltage and a small current in the secondary winding. By employing a

step-up transformer, the same power can be delivered from the primary wind-

ing to the secondary winding with a higher voltage at the secondary winding.

Since the voltage of the secondary winding of the transformer will be larger

than that of its primary winding while the current of the secondary winding will

be smaller than that of its primary winding. The loss of the primary winding

is dominated by its ohmic loss due to its large current while the loss of the



46 Radio-Frequency Power Harvest

secondary winding is dominated by its spiral-substrate loss due to its large

number of turns. Because the primary winding has a fewer turns, its series loss

can be effectively reduced by increasing the width of the spiral of the primary

winding. The width of the primary winding can be set to such a value that

both windings will occupy approximately the same silicon area. The shunt

loss of the secondary winding, on the other hand, can be lowered effectively

by reducing the width of the spiral of the secondary winding. Note that since

the current of the secondary winding is small, reducing the width of the spiral

of the secondary winding will not overly increase its resistive loss.

The design techniques of voltage multipliers for power harvest of wireless

microsystems have been investigated. For a passive wireless microsystem in

the near field of the antenna of its base station, because inductive coupling is

used, RF-to-DC conversion can be carried out using a diode bridge and the dc

voltage at the output of the diode bridge is sufficiently large to power the pas-

sive wireless microsystem. Schottky diodes are widely used to further improve

power efficiency. For a passive wireless microsystem in the far field of the

antenna of its base station, the voltage at the antenna of the passive wireless

microsystem is small and diode bridge-based rectification approaches become

very inefficient. Voltage multipliers that perform both RF-to-DC conversion

and voltage boosting are needed. Cockcroft-Walton voltage multiplier is a

multi-stage configuration of voltage doublers. The effectiveness of Cockcroft-

Walton voltage multiplier diminishes in monolithic integration where stray

capacitances are large. Dickson voltage multiplier remove the drawback of

Cockcroft-Walton voltage multiplier by injecting clocking signals into all the

coupling nodes. Dickson voltage multiplier with MOSFET diodes, however,

suffers from the drawback of low power efficiency due to the voltage loss of one

threshold voltage across each MOSFET. Dickson voltage multiplier with static

charge transfer switches minimizes this voltage loss and achieves a better power

efficiency. Dickson voltage multiplier with bootstrapped gate transfer switches

further improves power efficiency. Dickson voltage multipliers require a non-

overlapping clock, which is not available in passive wireless microsystems.

Modified Dickson voltage multipliers evolved from Dickson voltage multi-

pliers can perform both RF-to-DC conversion and voltage boosting, and are

therefore widely used in passive wireless microsystems. Modified Dickson

voltage multipliers with MOSFET-diodes exhibit a low power efficiency due

to the voltage loss across MOSFET diodes. The voltage multiplier by Mandal

and Sarpeshkar exhibits a high power efficiency. The voltage multiplier with

threshold voltage cancellation proposed by Umeda et al. utilizes an external

voltage source to minimize the voltage drop across MOSFET switches so as to

increases the power efficiency of the voltage multiplier. The voltage multiplier

proposed by Nakamoto et al. employs an internal threshold voltage generation



Chapter summary 47

mechanism to eliminate the voltage drop across MOSFETs without the need

for an external voltage source.



Chapter 3

DATA ENCODING

Binary data transmitted between passive wireless microsystems and their

base stations are encoded as line codes, i.e. a stream of symbols, prior to

their transmission. Although a variety of data encoding schemes are available

for data communications over wireless channels, the limited power resource

of passive wireless microsystems and the fact that the operational power of

these systems is harvested from the radio-frequency waves emitted by their

base stations impose a stringent constraint on the choice of data encoding

schemes. The different characteristics of down-links (from base stations to

microsystems) and up-links (from microsystems to base stations) arising from

the limited power resource of passive wireless microsystems and the virtually

unlimited power resource of their base stations further require that different

data encoding schemes be used for down links and up links to achieve optimal

performance. As an example, EPC class-1 generation-2 UHF RFID protocols

use pulse interval encoding (PIE) to encode data transmitted from interrogators

to tags with the objective to maximize the power flow from the interrogators to

the tags during data transmission. For up-links, Miller-modulated sub-carrier

encoding or PM0 encoding are used, aiming at maximizing the number of the

transitions in the data so as to improve the performance of backscattering.

Data encoding schemes for passive wireless microsystems are selected with

the following considerations :

Power flow - Since passive wireless microsystems harvest their operational

power from the radio-frequency waves emitted by their base stations, max-

imizing the power flow from the base stations during the initial charge-up

and maintaining a continuous power flow from the base stations to the pas-

sive wireless microsystems during data transmission from the base stations

to the passive wireless microsystems are critical to ensure that the mi-

F. Yuan, CMOS Circuits for Passive Wireless Microsystems,
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crosystems will have sufficient and steady power to operate over the entire

communication interval.

Backscattering - Backscattering transmits data from a passive wireless mi-

crosystem, such as a RFID tag, to its base station, such as a RFID inter-

rogator, by modulating the termination resistance of the antenna of the tag

between Ra, the characteristic resistance of the antenna, and infinity. The

former gives a zero reflection while the latter yields a full reflection. By

detecting the presence of the reflected wave, the interrogator will be able

to determine whether the received data is a binary 1 or a binary 0. In

practice, the value of the transmitted data is determined by the number of

the times that the termination resistance is modulated. The data encoding

schemes used in backscattering must therefore contain different number of

transitions for binary 1 and binary 0.

Bandwidth - Although the data rate of passive wireless microsystems is

typically low, it is highly desirable to minimize the bandwidth requirement

of both up-links and down-links such that the data rate can be increased.

Fig.3.1 shows the spectrum of a bit stream with bit time Tb and period Tb.

It is seen that the shorter the bit time, the more widely the spectrum of the

bit stream will spread subsequently the larger the bandwidth required to

transmit the data.
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Figure 3.1. Spectrum of a bit stream with bit time Tb and period Tb.

In this chapter, we briefly investigate the pros and cons of commonly used

data encoding schemes and their suitability for passive wireless microsystems.

A complete mathematical treatment of data encoding schemes is readily avail-
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able in standard texts on digital communications and is therefore not the focus

of this book.

The chapter is organized as the follows : Section 3.1 studies non-return-to-

zero (NRZ) encoding. NRZ is popular in high-speed data communications over

wire channels. Return-to-Zero encoding is investigated in Section 3.2. Manch-

ester encoding and its characteristics are the focus of Section 3.3. In Section 3.4

and Section 3.5, Miller encoding and Miller-modulated sub-carrier encoding

are studied, respectively. An emphasis is given to the distinct characteristics of

Miller-modulated sub-carrier encoding. Section 3.6 deals with FM0 encoding.

Pulse interval encoding is dealt with in Section 3.7. The performance of the

encoding schemes studied in this chapter is also compared. The chapter is

summarized in Section 3.8.

3.1 Non-Return-to-Zero Encoding

In non-return-to-zero (NRZ) encoding, a binary 1 is represented by a full-

power voltage across the entire bit window and a binary 0 is represented by

a zero voltage occupying the full bit window, as shown in Fig.3.2. NRZ

encoding is the preferred choice for data communications over wire channels

such as Gbps serial links primarily due to its need for smaller bandwidth [49].

NRZ encoding is not particularly suitable for encoding data transmitted from

base stations to passive wireless microsystems. Let us use a RFID tag to

illustrate this. Since the data rate of passive wireless microsystems is typically

low, the bandwidth requirement can be largely relaxed. As a result, bandwidth-

consuming encoding schemes such as pulse interval encoding (PIE) and Miller

encoding can be used for passive wireless microsystems. The operational

power of a tag is harvested from the radio-frequency waves emitted from

its interrogator. Since the maximum amount of power transmitted from an

interrogator to a RFID tag is upper bounded by government regulations, the

amount of the power that the tag can harvest from the radio-frequency wave

emitted by its interrogator in the charge-up phase prior to its operation is rather

limited and is often not sufficient to support the entire operation of the tag. It

is therefore highly desirable to have a continuous flow of RF power from the

interrogator to the tag during data transmission in down links. This requires

that the encoded data should have a long full-power interval in which RF power

can flow from the interrogator to the tag. If NRZ coding is used and the data

transmitted from the interrogator to the tag contain a long string of 0s, the tag

will receive no power during the transmission of these 0s. As a result, the

operation voltage of the tag will drop below the minimum threshold voltage

required to sustain the operation of the tag. NRZ encoding is therefore not

particularly suitable for encoding data transmitted from base stations to passive

wireless microsystems.
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NRZ encoding is also not particularly suitable for encoding data in up-

links. This is because passive wireless microsystems use backscattering to

transmit data to their base stations. Backscattering transmits data from a tag

to its interrogator by modulating the termination resistance of the antenna of

the tag between the characteristic resistance of the antenna of the interrogator

and infinity. The former gives a zero reflection while the latter yields a full

reflection. The value of the transmitted data is determined by the number

of the times that the termination resistance is modulated. For example, in

EPC class-1 generation-2 UHF RFID protocols, Miller-modulated sub-carrier

encoding is used to encode data transmitted from tags to interrogators. Each

binary 1 and binary 0 have multiple transitions in each data bit window but the

number of transitions for binary 1 and that for binary 0 differ. The interrogator

differentiates binary 1 and binary 0 on the basis of the number of transitions it

received in each bit time. If NRZ is used to encode the data transmitted from

the tags to the interrogators, no transition will exist in each bit. As a result, the

interrogator will not be able to distinguish binary 1 and binary 0.

0 1 1 0 0 1 0 0

Bit time

Figure 3.2. Baseband waveform of a NRZ-encoded data stream. The minimum pulse width is

one bit time Tb. The number of transitions is 5, and the normalized average value of the encoded

bit stream is 0.5.

3.2 Return-to-Zero Encoding

In return-to-zero (RZ) encoding, a binary 1 is represented by a full-power

voltage in the first half of the bit time and a zero voltage in the second half of the

bit time. A binary 0 is represented by a zero voltage during the entire bit time,

as shown in Fig.3.3. As compared with the NRZ-encoded data stream shown

in Fig.3.2, the RZ-encoded data stream not only has more transitions, the pulse

width is also smaller. As a result, it requires more bandwidth to transmit the

same amount of data as compared with NRZ. A distinct characteristic of RZ

encoding is that timing information is inherently embedded in data, specifically

in binary 1 where a transition exists. As a result, timing information can be

transmitted with data by embedding it in the data.



Manchester Encoding 53

Similar to NRZ encoding, if the data transmitted from an interrogator to a tag

contain a long string of 0s, the tag will receive no power during the transmission

of these 0s. The operation voltage of the tag will drop below the minimum

threshold voltage, resulting in the shutdown of the tag. Also, the amount of

power delivered from the interrogator to the tag is strongly data-dependent.

RZ encoding is therefore not particularly attractive for encoding data to be

transmitted from base stations to passive wireless microsystems. For the same

arguments as those for NRZ encoding, RZ encoding is not particularly suitable

for up-links as well.

0 1 1 0 0 1 0 0

Bit time

Figure 3.3. Baseband waveform of a RZ-encoded data stream. The minimum pulse width

is Tb/2. The number of transitions is 6, and the normalized average value of the encoded bit

stream is 1.5/8.

3.3 Manchester Encoding

Manchester encoding is also known as bi-phase-level encoding. Fig.3.4

shows the wave form of a Manchester-encoded data stream. A binary 1 in

Manchester encoding is represented by a high-to-low transition occurring in

the middle of the bit window while a binary 0 is presented by a low-to-high tran-

sition also occurring in the middle of the bit window. A unique characteristic

of Manchester encoding is that there is a guaranteed transition in each data bit.

This differs distinctly from NRZ and RZ encoding depicted earlier. As a result,

a Manchester-encoded data stream not only has a zero DC component but is

also truly self-clocking. The zero-dc characteristics of Manchester encoding

allows a Manchester-encoded data stream to be coupled over inductively or

capacitively while the self-clock characteristics of Manchester encoding allow

the timing information to be embedded in the Manchester data stream and

recovered at the receiving end conveniently. A drawback of Manchester cod-

ing is the existence of a large number of transitions, which demands a large

bandwidth to transmit data. Since half of each bit time is filled with a full-

power carrier, Manchester encoding can be used for encoding data transmitted

from base stations to passive wireless microsystems, ensuring that power will
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flow from the base stations to the microsystems during each down-link data

transmission.

0 1 1 0 0 1 0 0

Bit time

Figure 3.4. Baseband waveform of a Manchester-encoded data stream. The minimum pulse

width is Tb/2. The number of transitions is 11, and the normalized average value of the encoded

bit stream is 0.5.

3.4 Miller Encoding

In Miller encoding, a binary 1 is represented by a high-to-low or a low-

to-high transition occurring in the middle of the bit window and a binary 0

causes no change to the signal level unless it is followed by another 0, in which

case a transition to the other level will take place at the end of the first bit

period, as shown in Fig.3.5. Miller-encoding thus guarantees a transition in

every other bit. As compared with Manchester encoding, Miller encoding has

a fewer number of transitions and larger pulse width, it therefore requires less

bandwidth to transmit data. Timing information is also embedded generically

in the data and can therefore be recovered conveniently.

0 1 1 0 0 1 0 0

Bit time

Figure 3.5. Baseband waveform of a Miller-encoded data stream. The minimum pulse width

is one bit time Tb. The number of transitions is 5, and the normalized average value of the

encoded bit stream is 3.5/8.
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3.5 Miller-Modulated Sub-carrier Encoding

Since backscattering is used to transmit date from a passive RFID tag to

its interrogator in EPC class-1 generation-2 UHF RFID protocols and the

backscattered signal is quite weak, it is highly desirable to have the frequency

of the backscattered signal be different from that of the incident signal from the

interrogator so that the interrogator can pick up the backscattered signal with

a less difficulty. Miller-modulated sub-carriers (MMS) can be used to achieve

this. A Miller-modulated sub-carrier is obtained by multiplying the baseband

Miller encoded data with a square wave whose frequency is M times that of the

baseband data. Fig.3.6 shows the waveform of a Miller-modulated sub-carrier

(M = 2) of the same digital bit stream used for illustrating the definition

of other encoding schemes. It is seen that the Miller-modulated sub-carrier

contains two sub-carrier cycles per bit. Note that the value of M is typically

set by the base station when it initiates a communication request. It becomes

evident from Fig.3.6 that the number of the transitions per bit is increased. As

a result, it becomes easier for the reader to detect the backscattered data in

the presence of noise. This, however, is at the expense of bandwidth. For the

same bandwidth, the data rate of systems with Miller-modulated sub-carrier

encoding is lower. Another key advantage of having more transitions per bit

is that the spectrum of the response from the tag is displaced far away from

the carrier frequency, making the detection of the backscattered signal by the

reader more easier. Miller-modulated sub-carrier encoding with M = 2, 4, 8
is used to encode data backscattered from RFID tags to interrogators in EPC

class-1 generation-2 UHF RFID protocols.

0 1 1 0 0 1 0 0

Bit time

Miller
baseband

Square wave
at 2 times
symbol rate

Miller-modulated
subcarrier (M=2)

Figure 3.6. Baseband waveform of a Miller-modulated sub-carrier with M = 2. The minimum

pulse width is Tb/4. The number of transitions is 26, and the normalized average value of the

encoded bit stream is 0.5.
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3.6 FM0 Encoding

FM0 encoding is bi-phase-space encoding. In FM0 encoding, a binary 1 is

represented by a constant voltage occupying the entire bit window and a binary

0 is represented by a transition in the middle of the bit window, as shown in

Fig.3.7. FM0 inverts the phase at the boundary of each symbol, as illustrated in

Fig.3.8. As compared with Manchester encoding, FM0 encoding has a larger

number of transitions and the same minimum pulse width. The bandwidth re-

quirement of FM0 encoding is therefore high. In addition, since FM0 encoding

guarantees to have a transition in every bit, timing information is embedded in

the data intrinsically and can be recovered conveniently. FM0 encoding is used

in tag-to-interrogator communications in EPC class-1 generation-2 UHF RFID

protocols [53].

0 1

T

0 1

b Tb Tb Tb

or or

Figure 3.7. Baseband waveform of FM0 encoding.

0 1 1 0 0 1 0 0

Bit time

Figure 3.8. Baseband waveform of a FM0-encoded data stream. The minimum pulse width

is Tb/2. The number of transitions is 12, and the normalized average value of the encoded bit

stream is 4.5/8.

3.7 Pulse Interval Encoding

In pulse interval encoding (PIE), a binary 1 is represented by a long full-

power pulse terminated with a short power-off pulse while a binary 0 is rep-

resented by a short full-power pulse terminated with the same short power-off
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pulse as that of binary 1, as shown in Fig.3.9. The length of the full-power

pulse for binary 1 and that for binary 0 are specified in the figure.

PIE encoding is used in data communications from an interrogator to a

passive tag in EPC class-1 generation-2 UHF RFID protocols. A distinct

characteristic of PIE is that there is always a flow of power from the interrogator

to the tag during data communications from the interrogator to the tag. Since

a passive RFID tag harvests its operational power from the RF waves emitted

by it interrogator, maximizing the duration of the full-power interval of both

binary 1 and binary 0 is essential to maximize the amount of the power flowing

from the interrogator to the tag. A drawback of PIE is that the data rate is

data-dependent, as shown in 3.10. This is because the duration of binary 0 is

shorter as compared with that of binary 1. As a result, a stream of 0s will be

transmitted at a higher rate than a stream of 1s. Also, as compared with NRZ,

PIE has narrow power-off pulses for the same average data rate. As a result,

PIE-encoded data will require a larger bandwidth to transmit [54].

To obtain the minimum pulse width, the number of transitions, and the

average value of the encoded bit stream shown in Fig.3.10, we assume that the

PW of PIE is 0.5 Tari and the bit time of binary 1 is 2 Tari. Note that the bit

time of binary 0 is one Tari. The minimum pulse width of the PIE-encoded bit

stream in Fig.3.10 is PW=0.5 Tari. Assume that the average of the data rate of

PIE-encoded bit stream is that same as that of others, we have

11Tari = 8Tb, (3.1)

from which we have Tari = 8/11Tb. The normalized average value of the

PIE-encoded bit stream is obtained from

5 × 1
2

+ 3 × 3
4

11
=

4.75

11
. (3.2)

Table 3.1 compares the performance of the preceding data encoding schemes

for the bit stream shown in Fig.3.2∼Fig.3.10. The different characteristics of

these data encoding schemes are evident.

3.8 Chapter Summary

Digital data encoding schemes encountered in wireless communications

and their suitability for passive wireless microsystems have been examined.

NRZ encoding has the characteristics of small bandwidth requirement, making

it particularly suitable for high-speed data links over wire channels. This

encoding scheme, however, is not particularly suitable for down-links in passive

wireless microsystems due to the lack of power flow from base stations to

passive wireless microsystems when a long train of 0s are encountered in the
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Data-0

Data-1

Tari 0.5-1 Tari

PW

PW

1.5-2 Tari

Figure 3.9. Baseband waveform of pulse interval encoding. Tari, an abbreviation of Type A

Reference Interval, is the unit of time duration with its value varying from 6.35µs to 25µs. The

width of the termination power-off pulse of binary 0 and binary 1 is between 0.265 Tari and

0.525 Tari.

0 1 1 0 0 1 0 0

Tari 2Tari

Tari/2
3/4*Tari

Figure 3.10. Baseband waveform of a PIE-encoded data stream. The minimum pulse width

is 8
11

Tb. The number of transitions is 15, and the normalized average value of the encoded bit

stream is 4.75/11.

data. It is also not suitable for up-links from passive wireless microsystems

to base stations due to the lack of transitions in each data bit. RZ encoding

requires more bandwidth as compared with NRZ due to the increased number

of transitions. This encoding scheme contains timing information intrinsically.

For the same reasons as those for NRZ, RZ is also not suitable for encoding

data transmitted between passive wireless microsystems and their base stations.

Manchester encoding guarantees a transition in each data bit. As a result, a

Manchester-encoded data stream not only has a zero DC component but is also

self-clocking. A drawback of Manchester coding is the existence of a large

number of transitions. More bandwidth is needed to transmit data. Miller-

encoding guarantees to have a transition in every other bit. As compared with

Manchester encoding, Miller encoding has a fewer number of transitions and

larger pulse width, it therefore requires less bandwidth to transmit data. Miller-

modulated sub carrier increases the number of transitions per bit by multiplying

the baseband Miller encoded data with a square wave whose frequency is mul-
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Table 3.1. Comparison of data encoding schemes.

Encoding Min. pulse No. of Normalized

width transition average

NRZ Tb 5 1/2

RZ Tb/2 6 1.5/8

Manchester Tb/2 11 1/2

Miller Tb 5 3.5/8

MMS Tb/4 26 4.5/8

FM0 Tb/2 12 4.5/8

PIE 2/11 Tari 15 4.75/11

Legends :

MMS - Miller-Modulated Subcarrier.

tiple times that of the baseband data. It allows the reader to detect the data

more reliably in the presence of noise, however, at the expense of bandwidth.

Miller-modulated sub carrier encoding also allows the response from the tag

to be displaced away from the carrier frequency, making the detection of the

backscattered signal more easier. FM0 inverts the phase at the boundary of

each symbol. A compared with Manchester encoding, FM0 encoding has a

larger number of transitions and the same minimum pulse width. The band-

width requirement of FM0 encoding is therefore high. Since FM0 encoding

guarantees a transition in every data bit, timing information is embedded in

data and can be recovered conveniently.

PIE is used in data communications from an interrogator to a passive tag

in EPC class-1 generation-2 UHF RFID protocols. A distinct characteristic

of PIE is that there is always a flow of power from the interrogator to the tag

during data communications from the interrogator to the tag. A drawback of

PIE is that the data rate is data-dependent. Also, as compared with NRZ, PIE

has narrow power-off pulses for the same average data rate and requires more

bandwidth to transmit data.
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MODULATORS AND DEMODULATORS

Data transmitted between passive wireless microsystems and their base sta-

tions must be modulated prior to their transmission. Modulation is a process

of converting the information to be transmitted through a medium such as a

wire line or a wireless channel to a proper form such that the information

can be transferred over the medium with a high degree of fidelity. In digital

communications, modulation is to convert a digital bit stream to a sinusoidal

carrier with its parameters, such as amplitude, frequency, or phase varied in

accordance with the bit value of the digital bit stream. If the amplitude of

the analog carrier varies with the digital bit stream, the modulation is termed

amplitude-shift-keying (ASK). If the frequency of the carrier is modulated by

the digital bit stream, it is called frequency-shift-keying (FSK). If the phase

of the carrier varies in accordance with the digital bit stream, it is referred

to as phase-shift-keying (PSK). Complex digital modulation schemes, such

as quadrature phase-shift-keying (QPSK), offset QPSK (OQPSK), minimum

shift-keying (MSK), Gaussian MSK (QMSK), etc, are all built upon generic

ASK, FSK, or PSK schemes to improve data rate and bit-error-rate (BER).

Although a variety of modulation schemes are available for data communica-

tions over wireless channels, the limited power resource of passive wireless

microsystems and constraints imposed on carrier frequency limit the choice of

modulation schemes for these systems to only a few.

Demodulation is a process of extracting digital baseband data from a modu-

lated analog waveform. Baseband data embedded in an ASK-modulated signal

can be recovered (demodulated) by simply distinguishing the envelope cor-

responding to binary 1 and that corresponding to binary 0. To recover the

baseband data embedded in a FSK-modulated signal, bandpass filters with

passband frequencies set to the corresponding carrier frequencies will differ-

entiate binary 1 and binary 0. To demodulate a PSK-modulated signal, a local
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oscillator whose frequency is exactly the same as the carrier frequency is re-

quired for the coherent recovery of the baseband data. This chapter deals with

digital modulation and demodulation for passive wireless microsystems. The

finite power resource of passive wireless microsystems limits the primary mod-

ulation schemes to be ASK, FSK, and PSK. Our emphasis will be on the design

of low-power demodulators as the configurations of modulators are typically

simpler as compared with corresponding demodulators.

The chapter is organized as the follows : Section 4.1 examines three basic

modulation schemes, namely amplitude-shift-keying, frequency-shift-keying,

and phase-shift-keying. The pros and cons of these modulation schemes are

studied and compared in detail. ASK modulators and demodulators for passive

wireless microsystems are investigated in Section 4.2. A significant portion of

this section is devoted to the design of ASK demodulators. A comparison of the

performance of recently reported ASK demodulators for passive wireless mi-

crosystems is also provided. FSK modulators and demodulators are dealt with

in Section 4.3. Section 4.4 is devoted to PSK modulators and demodulators.

The chapter is summarized in Section 4.5.

4.1 Basic Modulation Schemes

4.1.1 Amplitude Shift Keying

In ASK, the amplitude of a sinusoidal carrier varies with the bit value of the

digital bit stream to be transmitted, as illustrated graphically in Fig.4.1. The

symbol of an ASK-modulated digital bit stream, denoted by s(t), is depicted

mathematically using

s(t) = A(t)cos (ωct) , (4.1)

where A(t) and ωc are the amplitude and frequency of the carrier, respectively.

For analog ASK, A(t) is a continuous function of time while for digital binary

ASK, A(t) is a piecewise-constant function of time with A1 for a binary 1 and

A0 for a binary 0, as shown in Fig.4.1. The modulation index, also known as

modulation depth, is defined as

m =
A1 − A0

A1

. (4.2)

Clearly the larger the modulation index, the larger the variation of the amplitude

of the carrier, the smaller the chance that the ASK-modulated data will be

corrupted by noise and disturbances, and the easier the baseband data can be

recovered. If a binary 1 is transmitted by the carrier with full power while a

binary 0 is transmitted by the carrier with zero power, this particular ASK is
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called On-Off Keying (OOK). OOK is the simplest form of binary ASK. It has

a modulation index of 100% and provides the highest degree of immunity to

disturbances and noise in all ASK schemes.

01 1 0

A1
A0

Baseband
data

ASK-modulated
carrier

Figure 4.1. Waveform of a binary ASK-modulated bit stream.

01 1 0

Baseband
data

OOK-modulated
carrier

Figure 4.2. Waveform of an OOK-modulated bit stream.

ASK is susceptible to noise and disturbances. This is because noise and

disturbances directly affect the amplitude of the received RF signal. The effect

of noise and disturbances on ASK-modulated signals is particularly severe if

the modulation index is small. When binary ASK is used to encode the data

transmitted from a base station to a passive wireless microsystem, the amount

of the power that flows from the base station to the microsystem fluctuates with

baseband data. This is because passive wireless microsystems harvest their

operational power from the RF waves emitted by the base station, as detailed

in Chapter 2. The variation of the amplitude of the received RF signals, arising

from the randomness of baseband data, results in the fluctuation of the total

amount of power transmitted from the base station to the microsystem. The

degree of this fluctuation will be maximized when OOK is used. This is because

there will be no power transmitted from the base station to the microsystem

when the transmitted data are 0. ASK also suffers from the drawback of a low

data rate, mainly due to the difficulties encountered in extracting the envelope

of ASK-modulated RF signals when the data rate is high, as to be seen in
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Section 4.2. Finally, ASK is silicon-consuming especially when the carrier

frequency is low, mainly due to the need for a low-pass filter with a large time

constant to generate the dc component of the extracted envelope of the received

RF signal. It should be noted that this drawback is largely eliminated with

active ASK demodulators. This, however, is at the cost of an additional amount

of power consumption, as to be seen shortly in Section 4.2. Finally, ASK is

not particularly attractive for applications where only a low supply voltage is

available. This is simply because the lower the supply voltage, the smaller the

modulation index subsequently the higher the bit-error-rate, as evident from

the constellation diagram shown in Fig.4.3.

0 A

Decision boundary

Data-0 Data-1

Figure 4.3. Constellation diagram of OOK. vBASK = A(t) cos(ωt) with A(t) = A if data is

a binary 1 and 0 otherwise.

Despite of the aforementioned drawbacks, binary ASK is perhaps the most

widely used modulation scheme for passive wireless microsystems largely due

to the simple configuration of ASK modulators and demodulators subsequently

their low power consumption and the fact that the data rate of a large number

of passive wireless microsystems, such as RFID tags and temperature/pressure

sensors, is typically low.

4.1.2 Frequency Shift Keying

Unlike ASK , the frequency of the analog carrier of a FSK-modulated signal

varies with the bit value of its digital bit stream, as shown in Fig.4.4 where the

waveform of a binary FSK-modulated digital bit stream is shown. The symbol

of a FSK-modulated bit stream can be depicted mathematically by

s(t) = Acos [(ωc + ω) t] , (4.3)

where ω varies with the digital bit stream. Often ω takes the value of 0 and ωc

for binary 1 and binary 0, or vice versa. FSK is a constant-envelope modulation

scheme because the envelope of a FSK-modulated signal does not change with

the baseband data. The constellation diagram of binary FSK is shown in

Fig.4.5.

When FSK is used to encode the data transmitted from a base station to a

passive wireless microsystem, the drawback of the variation of the power trans-
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1 10 0

Baseband
data

FSK-modulated
carrier

Figure 4.4. Waveform of a binary FSK-modulated bit stream.

0 A

Decision boundary

A

Data-1

Data-0

Figure 4.5. Constellation diagram of binary FSK. vBF SK = A1(t) cos(ω1t)+A0(t) cos(ω0t)
with A1(t) = A, A0(t) = 0 for binary 1 and A1(t) = 0, A0(t) = A otherwise.

mission from the base station to the passive wireless microsystem encountered

in ASK is largely eliminated. Since digital data are represented by the frequency

rather than the amplitude of the carrier, the effect of noise and disturbances on

data transmission is also greatly reduced. Another unique characteristic of FSK

is its ability to transmit data at a high data rate as compared with ASK, owing to

the fact that the demodulation of a FSK-modulated data stream does not need

to extract the envelope of the carrier using low-pass filters with large time con-

stants. For example, the data rate of passive wireless microsystems with FSK

modulation can be several Mbps with a carrier frequency of 13.56 MHz only.

As compared with ASK demodulators, FSK demodulators are generally more

complex and subsequently consume more power. Also, the carrier frequency

of FSK passive wireless microsystems is low, typically 13.56 MHz. FSK has

been primarily used in biomedical implants due to the need for a constant flow

of power from base stations to implants, the need for a high data rate, and the

high degree of the absorption of electromagnetic waves by living bodies at high

frequencies. We will investigate FSK modulators and demodulators in detail

in Section 4.3.



66 Modulators and Demodulators

4.1.3 Phase Shift Keying

In PSK, the phase of an analog carrier is modulated by the digital bit stream

to be transmitted. The symbol of a PSK-modulated bit stream is depicted

mathematically by

s(t) = Acos (ωct + φ) , (4.4)

where φ is modulated by the digital bit stream to be transmitted. Fig.4.7 shows

the waveform of a binary PSK (BPSK) modulated bit stream. It uses only

two distinct phases, typically separated by 180 degrees, to represent binary 1

and binary 0. BPSK is the most robust PSK and offers the highest degree of

immunity to noise and disturbances. This is evident from the constellation

diagram of binary PSK shown in Fig.4.6.

0 A

Decision boundary

Data-0 Data-1

-A

Figure 4.6. Constellation diagram of binary PSK.

Since there is no change in the envelope of the carrier when transmitting

binary 1 and binary 0, BPSK is also a constant-envelope modulation scheme.

The flow of power from a base station to a passive wireless microsystem with

BPSK modulation is independent of baseband data.

One drawback of BPSK is that it is only able to modulate baseband data at

the rate of 1 bit per symbol. As a result, BPSK is not particularly suitable for

applications where data rates are high. This, however, is not of a critical concern

for most passive wireless microsystems as the data rate of these systems is

typically low. As compared with ASK and FSK, BPSK demodulators are more

complex, often require phase-locked loops to recover baseband data (coherent

detection). As a result, the power consumption of BPSK demodulators is

generally high. Quadrature PSK (QPSK) doubles the data rate, however, at the

cost of complex system configurations subsequently high power consumption.

Although QPSK plays a dominant role in cellular wireless communications, its

deployment in passive wireless microsystems is largely hindered by the limited

power resource of these microsystems.

4.2 ASK Modulators and Demodulators

ASK demodulators are widely used in passive wireless microsystems due to

the low data rate and the ease to implement ASK demodulators subsequently
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Figure 4.7. Waveform of a BPSK-modulated bit stream.

low power consumption. In this section, we focus on analog ASK demodu-

lators. Digital ASK demodulators are purposely excluded in the presentation

as the high power consumption of these ASK demodulators makes them less

attractive for passive wireless microsystems.

4.2.1 ASK Modulators

An ASK-modulated signal can be generated conveniently using an oscillator

whose frequency is the carrier frequency and an AND2 gate, as shown in Fig.4.8

[5]. The output of the AND2 gate is modulated by the digital bit stream. Other

configurations of ASK modulators are also available, and are mostly based on

the same principle.

VCO

Digital
bit stream
1010..

Figure 4.8. ASK modulator by Lee-Lee [5].

4.2.2 Classification of ASK Demodulators

ASK demodulators encountered in passive wireless microsystems can be

loosely classified into voltage-mode, current-mode, and mixed-mode. In a

voltage-mode ASK demodulator the information to be processed is represented
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by th nodal voltages of the modulator. A typical configuration of voltage-mode

ASK demodulators consists of a voltage-mode envelope detector, an average

detector, and a voltage comparator. The envelope detector filters out the high-

frequency carrier and extracts the low-frequency envelope of the received RF

signal. The function of the average detector is to generate the average voltage

of the extracted envelope. The average voltage is then used as the reference

with which the envelope will be compared. The voltage comparator compares

the exacted envelope with its average and recovers the baseband data.

Current-mode ASK demodulators are those where the information to be

processed is represented by branch currents of the modulators. These demodu-

lators typically consist of a current-mode envelope detector where the envelope

of the received RF signal is extracted, an average detector whose function is to

produce the average of the extracted envelope, and a current comparator where

the extracted envelope is compared with its average to recover baseband data.

Clearly, current-mode ASK demodulators are the counterparts of voltage-mode

ASK demodulators in the current domain. These demodulators are particularly

attractive for applications where signals to be processed are currents and only

a low supply voltage is available.

Mixed-mode ASK demodulators are those where both nodal voltages and

branch currents are utilized to process information in demodulation in order

to achieve optimal performance. The input stage of these demodulators is

often a transconductor where an input voltage is converted to a current. The

current is then fed to a current-mode envelope detector. The exacted current

envelope can be either fed to a current comparator directly or a current-to-

voltage converter followed by a voltage comparator to recover the data in

the baseband. Mixed-mode ASK demodulators take the advantages of both

voltage-mode and current-mode circuits and are capable of operating at a high

data rate while providing a large signal swing.

4.2.3 Design Challenges of ASK Demodulators

Although conventional ASK demodulators have been around for a long time,

the limited power resource and the fluctuating supply voltage of passive wireless

microsystems impose stringent constraints on the design of ASK demodulators

for these systems. In this section, we look into the design challenges of ASK

demodulators for passive wireless microsystems.

Low and Fluctuating Supply Voltage

It was shown in the last chapter that the operational power of a passive

wireless microsystem is harvested from the radio-frequency waves sent by its

base station. The supply voltage of the microsystem drops once it is activated.

If the storage capacitor of the passive wireless microsystem is charged during

data transmission, for example, a RFID tag is charged during data transmission
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from the interrogator to the tag, the supply voltage of the microsystem will

increase. As a result, the amount of power that the passive wireless microsystem

harvests before and during data transmission is not constant and its supply

voltage fluctuates during data transmission. A voltage regulator is typically

required to stabilize the supply voltage. This is at the cost of additional power

consumption. In addition, the supply voltage of these systems is typically low.

Carrier Suppression and Envelope Extraction

An ASK demodulator typically consists of a passive envelope detector, an

RC-based average detector, and a voltage comparator, as shown in Fig.4.9. The

low-pass network R1C1, together with the diode, form a rectifying envelope

detector. During the positive cycle of the envelope, capacitor C1 is charged

and v1(t) rises with time. Ripples caused by the sinusoidal carrier also exist

in v1(t). In the negative cycle of the envelope, the diode is off and C1 is

discharged through the path provided by R1. Ripples also exist during this

time interval due to the coupling of the parasitic capacitance of the diode.

The second low-pass network formed by R2C2 functions as an average

detector that produces the average of v1(t), i.e. its dc component. In order

for the demodulator to function properly, the choice of the value of the time

constants τ1 = R1C1 and τ2 = R2C2 becomes critical, and is governed by the

following considerations : τ1 should be sufficiently large such that v1(t) will

not contain a significant number of ripples and yet small enough such that v1(t)
will be able to follow the envelope of the received RF signal. If the ripples

are overly large, it will be difficult for the downstream comparator to correctly

recover the data. On the other hand, if the time constant is overly large, v1(t)
will not be able to follow the envelope of vRF (t), making the data recovery

difficult. Clearly it will become more difficult to choose proper τ1 when the

data rate is high. This is the intrinsic drawback of passive RC-based envelope

detectors.

The time constant of the average detector τ2 must be sufficiently large such

that the high-frequency components of v1(t) can be filtered out completely.

Typically τ2 = 10τ1 [31]. This, however, is at the cost of a large silicon

area. Alternative approaches that minimize silicon consumption without sacri-

ficing performance, such as active envelope and average detectors, are highly

desirable.

Comparators with Tunable Hysteresis

As pointed out earlier that the high-frequency components of the received

RF signal will remain at the output of the envelope detector, as shown in

Fig.4.9. These ripples will give rise to uncertainty at the threshold-crossing

of the comparator, resulting in errors at the output of the comparator, as illus-
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Figure 4.9. Configuration of passive ASK demodulators.
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Figure 4.10. Comparators with and without hysteresis.

trated graphically in Fig.4.10(a). Comparators with hysteresis can effectively

eliminate this uncertainty [55, 3, 56, 57]. This is illustrated in Fig.4.10(b).

Comparators with hysteresis are known as Schmitt triggers, attributed to

American biophysicist Otto Herbert Schmitt (1913-1998) [59]. Schmitt trig-

gers are bistable networks that have been widely used to enhance the immunity

of circuits to external noise and disturbances. Schmitt triggers are traditionally
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Figure 4.11. Simplified schematic of Schmitt trigger proposed by Allstot [58].

implemented using operational amplifiers with a resistive positive feedback.

These Schmitt triggers suffer from the drawbacks of high power consump-

tion due to the need for an operational amplifier. Perhaps the most widely

cited single-ended Schmitt trigger was proposed by Dokic in 1984 [60]. The

schematic of Dokic’s Schmitt trigger is shown in Fig.4.12.

M1

vin vo

M2

M3

M6

M5

M4

Figure 4.12. Schmitt trigger proposed by Dokic [60].

A detailed analysis of this Schmitt trigger, however, only became available

ten years later by Filanovsky [61]. Dokic’s version of Schmitt trigger stacks four

transistors between the power and ground rails and is therefore not particularly

attractive for applications where only a low supply voltage is available. Steyaert

and Sansen modified Dokic’s design by proposing a low-voltage Schmitt trigger

with only two transistors piled between the power and ground rails, as shown

in Fig.4.13 [62]. Although only one triggering voltage was implemented in
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Steyaert and Sansen’s circuit, their design can readily be extended to have

two distinct triggering voltages, as demonstrated by Wang [63]. As seen in

Fig.4.13, M3 and M4 provide an additional path for charging and discharging

the capacitance at node A. It is this additional charging and discharging path

that gives rise to hysteresis.

vin
vo

M1

M2

M5

M6M4

M3
1 0 1A

Figure 4.13. Schmitt trigger proposed by Steyaert and Sansen [62].

Schmitt trigger proposed by Kim et al. uses ten transistors to form the

needed regenerative feedback [64]. A low-power CMOS Schmitt trigger was

also proposed by Al-Sarawi [65]. Zhang et al. introduced an ultra low-voltage

Schmitt trigger by using a body biasing technique to lower the threshold voltage

of devices [66]. Schmitt trigger proposed by Pedroni employs two static

inverters that have distinct threshold voltages such that different triggering

voltages can be obtained [67]. A distinct characteristic of Pedroni’s design

is that it is an open-loop approach with no regenerative mechanism typically

needed to create hysteresis. Sapawi et al. replaced the two cascaded pMOS

transistors in Dokic’s design with two pMOS transistors that are connected in

parallel such that the modified Schmitt trigger can operate at a lower supply

voltage [68].

A common drawback of the proceeding single-ended Schmitt triggers is

that the hysteresis is set by device dimensions, process parameters, and supply

voltage. These parameters vary with either process or operational conditions.

As a result, the hysteresis of these Schmitt triggers can not be determined pre-

ciously. Schmitt triggers with tunable hysteresis are therefore highly desirable

as it allows users to adjust the hysteresis to suite the need of a specific applica-

tion. Comparators with tunable hysteresis are critically needed in applications

where the level of noise and disturbances coupled to the triggering signals is

not known a prior.

Wang modified Steyaert-Sansen’s design by varying the current of the re-

generative networks subsequently the intensity of the positive feedback such

that the triggering voltages can be adjusted, as shown in Fig.4.14 [63]. As
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compared with the Schmitt trigger proposed by Steyaet and Sansen shown in

Fig.4.13, the regenerative current in Wang’s Schmitt trigger is now controlled

by the biasing voltages Vp and Vn. By adjusting Vp and Vn, the regenerative

current subsequently the hysteresis can be adjusted.

vin
vo

M1

M2

M5

M6M4

M3
1 0 1A

M7

M8

Vp

Vn

Figure 4.14. Schmitt trigger proposed by Wang [63].

Pfister added two additional transistors and a control voltage in the regenera-

tive feedback network of Dokic’s design so that the gain of the source-follower

can be adjusted subsequently the triggering voltages and hysteresis of the

Schmitt trigger [69]. Schmitt trigger with variable hysteresis proposed by

Katyal et al. uses two two-input inverters to generate hysteresis [70].

The preceding Schmitt triggers are all single-ended. Surprisingly only a few

differentially configured Schmitt triggers have been reported. Perhaps the most

widely used differential Schmitt trigger is the one proposed by Allstot with its

simplified schematic shown in Fig.4.11 [58]. Allstot’s Schmitt trigger has been

used in wireless transponders and sensors [3, 71]. In what follows we briefly

examine the operation of this Schmitt trigger.

Transistors M5-M6 form the positive feedback to provide additional paths to

charge the capacitor at the output nodes. When the positive feedback is absent,

i.e. without M5 and M6, since

v+
in = (Vss − VT ) +

√
k3,4

k1,2

(
VDD − v−o1 − VT

)
,

v−in = (Vss − VT ) +

√
k3,4

k1,2

(
VDD − v+

o1 − VT

)
,

(4.5)

we have
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v+
in = v−in +

√
k3,4

k1,2

(
v+
o1 − v−o1

)
, (4.6)

where

k1,2 =
1

2
µnCox

(
W

L

)

1,2
(4.7)

and

k3,4 =
1

2
µpCox

(
W

L

)

3,4
. (4.8)

If we assume the state transition of the Schmitt trigger takes place when v+
o =

v−o , it becomes evident from (4.6) that this will occur when v+
in = v−in.

Now consider the case where positive feedback is present, i.e. M5 and M6

exist. Write KCL at v+
o1 and v−o1 nodes

k1

(
v+
in − Vss − VT

)2

= k3

(
VDD − v−o1 − VT

)2

+ k4k46

(
VDD − v+

o1 − VT

)2

, (4.9)

k2

(
v−in − Vss − VT

)2

= k4

(
VDD − v+

o1 − VT

)2

+ k3k35

(
VDD − v−o1 − VT

)2

, (4.10)

where k46 and k35 are the aspect ratio of the current mirror M4-M6 and M3-M5,

respectively. (4.9) and (4.10) can be written as

v+
in = (Vss + VT )

+

√
k3

k1

(
VDD − v−o1 − VT

)2

+
k4k46

k1

(
VDD − v+

o1 − VT

)2

,

(4.11)

v−in = (Vss + VT )

+

√
k4

k2

(
VDD − v+

o1 − VT

)2

+
k3k35

k2

(
VDD − v−o1 − VT

)2

,

(4.12)
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(4.11) can be modified to

v+
in = (Vss + VT ) +

√
k3

k1

(
VDD − v−o1 − VT

)√
1 +

iD6

iD3

. (4.13)

where iD3 is the total current of transistor M3. The same notation is used for

other transistors as well. Since

iD6

iD3

≪1 (4.14)

and

√
1 + x≈1 +

1

2
x, (4.15)

and assume iD5 = iD6 = iD5,6, iD3 = iD4 = iD3,4, k3 = k4 = k3,4, and

k1 = k2 = k1,2, (4.13) becomes

v+
in≈ (Vss + VT ) +

√
k3

k1

(
VDD − v−o1 − VT

)(
1 +

1

2

iD6

iD3

)
. (4.16)

In a very similar way, one can show that

v−in≈ (Vss + VT ) +

√
k4

k2

(
VDD − v+

o1 − VT

)(
1 +

1

2

iD5

iD4

)
. (4.17)

Subtracting (4.17) from (4.16) yields

v+
in =

[
v−in +

√
k3,4

k1,2

(
v+
o1 − v−o1

)]
+

iD5,6

iD3,4

√
k3,4

k1,2

(
v+
o1 − v−o1

)
. (4.18)

Comparing (4.6) with (4.18), one observes that the second term on the right

hand side of (4.18) quantifies the change of the triggering voltage and is the

hysteresis generated by the regenerative feedback.

In [72], a current regenerative Schmitt trigger shown in Fig.4.15 was pro-

posed. A distinct characteristic of this Schmitt trigger is that the critical nodes

of the Schmitt trigger all have a low-impedance. This Schmitt trigger thus

possesses the intrinsic characteristics of current-mode circuits. When the cur-

rent feedback is absent, i.e. M5 and M6 do not exist, since iD1 = iD4 and

iD2 = iD3 and
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v+
in = (VDD − VT ) +

√
iD4
k1

,

v−in = (VDD − VT ) +
√

iD3
k2

,

(4.19)

we have

v+
in = v−in +

(√
iD4

k1

−
√

iD3

k2

)
. (4.20)

It is evident from (4.20) that if iD3 = iD4 and k1 = k2, i.e. perfect device

matching, v+
in = v−in will follow. This result reveals that the state transition of

the circuit without the regenerative current feedback occurs only if the input

voltages are equal.

When the current feedback is present,

iD4 + iD5 = k1(vss − v+
in − |Vtp|)2, (4.21)

we have

v+
in = (vss − |Vtp|) −

√
iD4

k1

√
1 +

iD5

iD4

. (4.22)

If the feedback current iD5 is set to be smaller than iD4, we can make use of

(4.11) to simplify (4.22) to

v+
in≈(vss − |Vtp|) −

√
iD4

k1

(
1 +

1

2

iD5

iD4

)
. (4.23)

Similarly, because

iD3 + iD6 = k2(Vss − v−in − |Vtp|)2, (4.24)

one can show that

v−in≈(vss − |Vtp|) −
√

iD3

k2

(
1 +

1

2

iD6

iD3

)
. (4.25)

Subtract (4.25) from (4.22) yields
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v+
in =

(
v−in +

√
iD3

k2

−
√

iD4

k1

)
+

1

2

(
iD6

iD3

√
iD3

k2

− iD5

iD4

√
iD4

k1

)
. (4.26)

A comparison of (4.20) and (4.26) reveals that the second term in (4.26) quan-

tifies the shift of the triggering voltage obtained from the regenerative current

feedback, and is the hysteresis of the Schmitt trigger.

vin+
vovin-

M1 M2

M3 M4

M5 M6

M7 M8

M10M9

Current feedback

ss

Figure 4.15. Simplified schematic of current regenerative Schmitt trigger proposed by Yuan

[72].

Sensitivity of Comparators

The sensitivity of a comparator is the minimum voltage difference that the

comparator can detect. It is set by the input offset voltage of the comparator.

It is well known that the input offset voltage of a comparator is due to the

mismatches of the devices of the comparator [73]. Although the input offset

voltage of comparators can be compensated using digitally-trimmed capacitor

arrays [74] or digitally-adjusted current arrays [75], capacitor array and current

array-based approaches require digital tuning and are therefore not particularly

attractive for passive wireless microsystems due to their limited power resource.

Auto-zero techniques that use capacitors to sample and store the input offset

voltage of the comparator in the sampling phase and subtract the stored input

offset voltage from the input of the comparator in the evaluation phase are

preferred [73].
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Power Consumption

The power consumption of a passive ASK demodulator is dominated by

the power consumption of its rectifying circuitry and the comparator. The

power consumption of diode-based rectifying circuitry is due to the forward

conduction of diodes. The power consumption of the comparator consists of

both static and dynamic components. The former occurs when the logic state

of the comparator remains unchanged while the latter takes place during the

transition of the logic states of the comparator. Active ASK demodulators

that use active devices to perform envelope extraction and average generation

consume more power as compared with their passive counterparts.

To minimize the power consumption of ASK demodulators, the comparator

should be switched off during the power harvesting phase where the power

storage capacitor is charged and should be activated only in demodulation.

Note that although the rectifying circuitry of the demodulator is activated

during this phase, it is powered by the base station and its power consumption

is not of a concern.

4.2.4 Voltage-Mode ASK Demodulators

A distinct characteristic of a near-field passive wireless microsystem is that

the microsystem and its base station are coupled inductively, much like a

transformer with the base station on the primary winding side and the passive

wireless microsystem on the secondary winding side. As a result, the amplitude

of the signal at the input of the microsystems is typically large enough such

that diode-based envelope detectors can be used. To minimize the voltage loss

across diodes, Schottky diodes that are formed by bringing metal into contact

with a moderately doped n-type semiconductor and are characterized with a low

forward conduction threshold voltage are usually used [76]. Because Schottky

diodes are not available in standard CMOS processes, MOS-based diodes are

usually used instead. MOS-based diodes suffer from a voltage loss of at least

one threshold voltage. Native MOS transistors that have a nearly zero-threshold

voltage have been used with the downside of a large channel resistance.

Fig.4.16 shows the simplified schematic of the ASK demodulator used for

smart cards [77]. Transistor M1 serves as a voltage shifter that shifts the

incoming voltage down by vGS1. Transistors M2 and M3 are biased in triode

and behave as both diodes and resistors when on with the resistance controlled

by the width of the transistors. When the voltage of the drain of M1 exceeds

VT , M2 and M3 are on. Otherwise, they are off. M2 and the capacitance of

M2 and M5 form a low-pass filter that extracts the envelope of the RF signal

at the drain of M1. M4 is a MOS capacitor with a large capacitance. M3 and

M4 thus form a low-pass with a large time constant and behave as an envelope

detector, ensuring v−in is the average value of the envelope of the RF signal at
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the drain of M1. Transistors M5-M8 form a generic voltage amplifier with a

single-ended output. The output is further amplified by the following common-

source amplifier formed by M9 and M12 and finally restored to full swing by

the static CMOS inverter.

M1

M2

M3 M4

M5 M6

M7 M8

Vb

M9
vin

+ vin
-

RF

vo

M10 M11

M12

Figure 4.16. Simplified schematic of ASK demodulators proposed by Bouvier et al. for smart

cards [77].

The discharge of the capacitors of both the envelope and average detectors

is provided by M10 with its current controlled by Vb and the width of M10.

Note that the “comparator” used in this design is perhaps the simplest with

no hysteresis. The use of active devices in construction of both the envelope

detector and the average detector enables the entire ASK demodulator to be

implemented using digital CMOS processes. A similar configuration was used

in [55, 78] for neural recording microprobes.

The ASK demodulator proposed by Yu and Najafi for retinal prosthetic

devices is show in Fig.4.17 [55]. Allstot’s Schmitt trigger is used. M1 and

M2 behave as both diodes and resistors when on. Together with C1 and C2,

they form two low-pass filters with distinct time constants, one for envelope

extraction and the other for average extraction. The discharge of C1 and C2 is

carried out by J1 and J2, respectively. A similar configuration was employed

in [57] where a Dokic single-ended Schmitt trigger was employed in design of

an ASK demodulator for cochlear prosthesis. Given the large input voltage,

only a single diode was used for rectification and one RC network is used for

envelope detection in this design. The same approach was used in [79] for

biomedical implants.

The ASK demodulator proposed in [5] employs an inverting amplifier to

boost the voltage swing of incoming RF signals, as shown in Fig.4.18. The

OR2 gate reconstructs the modulated signal with an increased modulation

index. The output of the OR2 gate is fed to a low-pass filter where high-
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Figure 4.17. Simplified schematic of ASK demodulators proposed by Yu and Najafi for retinal

prosthetic devices [55].

frequency components are eliminated. The following voltage comparator with

a user-defined reference voltage recovers the baseband data.

R2

R1

Vref

RF

vo

Figure 4.18. Simplified schematic of ASK demodulators proposed by Lee and Lee for neuro-

muscular stimulation [5].

The sample-and-hold peak detector proposed by Chow and Wang in [80]

makes use of a controlled transmission gate to eliminate the drop of the capacitor

voltage when the input signal is in the negative half-cycle, as shown in Fig.4.19.

When the input signal is in its positive half-cycle, capacitor C is charged by

the diode. At the same time, it is discharged by the current source. Since the

discharge current is set to be small, the voltage of the capacitor will track the

input signal with a small error. In the negative half-cycle of the input voltage,

the transmission gate turns off, eliminating the discharge path of the capacitor.

The voltage of the capacitor holds until the arrival of the next positive half-cycle

of the input signal. It should be noted that when the amplitude of the input

signal drops in the positive half-cycle, the diode will switch off, preventing vc

from tracking the input signal. To avoid this, the delay of the inverter must
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be made smaller as compared with that of the diode path such that when the

amplitude of the input drops, the capacitor will be drained first, ensuring vc

is less than the amplitude of the input voltage such that vc can track the input

signal.

Several additional constraints affect the performance of the demodulator.

For example, the voltage swing of the input signal must be large enough such

that it will trigger the first inverter. Also, the threshold voltage of the inverter

should be set to the common-mode voltage of the input. Clearly, if the received

RF signal is small, this demodulator will not function properly.

C

D

J

vC

vRF

Figure 4.19. Simplified schematic of envelope detector proposed by Chow and Wang [80].

The ASK demodulator proposed by Yu and Bashirullah in [81] for biomed-

ical implants makes use of an unbalanced source-coupled rectifier, which was

initially proposed by Kimura in 1993 in [82], to perform rectification and

amplification, as shown in Fig.4.20. The dimensions of M1-M4 are sized as

(W/L)1,4 = A(W/L)2,3, where A is the aspect ratio. Assume that the two

differential pairs are matched such that nodes ss1 and ss2 have the same voltage

Vss. Let

v+
in = vin,cm +

vin

2
,

v−in = vin,cm − vin

2
,

(4.27)

where vin,cm is the common-mode input voltage and vin is the differential-

mode input. It can be shown that the currents induced by the incoming RF

signal vin are given by



82 Modulators and Demodulators

id1 = Ak2,3(Vin,cm − Vss − VT )vin +
Ak2,3

4
v2
in,

id2 = −k2,3(Vin,cm − Vss − VT )vin +
k2,3

4
v2
in,

id3 = k2,3(Vin,cm − Vss − VT )vin +
k2,3

4
v2
in,

id4 = −Ak2,3(Vin,cm − Vss − VT )vin +
Ak2,3

4
v2
in,

(4.28)

where

k2,3 =
1

2
µnCox

(
W

L

)

2,3
, (4.29)

id1 ∼ id4 are the ac currents of M1∼M4, respectively. Assume (W/L)5 =
(W/L)6. Because

id7 = (id2 + id3) − (id1 + id4), (4.30)

substituting (4.28) into (4.30) yields

id7 =
k2,3

2
(1 − A)v2

in. (4.31)

The rectification operation on the input voltage is evident from (4.31). If the

two differential pairs are balanced, i.e. A = 1, no rectification will be obtained.

Also observed is that the output current can be increased by either increasing

the aspect ratio A or by adjusting the current gain of the current mirror M7-M8.

The ASK demodulator proposed in [83] for implantable neural interfacing

chips minimizes silicon consumption by eliminating the capacitors required

for envelope detection in conventional ASK demodulators. The demodulator

is therefore termed C-less ASK demodulator. The simplified schematic of this

C-less ASK demodulator is shown in Fig.4.21. The rectifying portion of the

demodulator is essentially a bandgap reference [73] with M5 functioning as

the start-up transistor. During the negative half cycle of vin, the demodulator

is off and vo1 remains unchanged. During the positive half cycle of vin, if all

transistors are in saturation, vo1 = vDS4 + RsiD4.

There are a number of constraints that affect the application of the C-less

ASK demodulator : (i) To start the demodulator, vin,min = 3VT is required.
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Figure 4.20. Simplified schematic of ASK demodulator proposed by Yu and Bashirullah for

implantable electronics [81].

Note that we have assumed Vtn = |Vtp| = VT . This sets the lower bound

of the peak voltage of the incoming modulated signal. (ii) Since vo1,max =
vin,max − VT , the amplitude of vin must be sufficiently large. As a result, this

ASK demodulator is not particularly suitable for far-field applications where

the received RF signal is weak. (iii) The threshold voltage of data recovery is

set by the hysteresis voltages of the Schmitt trigger, which are the functions

of the supply voltage. As a result, a sufficient safe margin must be kept

from the threshold voltages of the Schmitt trigger to avoid errors. Note that

conventional ASK demodulators employ a large shunt capacitor to exact the dc

value of the modulated signal and use this dc voltage as the reference for data

recovery. A key advantage of doing so is that the reference voltage varies with

the strength of the incoming signal. This is, however, at the cost of increased

silicon consumption due to the need for a large capacitor. (iv) vo1 must fall

into the operating range of the downstream Schmitt trigger in order to function

correctly. This is achieved by varying the size of the transistors and the value

of R. (v) Since all transistors of the rectifying circuitry conduct during most of

the positive half cycles of incoming data, the static power consumption of the

demodulator can not be neglected.

The ASK demodulator proposed by Lee et al. in [84] improves the design

of the preceding C-less ASK demodulator by further eliminating the resistor,

making it a truly all-MOS ASK demodulator, as shown in Fig.4.22. The

improved voltage swing of vo1 removes the Schmitt trigger used in the C-less

ASK demodulator, further reducing its silicon consumption. Transistor M8

operates in the triode and behaves as a resistor. To start the demodulator,

vin,min = 4VT is required. This sets the lower bound of the peak voltage of

the incoming modulated signals.
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Figure 4.21. Simplified schematic of C-less ASK demodulator proposed by Wang et al. for

implantable neural interfacing chips [83].
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Figure 4.22. Simplified schematic of all-MOS ASK demodulator proposed by Lee et al. [84].

The amplitude of the input voltage of ASK demodulators for far-field pas-

sive microsystems is typically much smaller as compared with that of ASK

demodulators for near-field counterparts. As a result, a voltage multiplier is

required, as shown in Fig.4.23 [31, 56]. To minimize the voltage loss across

the diodes so as to increase RF-DC conversion efficiency, rectifying diodes

in passive wireless microsystems are typically implemented using Schottky

diodes. Since Schottky is not available in standard CMOS technologies, the

MOSFET realization of rectifying diodes is often used [56, 85]. This is at the
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cost of the voltage loss of one threshold voltage across each MOSFET diode.

To minimize the voltage loss across MOSFET diodes, native MOSFETs whose

threshold voltage is nearly zero can be used for both power harvesting and ASK

demodulation [34]. The main disadvantages of native transistors is their larger

size due to additional doping mask. Typical minimal size of the native NMOS

gate is 2-3 times longer and wider than standard transistor. In addition, these

transistors suffer from a low transconductance. Cost is also increased due to

the need for additional doping operations.

C R11

C2

R2

v1

v2

Envelope detector

Average detectorvRF

vo

Figure 4.23. Configuration of passive ASK demodulators proposed by Karthaus and Fischer

[34] for far-field microsystems.

4.2.5 Current-Mode ASK Demodulators

As pointed out earlier that current-mode ASK demodulators typically consist

of a current-mode envelope detector, an average detector, and a current com-

parator. They are the counterparts of voltage-mode ASK demodulators in the

current domain. The current-mode ASK modulator proposed by Djemouai and

Sawan in [86, 87] consists of a current edge-detector, two current comparators,

and an output buffer. The current edge detector detects both the rising and

falling edges of incoming current. The outputs of the current edge detector

are fed to two current comparators that generate corresponding logic outputs.

Fig.4.24 shows the typical approaches for the detection of both the rising and

the falling edges of a square wave. If only the rising edge or the falling edge

are to be detected, the approaches given in Fig.4.25 can be used.

A current-mode implementation of edge detection is shown in Fig.4.26. The

input current iin is mirrored to iD6 and iD7. It is also mirrored to iD2 after delay

τ . Assume that the gain of all current mirrors is unity, we have iD6,7 = iin
and iD2,3,4 = iinu(t − τ), where u(t) is a unit step function. The two output

currents of the current-edge detector are given by : isrc = iD4 − iD6 and

isink = iD7 − iD5.
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Figure 4.24. Detection of both rising and falling edges.
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Figure 4.25. (a) Detection of rising edge. (b) Detection of falling edge.
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Figure 4.26. Simplified schematic of current edge detector proposed by Djemouai and Sawan

[86, 87].

isrc and isink are fed to two downstream current comparators with their

schematics shown in Fig.4.27 where isrc and isink are compared with the
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reference current iref . The outputs of the current comparators are then fed to

a DFF where a full-swing output voltage is generated.

A drawback of this design is that the reference current of the current com-

parators must be properly set whereas in the preceding passive voltage-mode

ASK demodulators, the reference voltage is generated by an averaging circuitry

automatically.

M1 M2

i sink

M3 M4

iref

M1 M2

i

src

M3 M4

i

ref

Edge
detector

S

R
DFF

Figure 4.27. Simplified schematic of current comparator proposed by Djemouai and Sawan

[86, 87].

The ASK demodulator proposed by Gudnason is shown in Fig.4.28 [88].

The incoming RF signal is a current generated from a passive RC network. It is

rectified by the current squarer proposed by Oliaei and Loumeau [89, 90]. The

negative feedback formed by M5-M6 lowers the input impedance of the current

squarer. A 3rd-order Gm − C low-pass is employed to extract the envelope

of the output of the squarer. The level detector employs three transconductors

to eliminate the long synchronization / start sequence required to establish a

proper voltage reference for data recovery.

4.2.6 Mixed-Mode ASK Demodulators

Mixed-mode ASK demodulators are those where both nodal voltages and

branch currents are employed to represent and process information in demodu-

lation to achieve optimal performance. The input stage of these demodulators
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Figure 4.28. Simplified schematic of ASK demodulator proposed by Gudnason [88].

is typically a transconductor that converts an input voltage to a current. The

current is then fed to a current-mode envelope detector. The extracted current

envelope can be either fed to a current comparator directly or a current-to-

voltage converter followed by a voltage comparator to recover the baseband

data.

The ASK demodulator proposed by Harjani et al. in [91] and shown in

Fig.4.29 is mixed-mode configured. It is based on the use of rectifying current

subtracters. The input differential voltage is converted to two pairs of currents.

If v+
in > v−in, id1,d3 < id2,d4 follows. As a result, id3−id2 < 0 and id4−id1 > 0.

It follows that

io = (id3 − id2) − (id4 − id1) < 0, (4.32)

and vo > 0. Similarly, one can show that when v+
in < v−in, io > 0, and vo < 0.

The polarity of the output voltage is set by the direction of io.

ASK demodulators can also be constructed using the envelope detector

proposed by Alegre et al., as shown in Fig.4.30 [92, 93]. The current-mode

precision full-wave rectifier is derived from the current squarer reported by Bult

and Wallinga in [94] and Chang and Liu in [95] and formalized in a full-wave

rectification form by Khucharoensin and Kasemsuwan in [96].
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Figure 4.29. Simplified schematic of envelope detector proposed by Harjani et al. [91].
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Figure 4.30. Simplified schematic of envelope detector proposed by Alegre et al.[92, 93].

To appreciate the elegance of the design, we need to understand the principle

of the current squarer proposed by Bult and Wallinga [94] with its simplified



90 Modulators and Demodulators

schematic shown in Fig.4.31(a). Note that a similar circuit was reported in [97].

Assume that all transistors are identical and operate in the saturation. From

iD2 = k2,3(vGS2 − VT )2,

iD3 = k2,3(vGS3 − VT )2,
(4.33)

and

Vb = vGS2 + vGS3, (4.34)

where

k2,3 =
1

2
µnCox

(
W

L

)

2,3
, (4.35)

and note that

iD2 + iD3 = k2,3
(
v2
GS2 − 2vGS2VT + v2

GS3 − 2vGS3VT + 2V 2
T

)
,

iD2 − iD3 = k2,3 (Vb − 2VT ) (vGS2 − vGS3) ,
(4.36)

we arrive at

iD2 + iD3 =
k2,3

2
(Vb − 2VT )2 +

(iD2 − iD3)
2

2k2,3(Vb − 2VT )2
. (4.37)

Since

io = iD2 + iD3, (4.38)

and

iin = iD2 − iD3, (4.39)

we have

io =
k2,3

2
(Vb − 2VT )2 +

i2in
2k2,3(Vb − 2VT )2

. (4.40)
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It is evident from (4.40) that the output current is the square of the input current.

The current-mode full-wave rectifier proposed by Khucharonesin and Kasem-

suwan in [96] shown in Fig.4.31(b) is evolved from Bult-Wallinga current

squarer. Transistors M1-M8 are carefully biased on the edge of conduction

such that when i+in = i−in = 0, io = 0. When i+in flows into the rectifier and i−in
flows out of the rectifier, M3 turns off / M1 turns on, and M6 turns off / M8

turns on. As a result, io = i−in. Similarly when i+in flows out of the rectifier and

i−in flows into the rectifier, io = i+in. As a result, io is the rectified version of the

input current. A drawback of this current rectifier is its slow response when the

input current is small. This is because when i+in flows into the rectifier and i−in
flows out of the rectifier, Cgs1,2 must be sufficiently charged in order to drive

M1-M2 into conduction while Cgs6,7 must be sufficiently discharged in order

to drive M6-M7 into cut-off.

M3

M1 M2

io

iin

Vb

iD1

iD2

M3

M1 M2

M4

M5

M6M7

M9 M8

M10

Vb

io

iin
+ iin

-

(a) (b)

Figure 4.31. (a) Simplified schematic of current squarer proposed by Bult and Wallinga [94].

(b) Simplified schematic of precision full-wave current rectifier proposed by Khucharonesin and

Kasemsuwan [96].

The output current of the rectifier is fed to a current peak detector that

extracts the envelope of the current. The early work on current peak detectors

includes those reported in [98, 99] and shown in Fig.4.32(a). The operation of

the current peak detector can be briefly depicted as the follows : When iin rises,

capacitor C≈Cgs1 + Cgs2 is charged by M3 and io follows iin accordingly.

When iin drops, vin will drop. If the discharge current source id is absent, vc

will be held unchanged. The same holds for io as well. To track the decreasing

peak of iin, id is needed to discharge C and lower vc such that io will follow the

peak of iin. A similar design was used in [92, 93] with the exception that the

basic current mirror in Fig.4.32(a) was replaced with its cascode counterpart,

as shown in Fig.4.32(b), to boost the output impedance of the current peak

detector.
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Figure 4.32. (a) Simplified schematic of current peak detector by proposed Ismail and Tiez

[98]. (b) Simplified schematic of current peak detector proposed by Sarpeshkar et al. [100].

A similar design was employed in [101] for wideband envelope detectors, as

shown in Fig.4.33. Active inductors were employed to improve the bandwidth

of the operational transconductor amplifier. The differential output from the

transconductor amplifier is fed to the full-wave current rectifier whose output

is then fed to the downstream peak detector with its operation the same as that

given in Fig.4.32.
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M7 M8
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+ iin

-

M11 M12

M13

M14

M15

J

vo

C id

Full-wave current rectifier

io

Peak detector

Vb

Figure 4.33. Simplified schematic of envelope detector proposed by Zhou et al. [101].

The ASK demodulator proposed in [8, 9] for medical endoscopy applica-

tions employs a transconductor to convert the differential input voltage vin
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to four currents id1 ∼ id4, as shown in Fig.4.34. Rectification is performed

in the current domain. The differential output current of the rectifier is fed

to a current-mode Schmitt trigger evolved from Allstot voltage-mode Schmitt

trigger examined earlier.

vin

M10

M8

M9M7

M1

M2 M3

M4

M5 M6

M11 M12 M13 M14

M15

M16

vin

i   -id1 d3 i   -id1 d3 i   -id4 d2

i   -id1 d3

i   -id4 d2

i+

i-

i+ i-i+

i-

Figure 4.34. Simplified schematic of ASK demodulator proposed by Chi et al. for medical

endoscopy applications [8, 9].

The envelope detector proposed in [102, 103] for hearing-aids applications

is another mixed-mode ASK demodulator. As shown in Fig.4.35, it consists

of a transconductor with a wide dynamic range to perform V/I conversion,

and a current-mode peak detector. To improve the dynamic range of the

transconductor, the differential inputs are well-inputs, i.e. from the substrate.

Transistors M1 and M2 are biased near the edge of conduction such that when

iin > 0, M1 is off and M2 conducts. and when iin < 0, M2 is off and M1

conducts. To speed up the current rectification and minimize the distortion

when the input current iin is low, an auxiliary amplifier is employed to amplify

VA such that a small variation of vA will result in a large voltage change at the

output of the amplifier, speeding up the turn-on and turn-on processes of M1 and

M2. Also, the current feedback provided by the transconductor Gf is employed

to minimize the effect of the offset current of the input transconductor Gin. A

care must be taken in choosing Vref1 and Vref2. Vref1 should be set to the dc

biasing value of vA. Vref2 should be set to VDD/2, assuming VC = VDD/2 in

the dc steady state.
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Figure 4.35. Simplified schematic of envelope detector proposed by Baker et al. for hearing-

aids [102, 103].

4.2.7 Performance Comparison of ASK Demodulators

Table 4.1 compares the performance of recently published ASK demodula-

tors for passive wireless microsystems. As can be seen that the data rate of

ASK demodulators is generally low. The carrier frequency ranges from low

MHz to GHz.

4.3 FSK Modulators and Demodulator

It was pointed out earlier in Section 4.1 that FSK is a constant-envelope

modulation scheme. When FSK is used to encode the data transmitted from

a base station to a passive wireless microsystem, the drawback of fluctuating

power transmission encountered in ASK is eliminated [108]. Since baseband

data are represented by the frequency rather than the amplitude of the carrier,

the effect of noise and disturbances on data transmission is greatly reduced.

Another unique characteristic of FSK is its ability to transmit data at a high

data rate as compared with ASK, owing to the fact that the demodulation of

a FSK-modulated signal does not need to extract the envelope of the carrier

using a low-pass filter with a large time constant. This is particularly important

for biomedical implants as not only the data rate of these microsystems such as

cochlear implants and visual prosthesis implants is high, the carrier frequency

of these implants is typically 13.56 MHz in ISM bands due to the high degree of

the absorption of electromagnetic waves by living bodies at high frequencies.
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Table 4.1. Performance comparison of ASK demodulators for passive wireless microsystems.

Ref. Tech. Carrier Data rate

freq.

Bouvier et al.[77](97) 0.5µm 4.9152 MHz 9.6 Kbps

Liu et al. [3](00) 1.2 mm 1-10 MHz 25-250 Kbps

Harjani [91](00) 0.5µm 10 MHz 1 Mbps

Yu & Najafi [55](01) 1.5µm 4 MHz –

Chow & Wang [80](02) 0.5µm 860 KHz –

Yu & Najafi [78](03) 0.8µm 4 MHz 60 Kbps

Djemouai & Sawan [86](04) 0.18µm 250 MHz –

Naghmouchi et al. [57](04) 0.35µm 20 MHz 1 Kbps

Wang [83](04) 0.35µm 2 MHz 10 Kbps

Lee & Lee [5](05) 0.35µm 2 MHz 1 Mbps

Lin et al.[104](05) 0.18µm 0.1-1.9 GHz 2 Mbps

Cho [85](05) 0.25µm 860-960 MHz –

Hmida et al.[79](06) 0.35µm 13.56 MHz 1 Mbps

Cinco-Galicia/ 0.5µm 915 MHz 250 Kb/s

Sandoval-Ibarra [105](06)

Alegre [92, 93](06/08) 0.35µm 10 MHz –

Pongsawat-

Thanachayanout [31](06) 0.35µm 900 MHz 160 Kbps

Hsia et al. [56](06) 0.35µm 915 MHz –

Yu & Bashirallah [81](06) 0.6µm 1 MHz 4-18 Kbps

Tran et al. [106](07) 0.35µm 900 MHz 2.2 MHz

Chi et al.[8, 9](07) 0.25µm 1.83 GHz 256 Kbps

Lee et al. [107, 84](07/08) 0.35µm 2 MHz 20 Kb/s

Zhou et al. [101](08) 0.18µm 100 Hz-1.6 GHz 10 Kb/s

It was shown in Chapter 2 that an inductive link in ASK should have a

high quality factor in order to boost the voltage of the received RF signal so

as to maximize the power efficiency of the downstream voltage multiplier. In

FSK, the inductive link must transfer an sufficient amount of power at the two

frequencies of the carrier. These two frequencies are typically far apart. For

instance, the carrier frequency corresponding to binary 1 is usually twice that

corresponding to binary 0 or vice versa [109–112]. This requires that the quality

factor of the inductive link be rather moderate such that the coupling factor of

the inductive link at both frequencies of the carrier can be equally large. FSK

is particularly suitable for passive wireless microsystems that use planar coils

for wireless links with their base stations. This is because the quality factor

of these coils is typically low. A downside of using coupling coils with a low

quality factor is the reduced efficiency of power transmission from the base
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stations to the implants, mainly due to the reduced power efficiency of the

following voltage multipliers when the voltage at the input of the multipliers is

low [113]. Finally, FSK is also suitable for low-voltage applications, owing to

the independence of the baseband data on the amplitude of the FSK-modulated

signal. ASK, on the contrary, becomes less attractive with the continuous

reduction of the supply voltage.

4.3.1 FSK Modulators

Since the function of a digital FSK modulator is to represent binary 1 and

binary 0 with two sinusoids of the same amplitude but different frequencies,

a FSK modulator can be constructed using two oscillators that oscillate at

different frequencies and a multiplexer with its inputs from the two oscillators

and its output selected by the modulating digital bit stream, as shown in Fig.4.36

[114, 111]. A drawback of this configuration is its high power consumption,

arising from the need for two oscillators.

VCO-1

VCO-2

Digital bit stream
1010...

1 0 1 0

Figure 4.36. Binary FSK-modulator using two oscillators and a multiplexer.

To minimize the power consumption, a FSK modulator can also be con-

structed using a single oscillator whose frequency is controlled by the modu-

lating digital bit stream. An example is the FSK modulator using a Colpitts

oscillator with the capacitors of the oscillator controlled by the modulating

digital bit stream, as shown in Fig.4.37 [115]. The frequency of the oscillator

is varied by connecting/disconnecting capacitor C5 in parallel with C3 ∼ C4.

A FSK-modulated signal can be demodulated using a phase-locked loop that

locks onto the two frequencies of the carrier [116, 117]. This, however, is at

the cost of high silicon and power consumption. FSK-demodulated signals can

also be recovered using differentiators and mixers [118, 119]. The need for

mixers in these approaches makes the reduction of the power consumption of

the modulators a rather difficult goal to achieve.

It was shown earlier that FSK has been used in biomedical implants to take

the advantages of the high data rate and the continuous flow of radio-frequency

power from base stations to biomedical implants. The high degree of the
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Figure 4.37. Simplified schematic of binary FSK-modulator proposed by Chuah et al. [115].

absorption of electromagnetic waves by living bodies at high frequencies and

the low self-resonant frequency of planar coils that link biomedical implants and

their base stations set the upper bound of the carrier frequency of biomedical

implants. 13.56 MHz in ISM bands is often the choice of the carrier frequency

for biomedical implants. The low carrier frequency significantly relaxes design

constraints and opens a door for innovations in design of ultra-low power FSK

demodulators for biomedical implants. In what follows we will study several

recently published FSK demodulators for biomedical implants.

4.3.2 Ghovanloo-Najafi FSK Demodulator

Ghovanloo and Najafi proposed a low-power FSK demodulator for biomed-

ical implants with the configuration of the data recovery portion of the demod-

ulator shown in Fig.4.38 [109, 110]. The FSK-modulated signal is converted

to a full-swing square wave using a clock recovery block, as shown in Fig.4.39.

This allows us to use digital circuits to perform demodulation conveniently.

The clock recovery circuit can be implemented using either a Schmitt trigger

[120] or simply a pair of CMOS inverters that are connected in series [111].

Since two sinusoids of different frequencies are used to represent binary 1 and

binary 0, the value of the baseband data can be determined by measuring the

period of the sinusoids. To facilitate measurement, the two sinusoids for binary

1 and binary 0 are converted to a square wave with a data-dependent period

by the clock recovery circuit. The period of the square wave is measured by

using a local oscillator whose period is constant and much smaller as compared

with that of the two sinusoids. A counter is used to record the number of the

oscillation cycles of the local oscillator during binary 0 and binary 1 intervals.

The frequency of the local oscillator is chosen such that the most significant

bit of the counter is set to 1 when a binary 1 is encountered and 0 otherwise.

Specifically, the counter starts to record the number of the oscillation cycles
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of the oscillator at the rising edge of R̂F . The counting continues until R̂F
becomes zero.

Since the pulse width is determined by the number of the oscillation cycles

of the local oscillator, the frequency of the oscillator should be sufficiently high

in order to yield an accurate measurement of the period of the square waves

for binary 0 and binary 1. This, however, is at the cost of a high level of power

consumption as the higher the frequency of the oscillator, the higher its power

consumption. Since our objective is to distinguish binary 1 and binary 0 rather

than to accurately measure the two frequencies of the carrier, and the ratio of

the frequency of the sinusoid representing binary 1 to that representing binary

0 is typically 2 or vice versa, it is advantageous to set the frequency of the

local oscillator low to minimize power consumption. This, of course, is on the

condition that binary 1 and binary 0 can be distinguished reliably.

Clock
recovery

D1 Q1
RF

VCO

Counter
RF

DATAf

VCO

Figure 4.38. Simplified configuration of the data recovery portion of binary FSK-demodulator

proposed by Ghovanloo and Najafi [109, 110].

4.3.3 Jung FSK Demodulator

The configuration of the FSK demodulator proposed by Jung et al. for

biomedical implants is shown in Fig.4.40 [120]. A binary 1 is represented by

a sinusoid of period T1 and a binary 0 is represented by a sinusoid of period

T0 with T1 = 2T0. The clock recovery block is simply a Schmitt trigger that

converts the incoming FSK-modulated sinusoid to a full-swing square wave for

convenient signal processing, as shown in Fig.4.41. The square wave is delayed

by τd and used to sample the square wave. The sampling instant is controlled

by adjusting τd. The amount of time delay τd is critical to the proper operation

of the FSK demodulator. In the case shown in the figure, T0
2

< τd < T0 must

be satisfied. The constraint on the time delay τd ensures that during the interval

of binary 0, D1 is 0 at the rising edge of φ1. Similarly, during the interval

of binary 1, D1 is 1 at the rising edge of φ1. Note that sampling binary 0

must take place when D1 = 0, the maximum timing margin is therefore T0/2.

When taking the timing jitter of the received RF signal into consideration, the

timing margin will be smaller. It becomes evident that this method becomes

less reliable once the frequency of the carrier is high.
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Figure 4.39. Waveforms of binary FSK-demodulator proposed by Ghovanloo and Najafi.

As compared with Ghovanloo-Najafi FSK demodulator studied earlier, Jung

FSK demodulator recovers the baseband data by sampling the incoming data at

a specific time instant rather than measuring the period of the two sinusoids of

the carrier. The elimination of the high-frequency oscillator used in Ghovanloo-

Najafi FSK demodulator greatly lowers the power consumption of Jung FSK

demodulator. The price paid is the reduced degree of reliability.

Clock
recovery

D1 Q1

td

RF DATA

f1

Figure 4.40. Simplified configuration of data recovery portion of binary FSK demodulator

proposed by Jung et al. [120].
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Figure 4.41. Waveforms of binary FSK demodulator proposed by Jung et al.

4.3.4 Weng FSK Demodulator

The data recovery portion of the FSK demodulator proposed by Weng et

al. for biomedical implants is shown in Fig.4.42 [111]. Similar to Jung FSK

demodulator, a binary 1 is represented by a sinusoid of period T1 and a binary

0 is represented by a sinusoid of period T0 with T1 = 2T0. The inverter chain

converts the received FSK-modulated sinusoid wave to a full-wing square wave.

The two frequencies used to represent binary 1 and binary 0 are 5 MHz and

10 MHz, respectively. A constant reference signal REF of frequency 10 MHz

is generated locally and used to demodulate the FSK-modulated signal. The

XOR2 gate generates a positive pulse with pulse width T1/2 each time a binary

1 is received.

The square wave generated from the received FSK-modulated signal is de-

layed by τd. The amount of time delay τd is chosen with the constraint
T0
2

< τd < T0 to ensure that the rising edge of φ samples D = 1 when a binary

1 is detected and samples D = 0 when a binary 0 is detected, as seen from

Fig.4.43. As compared with Jung FSK demodulator studied earlier, Weng FSK

demodulator requires the generation of a reference clock and a XOR2 gate,

both consume an additional amount of power. Also, R̂F and R̂EF must have

the same frequency and their phases must also align up perfectly. Otherwise,
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there will be a large number of ripples in the output of the XOR2, resulting in

a failure in data recovery.

D Q

td

RF
DATA

f

REF
REF

RF

Figure 4.42. Simplified configuration of data recovery portion of binary FSK-demodulator

proposed by Weng et al. [111].
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Figure 4.43. Waveforms of binary FSK-demodulator proposed by Weng et al..
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4.3.5 Performance Comparison of FSK Demodulators

Having investigated the pros and cons of various FSK demodulators for

passive wireless microsystems, let us now compare the performance of these

demodulators quantitatively in terms of carrier frequency, data rate, and power

consumption. Table 4.2 tabulates the performance indicators of some recently

reported FSK demodulators for biomedical implants. It is seen that the carrier

frequency of FSK-modulated signals is typically in low MHz ranges. This is

mainly due to the low self-resonant frequency of planar coupling coils and the

high absorption of electromagnetic waves by living bodies at high frequencies.

The data rate is typically in low Mbps ranges. Innovative designs are needed

to increase the data rate and at the same time to lower the power consumption

of FSK demodulators.

Table 4.2. Performance comparison of binary FSK demodulators for passive wireless mi-

crosystems.

Ref. Tech. Carrier Data rate Power

[MHz] [Mbps] [mW]

Jung et al. [120](07) Discrete 4.17/6.25 2.083 58

Ghovanloo-Najafi [109](04) 1.5µm 5/10 2.5 0.38

Weng et al. [111](07) 0.18µm 5/10 5 0.022

Hwang-Lin [112](09) 0.35µm 6.78/13.56 1 0.96

4.4 PSK Modulators and Demodulators

As pointed out earlier that the two key characteristics of a PSK-modulated

carrier are the constant amplitude and constant frequency of the carrier. The

constant amplitude of the carrier ensures that the flow of the power from a base

station to a passive wireless microsystem is independent of baseband data. The

constant frequency of the carrier allows the transmission of power from a base

station to a passive wireless microsystem to be maximized by optimizing the

quality factor of the coupling coils between the base station and the passive

wireless microsystem. As a result, the drawback associated with FSK, in

particular, a low power transmission efficiency arising from the use of low-Q

coupling coils to accommodate the two distinct frequencies of the carrier is

eliminated [113, 121]. As stated earlier in Section 4.1, BPSK uses only two

distinct phases, typically separated by 180 degrees, to represent binary 1 and

binary 0. It is the most robust PSK as it offers the highest degree of immunity to

noise and disturbances among all PSK modulation schemes. The configuration
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of BPSK demodulators is in general more complex as phase-locked loops are

usually required for coherent demodulation. This is accompanied with a high

level of power consumption. A key challenge encountered in design of BPSK

demodulators for passive wireless microsystems is how to minimize the power

consumption of these systems without sacrificing the performance.

4.4.1 PSK Modulators

A PSK modulator can be constructed by modulating the phase of the carrier

by the digital bit stream to be transmitted while keeping the amplitude of

the carrier unchanged. When PSK modulation is used in backscattering, the

imaginary part of the impedance seen by the antenna should be modulated by

the modulating digital bit stream. Fig.4.44 shows the simplified schematic of

the PSK modulator by Karthaus and Fischer [34]. The voltage swing of the

digital bit stream is first boosted to full swing using a pair of static inverters.

The voltages at nodes A and B are controlled by the incoming data. For

example, if a binary 1 appears at the input, the voltage at node A will drop

while that at node B will rise. The transient behavior of the voltages at nodes

A and B is determined by the current J , which sets the speed at which the

capacitors at nodes A and B are charged and discharged. If a binary 0 appears

at the input, the voltage at node A will rise while that at node B will drop.

The preceding observation shows that the polarity of the voltage across C2 has

a one-to-one relation with the bit value of the incoming data. To modulating

the capacitance, C2 is implemented using a MOS varactor. The change of the

polarity of the voltage across C2 modulates the capacitance of the varactor

between its maximum and minimum values. Capacitors C1 and C3 are poly

capacitors whose capacitance is constant. Together with C2, they form the total

capacitance seen by the antenna.

M2 M4

M3

J

JData

M1
C1

C2

C3

To
antennaA

B

Figure 4.44. Backscatter BPSK modulator proposed by Karthaus and Fischer [34].
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4.4.2 Coherent BPSK Demodulators

To demodulate a PSK-modulated signal, coherent detection using a Costas

loop is perhaps the most widely used technique [122]. Initially proposed by

John Costas (1923-2008) for optimizing amplitude modulation (AM) systems,

a Costas loop consists of two loops, an in-phase (I) loop and a quadrature-

phase (Q) loop, as shown in Fig.4.45. The synchronous detectors function as

multipliers that detect the phase difference between the incoming AM signal and

the output of the local oscillator. The frequency of the oscillator is the same

as the carrier frequency. If the phase difference between the incoming AM

signal and the output of the local oscillator is zero, the in-phase audio amplifier

will contain the demodulated signal while the output of the quadrature audio

amplifier will diminish. If the phase of the local oscillator slightly drifts from

its desired value, i.e. the phase of the incoming AM signal, the output of the

quadrature-phase audio amplifier will emerge from zero. The Q-branch thus

provides an effective mean to detect whether a lock state is established or not.

By combining the in-phase and quadrature-phase signals in the discriminator,

a dc control voltage can be generated. This voltage is then used to adjust the

frequency of the local oscillator in such a way that the phase error can be tuned

to zero.

90
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amplifier
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Freq.
Control

Phase
descriminator

Figure 4.45. Costas loop proposed by Costas for AM systems [122].

A Costas loop can be used to demodulate a BPSK-modulated signal, as

illustrated in Fig.4.46. Without losing generality, let the incoming BPSK-

modulated signal be

vin = A(t)sin(ωt + φ1), (4.41)

where A(t) is the baseband data and only takes the value of either +1 or -1,

ω is the carrier frequency, and φ1 is the phase of the carrier. The frequency
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of the local oscillator is set to be the same as the carrier frequency (coherent

detection). The two low-pass filters, one in the I-branch and the other in the Q-

branch immediately after the multipliers, extract the low-frequency components

of the output of the multipliers. Making use of the identities of trigonometric

functions

sinφ1sinφ2 =
1

2
[cos(φ1 − φ2) − cos(φ1 + φ2)] ,

sinφ1cosφ2 =
1

2
[sin(φ1 − φ2) + sin(φ1 + φ2)] ,

(4.42)

we obtain the output of multipliers MX1 and MX2

v1(t) = A(t) sin(ωt + φ1) sin(ωt + φ2)

=
A(t)

2
[cos(φ1 − φ2) − cos(2ωt + φ1 + φ2)] , (4.43)

v2(t) = A(t) sin(ωt + φ1) cos(ωt + φ2)

=
A(t)

2
[sin(φ1 − φ2) + sin(2ωt + φ1 + φ2)] . (4.44)

The high-frequency components of v1(t) and v2(t) will be filtered out by the

low-pass filters and only the low-frequency terms will make their way to the

output of the low-pass filters

vI(t) =
A(t)

2
cos(φ1 − φ2),

vQ(t) =
A(t)

2
sin(φ1 − φ2).

(4.45)

The extracted low-frequency components are further multiplied each other

with the help of MX3 to generate the control voltage of the voltage-controlled

oscillator

vc(t) =
A2(t)

8
sin [2(φ1 − φ2)] . (4.46)

Since A(t) = +1 or−1, A2(t) = 1 follows. As a result, vc(t) is only a function

of the phase difference φ1 − φ2. The loop filter LPF3 is needed to filter out
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any high-frequency component that might exist at the output of MX3. A close

examination of the Costas loop reveals that the lower portion of the Costas loop

containing the quadrature branch is essentially a phase-locked loop that locks

onto the carrier. If there is a phase difference, i.e. φ1 6=φ2, a corresponding non-

zero control voltage vc will be generated and the frequency of the oscillator

will be adjusted accordingly. In the lock state where φ1 = φ2, the control

voltage vanishes and the frequency of the oscillator remains unchanged. The

quadrature branch of the Costas loop thus tracks the frequency and phase of the

carrier while the in-phase branch of the Costas loop yields the baseband data

vI(t) = A(t)/2.
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Figure 4.46. BPSK demodulation using a Costas loop.

A number of issues must be addressed when using Costas-loop based BPSK

demodulators for passive wireless microsystems :

The frequency of the local oscillator must be the same as the carrier fre-

quency for coherent detection. The effect of process variation and the

change of the environment in which the local oscillator resides such as tem-

perature, however, will cause the frequency of the oscillator to deviate from

the carrier frequency. Note that the conventional Costas loop of Fig.4.46

does not have the ability to detect subsequently correct the frequency dif-

ference between the local oscillator and the carrier.

The acquisition range of a Costas loop is determined by the linear range of its

multipliers. If the amplitude of the input of the multipliers is large, the effect

of the nonlinearities of the multipliers will create low-frequency components

that will pass through the low-pass filters and affect the performance of the
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Costas loop. The small linear range of multipliers will limit the acquisition

range of the Costas loop [123].

The need for multiple multipliers makes the minimization of the power

consumption of Costas loops a rather challenging task.

Since the carrier frequency of biomedical implants is typically 13.56 MHz,

the highest frequency at the output of the multipliers in the I-branch and

Q-branch is 13.56 MHz × 2 = 27.12 MHz. To extract the low-frequency

components of the output of the multipliers, the cutoff frequency of the

low-pass filters must be sufficiently low. These low-pass filters sometimes

are realized using off-chip components [124]. When implemented on-chip,

their silicon consumption could be significant.

The control voltage given in (4.46) shows that in the vicinity of the lock state,

the sensitivity of vc to φ1−φ2 is rather low. This is because sin(φ1−φ2) ≈
φ1 − φ2 when φ1 ≈ φ2, resulting in a long locking process to achieve

φ1 = φ2. The constant in the denominator of (4.46) further lowers the

sensitivity.

To improve the performance of Costas loop based BPSK demodulators,

Hu and Sawan showed that the preceding conventional Costas loop can be

converted to a hard-limited Costas loop by employing a Schmitt trigger to

convert the incoming BPSK-modulated RF signal to a square wave and another

Schmitt trigger in the quadrature branch, as shown in Fig.4.47 [113, 121]. The

purpose of using a Schmitt trigger to convert the BPSK-modulated RF signal

to a square wave is to allow the use of digital phase detectors, such as XOR2

phase detectors, to replace conventional multipliers in both the in-phase and

quadrature-phase branches of the Costas loop such that not only the power

consumption can be reduced, the acquisition range can also be increased. The

loop gain of the overall system will also become independent of the amplitude

of the input. The insertion of the Schmitt trigger in the quadrature-branch of

the Costas loop relaxes the requirement of multiplier MX3.

Costas-based BPSK demodulators including those using hard-limited Costas

loops require that the frequency of the local oscillator be identical to that of

the carrier. As pointed out earlier that the effect of process variation and the

change of the environment in which passive wireless microsystems reside will

cause the frequency of the local oscillator of these microsystems to deviate

from the carrier frequency. It is therefore highly desirable to have the Costas

loop to have the ability to detect the difference between the frequency of the

local oscillator and that of the carrier, and the difference between the phase

of the local oscillator and that of the carrier such that both the frequency and

phase of the local oscillator can be adjusted to establish a lock state.
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Figure 4.47. BPSK demodulation using a hard-limited Costas loop [113, 121].

Luo and Sonkusale showed that the XOR2 multiplier in the I-branch of a

Costas loop can be replaced with a DFF phase/frequency detector (PFD) to

give the Costas loop the ability to detect both frequency and phase differences

between the local oscillator and the carrier so as to increase the acquisition

range and speed up the locking process of the Costas loop [124, 125, 123].

The configuration of Lou-Sonkusale BPSK demodulator is shown in Fig.4.48.

The phase/frequency detector is a conventional DFF phase/frequency detector

while MX2 and MX3 are XOR2 phase detectors. If the frequency of the local

oscillator differs from the carrier frequency, the PFD and the charge pump

(CP) will generate a current that will either charge or discharge the loop filter

LPF1, depending upon the polarity of the difference between the frequency

of the oscillator and that of the carrier. Readers are referred to [52] for an

exhaustive treatment of CMOS phase/frequency detectors and charge pumps.

The generated control voltage vc will adjust the frequency of the oscillator such

that both the frequency and phase differences between the carrier and the local

oscillator will become zero. Once the frequency of the local oscillator becomes

identical to that of the carrier, we have

v2(t) = A(t) sin(ωt + φ1) sin(ωt + φ2)

=
A(t)

2
[cos(φ1 − φ2) − cos(2ωt + φ1 + φ2)] . (4.47)

With the help of LPF2, we arrive at

vD(t) =
A(t)

2
cos(φ1 − φ2). (4.48)
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The trigger-and-hold block exacts data transition information. Specifically,

for each transition in the baseband data, the trigger-and-hold block is triggered

and holds the data for a short period of time during which a lock state of the

Costas loop can be established. In the lock state, since

v3(t) =
A(t)

2
sin(ωt + φ2) cos(φ1 − φ2)|φ1=φ2

=
A(t)

2
sin(ωt + φ1), (4.49)

it becomes evident that the I-branch of the Costas loop replicates the incoming

BPSK-modulated input vin(t) while the Q-branch of the Costas loop yields the

baseband data.
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Figure 4.48. BPSK demodulation using modified Costas loop proposed by Luo and Sonkusale

[124, 125].

4.4.3 Non-Coherent BPSK Demodulators

The preceding BPSK demodulators fall into the category of coherent demod-

ulators as a local oscillator whose frequency is the same as the carrier frequency

is required for demodulation. The power consumption of coherent BPSK mod-

ulators is generally high due to the need for a Costas loop. To lower the power

consumption, non-coherent BPSK demodulators have emerged for biomedical

implants. Non-coherent BPSK demodulators recover baseband data from a

BPSK-modulated carrier without using a Costas loop.
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The configuration of the non-coherent BPSK demodulator proposed by As-

garian and Sodagar is shown in Fig.4.49 [126, 127]. The carrier frequency is 8

MHz, the same as that of the baseband data. The LC tank is tuned to the carrier

frequency such that it picks up and amplifies the incoming BPSK-modulated

signal. The comparator acts as a 1-bit analog-to-digital converter that converts

the incoming BPSK-modulated analog signal to a full-swing square wave for

the purpose of convenience in signal handling and processing.

vin Edge
detector

Reset
generatorR

VCO

v
BPSK

Base
station

To clock &
data recovery

Figure 4.49. Simplified configuration of non-coherent BPSK demodulator proposed by Asgar-

ian and Sodagar [126, 127].
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Figure 4.50. Waveforms of non-coherent BPSK demodulator proposed by Asgarian et al..

Since the frequency of the carrier is the same as that of the baseband data,

as shown in Fig.4.50, binary 1 is represented by a high-to-low transition and

binary 0 is represented by a low-to-high transition. An edge detector can be

employed to detect the arrival of a rising/falling edge so as to determine the bit

value of the data. Note that the distance between neighboring transitions is one

bit time. If the distance is half the bit time, the transition must be discarded, as

shown in Fig.4.50.
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The transition detector can be implemented using two DFFs with a reset

control, as illustrated in Fig.4.51. To correctly detect high-to-low and low-to-

high transitions, the two DFFs must be reset before the arrival of a transition

edge. Specifically, the reset signal should be asserted in the time interval

bounded by the end of each symbol and the beginning of the transition edge

of the next symbol. To generate the reset signal, a 3-bit counter driven by

an oscillator is employed. The counter starts counting immediately after a

transition edge is detected. The frequency of the oscillator is set in such a way

that the most significant bit of the counter becomes 1 when Tb/2 < t < Tb

with t = 0 at the start of the counting. Mathematically, 3Tvco > 0.5Tb and

4Tvco < Tb must be satisfied, where Tb is the bit time of the baseband data and

Tvco is the period of the oscillator. It follows that 4fb < fvco < 6fb, where

fb = 1/Tb and fvco = 1/Tvco. The waveforms of the edge detector are shown

in Fig.4.52.
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Figure 4.51. Edge detector using two DFFs and reset generator.

A drawback of this approach is the need for an oscillator whose frequency

is approximately 5 times that of the carrier. The power consumption of the

oscillator is significant. Gong et al. proposed an elegant way to generate the

reset signal of the DFFs of the edge detector without using an oscillator and a

counter, as shown in Fig.4.53 [128]. The output of the two DFFs are ANDed

and used to charge capacitor C . A single-ended Schmitt trigger is used to boost

the voltage of the capacitor to full swing. The output of the Schmitt trigger

is used to reset the DFFs and sample the received BPSK-modulated signal.

The waveforms of the critical nodes of Gong PSK demodulator are sketched in

Fig.4.54. The elimination of the oscillator in Gong PSK demodulator greatly

lowers the power consumption.
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Figure 4.52. Waveform of edge detector using two DFFs.

4.4.4 Performance Comparison of PSK Demodulators

Table 4.3 tabulates the key parameters of some recently reported PSK de-

modulators for biomedical implants. It is seen that the carrier frequency of

PSK-modulated signals is typically in low MHz ranges, the same as FSK-

modulated signals. This is mainly due to the absorption of electromagnetic

waves by living bodies at high frequencies and the low self-resonant frequency

of planar coils between base stations and biomedical implants. The data rate

is typically in low Mbps ranges. The power consumption of coherent PSK

demodulators is high as compared with that of non-coherent PSK demodula-

tors. The power consumption of Gong PSK demodulator is lower as compared

with that of Asgarian-Sodagar PSK demodulator due to the elimination of the

high-frequency oscillator.
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Figure 4.53. Non-coherent BPSK demodulator proposed by Gong et al. [128]
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Figure 4.54. Waveforms of non-coherent BPSK demodulator proposed by Gong et al..

4.5 Chapter Summary

Modulation schemes and the design of modulators and demodulators for

passive wireless microsystems have been studied. We have shown that ASK is
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Table 4.3. Performance comparison of BPSK demodulators for passive wireless microsystems.

Ref. Tech. PSK Det. Carrier Data rate Power

[MHz] [Mbps] [mW]

Hu & Sawan [121](05) 0.18µm BPSK Coh. 10 1.12 0.61

Deng et al.[129](06) 0.18µm QPSK Coh. 13.56 4 0.75

Lu-Sawan [130](08) 0.18µm OQPSK Coh. 13.56 8 0.68

Gong et al. [128](08) 0.18µm BPSK Ncoh 4 0.8 0.059

Asgarian & Sodagar [126](09) 0.18µm BPSK Ncoh. 8 8 0.148

Asgarian & Sadagar [127](09) 0.18µm BPSK Ncoh. 10 10 0.232

Legends :

1. Coh : coherent.

2. Ncoh : non-coherent.

more susceptible to noise and disturbances as compared with FSK and PSK.

The effect of noise and disturbances is particularly severe if modulation index

is small. To improve BER, ASK with a large modulation index is preferred.

This is at the cost of the increased fluctuation of power transmission from

base stations to passive wireless microsystems. In addition, ASK suffers from

the drawback of a low data rate, mainly due to the difficulties encountered

in extracting the envelope of ASK-modulated RF signals at high data rates.

Moreover, ASK is silicon-consuming especially when carrier frequency is

low, mainly due to the need for low-pass filters with large time constants to

perform envelope extraction. Finally, ASK is also not particularly attractive

for applications where only a low supply voltage is available. Despite of the

aforementioned drawbacks, ASK demodulators enjoy the advantage of simple

configurations subsequently low power consumption, and are the most widely

used in passive wireless microsystems.

ASK demodulators encountered in passive wireless microsystems can be

loosely classified into voltage-mode, current-mode, and mixed-mode. Current-

mode ASK demodulators are particularly attractive for applications where sig-

nals to be processed are currents and the supply voltage is low. Mixed-mode

ASK demodulators take the advantages of both voltage-mode and current-mode

circuits and are capable of operating at high frequencies while providing a large

signal swing.

Unlike ASK, FSK is a constant envelope modulation scheme. The amount of

the power transferred from base stations to passive wireless microsystems with

FSK modulation is independent of baseband data. Also, the effect of noise and

disturbances on FSK-modulated data is much smaller as compared with that
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on ASK-modulated data. FSK is capable of transmitting data at a higher rate

because FSK demodulation does not need to extract the envelope of the carrier

using low-pass filters with large time constants. FSK has been primarily used

in biomedical implants due to the need for a continuous flow of power from

base stations to implants, a high data rate, and the high degree of the absorp-

tion of electromagnetic waves by living bodies at high frequencies. Since the

carrier of a FSK-modulated signal contains two frequencies that are typically

far apart, the quality factor of the coils coupling base stations and biomedical

implants must be moderate such that the coupling factors of the coils at the two

FSK carrier frequencies are equally high. This, however, is at the expense of

a reduced power transmission efficiency. FSK is also particularly suitable for

low-voltage applications. A FSK-modulated signal can be demodulated using

a phase-locked loop. This is at the cost of high silicon and power consump-

tion. FSK-demodulated signals can also be recovered using differentiators and

mixers. The need for mixers increases the power consumption, making it less

attractive for passive wireless microsystems. Ghovanloo-Najafi FSK demod-

ulator recovers baseband data by measuring the periods of the square waves

corresponding to binary 1 and binary 0 using an oscillator whose frequency is

much higher than that of the carrier frequencies. The need for a high-frequency

oscillator, however, increases the overall power consumption. The FSK de-

modulator proposed by Jung et al. and that proposed by Weng recover the data

by using a sampling technique. By properly controlling the sampling time, the

data can be recovered correctly. The absence of a high-frequency oscillator

in these demodulators lowers the power consumption. A drawback of this

approach is the small timing margins for sampling, especially when carrier

frequencies are high.

The two unique characteristics of a PSK-modulated carrier are the constant

amplitude and frequency of the carrier. The former ensures that the flow of

the power from a base station to a passive wireless microsystem is independent

of baseband data while the latter allows the transmission of power from a

base station to a passive wireless microsystem to be maximized by optimizing

the quality factor of the coupling coils at the carrier frequency. BPSK is

the most robust PSK and offers the highest degree of immunity to noise and

disturbances. BPSK-modulated data can be recovered using either coherent

detection and non-coherent detection. The former requires the use of a Costas

loop that contains a local oscillator whose frequency is identical to the carrier

frequency. The performance of Costas-based BPSK demodulators is severely

affected by the frequency drift of the local oscillator caused by PVT and

the small acquisition range. BPSK demodulators based on a hard-limited

Costas loop increase the acquisition range. When phase/frequency detectors

are employed in Costas loops, the frequency of the local oscillator can be tuned

to the carrier frequency with a large acquisition range. A major drawback of
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Costas-loop BPSK demodulators is the high power consumption. To reduce

the power consumption of BPSK demodulators, techniques based on non-

coherent detection have been proposed. The configuration of these BPSK

demodulators is significantly simpler as compared with Costas-based BPSK

demodulators subsequently consume a less amount of power. The non-coherent

BPSK demodulator proposed by Asgarian and Sodagar recovers baseband data

by distinguishing the type of transitions (low-to-high and high-to-low) for

binary 1 and binary 0 of baseband data. The method requires that the frequency

of the carrier be the same as that of the baseband data. The need for an

oscillator whose frequency is approximately 5 times that of the carrier for edge

detection results in a high level of power consumption. The non-coherent

BPSK demodulator proposed by Gong et al. detects the type of transitions

without using a high-frequency oscillator. As a result, its power consumption

is greatly reduced.



Chapter 5

Temperature-insensitive precision voltage references are critically needed

for passive wireless microsystems. Although bandgap voltage references are

widely studied and numerous designs are available, the rapid reduction of

supply voltages, the need for precision voltage references, and the low-power

consumption requirement of passive wireless microsystems impose stringent

constraints on the design of voltage references. This chapter deals with the

principles and design of CMOS voltage references. The chapter starts with a

brief examination of the figure-of-merits that characterize the performance of

voltage references in Section 5.1. It is followed by an in-depth investigation of

the temperature-dependent characteristics of semiconductors and MOS devices

in Section 5.2. First-order voltage references are studied in Section 5.3 while

high-order voltage references are dealt with in Section 5.4. The performance

of recently reported first-order voltage reference and that of high-order voltage

references such as temperature coefficient, power consumption, power supply

rejection ratio, and minimum supply voltage are compared. Section 5.5 focuses

on the design of ultra low-power voltage references where devices operate in

weak inversion. These voltage references are of particular importance to passive

wireless microsystems. The chapter is concluded in Section 5.6.

5.1 Characterization of Voltage References

There are a number of metrics that are often used to quantify the perfor-

mance of a voltage reference. These metrics provide a quantitative measure

of the effect of temperature variation and supply voltage fluctuation on the

output of the voltage reference. In this section, we examine some of these

metrics, specifically temperature coefficient, power supply rejection ratio, and

the minimum supply voltage.
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5.1.1 Temperature Coefficient

The temperature coefficient (TC) of a voltage reference quantifies the ef-

fect of temperature on the output voltage of the reference. Two temperature

coefficients, namely normalized temperature coefficient, also known as frac-

tional temperature coefficient, and normalized average temperature coefficient,

also known as effective temperature coefficient, are often used. The fractional

temperature coefficient is defined as

TCf =
1

Vref (T )

∂Vref (T )

∂T
, (5.1)

where Vref is the output voltage of the reference and T is temperature. The

fractional temperature coefficient quantifies the dependence of Vref on tem-

perature at a specific temperature. Since Vref usually varies with temperature

in a nonlinear fashion, to effectively quantify the dependence of Vref on tem-

perature over a specific temperature range, the normalized average temperature

coefficient defined as

TCeff =
1

Vref,avg(Tmax − Tmin)

∫ Tmax

Tmin

Vref(T )dT (5.2)

should be employed. Here Vref,avg is the average value of Vref over the

specified temperature range, Tmin and Tmax are the minimum and maximum

temperature of the temperature range, respectively. Since we usually do not

know the analytical expression of Vref (T ), the following approximation is used

to estimate the normalized average temperature coefficient

TCeff≈
1

Vref,avg

(
Vref,max − Vref,min

Tmax − Tmin

)
, (5.3)

where Vref,min and Vref,max are the minimum and maximum output voltages

of the reference over the temperature range, respectively. Note Vref,avg in (5.3)

is often replaced with the desired reference voltage.

Both the fractional temperature coefficient and effective temperature coef-

ficient have the unit ppm/◦C (ppm is the abbreviation of parts per million).

Often, the maximum variation of the reference voltage over a specific temper-

ature range is used to quantify the effect of temperature on reference voltages

in engineering reports and scientific publications. It can be easily converted

to ppm/◦C. For example, if the maximum variation of the output voltage of a

voltage reference over −20∼100◦C is 5 mV and the average reference voltage

over the temperature range is 1.2 V, the effective temperature coefficient of the

reference voltage is calculated from
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5 × 10−3mV

1.2V × 120◦C
= 3.47 × 10−5/◦C = 34.7 ppm/◦C.

5.1.2 Power Supply Rejection Ratio

Power supply rejection ratio (PSRR) is a measure of how well a voltage

reference can reject the voltage ripples coming from the power supply. It is

defined as

PSRR = 20 log

(
∂Vref

∂VDD

)
(dB). (5.4)

PSRR is a small-signal figure-of-merit and varies with frequency. Since ref-

erences are typically designed at dc, PSRR at dc is often used to compare the

performance of voltage references. At high frequencies, because both intrin-

sic and parasitic capacitances of MOSFETs provide additional paths from the

power supply to the output of the references, PSRR drops with frequencies.

5.1.3 Minimum Supply Voltage

The output voltage of a voltage reference should be independent of the

supply voltage ideally. Although a lower supply voltage is always desirable for

a given voltage reference, there exists a minimum supply voltage below which

Vref is no longer constant. This minimum supply voltage is an indicator of the

low-voltage capability of the voltage reference, and is widely used as a figure-

of-merit to quantify the performance of the voltage reference. Since Vref (T )
is temperature-dependent, the minimum supply voltage is typically measured

at room temperature. It is obtained by sweeping VDD from 0 to the nominal

supply voltage of the given technology while recording Vref , as illustrated in

Fig.5.1.

VDD

Vref

V DD,min
0

Figure 5.1. Dependence of Vref on supply voltage.
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5.2 Temperature Characteristics of MOS Devices

The characteristics of semiconductor devices, such as the mobility of minor-

ity charge carriers, the bandgap voltage of silicon, the forward basing voltage

of pn-junctions, the threshold voltage of MOSFETs, the gate-source voltage of

MOSFETs in weak inversion, and the resistance of poly and diffusion resistors

are temperature-dependent. Some of them increase with temperature while

others decrease with temperature. The temperature-dependent characteristics

of semiconductor devices form the foundation of temperature-compensated

voltage references. In this section, we investigate the temperature character-

istics of MOS devices in detail. The utilization of these properties in design

of temperature-compensated voltage or current references will be dealt with in

Sections 5.3, 5.4, and 5.5.

5.2.1 Base-Emitter Voltage of BJTs

The collect current IC of a bipolar junction transistor (BJT) is related to its

base-emitter voltage VBE by

IC≈ISeVBE/Vt , (5.5)

where IS is the saturation current of the base-emitter pn-junction,

Vt =
kT

q
(5.6)

is the thermal voltage, k = 1.38×10−23 V.C/◦K is Boltsmann’s constant,

q≈1.6×10−16 C is the charge of an electron, and T is the absolute temperature

in degrees Kelvin. Vt≈25.9 mV at room temperature (300◦K). The saturation

current IS is given by [131]

IS =
qAeDnn2

i

WbNA
, (5.7)

where Ae is the cross-sectional area of the emitter, Dn is the effective diffusion

constant of electrons, ni is the concentration of intrinsic carriers in silicon

(ni≈1.5×1010/cm3 at 300◦K [131]), Wb is the width of the base, and NA

the doping of the acceptors in the base. The relation between the effective

diffusion constant and the mobility of electrons is characterized by Einstein

relation [132]

Dn = Vtµn. (5.8)
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The mobility of electrons is temperature-dependent with its dependence de-

picted by [132]

µn(T ) = µn(To)

(
T

To

)m

, (5.9)

where µn(T ) and µn(To) are the mobility of electrons at temperature T and

reference temperature To, respectively. m≈ − 1.2 ∼ −2.0, often m = −1.5
is used. To is often set to room temperature as the performance of integrated

circuits (ICs) is typically optimized at room temperature. The concentration of

the intrinsic carriers in silicon is also a function of temperature [73]

n2
i = c1T

3e−
Eg

kT , (5.10)

where c1 is a constant,

Eg = qVG (5.11)

is the bandgap energy of silicon, and VG is the bandgap voltage of silicon.

Eg≈1.12 eV (electron volt) at 300◦K. Note 1 eV is the amount of the kinetic

energy gained by an electron when accelerated through an electric field of a

potential difference of one volt, i.e.

1eV = 1V×1C≈1.6×10−19Joule. (5.12)

Re-write (5.7) by utilizing (5.9) and (5.10)

IS = c2T
m+4e−

Eg

kT , (5.13)

where

c2 =
c1kAeµn(To)

Tm
o WbNA

. (5.14)

Eq.(5.13) shows that IS is a strong function of temperature. The degree of the

dependence of IS on temperature can be quantified by differentiating IS with

respect to T

∂IS

∂T
= c2(m + 4)Tm+3e−

Eg

kT + c2T
m+4e−

Eg

kT
Eg

kT 2
. (5.15)
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We will make use of (5.15) shortly. Let us first solve (5.5) for VBE

VBE = Vt ln

(
IC

IS

)
. (5.16)

Differentiate (5.16) with respect to T

∂VBE

∂T
=

∂Vt

∂T
ln

(
IC

IS

)
− Vt

IS

∂IS

∂T
. (5.17)

Substitute (5.15) into (5.17)

∂VBE

∂T
=

1

T

[
VBE − (m + 4)Vt −

Eg

q

]
. (5.18)

To find out the typical value of ∂VBE

∂T at room temperature (300◦K), we use

VBE = 750 mV and m = −1.5. Since

Eg

q
≈1.12V, (5.19)

we obtain from (5.18) that

∂VBE

∂T
≈− 1.45mV/◦K. (5.20)

The base-emitter voltage of bipolar junction transistors has a negative temper-

ature coefficient. The temperature dependence of VBE of BJTs on temperature

with a negative temperature coefficient is one of the fundamental principles

upon which temperature-insensitive voltage references are based.

So far, we have learned that the base-emitter voltage of bipolar junction

transistors decreases with temperature. We, however, do not know whether the

dependence of VBE on temperature is linear or nonlinear. Such information

is critical if one wants to generate a correction voltage that offsets the effect

of temperature on VBE such that a temperature-independent voltage can be

generated. In what follows we investigate the exact relation between VBE and

temperature. We follow the approach by Brugler [133] and Tsividis [134].

Writing (5.16) at a reference temperature To, typically room temperature,

and an arbitrary temperature T and subtracting the results give

VBE(T ) =
T

To
VBE(To) +

kT

q
ln

[
IC(T )IS(To)

IC(To)IS(T )

]
, (5.21)
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where VBE(T ) and VBE(To) denote VBE at T and To, respectively. Similar

conventions apply to IC and IS as well. Making use of the expression of IS

derived earlier, i.e.

IS =
qAen

2
i D

WbNA

=
qAec1T

3e−
qVG
kT

kT
q µn

WbNA
, (5.22)

we have

IS(To)

IS(T )
=

(
T

To

)4

e
− q

k

[
VG(To)

To
−VG(T )

T

]
µn(To)

µn(T )
. (5.23)

Making use of (5.23), we can write (5.21) as

VBE(T ) = VG(T ) +
T

To
[VBE(To) − VG(To)] +

4kT

q
ln

(
To

T

)

+
kT

q
ln

[
µn(To)

µn(T )

]
+

kT

q
ln

[
IC(T )

IC(To)

]
, (5.24)

where VG(T ) and VG(To) are the bandgap voltage of silicon at T and To,

respectively. Substitute (5.9) into (5.24)

VBE(T ) = VG(T ) +
T

To
[BBE(To) − VG(To)]

− (m + 4)
kT

q
ln

(
T

To

)
+

kT

q
ln

[
IC(T )

IC(To)

]
. (5.25)

If we assume that the dependence of the collector current on temperature is

given by

IC(T ) = FT δ, (5.26)

where F and δ are constants [134, 131], we can write (5.25) as

VBE(T ) = VG(T ) +
T

To
[VBE(To) − VG(To)]

− (m + 4 − δ)
kT

q
ln

(
T

To

)
.

(5.27)
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If the collector current of the BJT is independent of temperature, i.e. δ = 0,

(5.27) becomes

VBE(T ) = VG(T ) +
T

To
[VBE(To) − VG(To)]

− (m + 4)
kT

q
ln

(
T

To

)
. (5.28)

If the collector current of the BJT is proportional to temperature, i.e. δ = 1,

we have

VBE(T ) = VG(T ) +
T

To
[VBE(To) − VG(To)]

− (m + 3)
kT

q
ln

(
T

To

)
. (5.29)

Fig.5.2 plots (5.29) with VG(T ) modeled using Tsividis’s bandgap voltage

model, specifically

VG(T ) = 1.20595 − 2.7325×10−4T (5.30)

with 300◦K≤T≤400◦K [134], and To = 300◦K, m = −1.5, VBE(To) = 0.7
V. The nonlinear portion is multiplied by 100 so that it can be seen clearly in

the figure. As can be seen from the figure that VBE drops with temperature

approximately linearly. The nonlinear portion of VBE is significantly smaller

as compared with that of the linear portion of VBE .

Eq.(5.27) can also be written as

VBE(T ) = VG(T )

+

[
VBE(To) − VG(To)

To
+ (m + 4 − δ)

k

q
ln(To)

]
T

−
[
(m + 4 − δ)

k

q

]
T ln(T ). (5.31)

The only unknown function in (5.31) is the bandgap voltage of silicon VG(T ).

Numerous studies confirm that the bandgap voltage of silicon decreases

when temperature rises. The dependence of VG(T ) on temperature is often

quantified using Varshni’s formula [135]

VG(T ) = VG(0) − αT 2

T + β
, , (5.32)
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Figure 5.2. Dependence of VBE on temperature when collector current is proportional to

temperature. The nonlinear portion is multiplied by 100 so that it can be seen clearly.

where VG(0) = 1.170 V is the bandgap voltage of silicon extrapolated to 0 ◦K,

α = 4.73×10−4 V/◦K, and β = 636◦K [134]. As pointed out by Tsividis in

[134] that the values of the parameters in Varshni’s formula were chosen to best

fit to the measurement results in the temperature range 0 ∼ 400◦K. They are

by no means the best values for ICs, which normally operate in the temperature

range 200∼400◦K.

Bludau and Onton showed that the dependence of the bandgap voltage of

silicon on temperature can be modeled using the following 2nd-order model

[136]

VG(T ) = a − bT − cT 2, (5.33)

where a, b, and c are empirical fitting constants with their values tabulated

in Table 5.1. Tsividis modified the values of a, b, and c by noting the lack

of accurate measurement at high temperature and the fact that most of the

nonlinear variation of the bandgap voltage only takes place below 300◦K. The

modified values of a, b, and c are given in Table 5.2.
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Table 5.1. Coefficients of Bludau-Onton model of bandgap voltage of silicon.

Temp. range a b c

190∼300◦K 1.17V 1.059×10−5V/◦K −6.05×10−7V/◦K

150∼400◦K 1.1785V −9.025×10−4V/◦K −3.05×10−7V/◦K

Table 5.2. Coefficients of Tsividis model of bandgap voltage of silicon.

Temp. range a b c

150∼300◦K 1.1785V 9.025×10−5V/◦K 3.05×10−7V/◦K

300∼400◦K 1.20595V 2.7325×10−4V/◦K 0

Difficulties are encountered when applying the preceding 2nd-order models

of the bandgap voltage of silicon as two sets of parameters must be used.

Lin and Salama showed that the expressions of Bludau-Onton model can be

replaced with the following single expression

VG(T ) = k1 + k2T + k3T ln(T ) (5.34)

that is valid over 150◦K≤T≤400◦K with k1 = 1.1774 V, k2 = 3.042×10−4

V/◦K, and k3 = −8.459×10−5 V/◦K [137]. A key advantage of Lin-Salama

model is that it allows us to combine VG(T ) with VBE(T ) as both have the

same expression such that only a single correction voltage needs to be generated.

Fig.5.3 provides a numerical comparison of these models. It is observed from

the figure that the difference between these model is rather small.

Having obtained the mathematical approximation of the bandgap voltage

silicon, we now show that VBE can be represented by the following polynomial

series of temperature

VBE = a0 + a1T + a2T
2 + ... (5.35)

We first replace T ln(T ) in (5.31) with its Taylor series expansion at reference

temperature To
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Figure 5.3. Comparison of models of bandgap voltage of silicon.

T ln(T ) = Toln(To) + [1 + ln(To)] (T − To) +
1

To
(T − To)

2 + ... (5.36)

Secondly, we use Lin-Salama model for the bandgap voltage of silicon and

replace its nonlinear term with its Taylor series expansion at To

VG(T ) = k1 + k2T

+ k3

[
Toln(To) + [1 + ln(To)] (T − To) +

1

To
(T − To)

2 + ...

]
.

(5.37)

Substituting (5.27) and (5.37) into (5.31) will yield (5.35).

5.2.2 Threshold Voltage of MOSFETs

The threshold voltage of MOS transistors is given by

VT = VTo + γ
(√

VSB + 2φF −
√

2φF

)
, (5.38)
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where VSB is the source-substrate voltage, φF is Fermi potential calculated

from

φF = Vt ln

(
NA

ni

)
(5.39)

with NA the doping of the substrate, φF≈0.3 V for a typical p-type silicon

substrate [138], γ is the body effect constant calculated from

γ =

√
2qǫsiNA

Cox
, (5.40)

with

Cox =
ǫox

tox
(5.41)

the gate capacitance per unit area, ǫox = 3.5×10−13 F/cm the dielectric constant

of oxide, ǫsi = 1.05×10−12 F/cm the dielectric constant of silicon, and tox the

thickness of the gate oxide. VTo, the threshold voltage when VSB = 0, is a

function of a number of parameters including Fermi potential [132, 138, 131].

Since φF is a strong function of temperature, the threshold voltage also varies

with temperature. VT (T ) decreases with temperature almost linearly and is

typically depicted using the following first-order model [132]

VT (T ) = VT (To) + αVT
(T − To), (5.42)

where VT (T ) and VT (To) are the threshold voltage at T and To, respectively,

and αVT
is the temperature coefficient of the threshold voltage. The typical

value of αVT
is in the range of -0.5 mV/◦C ∼ -4 mV/◦C with -2.4 mV/◦C

perhaps the most frequently used [131, 139, 140].

5.2.3 Gate-Source Voltage of MOSFETs in Weak Inversion

The small channel current of MOSFETs in weak inversion is the backbone of

low power design. This unique characteristic of MOSFETs has been utilized re-

cently in low-noise amplifiers [141–143], oscillators [144], and receivers [145],

to name a few. A number of in-depth studies on the behavior of MOSFETs in

weak inversion, in particular, the channel current, are available [131, 146, 132,

147]. In this section, we utilize the widely used EKV model, developed by

C. Enz, F. Krummenacher and E. Vittoz [148], to investigate the temperature

dependence of the gate-source voltage of MOSFETs in weak inversion.
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The channel current of an nMOS transistor in weak inversion is given by

[146]

ID = ID0e
VGS−VT

nVt

(
1 − e

−VDS
Vt

)
, (5.43)

where

ID0 = 2nµnCoxSV 2
t , (5.44)

n = 1 +
Cox

Cjs
, (5.45)

S =
W

L
(5.46)

is the aspect ratio, Cox is the gate-oxide capacitance per unit area, Cjs is

the capacitance of the depletion region under the channel as shown in Fig.5.4

graphically, and VT is the threshold voltage of the transistor. Often n = 1.5 is

used [149]. It is seen that the channel current of MOSFETs in weak inversion

rises with VGS in an exponential fashion. This bears a strong resemblance to

IC∼VBE relation of BJTs.

When VDS≤3Vt≈78 mV,

1 − e−
VDS
V t ≈1,

(5.43) is simplified to

ID≈ID0e
VGS−VT

nVt . (5.47)

ID in this case becomes independent of VDS , a distinct characteristic of MOS-

FETs in weak inversion. Another unique characteristic of MOSFETs in weak

inversion is the dependence of the transconductance on the channel current

gm =
∂ID

∂VGS
=

ID

nVt
. (5.48)

Note the transconductance in strong inversion is given by
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Figure 5.4. Cross-sectional view of MOSFETs.

gm≈ 2ID

VGS − VT
. (5.49)

The boundary between weak and strong inversion regions is set by equating

(5.48) and (5.49)

VGS = VT + 2nVt. (5.50)

Devices are therefore in weak inversion if VGS≪VT +2nVt and in strong inver-

sion otherwise. Note when VGS is in the neighborhood of VT +2nVt, the device

is said in moderate inversion. For this reason, it is strongly recommended to

establish VGS≪VT +2nVt to ensure that devices do operate in weak inversion.

It should also be noted that the small VGS of devices in weak inversion enables

us to lower the minimum VDD.

Having briefly reviewed the characteristics of MOSFETs in weak inversion,

we now turn our attention to the effect of temperature on the gate-source

voltage VGS of MOSFETs in weak inversion. The temperature dependence of

the channel current of MOSFETs in weak inversion is evident from (5.44) and

(5.47), specifically, µn, Vt, and VT are all functions of temperature. Writing

(5.47) at T and To, and dividing the results yield

ID(T )

ID(To)
=

µn(T )

µn(To)

T 2

T 2
o

e
q

nk

[
VGS (T )−VT (T )

T
−VGS (To)−VT (To)

To

]
. (5.51)
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Solving (5.51) for VGS(T ) and making use of the temperature-dependence of

the mobility given in (5.9) yield

VGS(T ) =
T

To
VGS(To) +

(
1 − T

To

)
[VT (To) − αVT

To]

+
nkT

q
ln

[
ID(T )

ID(To)

(
To

T

)α]
, (5.52)

where α = m + 2. If the temperature dependence of ID is given by

ID = FT δ, (5.53)

(5.52) becomes

VGS(T ) = [VT (To) + αVT
To] +

[
VGS(To)

To
+ αVT

− VT (To)

To

]
T

− nkT

q
(δ − α) ln

(
T

To

)
. (5.54)

Grouping the like terms of (5.54) yields

VGS(T ) = VT (To) + αVT
To

+

[
VGS(To)

To
+ αVT

− VT (To)

To
− nk(δ − α)

q
ln(To)

]
T

+
nk

q
(δ − α)T ln(T ). (5.55)

It is evident from (5.55) that the effect of temperature on VGS of MOSFETs in

weak inversion bears a strong resemblance to that of VBE of BJTs. Eq.(5.55)

can be written in the following general form

VGS(T ) = a0 + a1T + a2T ln(T ), (5.56)

with a0, a1, and a2 given by

a0 = VT (To) + αVT
To,

a1 =
VGS(To)

To
+ αVT

− VT (To)

To
− nk

q
(δ − α) ln(To),

a2 =
nk

q
(δ − α).

(5.57)
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The polarity of a1 at room temperature (300◦K) is determined as the follows :

Use m = −1.5, we have α = m + 2 = 0.5. Also, the value of αVT
is in the

range -0.5 mV/◦C∼-4 mV/◦C. If δ = 0, i.e. the channel current is constant, we

have a1 < 0. If δ = 1, i.e. the channel current is PTAT,

nk

q
(δ − α)ln(To)≈3.69×10−4mV, (5.58)

which is much smaller as compared with αVT
. Clearly a1 < 0 in this case. The

polarity of the nonlinear term depends upon the value of δ. If δ = 0, a2 > 0.

Otherwise, a2 < 0. Since the value of the nonlinear term is much smaller

compared with that of the linear term, VGS of MOSFETs in weak inversion

has a negative temperature coefficient. This is very similar to the temperature

characteristics of VBE of BJTs.

5.2.4 Resistance of Diffusion and Poly Resistors

Poly resistors and diffusion resistors are the most widely used resistors in

CMOS technologies. Both silicide and non-silicide types of these resistors

are usually available. The former has a low sheet resistance with a large

variance while the latter offers a large sheet resistance with a small variance.

For example, the sheet resistance of silicide poly resistors is approximately

8 Ω and that of non-sicilide poly resistors is approximately 3 kΩ in a typical

0.18µm CMOS technology. Diffusion resistors consist of both n+ diffusion and

n-well resistors. The former offer a very low sheet resistance while the latter

provide a large sheet resistance. p+ and p-well resistors also exist in triple-well

processes. Diffusion resistors have a large junction capacitance between the

diffusion area and the substrate, and their resistance varies with the voltage of

their terminals in a nonlinear fashion [73]. The resistance of both poly and

diffusion resistors is temperature-dependent and is typically quantified using

the following second-order model [150]

R(T ) ≈ R(To)
[
1 + α1(T − To) + α2(T − To)

2
]
, (5.59)

where R(T ) and R(To) are the resistance at temperature T and reference

temperature To, respectively, and α1 and α2 are the first-order and second-

order temperature coefficients, respectively. α1 and α2 have the units ppm/◦C

and ppm/◦C2, respectively. The value and polarity of α1 and α2 are process-

dependent. The temperature coefficients of diffusion resistors are typically

several times those of poly resistors. For example, α1 of n-well resistors in

a 0.25µm CMOS process is 3600 ppm/◦C while that of high-resistive poly

resistors is -620 ppm/◦C [151]. The temperature coefficients of high-resistive
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poly resistors and p-diffusion resistors of a 0.6 µm CMOS technology are -1050

ppm/◦C and 1650 ppm/◦C, respectively [152].

5.2.5 PTAT Voltage / Current Generators

It was shown in the preceding sections that the base-emitter voltage of

BJTs varies with temperature with a negative temperature coefficient. To

create a temperature-independent reference voltage, a correction voltage with

a positive temperature coefficient is clearly needed in order to offset the effect

of temperature on VBE . In this section, we investigate the circuits that generate

a proportional-to-absolute-temperature (PTAT) voltage / current.

Q1 Q2

vBE1 vBE2

DvBE

J J

Figure 5.5. Circuit that generates a proportional-to-absolute-temperature voltage.

Consider the circuit shown in Fig.5.5. Let the ratio of the cross-sectional

area of the emitter of Q2, denoted by Ae2, to that of Q1, denoted by Ae1, be

n, i.e. Ae2 = nAe1. The collector current of Q1 is the same as that of Q2.

Because

∆VBE = VBE1 − VBE2 = Vt ln

(
IS1

IS2

)
=

kT

q
ln(n), (5.60)

∆VBE is PTAT. To find out the temperature coefficient of ∆VBE , we differen-

tiate (5.60) with respect to T

∂∆VBE

∂T
=

k

q
ln(n) = 0.086 ln(n) (mV/◦K). (5.61)

Eq.(5.61) shows that the temperature coefficient of ∆VBE is positive and is

much smaller as compared with that of VBE , which is approximately -1.45

mV/◦K derived earlierȦ total compensation of the temperature effect on VBE

using ∂∆VBE

∂T requires that
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∂∆Vbe

∂T
+

∂Vbe

∂T
= 0, (5.62)

from which we obtain

0.086 ln(n) − 1.45 = 0.

Solve for n

n = e16.86 = 2.1×107.

in order to achieve the total compensation. Fortunately, this difficulty can be

avoided by using circuit configurations, as demonstrated by Widlar [153, 154]

and Brokaw [155]. We will study these circuits shortly in Section 5.3.

The circuit of Fig.5.5 possesses a unique characteristic that the value of

∆VBE is independent of the collector currents of Q1 and Q2. This is important

as it allows us to minimize the power consumption of the circuit by reducing J
without sacrificing the PTAT of ∆VBE .

Because the bipolar junction transistors in the preceding PTAT circuit are

used for temperature sensing only, they can be implemented in standard CMOS

technology. A vertical PNP transistor can be implemented using a n-well, as

shown in Fig.5.6 [156]. Note the collector of the transistor is the substrate,

which is always connected to the ground. It was shown in [157] the abso-

lute temperature accuracy of substrate PNP transistors can be ±0.1◦C in the

temperature range −50∼130◦C. Similarly, a vertical NPN transistor can be

implemented in a deep n-well when triple-well CMOS technologies are used,

as shown in Fig.5.7 [158, 159].

p+n+

B E

p+

C

NW

n+n+

p-substrate

E

B

C

Figure 5.6. Cross-sectional view of vertical PNP bipolar junction transistors in CMOS tech-

nologies.

The ratio of the emitter area of Q1 to that of Q2 must be prohibitively large
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Figure 5.7. Cross-sectional view of vertical NPN bipolar junction transistors in CMOS tech-

nologies.

5.2.6 Zero-Temperature-Coefficient Bias Point

The channel current of nMOS transistors biased in saturation is given by

ID≈1

2
µnCoxS(VGS − VT )2. (5.63)

Note that we have neglected the effect of channel length modulation to simplify

analysis. Since both the mobility of electrons given by (5.9) and the threshold

voltage of MOSFETs given by (5.42) are the functions of temperature and both

have negative temperature coefficients, it is possible to make ID independent of

temperature by properly choosing VGS . To illustrate this point, we differentiate

(5.63) with respect to temperature T and impose

∂ID

∂T
= 0,

∂VGS

∂T
= 0.

(5.64)

The result is given by

VGS = VT + 2µn

(
∂VT /∂T

∂µn/∂T

)
. (5.65)

Substitute (5.9) and (5.42) into (5.65)

VGS = VT (To) − αVT
To + αVT

(
1 +

2

m

)
T. (5.66)
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The first two terms on the right hand side of (5.66) are functions of the reference

temperature while only the last term varies with temperature. To ensure that

VGS is independent of temperature, m = −2 is required. It was shown in [139,

140, 160] that the value of m is indeed in the vicinity of -2. If we assume

m = −2, (5.66) becomes

VGS(T ) = VT (To) − αVT
To. (5.67)

Eq.(5.67) shows that VGS in this case is independent of temperature. The

corresponding current is obtained from (5.63)

ID =
1

2
µn(To)CoxSα2

VT
T 2

o . (5.68)

The operating point of the device in this case is independent of temperature,

it is called the zero-temperature-coefficient (ZTC) bias point, as illustrated in

Fig.5.8. Clearly if the device is biased at its ZTC bias point, the effect of

temperature on VGS and ID is removed completely.

VGS

IDS, ZTC

T1

T2

T3

T4
IDS

VGS, ZTC

Figure 5.8. Zero-temperature-coefficient (ZTC) point. Tk > Tk+1.

5.3 First-Order Voltage References

It was shown in the preceding sections that VBE of BJTs is a nonlinear

function of temperature. VBE can be linearized at a reference temperature To,

as shown graphically in Fig.5.9. In order to generate a temperature-independent

reference voltage Vref , a correction voltage Vc that compensates the effect of

the temperature on VBE is required. The reference voltage in this case is given

by
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Vref = aVBE + bVc, (5.69)

where a and b are constants, with the constraint

∂Vref

∂T

∣∣∣
T=To

= 0. (5.70)

Since VBE varies with temperature in a nonlinear fashion, the correction volt-

age Vc must also vary with temperature in a nonlinear fashion accordingly.

Further, VBE can be broken down into a linear portion and a nonlinear por-

tion. The former varies with temperature linearly while the latter changes with

temperature in a nonlinear fashion. Vc needs also to be broken down into a

linear component denoted by Vc1 and a nonlinear component denoted by Vc2,

as shown in Fig.5.9. Vc1 is used to cancel out the linear dependence of VBE on

temperature while Vc2 offsets the nonlinear dependence of VBE on temperature

[134]. When only the linear dependence of VBE is compensated, these voltage

references are termed the first-order voltage references. Since we are only

interested in the first-order bandgap references in this section, our attention

will be on how to create Vc1. The presentation of how to generate Vc2 will be

given in Section 5.4.

VBE

To T

Vref

V

Vc

Vc,1 Vc,2

Figure 5.9. Compensation of base-emitter voltage of BJTs.
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5.3.1 Widlar Voltage Reference

Consider the circuit shown in Fig.5.10. As compared with Fig.5.5, two

resistors R1 and R2, and an auxiliary amplifier are added. We continue to

assume that Ae2 = nAe1. In addition, we assume that the auxiliary amplifier

is ideal, and M1 and M2 are perfectly matched.

Q1 Q2

R

M1 M2

1 2

1

R2

VrefID1 ID2

VBE1 VBE2

Figure 5.10. PTAT-compensated voltage reference.

RQ2

2

RQ1

1

vsg2vsg1
g    vsg1m1 g    vsg2m2

A
R2

Figure 5.11. Simplified small-signal equivalent circuit of PTAT-compensated voltage refer-

ence.
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To show that the negative feedback formed by M1, M2, and the auxiliary

amplifier ensures V1 = V2, we replace Fig.5.10 with its simplified small-signal

equivalent circuit shown in Fig.5.11. Here we use two resistors RQ1 and RQ2

to replace Q1, and the combination of Q2 and R1, respectively to simplify

analysis. Let the voltage gain of the amplifier be A. Write KCL at nodes 1 and

2

V1

RQ1

− gm1 [0 − A(V2 − V1)] = 0,

V2

RQ2

− gm2 [0 − A(V2 − V1)] = 0.

(5.71)

Solving for V1 and V2

V1 =

(
1 +

1

RQ2gm2A

)
V2,

V2 =

(
1 − 1

RQ1gm1A

)
V1.

(5.72)

In the limit A→∞, V1 = V2 is established. Having derived V1 = V2, let us

now find the output voltage Vref . Making use of V1 = V2, we have

VBE2 + R1ID1 = VBE1, (5.73)

where ID1 is the current of M1. Solving (5.73) for ID1

ID1 =
VBE1 − VBE2

R1

=
Vt

R1

ln(n). (5.74)

The current mirror M1-M2 ensure that ID1 = ID2. It is seen from (5.74) that

ID1 and ID2 are PTAT. The output voltage Vref is obtained from

Vref = VBE1 +
R2

R1

Vt ln(n). (5.75)

It is important to note that since R1 and R2 are realized using the same type of

resistors, the temperature-dependence of R2
R1

is removed. This is demonstrated

in (5.76)
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R2(T )

R1(T )
=

R2(To) [1 + α(T − To)]

R1(To) [1 + α(T − To)]
=

R2(To)

R1(To)
. (5.76)

The derivative of (5.75) with respect to T is given by

∂Vref

∂T
=

∂VBE1

∂T
+

R2

R1

k

q
ln(n). (5.77)

It was shown earlier that the first term on the right hand side of (5.77) is approxi-

mately -1.45 mV/◦K at 300 ◦K while the second term equals to +0.086R2
R1

ln(n)
mV/◦K. By properly choosing the resistance ratio and the emitter area ratio,
∂Vref

∂T = 0 can be achieved for a given temperature, typically the room tem-

perature. Since VBE is compensated by a PTAT correction voltage, only the

first-order compensation of the dependence of VBE on temperature can be

achieved. The output voltage of Fig.5.10 provides the first-order correction to

the temperature effect of VBE .

The minimum supply voltage of the reference circuit is given by

VDD,min = VBE,min + VR1 + VR2 + VSD2. (5.78)

Since M1 and M2 are in saturation, VSD2,min = Vsat, where Vsat is the

pinch-off voltage of transistors. Also, because the minimum VBE of BJTs,

especially the vertical BJTs implemented in standard CMOS technologies, is

not small with its typical value around 0.7 V at room temperature, VDD,min

of the reference circuit is in the vicinity of 1 V. Further lowering the supply

voltage of the circuit becomes difficult.

Since VBE≈0.7 V at room temperature and it varies with temperature at a

rate of approximately -2 mV/◦C over the temperature range of -40◦C ∼ 125◦C,

VBE will vary from 830 mV to 500 mV. It becomes difficult to design amplifiers

with such a large common-mode input voltage range while VDD is scaled down

to the neighborhood of 1 V [161, 162].

The currents of the transistors are computed from

ID1,2 =
∆VBE

R1

=
Vt

R1

ln(n). (5.79)

With Vt≈25.6 mV at 300◦K, ID1,2 will be quite large unless a large R1 is

used. For example, with n = 10 and if we want ID1,2 = 10 nA, R1≈6.1 MΩ
is required. Clearly, Fig.5.10 is not suitable for applications such as passive

wireless microsystems where a stringent constraint on power consumption

exists.
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5.3.2 Banba Voltage Reference

Banba et al. proposed a CMOS voltage reference that can operate with a

sub-1V supply voltage [163, 161, 104]. Fig.5.12 is the simplified schematic

of Banba voltage reference. As compared with Fig.5.10, two resistors R1 and

R2 are added. In addition, the output voltage is sampled using an additional

current branch formed by M3 and R3 with S3 = kS1 = kS2. The feedback

formed by M1, M2, and the auxiliary amplifier ensures V1 = V2. This leads

to IR1 = IR2 . The current mirror formed by M1 and M2 also ensures that

ID1 = ID2. Since IR1 = IR2 = VBE1
R1

and ID1 = ID2, IC1 = IC2 follows.

Further because Ae2 = nAe1, we have

∆VBE = VBE1 − VBE2 = Vt ln(n), (5.80)

and

IC2 =
∆VBE

R0

=
Vt ln(n)

R0

. (5.81)

Thus IC1 and IC2 are PTAT. The channel current of M2 is determined from

ID2 = IC2 + IR2 =
VBE1

R1

+
Vt ln(n)

R0

. (5.82)

Once ID2 determined, it is mirrored to the output branch with ID3 = kID2.

The reference voltage Vref is obtained from

Vref = R3ID3 = k
R3

R1

[
VBE1 + Vt ln(n)

R1

R0

]
. (5.83)

Eq.(5.83) shows that Vref can be made independent of temperature at a given

temperature by adjusting R0, R1, and n. Also, the reference voltage can be

adjusted conveniently by varying R3 and k.

The minimum supply voltage of Banba voltage reference is given by

VDD,min = VBE,min + VR0 + Vsat, (5.84)

where VR0 is the voltage drop across R0. As compared with (5.78), the

minimum supply voltage is reduced. The additional current paths provided by

R1 and R2 also reduce the currents flowing through Q1 and Q2, lowering VBE .

As demonstrated by Lin et al., the bandgap reference implemented in a 0.35µm

CMOS technology can operate reliably with VDD = 0.88 V [104].
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Q1 Q2

vBE1 vBE2

R

M1
M2

I

1 2

M3

D2ID1 ID3

0

R1
R2 R3

IR1 IR2
Vref

IC1 IC2

1:1 1:k

Figure 5.12. Voltage reference proposed by Banba et al. [163].

5.3.3 Waltari-Halonen Voltage Reference

Difficulties are encountered when lowering the supply voltage of the aux-

iliary amplifier of Banba voltage reference to sub-1 V and at the same time

accommodating the high common-mode input voltage of the auxiliary amplifier

lower-bounded by VBE . As shown in (5.25), VBE of vertical BJTs is mainly

set by the bandgap voltage of silicon, which is approximately 0.7 V at room

temperature. Waltari and Halonen used resistor voltage dividers to effectively

lower the common-mode input voltage of the amplifier, as shown in Fig.5.13

[161]. Since

V1 =
R1B

R1A + R1B
VBE1, (5.85)

and

V2 =
R2B

R2A + R2B
(VBE2 + R0IC2), (5.86)

the common-mode input voltage of the amplifier is reduced. Because V1 = V2,

IR1B
= IR2B

follows. As a result, V3 = V4. A PTAT current IR0 is generated by

Q1, Q2, and R0. The operation principle of Waltari-Halonen voltage reference

is the same as that of Banba voltage reference. This simple design technique

has gained its broad popularity since its inception [164, 165, 151].
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Q1 Q2

R

M1
M2 I
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M3

D2ID1 ID3

0R1A

R3

IR1
IR2

Vref

R2A

R2BR1B

3 4

Figure 5.13. Voltage reference proposed by Waltari and Halonen [161].

5.3.4 Jiang-Lee Voltage Reference

Jiang and Lee showed that the difficulties associated with the high common-

mode input voltage of the auxiliary amplifier in Banba voltage reference can also

be avoided by replacing the auxiliary amplifier with a transimpedance amplifier,

as shown in Fig.5.14 [166, 160]. The transimpedance amplifier is designed in

such a way that it has a low input impedance and a large transimpedance gain,

ensuring V − = V + and IR1 = IR2. With R1 = R2, we have V1 = V2. As a

result,

IR0 =
VBE1 − VBE2

R0

=
Vt ln(n)

R0

. (5.87)

Since

IR1 =
VBE1 − V −

R1

, (5.88)

we have

ID4 = IR0 + IR2

=
Vt ln(n)

R0

+
VBE1 − V −

R1

. (5.89)

The output voltage is obtained from
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Vref =
S5

S4

R3

[
Vt ln(n)

R0

+
VBE1 − V −

R1

]
. (5.90)

It is seen that the only difference between (5.90) and the output voltage of

Widlar voltage reference given in (5.75) is the term associated with V −. To

remove this term from (5.90), an auxiliary current source whose current is

I = V −

R1
is injected into the output node. As a result, the output voltage

becomes

Vref =
S5

S4

R3

[
Vt ln(n)

R0

+
VBE1

R1

]
. (5.91)

The need for a transimpedance amplifier with a large gain and the need for

an auxiliary current source increase the power consumption. In order to lower

the supply voltage, the transimpedance amplifier must be configured in such a

way that it can operate at a low supply voltage. The minimum supply voltage

of the voltage reference is therefore lower bounded by VBE + Vsat.

R

I

1 2

M5

D4
ID3 ID5

0

M4

M3

R3

V

R1 R2

refIR1 IR2

Q1 Q2

TIA I

Figure 5.14. Voltage reference proposed by Jiang and Lee [166].

5.3.5 Threshold Voltage Based Voltage References

A critical issue associated with the preceding BJT-based references is that

the characteristics of vertical BJTs in CMOS technologies are usually poorly

modeled in most CMOS technologies. This creates a great difficulty in the

accurate prediction of the performance of reference circuits in the design stage
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[167]. It was shown earlier that the two temperature-dependent parameters of

MOS transistors are the threshold voltage and the mobility of minority charge

carriers, Dai et al. showed that if two separate circuits, one nMOS-based and

one pMOS-based, are constructed in such a way that their output voltage varies

with temperature in an identical linear fashion, then the difference of the output

voltage of these two voltages can be made independent of temperature [168].

Fig.5.15 shows the simplified schematic of such a design. Let us focus on the

pMOS sub-circuit first. Because M1 is diode-connected while M2 is in triode,

we have

ID1 =
1

2
µpCoxS1 (Va − |Vtp|)2 , (5.92)

and

ID2 = µpCoxS2

[
(VP − |Vtp|)(VP − Va) −

1

2
(VP − Va)

2

]
, (5.93)

where

Va =

(
R2

R1 + R2

)
VP = apVp.

Making use of ID1 = ID2, we obtain

[
1 − a2

p(1 + bp)
] ( VP

|Vtp|

)2

− 2 [1 − ap(1 + bp)]

(
VP

|Vtp|

)
− b = 0, (5.94)

where bp = S1/S2, and Vtp is the threshold voltage of pMOS transistors. Solve

(5.94) for VP

VP =

[
1 − ap(1 + bp) + (1 − ap)

√
1 + bp

1 − a2
p(1 + bp)

]
|Vtp|. (5.95)

It is seen from (5.95) that the dependence of VP on mobility µp is completely

removed. Also observed is that VP is a linear function of Vtp. Similarly, one

can show that the output voltage of the nMOS sub-circuit is given by

VN =
Vtn − Vtno

√
bn

1 − an(1 +
√

bn)
, (5.96)

where
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an =
R4

R3 + R4

, (5.97)

bn = S3/S4, Vtn is the threshold voltage of nMOS transistors and Vtno is the

threshold voltage of nMOS transistors without body effect. It is evident from

(5.96) that VN is a linear function of Vtn.
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ID2
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R
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M2

ID1

2

R

ID4

3

R

Vref M3

M4

ID3

4

VP VN

a b

Figure 5.15. Threshold voltage based voltage reference proposed by Dai et al. [168].

As detailed in Section 5.2 that the threshold voltage of MOS transistors varies

with temperature nearly linearly. VP and VN are therefore linear functions of

temperature with their rate of dependence on temperature adjusted by varying

an, bn, ap, and bp. Finally, the reference voltage Vref is obtained from

Vref = k1VP − k2VN , (5.98)

where k1 and k2 are the coefficients of the subtracter. By adjusting an, bn,

ap,bp, k1, and k2, Vref can be made independent of temperature.

The threshold-voltage based voltage reference is not particularly attractive

for low-power applications. This is due to the fact that two auxiliary amplifiers

and a subtracter, often implemented using an operational amplifier, are needed.

Also, since Va,min = |Vtp| and Vb,min = Vtn, the current drawn by the resistor

networks will be large, further increasing the power consumption.

5.3.6 Buck Voltage Reference

A common drawback of the preceding voltage references is that their accu-

racy is severely affected by the accuracy of the resistance of resistors. It is well

known that the accuracy of silicide resistors is poor. Although non-silicide

resistors offer an improved accuracy, their accuracy is still in the neighborhood

of ±15%. As a result, a precision reference voltage can only be obtained using
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resistance trimming, which is both area and power hungry. Also, non-silicide

resistors are in general not available in digitally-oriented CMOS technology

while diffusion resistors, which are available in digitally-oriented CMOS tech-

nology, suffer from the drawbacks of a poor accuracy, a poor linearity, and a

strong interaction with the substrate, further complicating design.

Buck et al. proposed a resistor-less CMOS bandgap reference by employ-

ing an inverse function technique [169, 167]. Fig.5.16 shows the simplified

schematic of Buck bandgap reference. All MOS transistors are in saturation.

Bipolar transistors Q1 and Q2 are used to sense temperature with Ae2 = nAe1.

The following relations

ID1 = GID4,
ID2 = GID3

(5.99)

are established from S6 = GS5, ID1 = GID4 = GBID3, and ID2 = ID1/B =
GID3. Substituting the expressions of ID1, ID2, ID3, and ID4 into (5.99) yields

VSG1 − |Vtp| =
√

AG (VSG4 − |Vtp|) , (5.100)

and

VSG2 − |Vtp| =
√

AG (VSG3 − |Vtp|) . (5.101)

Further subtracting (5.101) from (5.100) and noting that

VSG4 − VSG3 = VBE2 − VBE1 = −∆VBE = −Vt ln(n), (5.102)

we arrive at

Vref = VBE2 +
kT

q

√
AG ln(n). (5.103)

Eq.(5.103) shows that by varying
√

AG, Vref can be made independent of

temperature.

It is important to note that the current relations given in (5.99) form the

foundation for the elimination of the mobility of the minority charge carriers,

which is temperature-dependent, in (5.100) and (5.101). The terms associated

with the threshold voltage of pMOS transistors in (5.100) and (5.101) are also

eliminated from the subtraction of (5.101) and (5.100). As a result, the reference

voltage is only determined by the aspect ratio of the transistors and the emitter
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area ratio of Q1 and Q2. The weighting factor
√

AG is a function of the aspect

ratio of the transistors and can be adjusted using digital trimming. The cost of

digital trimming both in terms of power and silicon resources, however, must

be tightly controlled if one wants to minimize the overall power consumption

of the voltage reference.

M3

ID3

Vref

M2M4

M5 M6

M1

Q1 Q2
ID4 ID2

ID1

I
I

1:G

(W/L) B(W/L)A(W/L) AB(W/L)

Figure 5.16. Resistor-less voltage reference proposed by Buck et al. [167].

The preceding Buck bandgap reference was modified by Gu at el. in [170]

where two voltage references, one with a positive temperature coefficient and

the other with a negative temperature coefficient, are generated in a way similar

to that of Buck bandgap reference. The output of the two voltage references

are fed to two temperature coefficient tuning circuits where two distinct refer-

ence voltages are generated. As compared with Buck bandgap reference, the

output voltages of Gu voltage reference are lower and tunable. The need for

two voltage reference circuits and their corresponding temperature coefficient

tuning circuits, however, makes it difficult to lower its power consumption.

New topologies and design techniques for resistor-less bandgap references

continue to emerge, aiming at either improving the accuracy [171, 172] or

lowering power consumption [173]. We will examine these designs in detail

in Section 5.4 and Section 5.5 where curvature-compensated references and

ultra-low power references are investigated.

5.3.7 Comparison of First-Order Voltage References

Table 5.3 compares the performance of the first-order references reported

recently. It is seen that the temperature coefficient of these first-order references
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is in general high with a lower bound around 15 ppm/◦C [174]. A further

reduction of the temperature coefficient requires the compensation of the high-

order terms of VBE .

Table 5.3. Performance comparison of first-order voltage references.

Reference Tech. TC Temp. PSRR Min.

[ppm/◦C] [◦C] [dB] VDD [V]

Banba et al. (99)[163] 0.4µm 118 27∼125 – 0.84

Waltari-Halonen (00) [161] 0.5µm 16.2 -20∼100 – 0.95

Jiang-Lee (00) [166] 1.2µm 60 0∼100 20 1.2

Hoon et al. (02) [175] 0.8µm 17.7 -40∼120 110 –

Leung-Mok(02) [164] 0.6µm 15 0∼100 44 –

Buck et al. (02) [167] 0.5µm 122 0∼70 45 3.7

Chen-Shi(03) [165] 0.18µm 50 0∼110 – 1

Dai et al. (04) [168] 0.5µm 32 -10∼80 40 –

Lin et al. (05) [104] 0.35µm 13.6 -20∼120 75 0.88

Crovetti-Fiori (07) [176] 0.35µm 30 -40∼110 65 0.85

Falconi et al. (07)[177] 0.13µm 191 -10∼80 52 1

Bendali-Audet (07) [160] 0.18µm 185 0∼100 27.5 1

Gu et al. (08) [170] 0.35µm 100 0∼80 41 2

5.4 High-Order Voltage References

It was shown in Section 5.2 that the base-emitter voltage of bipolar junc-

tion transistors contains both a linear portion whose value is proportional to

temperature and a nonlinear portion whose value is a nonlinear function of tem-

perature. The linear portion dominates. We further showed in Section 5.3 that

first-order voltage references only compensate the linear portion of VBE using

a PTAT correction voltage. Because the nonlinear temperature dependence of

VBE is not considered in these references, the temperature coefficient of first-

order voltage references is rather high and is lower-bounded by 15 ppm/◦C

approximately, as evident in Table 5.3. To improve the accuracy of voltage

references, the nonlinear dependence of VBE must be compensated. These

voltage references are termed the high-order voltage references, also known as

curvature-compensated voltage references.

A number of design techniques have been developed to provide curvature

compensation for VBE . The early investigation on curvature-compensated

voltage references by Song and Gray utilizes switched-capacitor techniques

to provide the 2nd-order compensation for VBE [156]. The voltage reference

proposed by Lin and Salama and implemented in a 5µm CMOS technology
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achieves a temperature coefficient of 15.1 ppm/◦C over 0 ∼ 70◦C by using

three differential amplifiers and dual power supplies [137]. The exponen-

tially curvature-compensated voltage reference proposed by Lee et al. utilizes

the temperature characteristics of the current amplification coefficient of BJTs

to construct a correction voltage [174]. This method provides better com-

pensation as compared with the 2nd-order compensation approach by Song

and Gray. Implemented in a 1.5µm BiCMOS technology, the temperature

coefficient of Lee voltage reference is reduced to below 10 ppm/◦C. These

early implementations of curvature-compensated references, however, either

require Bipolar or BiCMOS technologies, or employ complex configurations

such as switched-capacitor networks, making them less attractive for ultra-low

power applications, especially for passive wireless microsystems where a strin-

gent constraint on power consumption exists. In what follow, we investigate

high-order voltage references that are specifically tailored for low-voltage low-

power applications. Ultra-low power voltage references where devices operate

in week inversion will be dealt with separately in Section 5.5.

5.4.1 Piecewise-Linear Voltage Reference

Rincon-Mora and Allen proposed a current-mode piecewise-linear curvature-

compensated voltage reference [178]. Huang et al. improved the design by

lowering the power consumption and improving the temperature coefficient

[179]. The simplified schematic of Huang voltage reference is shown in

Fig.5.17. All transistors are in strong inversion except M1, which operates

in the deep triode and behaves as a resistor. The PTAT circuit consisting of Q1,

Q2, M1-M3, and the auxiliary amplifier ensures that

ID4 =
Vt ln(n)

Rds1
, (5.104)

where n is the ratio of the emitter area of Q2 to that of Q1, and Rds1 is the

channel resistance of M1. When temperature rises, ID4 increases accordingly.

ID5 =
(

S5
S4

)
ID4 also increases. As a result, VGS2 = VDS2 rises. Since

M6 is diode-connected, ID6 increases. This is echoed with a drop of ID2 as

ID2 = ID5−ID6. As a result, VGS2 = Vref also drops. The preceding analysis

shows that there is no open-loop compensation for the linear or nonlinear

portions of VBE . This differs from the preceding voltage references. Instead,

Huang voltage reference uses negative feedback to stabilize Vref .

5.4.2 Malcovati Voltage Reference

The simplified schematic of the voltage reference proposed by Malcovati et

al. is shown Fig.5.18 [180–182]. M1 and M2 are identical, so are Q1 and

Q3. The emitter area of Q2 is n times that of Q1, i.e. Ae2 = nAe1. Further
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Figure 5.17. Piecewise linear curvature-compensated voltage reference proposed by Huang et

al. [179].

R1 = R2 and R3 = R4 are set. Since V1 = V2, we have IR1 = IR2 . The

current mirror M1-M2 ensures ID1 = ID2. The collector current of Q2 is

obtained from

IC2 =
VBE1 − VBE2

R0

=
1

R0

kT

q
ln(n). (5.105)

Eq.(5.105) confirms that IC2 is PTAT. Further because

IR4 =
V1 − V3

R4

, (5.106)

and

IR5 =
V2 − V3

R5

, (5.107)

IR4 = IR5 and IC1 = IC2 follow. The preceding analysis reveals that both IC1

and IC2 are PTAT. Writing (5.27) for Q1 yields

VBE1(T ) = VG(T ) +
T

To
[VBE1(To) − VG(To)]

− (m + 3)
kT

q
ln

(
T

To

)
.

(5.108)
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Note that since IC1 is PTAT, α = 1 was used in simplifying (5.108). Because

the current of Q3 is independent of temperature, i.e. α = 0, we have

VBE3(T ) = VG(T ) +
T

To
[VBE3(To) − VG(To)]

− (m + 4)
kT

q
ln

(
T

To

)
.

(5.109)

Subtracting (5.109) from (5.108) and noting that Q1 and Q3 are identical, we

arrive at

VBE1 − VBE3 =
kT

q
ln

(
T

To

)
. (5.110)

IR4 is obtained from

IR4 =
VBE1 − VBE3

R4

=
1

R4

kT

q
ln

(
T

To

)
. (5.111)

Eq.(5.111) shows that IR4 contains the nonlinear term of (5.27). The current

of M1 is obtained from

ID1 =
VBE1

R1

+ IC1 + IR4

=
1

R1

[
VG(T ) +

T

To
[VBE1(To) − VG(To)] − (m + 3)

kT

q
ln

(
T

To

)]

+
kT

qR0

ln(n) +
kT

qR4

ln

(
T

To

)
. (5.112)

Re-group the terms in (5.112)

ID1 =
VG(T )

R1

+

[
VBE1(To) − VG(To)

R1To
+

k

qR0

ln(n)

]
T

+

[
1

R4

− (m + 3)

R1

]
kT

q
ln

(
T

To

)
. (5.113)

Eq.(5.113) reveals that by varying the coefficient of T and that of ln
(

T
To

)
, ID1

can be made independent of temperature.
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Figure 5.18. Curvature-compensated voltage reference proposed by Malcovati et al. [180].

5.4.3 Resistor Curvature-Compensated
Voltage Reference

It was shown in Section 5.2 that poly and diffusion resistors exhibit dis-

tinct temperature characteristics. The resistance of diffusion resistors typically

increases with temperature while that of poly resistors decreases with temper-

ature. Also, the temperature coefficient of diffusion resistors is several times

that of poly resistors. The distinct temperature characteristics of diffusion and

poly resistors can be utilized to provide an economical and yet effective way to

compensate the nonlinear dependence of VBE on temperature.

Leung et. al proposed a curvature-compensated voltage reference by uti-

lizing the distinct temperature characteristics of diffusion and high-resistive

poly resistors [152]. Fig.5.19 shows the simplified schematic of Leung voltage

reference. The types of the resistors are explicitly indicated in the schematic.

The PTAT current generator consists of Q1, Q2, and R1 with Ae1 = nAe2. M1

and M2 are sized to be identical to yield ID1 = ID2. Since

ID1 = ID2 =
Vt ln(n)

R1

, (5.114)

we have

Vref = VBE2 +
R2

R1

Vt ln(n) +
R3

R1

Vt ln(n). (5.115)
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The resistance ratio R2
R1

is independent of temperature because they are of the

same type of resistors while R3
R1

is temperature-dependent because they are

made of different types of resistors. The second term on the right hand side of

(5.115) is PTAT. It compensates the linear dependence of VBE2 on temperature.

The third term on the right hand side of (5.115) can be adjusted by varying

R1 and R3 such that it can compensate the nonlinear dependence of VBE2 on

temperature. Clearly, the degree of curvature compensation depends upon the

temperature characteristics of R1 and R3. To illustrate this, let us assume

R1(T ) = R1(To) [1 + α1(T − To)] , (5.116)

and

R3(T ) = R3(To) [1 + α3(T − To)] , (5.117)

where α1 and α3 are the temperature coefficient of R1 and R3, respectively.

R3(T )

R1(T )
=

R3(To)[1 + α3(T − To)]

R1(To)[1 + α1(T − To)]
. (5.118)

Since

α1(T − To)≪1, (5.119)

we have

1

1 + α1(T − To)
≈1 − α1(T − To). (5.120)

Eq.(5.118) becomes

R3(T )

R1(T )
≈R3(To)

R1(To)

[
1 + α3(T − To) − α1(T − To) − α1α3(T − To)

2
]
.

(5.121)

The reference voltage is obtained from

Vref = VBE2 + (R2 + R3) IC2

= VBE2 +

(
R2

R1

+
R3

R1

)
Vtln(n)
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= VBE2 +
R2

R1

Vtln(n)

+
R3(To)

R1(To)

[
1 + α3(T − To) − α1(T − To) − α1α3(T − To)

2
]
Vtln(n).

(5.122)

It is apparent that the nonlinear term in (5.122) can be used to compensate the

nonlinear dependence of VBE2 on temperature. It should be noted that since

the resistance of both poly and diffusion resistors has a large variation, digital

trimming is often required to tune R1 and R3 such that the effect of temperature

on Vref is minimized [183].

Q1 Q2

R

M1 M2

1 2

1

Vref

R2

R3

R4

(diff)

(poly)(poly)

(poly)

Figure 5.19. Curvature-compensated voltage reference proposed by Leung et al. [152].

5.4.4 Ker-Chen Voltage Reference

Ker and Chen showed that a curvature-compensated reference voltage can be

constructed by subtracting the PTAT-compensated currents of two first-order

voltage references [158]. Fig.5.20 is the simplified schematic of Ker-Chen

voltage reference. It consists of two first-order voltage references, a current

subtracter, and a current-to-voltage converter (R7). let us consider the first-

order voltage reference on the left. R1a = R1b, R2a = R2b, M1, M2 and M5

are identical. Because V1 = V2, IR1b
= IR2b

follows. Since
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V3 = VDD − (R1a + R1b)IR2b
, (5.123)

and

V4 = VDD − (R2a + R2b)IR1b
, (5.124)

we have V3 = V4. Further from

IC1 =
VBE2 − VBE1

R3

, (5.125)

we obtain the current of M1

ID1 = IR1b
+ IC1

=
VBE2

R1

+
Vtln(n12)

R3

, (5.126)

where R1 = R1a + R1b and n12 is the ratio of the cross-sectional area of Q1 to

that of Q2. Similarly, one can show that

ID3 =
VBE4

R5

+
Vtln(n34)

R6

, (5.127)

where R3 = R3a + R3b and n34 is the ratio of the cross-sectional area of

Q3 to that of Q4. It is seen from (5.126) and (5.127) that ID1 and ID3 are

PTAT-compensated only. Their nonlinear dependence on temperature is left

uncompensated. The effect of the nonlinear dependence of the base-emitter

voltage can be reduced if we subtract (5.126) from (5.127), provided that the

effect of temperature on VBE2 and that on VBE4 have a similar profile. The

output voltage of the reference is given by

Vref =

[
S7

S6

ID6 −
S10

S9

ID8

]
R7

= R7

[
S7

S6

VBE2

R1

− S10

S9

VBE4

R5

]
+ R7

[
S7

S6

ln(n12)

R3

− S10

S9

ln(n34)

R6

]
Vt.

(5.128)

Eq.(5.128) shows that the effect of temperature on Vref can be minimized by

adjusting both the resistances and the aspect ratios of the current mirrors.

One disadvantage of this reference is that the resistance values and aspect

ratios affect both the linear and nonlinear compensation, making the optimal

compensation of both difficult. Also, since two first-order references are used,

both the power consumption and silicon cost of Ker-Chen voltage reference are

high.
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Figure 5.20. Curvature-compensated voltage reference proposed by Ker and Chen [158].

5.4.5 Comparison of High-Order Voltage References

Table 5.4 compares the performance of high-order references reported re-

cently. It is seen that the temperature coefficient of high-order references is

generally smaller as compared with that of the first-order voltage references

given in Table 5.3. The power consumption of high-order voltage references

is generally higher as compared with that of the first-order voltage references

due to the need for additional circuitry to generate a correction voltage to

compensate the nonlinear portion of VBE of temperature-sensing BJTs.

Table 5.4. Performance comparison of high-order voltage references.

Reference Tech. TC Temp. Power PSRR Min.

[ppm/◦C] [◦C] [µW] [dB] VDD [V]

Stanescu et al. (02)[184] 0.8µm 10 −40∼125 12.8 66 1.6

Leung et al. (03)[152] 0.6µm 5.3 0∼100 46 47 2

Tom-Alvandpour (05)[181] 0.18µm 7 0∼60 5 – 0.9

Hsiao et al. (06)[183] 0.35µm 10 25∼100 82.5 – 1.5

Guan et al. (06)[182] 0.35µm 3.1 −20∼100 111 80 1.5

Ker-Chen (06)[158] 0.25µm 19.5 0∼100 45 25.5 0.9

Huang et al. (08)[179] 0.18µm 1.7 −40∼125 4.4 75 1.8

5.5 Sub-threshold Voltage References

Biasing transistors in weak inversion is perhaps the most effective means

to lower the power consumption of analog circuits where continuous biasing

currents are typically present [131]. As pointed out in Section 5.2 that the

gate-source voltage of MOSFETs in weak inversion exhibits a similar tem-

perature characteristic as that of the base-emitter voltage of bipolar junction
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transistors. In this section, we show that the temperature-dependence of VGS

of MOSFETs in weak inversion can be utilized to construct ultra-low power

voltage references. The behavior of MOSFETs in weak inversion is well doc-

umented in most CMOS technologies. This enables an accurate analysis of the

behavior of these devices when temperature varies. Vertical BJTs in CMOS

technologies, on the contrary, are typically poorly characterized. The operation

of MOSFETs in weak inversion can be preciously controlled by varying their

biasing conditions. The characteristics of vertical BJTs, on the other hand, are

fixed once the geometrical dimensions of the devices are set. Since VGS must

be smaller than the threshold voltage in order to force MOSFETs to operate

in the weak inversion region, the minimum supply voltage of circuits, which

is often lower-bounded by VGS , can also be reduced effectively. This added

low-voltage characteristics, in addition to low-power operation, make them

particularly attractive for passive wireless microsystems. In this section, we

investigate voltage references with devices in weak inversion.

It was shown in Section 5.2 that the gate-source voltage of MOSFETs in

weak inversion contains both a linear and a nonlinear portions. The former

decreases with temperature linearly while the latter decreases with tempera-

ture in a nonlinear fashion. A first-order sub-threshold voltage reference can

therefore be construct by creating a PTAT correction voltage with a positive

temperature coefficient to compensate the linear portion of gate-source voltage

of MOSFETs.

5.5.1 Ytterdal Voltage Reference

Fig.5.21 shows the simplified schematic of the voltage reference proposed by

Ytterdal [185]. A similar topology was used by Yu and Zou in the development

of current references [149]. This reference is very similar to Banba voltage

reference in Fig.5.12 studied earlier except that BJTs in Banba voltage reference

are now replaced with MOSFETs in weak inversion. The feedback formed by

M3, M4, and the auxiliary amplifier yields V1 = V2. This leads to IR1 = IR2 .

The current mirror formed by M3 and M4 ensures that ID3 = ID4. Since

IR1 = IR2 = VGS1
R1

, ID1 = ID2 follows. Transistors M1 and M2 both operate

in weak inversion with their aspect ratio S2/S1 = n. Re-write (5.43) here for

convenience

ID≈2nµnCoxSV 2
t e

VGS−VT
nVt . (5.129)

Solve for VGS

VGS = VT + nVt ln

(
ID

2nµnCoxSV 2
t

)
. (5.130)
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Figure 5.21. Current reference proposed by Yu and Zou [149].

The current flowing though R0 is obtained from

ID2 =
VGS1 − VGS2

R0

=
nVt

R0

ln(n). (5.131)

It is evident from (5.131) that ID2 is PTAT. Writing KCL at node 2 yields

ID4 =
nVt

R0

ln(n) +
VGS1

R1

. (5.132)

Since

ID5 =
S5

S4

ID4, (5.133)

the output voltage is given by

Vref =
S5

S4

[
R3

R0

nVt ln(n) +
R3

R1

VGS1

]
. (5.134)

Since VGS1 decreases with temperature while the first term on the right hand

side of (5.132) is PTAT with a positive temperature coefficient, Vref can be

made independent of temperature to the first order. Also note that since only

the ratios of the resistances appear in (5.134), the effect of temperature on the

resistance of the resistors vanishes desirably. Evaluate the derivative of Vref

with respect to temperature
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∂Vref

∂T
=

S5

S4

[
R3

R0

n
k

q
ln(n) +

R3

R1

∂VGS1

∂T

]
. (5.135)

Since the first term on the right hand side of (5.135) is constant, only the

constant of ∂VGS

∂T needs to be considered in the first-order compensation. Set

(5.135) to zero at room temperature (300◦K)

R0

R1

= − nk

a1q
ln(n), (5.136)

where a1 is defined in (5.57). Eq.(5.136) is the design equation that guides the

choice of the value of R0, R1, and n. Once R0, R1, and n are available, the

value of R3 can be set by the desired output voltage Vref using (5.134).

5.5.2 Cheng-Wu Voltage Reference

Voltage references that operate on the principle of peaking current mirrors

developed in [131] were proposed by Cheng and Wu to achieve low power

consumption [186]. Fig.5.22 is the simplified schematic of Cheng-Wu voltage

reference. M3 and M4 are in weak inversion. Writing (5.47) for M3 and M4

yields

ID4 = ID3

S4

S3

e
−R1ID3

nVt , (5.137)

As ID3 rises, VDS3 will increase, so will ID4. Since the voltage drop across

R1 also increases in this case, it can be shown that ID4 will drop once ID3

becomes large [131]. There hence exists a current peak in ID4. The current

ID3 at which ID4 reaches its maximum is obtained from

∂ID4

∂ID3

= 0. (5.138)

The result is given by

R1ID3 = nVt. (5.139)

The output voltage of the reference is obtained from

Vref = R2ID3 + VGS3. (5.140)

Making use of (5.139), we arrive at
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Figure 5.22. Voltage reference proposed by Cheng and Wu [186].

Vref =
R2

R1

nVt + VGS3. (5.141)

We observe that Vref can be made independent of temperature if the first term

on the right hand side of (5.141), which is PTAT, compensates the effect of

temperature on VGS3. Also observed is that only the first-order compensation

is achieved. An attractive advantage of Cheng-Wu voltage reference is its low

power consumption, attributive to the sub-threshold operation of the transistors

and the absence of the auxiliary amplifier used in voltage references such as

Widlar voltage reference.

5.5.3 Huang Voltage Reference

Giustolisi et al. proposed a low-power voltage reference where MOSFETs in

weak inversion are employed [187]. Giustolisi voltage reference was simplified

by Huang et al. [188]. The simplified schematic of Huang voltage reference is

shown in Fig.5.23. M3, M8, and M9 operate in weak inversion, and are sized

to be identical. M1, M6, and M7 also have the same dimensions. This ensures

that ID1 = ID6 = ID7. Let us focus on the PTAT circuit consisting of M8,

M9, and R2 first. Since

VGS8 = VGS9 + R2ID9, (5.142)

we have
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ID9 =
1

R2

(VGS8 − VGS9) . (5.143)

Since M8 and M9 operate in weak inversion, we have from (5.47) that

VGS = VT + nVtln

(
ID

2nµnCoxSV 2
t

)
. (5.144)

Utilizing (5.144) in (5.143) yields

ID9 =
nVt

R2

ln

(
S9

S8

)
. (5.145)

It becomes evident that M8, M9, and R2 create a PTAT current ID9. Having

obtained the wanted PTAT variable, we now need to have a variable whose

temperature coefficient is negative in order to create a temperature-independent

reference voltage. Let us shift our focus to M3 and R1. The current of M4 is

determined from

ID4 =
VGS3

R1

− NID9, (5.146)

where N = S5/S7. Eq.(5.146) reveals that ID4 contains the PTAT variable ID9

and VGS3. ID4 can be made independent of temperature by properly choosing

the value of R2 and R1, and the transistor aspect ratios. To improve the design

flexibility, ID4 is mirrored to M11 and the output voltage is taken from R3

Vref = R3

[
S10

S7

ID9 +
S11

S2

ID4

]
. (5.147)

Making use of (5.145) and (5.146), we arrive at

Vref =
R3

R2

(
S10

S7

− N
S11

S2

)
ln

(
S9

S8

)
nVt +

R3

R1

S11

S2

VGS3. (5.148)

It is evident from (5.148) that the first term on the right hand side is PTAT

while the second term drops with temperature. Vref can therefore be made

independent of temperature (to the first-order). It should be noted that sizing

M3, M8, and M9 to be identical is important. The same holds for M1, M6,

and M7 as well. This is because M3, M8, and M9 are temperature sensors,

specifically, M3 and R1 create IR1 that decreases with temperature while M8,

M9 and R2 create IR2 that is PTAT with a positive temperature coefficient.
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Figure 5.23. Voltage reference proposed by Huang et al. [188].

5.5.4 Ueno Voltage Reference

Since the variation of the resistance of both diffusion and poly resistors

is large, it is desirable to avoid using passive resistors in design of voltage

references. The voltage reference proposed by Ueno et al. and shown in

Fig.5.24 removes the need for passive resistors [144]. In addition, all transistors

except M8, which operates in the deep triode and behaves as a resistor, are in

weak inversion. Transistors M9-M13 are sized to have the same dimension

such that all the branches of these transistors carry the same current. M1, M2,

and M8 generate I that is PTAT, similar to that shown in Fig.5.23. The key of

Ueno voltage reference is the use of the cascaded stage consisting of M3-M7.

Because

Vref = VGS7 + VDS6 + VDS4, (5.149)

and

VDS6 = VGS6 − VGS5,

VDS4 = VGS4 − VGS3,
(5.150)

(5.149) becomes

Vref = VGS7 + (VGS6 − VGS5) + (VGS4 − VGS3) . (5.151)

Making use of (5.47) and noting that ID6 = 2ID5, we obtain

Vref = VGS4 + nVtln

(
S5S3

S6S7

)
. (5.152)
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It is evident that the first term on the right hand side of (5.152) drops with tem-

perature while the second term is PTAT with a positive temperature coefficient.

Vref can therefore be made independent of temperature (to the first-order).

A notable advantage of Ueno voltage reference is its low power consump-

tion, owing to the sub-threshold operation of all the transistors except M8. This

differs from other sub-threshold references studied earlier where only temper-

ature sensing transistors operate in the sub-threshold region. The low VGS of

sub-threshold MOSFETs also lowers the minimum supply voltage, allowing

Ueno voltage reference implemented in a 0.35µm CMOS technology to operate

with a sub-1V supply voltage.

M9

I
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M12
I

M13

Vref

M5

M10

M2
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M11 I

M3

M4 M7

M8

I
I

Figure 5.24. Voltage reference proposed by Ueno et al. [144].

5.5.5 De Vita - Iannaccone Voltage Reference

The voltage reference proposed by De Vita and Iannaccone employs MOS

devices of different threshold voltages, which are typically available in standard

CMOS technologies, to achieve a low-voltage operation [32]. In addition, the

power and silicon consumption are minimized by eliminating passive resistors.

The simplified schematic of De Vita - Iannaccone voltage reference is shown

in Fig.5.25. M1 and M3 are implemented using nMOS devices with a high

threshold voltage while M2 and M4 are implemented using nMOS devices with

the nominal threshold voltage. The purpose of doing so is to allow M1 and M3

to operate in weak inversion, and M2 and M4 to operate in strong inversion at

the same time. M5-M6 is a unity-gain current mirror. The same is for M7-M9.

Making use of (5.47) for M1 and M3 yields
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VGS1,3 = VT1,3 + nVtln

(
ID1,3

2nµnCoxS1,3V 2
t

)
. (5.153)

For M2 and M4, we have

VGS2,4 = VT2,4 +

√
2ID2,4

µnCoxS2,4
. (5.154)

Because VGS1 = VGS2 and VGS3 = VGS4, we have

VT1 + nVtln

(
ID1

2nµnCoxS1V 2
t

)
= VT2 +

√
2ID2

µnCoxS2

, (5.155)

and

VT3 + nVtln

(
ID3

2nµnCoxS3V
2
t

)
= VT4 +

√
2ID4

µnCoxS4

. (5.156)

Subtract (5.155) from (5.156) and noting that VT1 = VT3 and VT2 = VT4, we

arrive at

ID4 =
1

2(N − 1)2
µnCoxn2V 2

t S4ln
2

(
S3

S1

)
, (5.157)

where N =
√

S4
S2

. Since

ID10 =
1

2
µnCoxS10 (Vref − VT )2 , (5.158)

we have

Vref = VT +

√
2ID10

µnCoxS10

. (5.159)

Substituting (5.157), we obtain the output voltage Vref = VGS10

Vref = VT +
nVt

N − 1

√
S4

S10

ln

(
S3

S1

)
. (5.160)



166 Low-Power Precision Voltage References

A notable difference between (5.160) and the expression of the reference volt-

ages of other voltage references in sub-threshold obtained earlier is that the

term with a negative temperature coefficient is the threshold voltage rather than

the gate-source voltage. Since the former exhibits a fairly linear dependence

on temperature while the latter contains a non-negligible nonlinear term, the

temperature coefficient of the output voltage of De Vita - Iannaccone voltage

reference will be smaller.

M5

M1

Vref

M6

M2

M7
M8

M3 M4

M9

M10

1:1

1:1

Figure 5.25. Voltage reference proposed by De Vita and Iannaccone [32].

Qu et al. modified De Vita-Iannaccone voltage reference by employing

a bulk-driven technique such that a sub-threshold operation can be obtained

without using devices of different threshold voltages [189]. The simplified

schematic of Qu voltage reference is shown in Fig.5.26. M1 and M3 are bulk-

driven by Vb such that their threshold voltage is reduced. The bulk of M2 and

M4, on the other hand, is connected to VDD and their threshold voltages remain

unchanged. The gate voltages of M1-M4 are controlled in such a way that M1

and M3 operate in strong inversion while M2 and M4 are in weak inversion.

The operation of this voltage reference is similar to that of De Vita-Iannaccone

voltage reference. Readers can derive the output voltage of this reference by

following the steps detailed in depicting De Vita-Iannaccone voltage reference.

5.5.6 Sub-threshold Voltage References Without Amplifiers

A common drawback of many of the preceding voltage references in weak

inversion is that an auxiliary amplifier is needed to generate the required PTAT

current. Although exhibiting superior performance, these references generally

consume more power. It is interesting to note that the original voltage reference

proposed by Widler does not use auxiliary amplifiers [153, 154]. Chang et al.
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Figure 5.26. Voltage reference proposed by Qu et al. [189].

showed that sub-threshold voltage references can be constructed without using

an auxiliary amplifier [190]. Fig.5.27 shows the simplified schematic of the

voltage reference proposed by Chang et al.. M1 and M2 are identical. M3 and

M4 are in weak inversion. Together with R1, they create a PTAT current ID3

ID3 =
VGS4 − VGS3

R1

=
nVt ln(n)

R1

, (5.161)

where n = S3/S4. M4 and R2 ensure that

VA = VGS4 + R2IR2. (5.162)

Because

IR2 = ID3 + ID4 = 2ID3, (5.163)

we have

VA = VGS4 + 2nVt
R2

R1

ln(n). (5.164)

As a result, VA can be made independent of temperature at reference tempera-

ture To. The output voltage is given by

Vref =

(
1 +

R3

R4

)
VA. (5.165)
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It is important to note that VA and Vref in (5.164) and (5.165) are only related

to the ratio of the resistance of the resistors rather than the absolute value of

the resistance of the resistors. This ensures that temperature-induced variation

of the resistance of the resistors has a little impact on the reference voltage.

Also noted is that the use of passive resistors in this voltage reference makes it

difficult to lower the power consumption unless large resistors are used. This

will be at the cost of a large silicon consumption and a strong interaction with

the substrate if diffusion resistances are employed.

M5

M3

R3

Vref

R4R1

R2

M4

M1 M2

A

Figure 5.27. Voltage reference proposed by Chang et el. [190].

Another example of voltage references without an auxiliary amplifier is the

voltage reference proposed by Lin and Liang with its simplified schematic

shown in Fig.5.28 [159]. The ratio of the emitter area of Q1 and Q2 is

Ae1 = nAe2. Since

IR2 =
VBE2

R2

, (5.166)

by neglecting the base current of Q2, we have

VA≈VBE2 +
R1

R2

VBE2. (5.167)

The output voltage is obtained from

Vref = VA − VBE1
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= (VBE2 − VBE1) +
R1

R2

VBE2. (5.168)

Making use of (5.60), we can write (5.168) as

Vref = Vt ln(n) +
R1

R2

VBE2. (5.169)

The compensation of VBE2 using a PTAT quantity is evident in (5.169). Sim-

ilar to Chang voltage reference studied earlier in Fig.5.27, the use of passive

resistors in Lin-Liang voltage reference makes it difficult to lower its power

consumption unless large resistors are employed. For example, if VBE2 = 0.7
V, to have IR2 = 10 nA, R2 = 70 MΩ is required.

VrefR1

R2

Q1

Q2

A

Figure 5.28. Voltage reference proposed by Lin and Liang [159].

5.5.7 Comparison of Sub-Threshold Voltage References

Table 5.5 compares the performance of sub-threshold voltage references

reported recently. As compared with those in strong inversion, the power

consumption of voltage references in the sub-threshold is much lower. The

temperature coefficient of these voltage reference, however, is in general larger

as compared with that of voltage references in strong inversion. Some elegant

designs, such as Yu-Zhou voltage reference [149], Qu voltage reference [189],

and Ueno voltage reference [144] offer both low temperature coefficients and

low power consumption.
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Table 5.5. Performance comparison of sub-threshold voltage references.

Reference Tech. TC Temp. Power PSRR Min.

[ppm/◦C] [◦C] [µW] [dB] VDD [V]

Ytterdal (03)[185] 0.13µm 93 -40∼100 – – 0.6

Giustolisi et al. (03)[187] 1.2µm 119 -25∼125 4.32 40 –

Cheng-Wu (05)[186] 0.35µm 62 0∼70 4.6 84 1.4

Lin and Liang (05)[159] 0.18µm 63 -20∼100 2.4 – 1

Huang et al. (06)[188] 0.18µm 194 -20∼120 3.3 – 0.85

De Vita-Iannaccone (07)[32] 0.35µm 10 0∼80 0.28 53 0.9

Chang et al. (07)[190] 0.18µm 11.5 -20∼120 17.25 – 1.5

Ferreira et al. (08)[191] 0.35µm 39 -20∼80 0.39 25 0.95

Yu-Zou(08)[149] 0.18µm 7.7 -40∼150 2.55 126 1.2

Qu et al. (09)[189] 0.18µm 4.6 -40∼85 0.35 40.45 0.58

Ueno et al. (09)[144] 0.35µm 15 -20∼80 0.3 45 <1

5.6 Chapter Summary

In this chapter, we have examined the widely used figure-or-merits that

quantify the performance of voltage references. Among them, the normalized

average temperature coefficient or the effective temperature coefficient is per-

haps the most important parameter depicting the effect of temperature on the

performance of voltage references. The temperature-dependent characteristics

of MOS devices have been investigated in detail. We have shown that the

base-emitter voltage of bipolar junction transistors decreases with temperature

in a nonlinear fashion, however, with its linear temperature-dependence domi-

nates. Both NPN and PNP bipolar junction transistors can be constructed using

vertical configurations in CMOS technologies. Since these BJTs are used for

temperature sensing only, there is no constraint on their current gain. The

only concern is the lack of precision mathematical models for these devices in

standard CMOS as they are seldom used in other applications. We have also

shown that the gate-source voltage of MOSFETs that operate in weak inversion

decreases with temperature. The temperature-dependence of the gate-source

voltage of MOSFETs in weak inversion bears a strong resemblance to that of

the base-emitter voltage of BJTs. They can also be used to sense temperature.

The low-current characteristics of MOSFETs in weak inversion also make them

particularly attractive for passive wireless microsystems. Further, the low gate-

source voltage requirement of MOSFETs in weak inversion also reduces the

minimum supply voltage, making it attractive for applications where only a low

supply voltage is available. We have further shown that the threshold voltage
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of MOSFETs also decreases with temperature. As compared with the temper-

ature characteristics of other parameters, such as mobility, the dependence of

the threshold voltage on temperature is fairly linear. As a result, high-precision

voltage references can be constructed by utilizing this unique property.

The dependence of the mobility of minority charge carriers on temperature

has been studied. We have shown that the mobility drops with temperature in

a nonlinear fashion. The combined effect of mobility reduction and threshold

voltage reduction yields the zero-temperature-coefficient bias point of a tran-

sistor at which the channel current of the transistor becomes independent of

temperature. The resistance of poly resistors and that of diffusion resistors are

also functions of temperature. Not only the temperature coefficient of diffusion

resistors is typically positive while that of poly resistors is negative, the depen-

dence of the resistance of diffusion resistors is typically several times that of

poly resistors.

A temperature-independent reference voltage can be constructed by utilizing

the negative temperature dependence of the base-emitter voltage of BJTs, the

negative temperature dependence of the gate-source voltage of MOSFETs in

weak inversion, and proportional-to-absolute-temperature circuits that generate

a PTAT voltage or current with a positive temperature coefficient. Since the

output of PTAT circuits is directly proportional to temperature, only first-order

voltage references can be constructed in this way. A notable characteristic of

first-order voltage references is their large temperature coefficient. To reduce

the effect of temperature on the output voltage of voltage references, the non-

linear dependence of VBE of BJTs or VGS of MOSFETs in weak inversion

must also be compensated.

Widlar voltage reference requires a large supply voltage, mainly due to the

large bandgap voltage of silicon. Banba voltage reference lowers the supply

voltage to below 1 V. The design of Banba voltage reference becomes difficult

when the supply voltage is low. This is due to the large variation of the common-

mode input voltage of its auxiliary amplifier over the desired temperature range.

Waltari and Halonen showed that this deficiency can be removed effectively by

employing simple resistor dividers. A common issue associated with Widlar,

Banba, and Waltari-Halonen references is their need for vertical BJTs to sense

temperature. Often either there is no models for these devices or they are poorly

modeled in standard CMOS technologies. As a result, it becomes difficult if

not possible to accurately predict the performance of voltage references in

the design stage. Threshold voltage-based voltage references cleverly avoid

this obstacle. Since the dependence of the threshold voltage of MOSFETs

on temperature is fairly linear, these voltage references can provide a better

accuracy. The use of these voltage references for low-power applications,

especially passive wireless microsystems, however, is hampered by their high

power consumption. Another common deficiency of Widlar, Banba, Waltari-
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Halonen, and threshold voltage-based voltage references is their dependence of

passive resistors. Since both diffusion and poly resistors have a poor resistance

accuracy in most CMOS technologies especially low-cost CMOS technologies,

excessive resistance trimming becomes mandatory in these voltage references

in order to achieve a high accuracy. On top of that, it is extremely costly

to use these references for ultra-low power applications as the resistance of

these resistors must be prohibitively large. This is echoed with a large silicon

consumption and a strong interaction with the substrate if diffusion resistors are

used. Buck voltage reference removes the need for passive resistors, making it

an ideal candidate for low-power applications.

To improve the accuracy of reference voltages, the nonlinear dependence of

VBE of BJTs or VGS of MOSFETs in weak inversion on temperature must be

accounted for. These voltage references are curvature-compensated. Two

key approaches, namely closed-loop and open-loop approaches to achieve

curvature-compensation have been studied. The former makes use of nega-

tive feedback to stabilize the output voltage while the latter utilizes another

circuit whose output voltage or current is a nonlinear function of tempera-

ture to offset the effect of temperature on VBE or VGS . The piecewise linear

curvature-compensated voltage reference proposed by Huang et al. is a closed-

loop approach while Malcovati voltage reference, Ker-Chen voltage reference,

and resistor-based curvature-compensated voltage references are the members

of the family of open-loop approaches. Because high-order voltage references

are often more complex in configuration as compared with their first-order

counterparts, these voltage references in general consume more power. Inno-

vations are needed in design of low-voltage low-power curvature-compensated

voltage references.

To lower the power consumption and at the same time to achieve a high

accuracy, sub-threshold voltage references have attracted a lot of attention

recently. We have shown that these references operate on the principle that

VGS of MOSFETs in weak inversion drops with temperature nonlinearly in a

very similar way as that of VBE of BJTs. The small VGS of MOSFETs in weak

inversion also opens a door for the low-voltage design of these references. With

more research is being conducted on this subject worldwide, it is certain that

more innovative and elegant sub-threshold voltage references will emerge.
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CLOCK GENERATION AND CALIBRATION

The operation of the baseband units of a passive wireless microsystem and

the up-link from the microsystem to its base station are controlled by its sys-

tem clock. To ensure a reliable communications between the microsystem

and its base station, a stringent requirement on the frequency of the system

clock exists. For example, EPC radio-frequency identity protocols class-1

generation-2 UHF RFID protocols require that the accuracy of the frequency of

the backscattered data be upper-bounded by±4% [53]. Often, the system clock

of a passive wireless microsystem is generated by a local oscillator residing in

the microsystem. Arising from the effect of process, supply voltage, and tem-

perature change (PVT) variations, the frequency of the local oscillator exhibits

a high degree of uncertainty [33]. For example, the variation of the frequency

of a free-running oscillator can be as large as ±20% [192]. The uncertainty of

the frequency of the system clock of passive wireless microsystems is further

escalated by the fact that these systems are usually fabricated using low-cost

CMOS technologies, which typically have a high degree of process variation.

Although the effect of temperature variation on the oscillation frequency of the

local oscillator can be minimized by utilizing high-precision reference circuits

such as those presented in Chapter 5, their effectiveness is largely hindered by

the limited power resource of passive wireless microsystems, which prevents

the deployment of complex reference circuits.

This chapter deals with generation and calibration of the system clock of

passive wireless microsystems. Section 6.1 focuses on the generation of the

system clock of passive wireless microsystems directly from the carrier of the

received RF signal. The system clock of the baseband units of the microsystems

can also be generated from the envelope of the received RF signal, as detailed

in Section 6.2. The system clock of passive wireless microsystems can be

generated using a local oscillator directly. Since the frequency of the oscillator
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is subject to the effect of PVT, the calibration of the frequency of the oscillator

prior to data communications becomes indispensable. The calibration of the

frequency of the system clock of the passive wireless microsystems using

injection-locking with the carrier of the received RF signal as the injection signal

is investigated in Section 6.3. Frequency calibration of the local oscillator using

digital trimming techniques is studied in Section 6.4. Frequency calibration

using phase-locked loops is examined in Section 6.5. Frequency calibration

using digital frequency-locked loops is investigated in Section 6.6. Section

6.7 explores the calibration of the frequency of the local oscillator of passive

wireless microsystems using injection-locking with the envelope of the received

RF signal as the injection-locking signal. Integrating feedback that computes

the accumulated difference between the frequency of the injection-locking

reference and that of the local oscillator is used to pull the frequency of the

local oscillator towards that of the injection-locking reference such that the

effective lock range can be dramatically increased. The chapter is concluded

in Section 6.9.

6.1 Clock Generation From Carrier

As pointed out in earlier chapters that amplitude-shift-key is widely used

in passive wireless microsystems due to its ease of implementation subse-

quently low power consumption. The ASK-modulated signal received by a

passive wireless microsystem from its base station typically consists of a high-

frequency carrier with its frequency located in ISM bands and a low-frequency

envelope representing the baseband data or timing information. Due to the

unavailability of crystal oscillators and other precision reference components

in a passive wireless microsystem, the timing reference required for calibrating

the frequency of the local oscillator of the passive wireless microsystem can

only be provided by the base station. Both the carrier and envelope of the

received RF signal can be used as the timing reference to calibrate the local

oscillator. The former contains the needed timing information while the latter

might not have the timing information due to the randomness of the baseband

data. Timing information must therefore be embedded in the envelope of the

carrier by encoding the baseband data if the envelope is to be used as the timing

reference.

A system clock can be generated directly from the carrier using a comparator-

based clock recovery system, as illustrated graphically in Fig.6.1 [34, 193].

When the voltage of the received RF signal exceeds the reference voltage, a

logic-1 state is set at the output of the comparator. Otherwise, a logic-0 state is

set. Since the frequency of the recovered clock is the same as that of the carrier,

a chain of frequency dividers are often required to lower the frequency of the

recovered clock to the desired base band frequency at which the microsystems
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Figure 6.1. Clock generation from the carrier of an ASK-modulated RF signal.

operate. Although this approach is straightforward, a number of issues must

be considered :

Because the comparator must operate at the carrier frequency, its power

consumption will be high, especially when the carrier frequency is high.

Also, when the carrier frequency is exceedingly high, it becomes difficult

to design comparators that can operate at the carrier frequency.

Since the frequency of the recovered clock is high, a large number of

frequency dividers are needed to lower the frequency of the recovered

clock to the baseband frequency, typically in kHz or low MHz ranges.

The power consumption of these frequency dividers, especially the first

frequency divider in the frequency division chain that operates at the carrier

frequency, will be significant.

Because the amplitude of the received RF signal is usually small, especially

in logic-0 states when the modulation index of the incoming RF signal is

large or when the distance between the microsystem and its base station is

large, a large timing error will exist in the recovered clock. In the extreme

case where the modulation index of the received RF signal is 100%, no

clock can be extracted when the received RF signal is at the logic-0 state, as

shown in Fig.6.2 unless the baseband data are properly encoded at the base

station prior to their transmission.
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Figure 6.2. Clock generation from the carrier of an OOK-modulated RF signal.

It is evident from the preceding analysis that the generation of the baseband

clock directly from the carrier should only be used if the received RF signal is

strong and the frequency of the RF signal is not exceedingly high.

To improve the frequency accuracy and at the same time to reduce the power

consumption of the preceding clock generation directly from the carrier, clock

generation from the carrier with injection-locked frequency division was pro-

posed by Leung and Luong [194], as shown in Fig.6.3. The principle of this

approach is that when the incoming RF signal is strong, the system clock is

extracted directly from the carrier using the comparator-based clock recovery

approach discussed earlier to take the advantage of its simple configuration.

In this case, an injection-locked divided-by-2 block is used to lower the fre-

quency. The main purpose of using the injection-locked frequency divider is to

take the advantage of the low power consumption and high frequency accuracy

of injection-locked frequency dividers. This is because an injection-locked fre-

quency divider is a closed-loop system while a conventional frequency divider

is an open-loop system. Once frequency is divided by 2, it it further lowered us-

ing a set of TSPC (true-single-phase-clocked) conventional frequency dividers

to take the advantages of their simple configuration subsequently low power

consumption. Since these conventional frequency dividers operate at lower

frequencies, the overall power consumption of the frequency division chain is

reduced.

When the incoming RF signal is weak, a local free-running relaxation oscil-

lator is used to generate the system clock. The threshold of the RF signal at

which the input of the multiplexer is routed to the local oscillator is determined

by an ASK demodulator and a baseband processor, as shown in Fig.6.3.

A number of issues must be addressed when using this approach for clock

generation. First, when the incoming RF signal is weak, the clock is generated

using a local free-running oscillator instead of generating from the carrier
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Figure 6.3. Frequency generation using injection-locked frequency division and local oscilla-

tor.

directly. No frequency calibration is performed in this case. The frequency of

the local oscillator is thus subject to the effect of PVT and its accuracy can not

be ensured. Secondly, because the local oscillator must oscillate at the carrier

frequency, reducing its power consumption will be challenging. Further, a large

number of frequency dividers are still needed in order to lower the frequency

of the recovered clock to the base band. The power and silicon consumption

of these frequency dividers can not be neglected. Finally, the lock range of the

injection-locked frequency divider must be sufficiently large in order to ensure

that the frequency divider will lock to the carrier in the presence of a strong

PVT effect. The lock range of the injection-locked frequency divider in [194]

is 180 MHz at the minimum input power of -22 dBm at 950 MHz. The lock

range is increased to 595-1120 MHz when the input power is -12 dBm. The

power consumption of the frequency divider in this case is 5.5 µW. The average

power consumption of the system is found to be 7 µW.

If the injection-locked frequency divider is LC oscillator-based, the fre-

quency lock range of these oscillators is typically small. Although the lock

range can be increased by boosting the amplitude of the locking signal, given

the fact that the amplitude of the received RF carrier signal is typically small,

it will be difficult to increase the lock range of the injection-locked frequency

divider. The injection-locked frequency divider might not be able to lock to the

carrier if the effect of PVT is strong.

6.2 Clock Generation From Envelope

As pointed out earlier that the baseband frequency of passive wireless mi-

crosystems is typically in kHz or low MHz ranges, and the modulation scheme
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used for data communications between a passive wireless microsystem and

its base station is often ASK to take the advantage of its ease of implementa-

tion subsequently low power consumption. A baseband timing reference can

therefore be embedded in the envelope of a RF signal through encoding and

transmitted from a base station to a microsystem. The envelope of the received

RF signal can be extracted using an envelope detector at the receiving end and

used to recover the clock [195, 196]. Note that the carrier is periodic natu-

rally and contains the required timing information for clock generation. The

envelope, on the other hand, might not contain a timing reference unless it is

encoded with timing information.

EPC radio-frequency identity protocols class-1 generation-2 UHF RFID

protocols use pulse-interval-encoding (PIE) for interrogator-to-tag communi-

cations [53]. As shown in Fig.6.4, the logic state of data is represented by the

length of the interval. A short interval represents binary 0 while a long interval

represents binary 1. The duration of a binary 0 is one Tari (Type A Reference

Interval, ISO 18000-6 type A) while that of a binary 1 is between 1.5 Tari to 2

Tari where Tari is the unit of time duration with its value varying from 6.35µs

to 25µs. The pulses of binary 0 and binary 1 are terminated with a logic-0

pulse of width between 0.265 Tari and 0.525 Tari. PIE coding guarantees that

there always exists a state transition in each symbol.

Data-0

Data-1

Tari 0.5-1 Tari

PW

PW

Figure 6.4. Pulse-interval-encoding (PIE) for interrogator-to-tag communications EPC radio-

frequency identity protocols class-1 generation-2 UHF RFID protocol for communications at

860-960 MHz. 0.365 Tari ≤ PW ≤ 0.525 Tari [53].

Fig.6.5 shows the configuration of clock recovery directly from the envelope

of the received RF signal [193]. The received RF signal is first fed to an

envelope detector where the envelope of the modulated RF signal is extracted.

The extracted envelope of the received RF signal is then fed to a comparator

to restore the voltage swing of the envelope. Comparators with hysteresis

are preferred as the output of the envelope detector contains a large number

of ripples, as detailed in Chapter 4. Since there always exists a transition in

each of the symbol, the clock is recovered by the comparator. The data is

obtained by employing an integrator whose main function is two-fold : (i) To

minimize the effect of high-frequency disturbances coupled to the output of the
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trigger, similar to the approach used for Gb/s serial links [197]. The integrator

functions as a low-pass filter. (ii) To recover the data through integration. Since

the voltage of the integrating capacitor at the end of the pulse corresponding to

binary 1 is larger as compared with that at the end of the pulse corresponding

to binary 0, the value of the baseband data can be determined by measuring the

voltage of the integrating capacitor with another comparator.

Envelope
detector

Data

CLK

Reset

1 0 0 1 1

VRF
Venv

Vtrig

VRF

Venv

Vtrig

Figure 6.5. Clock generation from the envelope of a RF signal.

As compared with clock generation from the carrier, the frequency of the

clock generated from the envelope of the received RF signal is much lower.

It can be used directly for baseband operation. Frequency dividers are no

longer needed. As a result, the power and silicon consumption is reduced. A

drawback of this approach is that the RF signal must be properly encoded such

that a timing reference is continuously available during the operation of the

microsystem. Since data encoding is done at base stations, no computational

overhead is imposed on microsystems.

6.3 Clock Generation Using Carrier Injection-Locking

Unlike the methods where the system clock is extracted from either the

carrier or the envelope of the received RF signal, the clock of the passive

wireless microsystem in [11, 12] is generated using a local LC tank oscillator

that oscillates at 900 MHz, as shown in Fig.6.6. To ensure that the local

oscillator will oscillate at the desired frequency preciously, an injection-locking

operation with the carrier of the received RF signal as the injection signal

is performed on the local oscillator. Because harmonic oscillators, such as

LC tank oscillators, can be injection-locked to an injection signal at either a



180 Clock Generation and Calibration

super-harmonic or a sub-harmonic frequency, an injection signal at the second

sub-harmonic frequency (450 MHz) is used in [11, 12] to lock the frequency

of the local oscillator at 900 MHz such that the up-link (microsystem to base

station) and down-link (base station to microsystem) can take place at different

frequencies. An advantage of using different frequencies for up-links and

down-links is to avoid frequency collision when a power amplifier is employed

at the microsystem end for up-links over a long distance. Once the local LC

oscillator is locked to the incoming RF carrier, its output is fed to a chain of

frequency dividers to generate the desired baseband frequency.

The key advantage of carrier-based injection-locking for frequency calibra-

tion is the high frequency accuracy of the local oscillator, which is ensured by

the intrinsic property of injection-locking [198]. Another notable advantage

of this method is that the amplitude of the injection-locking signal needs not

to be large. As a result, wireless microsystems can reside at a large distance

away from the base station. This also allows the use of a RF signal with a

small amplitude variation from the base station in the calibration, which in turn

maximizes the amount of power transferred from the base station to the passive

wireless microsystem during the calibration phase.

A number of factors need to be considered when using carrier-based injection-

locking for frequency calibration of the system clock of passive wireless mi-

crosystems. The frequency lock range of LC tank oscillators is typically small.

This will prevent the local LC oscillator from locking to the RF carrier once the

effect of PVT on the frequency of the local oscillator is strong. For example,

the lock range of the LC-VCO reported in [11, 12] is 12 MHz when locking

the 900 MHz oscillator to a 450 MHz 140 mV injection signal. The lock range

is only 1.33% of the oscillation frequency. In addition to the small frequency

lock range, the local LC oscillator must oscillate at the carrier frequency or

the super-harmonics of the carrier frequency. As a result, the oscillator will

consume a large amount of power. For example, the power consumption of the

LC-VCO in [11, 12] is 6 mW. This is clearly undesirable. Moreover, the high

frequency of the local oscillator requires a large number of frequency dividers

to generate the base band frequency at which baseband units such as ADCs and

DSPs operate. This further increases the demand for power and silicon area.

Since the frequency of the local oscillator is calibrated using the timing

reference from the base station, we term this approach remote frequency cali-

bration to distinguish it from the methods that generate the local clock from the

received RF signal directly without using a local oscillator. Remote frequency

calibration is of a critical importance to embedded or implanted microsystems.

Since the system clock of the these microsystems is generated locally, there is

no need for the base station to continuously supply a timing reference to the

microsystems during their operation. As a result, the constraint on encoding

data to embed a timing reference is relaxed. Further, the calibration of the
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Figure 6.6. Remote frequency calibration of local oscillator of wireless microsystems using

carrier-based injection-locking [11, 12].

local oscillator can be performed prior to data transmission between the base

station and the microsystems. As an example, the signal from a reader to a tag

in EPC class-1 generation-2 UHF RFID communication protocols starts with

a preamble of 12.5 µs, as shown in Fig.6.7. The 12.5 µs delimiter can be used

to perform frequency calibration [199].

12.5 sm

Data-0

2.5-3 Tari 1.1 - 3 Tari1 Tari

Delimiter Reader-to-tag calibrition Tag-to-reader calibration

Figure 6.7. Reader-to-tag preamble of EPC UHF RFID communication protocol for commu-

nications at 860-950 MHz [53].

The power consumption of the clock generation and calibration of the local

oscillator of a microsystem using carrier-based injection-locking can be re-

duced by conducting remote frequency calibration of the local oscillator using

envelope-based injection-locking. To do so, the envelope of the RF signal

transmitted in the frequency calibration phase must contain the required timing

information. We will detail this in Section 6.7.

6.4 Clock Generation Using Digital Trimming

The drawback of the small locking range of frequency calibration using

carrier-based injection-locking can be eliminated by using digital trimming
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techniques [199, 28, 30, 200, 106]. Fig.6.8 shows the configuration of this

approach. The system clock of a wireless microsystem is generated using a

local oscillator, often a current-starving voltage-controlled oscillator to take

the advantage of its simple configuration, low power consumption, and a low

sensitivity to supply voltage fluctuation. The frequency of the oscillator is

calibrated in a calibration phase prior to the start of data transmission. The

time duration of the calibration phase is set to be much larger than the period

of the oscillator such that the number of the oscillation cycles of the oscillator

in the calibration phase can be used to measure the frequency of the oscillator.

As an example, if the 12.5µs delimiter of EPC UHF class-1 generation-2

RFID communication protocols is used as the calibration phase and the desired

frequency of the local oscillator is 10 MHz, the number of the cycles of the

oscillator in the delimiter will be 125.

The control current of the oscillator is supplied by a digital-to-analog con-

verter whose input is fed by a successive approximation register (SAR). The

control current of the local oscillator is preset to a certain value by the SAR and

the oscillator oscillates at the corresponding frequency. A counter is used to

record the number of the oscillation cycles of the oscillator in the delimiter. The

counter starts counting at the onset of the delimiter and continues its counting

until the end of the delimiter. If the content of the counter at the end of the

delimiter is 125, the frequency of the oscillator is 10 MHz with an error ∆f/2N

where ∆f is the frequency tuning range and N is the number of the bits of the

SAR. If the content of the counter is less than 125, the most significant bit of

the SAR is set to 1. Otherwise, it is set to 0. The output of the SAR is fed to the

digital-to-analog converter whose analog output adjusts the control current of

the oscillator subsequently the frequency of the oscillator. The second round

of frequency calibration test is then performed and the content of the counter

at the end of the delimiter is compared with 125 again. Depending upon the

result of the comparison, the second most significant bit of the SAR is set in a

similar way as that of the most significant bit. This process continues until all

bits of the SAR are set.

It becomes apparent that the accuracy of frequency calibration using digital

trimming is set by the number of the bits of the SAR that controls the resolution

of the control voltage of the oscillator and the frequency tuning range of the

oscillator. The larger the number of the bits of the SAR, the higher the accuracy

of frequency calibration. This, however, is at the cost of a longer calibration

time.

A key advantage of frequency calibration using digital trimming is the large

frequency adjustment range, which is upper bounded by the frequency tuning

range of the oscillator. As long as the frequency tuning range of the oscillator is

sufficiently large, frequency calibration using digital trimming will guarantee

that the frequency of the oscillator be tuned to the desired frequency. Frequency
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calibration using injection-locking, however, is upper-bounded by the lock

range of the local oscillator, which is typically small.

The use of frequency calibration using digital trimming is affected by a num-

ber of factors. First, this approach requires a successive approximation register,

a digital-to-analog converter, and other logic for pulse counting, comparison,

and control signal generation. The power consumption of these blocks will

add to the total power consumption. For example, the power consumption of

the current-starving VCO in [200] is 9.44 µW while the power consumption

of the digital frequency calibration block is 31 µW. Other blocks such as the

bias generator, address decoder and voltage regulator consume additional 4

µW. Second, the accuracy of frequency calibration is set by the number of the

bits of the SAR and the frequency tuning range of the oscillator. The larger

the number of the bits of the SAR, the higher the calibration accuracy. Since

each bit of the SAR is set in one cycle of counting over the delimiter and com-

parison operation, the larger the number of the bits of the SAR, the longer the

calibration time. For example, the digital frequency calibration in [200] uses

an 8-bit SAR and a 9-bit counter. The value of each bit of the SAR requires

approximately 116 µs to set. A total of approximately 928 µs is required to set

all bits of the SAR. Finally, the length of the calibration phase and the frequency

of the local oscillator must be known a prior such that the preset value with

which the content of the counter is compared can be determined.

SAR

Counter &
comparison
logic

DAC

Figure 6.8. Frequency calibration using digital trimming.

6.5 Clock Generation Using Phase-Locked Loops

It is well understood that the output of a phase-locked loop has the ability

to lock to a reference in both frequency and phase when a phase/frequency

detector is employed. As compared with injection-locking, phase-locked loops

provide a much larger frequency lock range. This, however, is at the cost
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of high power consumption and a long lock time. If the power consumption

can be tightly controlled and the frequency that PLLs lock to is not overly

high, PLLs can be an excellent candidate for generating the system clock of

passive wireless microsystems. In [201], a PLL-based clock generation and

calibration system was proposed for RFID tags operating at 13.56 MHz. As

shown in Fig.6.9, the system harvests its operating power from an interrogator

via a coupling coil. The clock generation and calibration system consists of an

envelope detector that extracts the envelope of the received RF signal, a clock

extractor that generates a full-swing square wave whose frequency is the same

as that of the carrier, and a phase-locked loop that enables the local oscillator

to lock to the output of the clock extractor.

Ic
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& logic

Clock
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PFD &
Control
logic
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v
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v
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v
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v
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v
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1 0 1 0 1

Figure 6.9. Frequency calibration using a phase-locked loop [201].

The clock extractor consisting of a voltage comparator and a voltage buffer

generates a full-swing clock whose frequency is the same as the carrier, as

shown in the figure. The generated square wave vCLK is used as the reference

of the downstream PLL. Once the PLL is locked to the reference, a local system

clock whose frequency is the same as that of the carrier is generated by the

PLL. Since ASK is typically used for passive wireless microsystems, a large

modulation index is preferred to minimize the bit-error-rate. When an 100%
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modulation index is used, no carrier is available when data transmitted are

0. The frequency of the local oscillator will drift due to the absence of the

reference. To eliminate this drawback, the conventional DFF phase/frequency

detector is modified to allow the recovered envelope signal vENV to disable the

phase/frequency detector, as shown in Fig.6.10, such that both UP and DN of

the phase/frequency detector will be held unchanged during binary 0 intervals

subsequently the frequency of the oscillator of the PLL.

D Q

R

D Q

R

CLK

VCO

VENV

UP

DN

V

Figure 6.10. Modified phase/frequency detector.

The oscillator is implemented using a single-ended current-steering config-

uration to take the advantage of its simple configuration subsequently a large

frequency tuning range and a low level of power consumption. Implemented in

a 0.35µm CMOS technology, the power consumption of the phase/frequency

detector and charge pump is 10.4 µW during the locking state and only 0.4 µW

during the locked state. The power consumption of the oscillator is 2.6 µW.

The total power consumption of the clock generation and calibration system is

17 µW during the locking state and 3 µW during the locked state. It should

be noted that the PLL operates at the frequency of the extracted clock, which

is the frequency of the carrier, the power consumption of the clock recovery

circuit will become exceedingly large once the carrier frequency is high. The

low power consumption of the design in [201] is simply due to the fact that the

carrier frequency is 13.56 MHz. Should the carrier frequency be in UHF or

even microwave ranges, the power consumption would be significant.

6.6 Clock Generation Using Frequency-Locked Loop

The preceding PLL-based clock generation and calibration method utilizes

the extracted clock of the received RF signal as the reference of the PLL. The

frequency of the recovered clock is the same as that of the carrier. When the

envelope of the carrier becomes zero, it utilizes the logic state of the envelope

of the received RF signal to sustain the oscillation of the oscillator of the PLL

so as to sustain the frequency of the system clock. As pointed out earlier that

this approach will become power hungry once the frequency of the carrier is

high. For example, the carrier frequency of UHF RFID EPC is in the range
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of 860-960 MHz, the preceding PLL-based clock generation method will be

power-greedy. In [192], a digital frequency-locked loop based method was

proposed to generate the system clock of UHF RFID EPC systems. Since

PIE-coding is used for reader-to-tag communications with binary 0 and binary

1 having different pulse width as shown in Fig.6.4, a counter that records the

number of the oscillation cycle of a local oscillator during a binary 0 or a

binary 1 interval is used. The content of the counter is then compared with

the number of the oscillation cycle of the oscillator during a binary 0 and a

binary 1 intervals at the desired frequency. The selection of the reference value

to which the content of the counter is compared at the end of a binary 0 or

binary 1 interval is determined by the baseband processor that measures RTcal

duration. If symbol duration > RTcal/2, a binary 1 is received. Otherwise, a

binary 0 is received. A digital frequency-locked loop is then used to adjust the

frequency of the local oscillator in accordance with the difference between the

counter and the preset value until the frequency difference becomes zero.

A key advantage of this approach is that the frequency of the local oscillator

is continuously calibrated as long as a data flow from the base station to the

RFID tag exists. As a result, a high frequency accuracy can be obtained. Also,

it can distinguish the different pulse durations of binary 0 and binary 1 PIE

symbols. The frequency accuracy of the system in [192] is 1.2/-3.2% at 2.56

MHz with power consumption of only 1.8 µW.

6.7 Clock Generation Using Envelope Injection-Locking

As pointed out earlier that frequency calibration using carrier-based injection-

locking suffers from the drawback of high power consumption and a small

frequency lock range. In [202], a remote frequency calibration technique using

envelope-based injection-locking was proposed to utilize the fact that the base-

band frequency of passive wireless microsystems is typically in kHz and low

MHz ranges, and the modulation schemes used for passive wireless microsys-

tems are often ASK. A baseband timing reference can therefore be embedded

in the envelope of a RF signal and transmitted from the base station to the

microsystem. The envelope of the received RF signal can be extracted using

an envelope detector and used as the injection-locking signal to lock the local

oscillator. Since the local oscillator only needs to oscillate at the baseband

frequency, its power consumption is significantly lower as compared with the

power consumption of oscillators that oscillate at the carrier frequency. The low

frequency of the local oscillator also removes the need for frequency dividers,

further lowering power and silicon consumption. The power consumption can

be further reduced by operating the devices of the local oscillators in the sub-

threshold. It should be emphasized that if the frequency of the local oscillator

were at the carrier frequency, it would be difficult to operate the devices of the
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Figure 6.11. Frequency calibration using a digital frequency-locked loop [192].

oscillator in the sub-threshold while meeting the frequency requirement at the

same time.

Frequency calibration using envelope-based injection-locking has the intrin-

sic advantages of lower power consumption and high frequency accuracy. Since

the local oscillator oscillates at the baseband frequency, it can not be realized

using an LC tank oscillator due to the need for a prohibitively large inductor.

Instead, current-starving ring oscillators and relaxation oscillators are typically

used. Relaxation oscillators are in general preferred over ring oscillators. This

is because ring oscillators are prone to PVT effect as the frequency of these

oscillators is determined by active components. The oscillation frequency of

current-starving oscillators exhibit a larger sensitivity to PVT effect as com-

pared with conventional ring oscillator. This is because the devices of current
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starving oscillators dwell longer in the sub-threshold region where the channel

current of transistors is more sensitive to PVT effect.

When the effect of PVT is strong, the difference between the free-running

frequency of the local oscillator and the reference frequency from the base

station will exceed the lock range of the oscillator and injection-locking will fail.

Clearly, a mechanism that pulls the frequency of the local oscillator towards the

desired frequency when the frequency difference is large is critically needed. If

such a mechanism can narrow the frequency difference down to the lock range

of the local oscillator, a lock state can be established.
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Figure 6.12. Configuration of relaxation oscillators.

Soltani and Yuan showed in [203] that integrating feedback that integrates

the difference between the reference frequency and the frequency of the local

oscillator can be used to adjust the control voltage of the local oscillator so

as to pull the frequency of the oscillator towards the reference frequency.

Integrating feedback will be in action as long as a frequency difference exists

and the strength of integration feedback increases with time. To provide a
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mathematical treatment of integrating feedback so as to gain a much needed

insight of its effectiveness in frequency pulling, let the free-running period of

the relaxation oscillator be Tn. The operation of the relaxation oscillator is

dominated by the charging and discharging processes of the timing capacitor

C , as shown in Fig.6.12. The oscillation of the relaxation oscillator requires

that the net variation of the charge of the timing capacitor C over one oscillation

period be zero, i.e.

∫ t+Tn

t
Xic(t)dt = 0, (6.1)

where X is a Boolean variable depicting the logic state of the output of the

comparator. X = 1 when the output voltage of the comparator is high and

X = −1 otherwise.

When an injection current iinj(t) is injected into the timing capacitor, as

shown in Fig.6.12, (6.1) becomes

∫ t+T

t
X [ic(t) + iinj(t)] dt = 0. (6.2)

Note that the oscillation period is changed from Tn without injection current

iinj(t) to T when iinj(t) is applied. If we let T = Tn + ∆T where ∆T
quantifies the change of the period of the oscillator caused by iinj(t), as shown

in Fig.6.12, (6.2) can be written as

∫ t+Tn

t
Xic(t)dt +

∫ t+Tn+∆T

t+Tn

Xic(t)dt +

∫ t+T

t
Xiinj(t)dt = 0. (6.3)

The first integral in (6.3) vanishes due to (6.1). Since X = −1 when t+Tn≤t <
t + Tn + ∆T and ic(t) = Ic, (6.3) becomes

∆T =
1

Ic

∫ t+T

t
Xiinj(t)dt. (6.4)

It is evident from (6.4) that the variation of the oscillation period of the oscillator

is solely due to the injection of iinj(t) and is determined by the amount of net

charge ∆Q that iinj(t) provides over one oscillation period [0, T ].

∆Q =

∫ t+T

t
Xiinj(t)dt. (6.5)

Eq.(6.4) can be written as
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∆T =
∆Q

Ic
. (6.6)

The total variation of the oscillation period of the oscillator due to the

injection current iinj(t) over an interval [0, tk] is obtained from

k∑

j=1

∆Tj =
1

Ic

k∑

j=1

∆Qj =
k−1∑

j=0

∫ tj+1

tj
Xiinj(t)dt. (6.7)

Eq.(6.7) reveals that the total variation of the period of the oscillator over the

interval [0, tk] can be obtained by integrating the injection current modulated

by the output of the comparator. The product Xiinj(t) can be obtained using a

transmission-gate passive mixer where X is the modulating signal and iinj(t)
is the modulated signal. The integration can be carried out using a capacitor

connected to the output of the transmission-gate passive mixer, as shown in

Fig.6.13(a). To ensure that there is not an abrupt voltage drop across the switch

upon closing, the circuit shown in Fig.6.13(b) is employed. When X = 1,

the circuit behaves in the same way as that in Fig.6.13(a). When X = 0, the

unity-gain voltage buffer ensures that the voltage of node A remains unchanged

until the arrival of the next sampling clock.

i inj Cin
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B
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Figure 6.13. Simplified circuit of integrating feedback.

Integrating feedback becomes less effective when the frequency difference

becomes small, i.e. when the frequency of the local oscillator is pulled close

to the reference frequency. In this case, injection-locking should be activated

to further drive the frequency difference to zero. In fact, both injection-locking

and integrating feedback can be employed simultaneously. When the frequency

difference is large and outside the lock range of the oscillator, only integrating
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feedback is in action and the frequency of the local oscillator is pulled towards

the reference frequency by integrating feedback. Once the frequency of the

local oscillator is reduced by a sufficiently large amount and falls into the

lock range of the oscillator, injection-locking will be activated and dominate.

Clearly, the use of integrating feedback in conjunction with injection-locking

will ensure that the frequency of the local oscillator be locked to the reference

frequency. Because integrating feedback will be in action as long as the ac-

cumulated difference between the frequency of the extracted injection-locking

signal and that of the local oscillator is not zero, a large effective frequency

lock range can be obtained.

The strength of integrating feedback is bounded by the stability of the system.

The stronger the integrating feedback, the faster the frequency pulling and the

less stable the system. A more detailed mathematical treatment of the stability

of the system with injection-locking and integrating feedback is available in

[203].

Matching
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Current
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C vo

vc

Figure 6.14. Frequency calibration using envelope-based injection-locking with integrating

feedback.

Fig.6.14 shows the configuration of the remote frequency calibration using

envelope-based injection-locking with integrating feedback. Cin is an isolation

capacitor whose function is to prevent any dc signal from loading the antenna.

The envelope of the received RF signal is extracted using an envelope detector

and injected into the timing capacitor as the injection-locking signal. A current

pulse generator is employed to generate large current pulses to charge and

discharge the timing capacitor in a very short period of time. The purpose of

using the current pulse generator will be detailed shortly. An integrating block

that integrates the difference between the frequency of the local oscillator and

that of the envelope of the received RF signal drives the charge pump. The

charge pump provides a constant current to charge or discharge the timing

capacitor.
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The local oscillator, which consists of a charge pump, a comparator, and a

current pulse generator, is a relaxation oscillator whose frequency is determined

by the charging and discharging processes of the timing capacitor implemented

as a MIM (metal-insulator-metal) capacitor. A key advantage of relaxation

oscillators is their low sensitivity to PVT effect. This is because the frequency of

relaxation oscillators is determined by the current of the constant current sources

and the capacitance of MIM capacitors. The frequency of ring oscillators, on

the other hand, is sensitive to PVT effect due to the fact that their frequency is

determined by active devices only [204].

Schmitt triggers are often used in constructing relaxation oscillators. As

pointed out earlier that the oscillation of a relaxation oscillator is established

by charging and discharging the timing oscillator, as shown in Fig.6.12. When

the voltage of the timing oscillator exceeds VH , the output of Schmitt trigger

of the relaxation oscillator changes its logic state. The charging process of the

timing capacitor is replaced with a discharging process and the voltage of the

timing capacitor drops. When the voltage of the timing capacitor drops below

VL, the output of the Schmitt trigger switches from low to high and the timing

capacitor is charged. This process repeats and oscillation is sustained. Clearly,

the hysteresis width ∆V = VH − VL of Schmitt trigger directly affects the

frequency of these oscillators. The voltage of the timing capacitor C is given

by

vc(t) = VL +
Ic

C
t (charging),

vc(t) = VH − Ic

C
t (discharging).

(6.8)

The output voltage of the oscillator has a 50% duty cycle with oscillation period

Tn given by

Tn = 2

(
C∆V

Ic

)
. (6.9)

The sensitivity of the frequency of the oscillator to VDD is obtained from

∂f

∂VDD
= − Ic

2C (∆V )2
∂∆V

∂VDD
. (6.10)

It is evident that the smaller the hysteresis width ∆V , the more sensitive the

frequency of the oscillator to VDD fluctuation. Since the supply voltage of

passive wireless microsystems is typically low and fluctuates and the hysteresis

of a Schmitt trigger is upper-bounded by
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∆Vmax = VDD − Vtn − |Vtp|, (6.11)

the frequency of Schmitt trigger-based relaxation oscillators will exhibit a high

degree of uncertainty when VDD is low and fluctuates. Schmitt trigger-based

relaxation oscillators are therefore not particularly attractive for passive wireless

microsystems.

One way to generate a large hysteresis without using a Schmitt trigger is to

use latches in conjunction with two timing capacitors and two voltage compara-

tors, as shown in Fig.6.15 [205]. It is, however, difficult to find an appropriate

injection node in this oscillator so that the charging and discharging of both

timing capacitors can be controlled by a single injection signal. Relaxation

oscillators with one timing capacitor and two voltage comparators are also

proposed [206, 207]. Although an appropriate injection node exists in this

oscillator, the need for two comparators makes it a rather difficult task to lower

the power consumption.
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Figure 6.15. Relaxation oscillator proposed by Barnett [205].

Yuan and Soltani showed that a relaxation oscillator can be constructed using

one timing capacitor and one voltage comparator with a low supply voltage,

as shown in Fig.6.16 [204]. The operation of the current pulse generator is

depicted as follows : Assume X=0, M1 switches off and M2 turns on. M5 turns

on and M6 is off. C1 is discharged via the path provided by M5. M3 is off and

M4 is on. M4 sources the current ip = ids4 to the output. In the mean time,

C2 is charged by VDD via the M2-R2 path. When vA reaches VDD − |Vtp|,
M4 turns off and ip vanishes. A current pulse is generated. The width of the

current pulse can be determined as the follows : Assume vX = 0 when X is

at logic-0 and the voltage drop cross the source and drain of M2 (in triode) is

constant and is denoted by Vsd2. From
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Figure 6.16. Relaxation oscillator proposed by Yuan and Soltani [204]. C is the timing

capacitor. Time constants R1C1 and R2C2 set the width of current pulses.

Vsd2 + R2C2

dvA

dt
+ vA = VDD, vA(0−) = 0, (6.12)

we have

vA(t) = (VDD − Vsd2)

[
1 − e

− t
R2C2

]
. (6.13)

The width of the positive current pulse, denoted by τp, can be obtained by

letting vA(t) = VDD − |Vtp|

τp = R2C2ln

(
VDD − Vsd2

|Vtp| − Vsd2

)
≈R2C2ln

(
VDD

|Vtp|

)
. (6.14)

In a similar way, one can show that when X=1, M3 will sink a current pulse

from the output node with the pulse width

τn≈R1C1ln

(
VDD

Vtn

)
. (6.15)

The current pulse generator will generate a current pulse each time the output of

the comparator changes its logic state. The amplitude of the current pulses must

be sufficiently large such that it will charge or discharge the timing capacitor
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completely. The width of the current pulses must be much smaller as compared

with the relaxation time of the timing capacitor such that it will have a little

impact on the duty cycle and the period of the output voltage of the oscillator.

Fig.6.17 shows the waveforms of the relaxation oscillator.

Time [ sì ]

Figure 6.17. Top - Output voltage of comparator. Bottom - Voltage of timing capacitor

(Copyright c© IEEE).

To examine the injection locking of the relaxation oscillator with and without

integrating feedback, the relaxation oscillator is designed in TSMC 0.18µm

6-metal 1.8V CMOS technology and analyzed using Spectre from Cadence

Design Systems with BSIM3.3 device models. The free-running frequency of

the relaxation oscillator is varied from 975.9 kHz to 902.9 kHz. A 10-mV

1-MHz sinusoidal signal is injected. In the first sub-plot of Fig.6.18, the free-

running frequency of the oscillator is 975.9 kHz. The oscillator is able to lock

to injection signal. In the second sub-plot, the free-running frequency is set to

969.1 kHz. The oscillator nearly locks to the injected signal but its phase slips

eventually. In the the third sub-plot, the free-running frequency is set to 962.4

kHz. The injection signal is outside the lock range. The oscillation frequency

of the oscillator approaches the injection frequency but falls back after a short

time. In the last sub-plot, the free-running frequency is set to 902.9 kHz. The

locking signal in this case is outside the lock range of the oscillator. No lock

state can be established.

Fig.6.19 compares the locking process of the relaxation oscillator with and

without integrating feedback when the free-running period of the oscillator

is set to 902.9 kHz and with the same injection signal. It is seen that when

integrating feedback is absent, the oscillator fails to lock to the injection signal.
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Figure 6.18. Simulated effect of the injection of a sinusoidal current on the frequency of the

relaxation oscillator without integrating feedback at various frequency offsets from the injection

frequency. Sub-plot 1 : free-running frequency of the oscillator is 975.9 kHz. Sub-plot 2 :

free-running frequency of the oscillator is 969.1 kHz. Sub-plot 3 : free-running frequency of

the oscillator is 962.4 kHz. Sub-plot 4 : free-running frequency of the oscillator is 902.9 kHz.

Legends : Solid line - simulation results. Dotted line - Analytical results (Copyright c© IEEE).

However, when integrating feedback is present, the oscillator successfully locks

to the injection signal in less than 100 µs.

Fig.6.20 shows the measured lock range of the oscillator with and without

the integrating feedback. It is seen that the lock range of the oscillator with

integrating feedback increases with the amplitude of the injection signal initially

and the rate of increase gradually levels off. The lock range of the oscillator

without integrating feedback, on the other hand, increases with the amplitude of

the injection signal. Also observed is that the lock range of the oscillator with

integrating feedback is approximately one order of magnitude of that without

integrating feedback. The increased lock range is critical to ensure that the

local oscillator will lock to the injection signal.
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ing feedback in the nominal process conditions. Legends : Light-colored solid line - Without

both injection and integrating feedback. Dashed line - With injection only. Dark-colored solid

line - With both injection and integrating feedback (Copyright c© IEEE).
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When the injection signal is removed, the frequency of the oscillator with

integrating feedback drifts at a slow rate of 5 Hz/ms. This drift is negligible as

backscattering from a passive wireless microsystem to its base station typically

takes only a few milliseconds to complete. For the same argument, the effect of
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temperature variation on the frequency of the oscillator during backscattering

can also be neglected safely.

6.8 Performance Comparison

Table 6.8 compares the performance of recently reported clock generation

and calibration methods in terms of carrier frequency, system clock frequency,

power consumption, and calibration accuracy.

Table 6.1. Performance comparison of clock generation and calibration methods.

Ref. Tech. Method Carrier System Power Calib.

freq. clock accuracy

[MHz] [MHz]

Kocer-Flynn[11](06) 0.25µm Car-Inj. 900 112.5 6 mW –

Leung-Luong[194](07) 0.18µm Inj-Div 900 3.5 7 µW –

Pillai et al.[30](07) 1µm DT 915/2.4 GHz 0.032 10.5µW –

Ma et al.[196](08) 0.18µm Env. 902-928 902-928 21µW –

Najafi et al.[199](08) 0.18µm DT 860-960 2.56 8 µW –

Lee-Lee[200](09) 0.35µm DT 900 2.2 31 µW 0.91%

Fan et al.[201](09) 0.35µm PLL 13.56 6.78 17 µW 7.5%

Chan et al.[192](10) 0.18µm FLL 860-960 2.56 2 µW −3.2∼1.2%

Soltani-Yuan[203](10) 0.18µm Inj-Int 900 1 0.96 µW –

Legends :

Car-Inj. - Clock generation/calibration using carrier-based injection-locking.

DT - Clock generation/calibration using digital trimming.

Env. - Clock generation from the envelope.

FLL - Clock generation/calibration using a digital frequency-locked loop.

Inj-Int - Clock generation/calibration using an envelope-based injection-locking and integrating feedback.

PLL - Clock generation/calibration using a phase-locked loop.

6.9 Chapter Summary

In this chapter, we have presented the methods for the generation and cali-

bration of the system clock of passive wireless microsystems. We have shown

that clock generation directly from the carrier of the received RF signal offers

the advantages of a simple design but suffers from high power consumption

and large timing jitter. Also, no clock can be received during binary 0 intervals

if modulation index is 100%. This approach should only be used if the received

RF signal is strong and the frequency of the RF signal is not exceedingly high.

As compared with clock generation from the carrier, the frequency of the

clock generated from the envelope of the received RF signal is much lower.

It can therefore be used directly for baseband operation without the need for
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frequency dividers. As a result, the power and silicon consumption of clock

recovery are reduced. A drawback of this approach is that RF signals must be

encoded with timing information such that a timing reference is continuously

available during the operation of the microsystem.

Clock generation and calibration using injection-locked frequency division

offer the same advantages as clock generation from the carrier but suffer from

the drawback of no frequency calibration when the received RF signal is weak.

The frequency of the local oscillator is thus subject to the effect of PVT. As a

result, the frequency accuracy of the system clock can not be guaranteed. The

power consumption of this approach is high due to the high frequency of the

local oscillator and the need for frequency dividers. In addition, the lock range

of the injection-locked frequency divider must be sufficiently large in order

to ensure that the frequency divider will lock to the received RF signal in the

presence of a strong PVT effect.

Frequency calibration using carrier-based injection-locking offers the ad-

vantage of a high frequency accuracy. Since the clock in this case is generated

locally, there is no need for the base station to continuously supply a timing

reference to the microsystem during its operation. As a result, the constraint on

encoding data to embed timing information is relaxed. Further, the calibration

of the local oscillator can be performed prior to the commence of the data

communications between the base station and the microsystem as long as the

frequency drift of the local oscillator during the operation of the microsystem is

small. This approach, however, suffers from a small frequency lock range and

high power consumption due to the high frequency of the local oscillator and

the need for frequency dividers. Also, no injection signal is available during a

binary 0 interval if the modulation index is 100%.

Frequency calibration using digital trimming offers a large frequency tuning

range. As long as the frequency tuning range of the oscillator is sufficiently

large, frequency calibration using digital trimming will guarantee that the fre-

quency of the oscillator be tuned to the desired frequency. This approach re-

quires a SAR, a digital-to-analog converter, and other logic for pulse counting,

comparison, and control signal generation. As a result, the power consumption

is high. In addition, the accuracy of frequency calibration is set by the number

of the bits of the SAR and the frequency tuning range of the local oscillator. The

larger the number of the bits of the SAR, the higher the calibration accuracy.

This is at the cost of a longer calibration time.

Clock generation and calibration using phase-locked loops offer the advan-

tage of a large lock range and a high frequency accuracy. The lock time can be

tuned by varying the loop dynamics of the PLL. This approach is power-hungry

as the frequency of the reference of the PLL is the carrier frequency. The use of

this approach must therefore be cautious when a stringent constraint on power

consumption exists.
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Clock generation and calibration using digital frequency-locked loops offer

the advantage of a large lock range, a high frequency accuracy, and continuous

frequency calibration during data transmission. In addition, it can handle

pulse-width modulated data. Since the counter used for frequency calibration

is driven by the baseband clock, the power consumption is low.

Frequency calibration using injection-locking and integrating feedback of-

fers the advantage of a large frequency lock range, a high frequency accuracy, a

fast lock time, and low power consumption. The use of a current pulse generator

in the relaxation oscillator eliminates the drawbacks of Schmitt trigger-based

relaxation oscillators when the supply voltage is low and time-varying. The

integrating nature of this approach also minimizes the drift of the frequency of

the local oscillator when the injection-locking signal is absent.



Chapter 7

Analog-to-digital converters (ADCS) are an essential block of passive wire-

less microsystems. Although there are a number of ways to conduct analog-

to-digital conversion such as flash ADCs, pipelined ADCs, over-sampled

sigma-delta ADCs, etc., the low voltage and low power constraints of pas-

sive wireless microsystems only warrant a few architectures of ADCs that can

be used. Integrating ADCs, charge-redistribution successive approximation

ADCs, oscillation-based ADCs, time-to-digital ADCs, and frequency-to-digital

ADCs are possible candidates for these applications. This chapter focuses on

both the architecture and design of low-power ADCs. The chapter is organized

as follows : Section 7.1 briefly examines the fundamentals of ADCs. The

figure-of-merits that are widely used to quantify the performance of ADCs

are studied. In Section 7.2, integrating ADCs are investigated. Both single-

slope and dual-slope integrating ADCs, their advantages and disadvantages

are examined. Section 7.3 focuses on the design of oscillation-based ADCs

for temperature measurement. Attention is paid to both relaxation oscillator

and ring oscillator based temperature ADCs. Time-to-digital converter based

ADCs for temperature measurement is explored in Section 7.4. As compared

with oscillator-based temperature ADCs, these ADCs have the advantage of

low power consumption due to the elimination of oscillators. Section 7.5 con-

centrates on frequency-to-digital based ADCS for temperature measurement.

Charge redistribution successive approximation ADCs are investigated in a

great detail in Section 7.6. A focus is given to the design of charge-scaling

digital-to-analog converters (DACs). Three configurations of charging-scaling

capacitor arrays, namely single-stage binary-weighted capacitor arrays, two-

stage binary-weighted capacitor arrays, and C-2C capacitor arrays are studied

in detail and their pros and cons are examined. Section 7.7 compares the per-
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formance of some recently reported ultra-low power ADCs. The chapter is

summarized in Section 7.8.

7.1 Fundamentals of Analog-to-Digital Converters

An analog-to-digital converter (ADC) accepts an analog signal vin and pro-

duces an N -bit binary output code DN ...D1 such that

vin =

(
DN

21
+

DN−1

22
+ ... +

D2

2N−1
+

D1

2N

)
Vref , (7.1)

where VREF is the reference voltage, and Dk, k = 1, 2, ..., N are binary

numbers. D1 is the least significant bit (LSB) and DN is the most significant

bit (MSB). FSR = Vref is termed the full-scale range of the input. It is the input

voltage range over which the ADC will digitize the input. The contribution of

the MSB is FSR
2

while that of the LSB is FSR
2N . LSB is the resolution of the

ADC.

There are a number of metrics that quantify the performance of ADCs.

Among them, quantization noise, offset errors, gain errors, differential nonlin-

earity (DNL), integral nonlinearity (INL), dynamic range (DR), signal-to-noise

ratio (SNR), signal-to-noise plus distortion ratio (SNDR), and effective number

of bits (ENOB), are the most widely used. We examine each of them in detail

in the following sections.
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Figure 7.1. Full-scale range of ADCs.
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7.1.1 Quantization Error

The quantization error of an ADC is defined as the difference between the

analog input of the ADC and the value of its corresponding digital code, as

shown graphically in Fig.7.2 where an 8-bit ADC is used to illustrate an un-

compensated quantization process. It is seen from the figure that the maximum

quantization error is 1 LSB. Also observed is that the quantization error of the

uncompensated quantization is not centered at zero volt. The quantization error

can be reduced to 0.5 LSB if an offset of
Vref

16
is introduced to the input. This is

termed 1/2 LSB compensated quantization [208]. In this case, the offset moves

the center of the quantization error from LSB
2

without the offset to zero volt,

as shown in Fig.7.3.
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Figure 7.2. Quantization and quantization errors of ADCs - uncompensated quantization.

Since the quantization error is random in nature, its rms (root-mean-square)

value is used to quantify its power. The rms value of the quantization error can

be obtained with the aid of Fig7.4 [209]

rms =

√
1

T

∫ T

0

LSB2

(
x

T
− 0.5

)2

dx
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Figure 7.3. Quantization and quantization errors of ADCs - 1/2 LSB compensated quantization.

=
LSB√

12

=
FSR

2N
√

12
. (7.2)

Clearly, for a given FSR, the larger the number of the bits of ADCs, the smaller

the quantization error.

0
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T

x

Figure 7.4. Quantization error of ADCs.
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7.1.2 Offset Error

The offset error of an ADC is due to the mismatch of the devices of the ADC,

as shown in Fig.7.5. The offset error of the ADC does not vary with the input

signal of the ADC. It simply shifts the quantization error. Since the offset error

of the ADC is a systematic error, it can be eliminated by employing mismatch

compensation techniques.
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Figure 7.5. Offset error of ADCs.

7.1.3 Gain Error

The gain error of an ADC is due to the variation of the conversion gain of

the ADC when the amplitude of the input changes, as shown in Fig.7.6. It is

defined as the difference between the nominal gain and the actual gain of the

ADC after the offset error of the ADC is removed. This error represents the

difference in the slope of the actual and ideal transfer functions of the ADC.

The gain error increases the quantization error of the ADC,

7.1.4 Differential Nonlinearity

The differential nonlinearity (DNL) of an ADC is the maximum difference

between the step width of an actual ADC and that of an ideal ADC, as illustrated

in Fig.7.7. The nonuniform step size of the ADC is caused by the nonlinearity

of the ADC. DNL of the kth-step is obtained from
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Figure 7.6. Gain error of ADCs.

DNL =

∣∣∣∣
(Vin,k − Vin,k−1) − LSB

LSB

∣∣∣∣ , (7.3)

where Vin,k and Vin,k−1 are the input voltages of the actual ADC at steps k and

k−1, respectively. It is seen from (7.3) that DNL is normalized to LSB. DNL is

a measure of the maximum deviation of the actual step size from the ideal step

size. It provides an effective means to quantify the effect of the nonlinearity

on the step width of ADCs. The larger the differential nonlinearity, the larger

the quantization error. If the DNL is less than 1 LSB, the ADC will have a

monotonic transfer function with no missing code. If the DNL exceeds 1 LSB,

the converter will become non-monotonic, meaning the output of the ADC will

drop even though its input actually increases. In this case, a missing code will

occur.

7.1.5 Integral Nonlinearity

The integral nonlinearity (INL) of an ADC is the accumulated difference

between the actual step size and the ideal step size, i.e. it is the integral of

DNL. Fig.7.8 depicts INL graphically. INL is measured after both the static

gain error and offset error are removed.

7.1.6 Dynamic Range

The dynamic range (DR) of an ADC is defined as the ratio of the full-scale-

range value of the input to the smallest input that the ADC can detect. Since
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Figure 7.7. Differential nonlinearity of ADCs.
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Figure 7.8. Integral nonlinearity of ADCs.

the smallest input that the ADC can sense is LSB = FSR
2N , the dynamic range

of the ADC is obtained from

DR =
FSR

LSB
= 2N . (7.4)
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In unit of decibels,

DR = 20log10

(
2N
)

= 6.02N (dB). (7.5)

When spurs are present, since the amplitude of the spurs is typically larger than

quantization error, spurious-free dynamic range (SRDR) should be used. In

this case, the dynamic range is defined as the ratio of the full-scale range value

of the input signal to the largest amplitude of the spurs.

7.1.7 Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) of an ADC is defined as the ratio of the power

of the full-scale input signal to that of the quantization error. Equivalently, SNR

is the ratio of the rms value of the full-scale input signal to the rms value of

the quantization error. Note the rms value of the quantization error is typically

much larger as compared with that of device noise such as thermal and flicker

noise. If the input voltage of the ADC is a sinusoid with its amplitude FSR
2

,

since its rms value is given by FSR
2
√

2
, the SNR is obtained from

SNR = 20log10




FSR
2
√

2

FSR
2N

√
12


 = 6.02N + 1.76 (dB). (7.6)

The preceding SNR does not include the effect of the distortion of ADCs, which

manifests itself as spurs in the spectrum of the output voltage of the ADCs. It

is therefore the maximum SNR [209, 210].

7.1.8 Signal-to-Noise-and-Distortion Ratio

Since the amplitude of spurs, which are stemmed from the nonlinearity of

ADCs, is typically higher than the noise floor of the ADCs, the signal-to-noise-

and-distortion (SINAD) ratio of an ADC defined as the ratio of the power of the

full-scale input to the sum of the power of the noise and that of the harmonics

of the ADC

SINAD = 20log

(
Ps

Pn + Pd

)
, (7.7)

where Ps, Pn, and Pd are the power of the signal, noise, and harmonics of the

ADC, respectively, should be used to quantify the performance of ADCs. Note

that SINAD is typically smaller than SNR.
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7.1.9 Effective Number of Bits

When the effect of distortion is not considered, the effective number of bits

(ENOB) is obtained from (7.6)

ENOB =
SNR − 1.76

6.02
. (7.8)

It is the maximum number of the bits that an ADC can provide for a given

signal-to-noise ratio.

When the effect of the nonlinearities of the ADC is accounted for, SINAD

provides a better picture of the difference between the power of the signal and

that of the disturbances and noise of the ADC. In this case, ENOB is obtained

from

ENOB =
SINAD − 1.76

6.02
. (7.9)

7.2 Integrating ADCs

In this section, we focus on a special class of low-power ADCs called

integrating ADCs. Integrating ADCs offer the key advantages of a simple

configuration subsequently low power consumption, a good resolution, a high

conversion speed, and the ability to suppress transient disturbances present at

the input, making them particularly suitable for passive wireless microsystems.

Depending upon the number of integration operation, integrating ADCs can be

categorized into single-slope integrating ADCs, dual-slope integrating ADCs,

and multi-slope integrating ADCs. Multi-slope integrating ADCs are rarely

used due to their complex configurations subsequently high power consump-

tion. Only single-slope integrating ADCs and dual-slope integrating ADCs

will therefore be studied in this section.

7.2.1 Single-Slope Integrating ADCs

The block diagram of a single-slope integrating ADC is shown in Fig.7.9.

When the ADC starts, it first resets the ramp generator, typically an integrator

where a ramping voltage is generated. Because initially vin > vramp, the

output of the comparator is set to high, allowing the clock to pass through the

AND2 gate and the counter increments. The ramping voltage rises with time

linearly and continues to climb until it reaches vin. At that time, the output

of the comparator changes its logic state and the output of the AND2 gate

becomes low, disabling the counter. The content of the counter provides the

binary representation of the input voltage. Since the ramping voltage only has

a single slope, this ADC is termed the single-slope integrating ADC.
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Figure 7.9. Single-slope integrating ADCs.

As an example, Fig.7.10 shows the simplified schematic of the single-slope

integrating ADC proposed by Kocer and Flynn for wireless sensors [11, 12].

The ramping voltage is generated by charging capacitor C with a constant

current I . Initially the capacitor is fully discharged and vc = 0. When the

conversion starts, the capacitor is charged by I and vc rises with time linearly

as per

vc =
I

C
t. (7.10)

At the same time, the counter starts to increment from zero. When vc reaches

vin, the output of the comparator changes its logic state and the counter stops

counting. The content of the counter provides the digital representation of the

input.

The main advantage of single-slope integrating ADCs is their simple config-

uration subsequently low power consumption. The performance of single-slope

ADCs critically depends upon the slope of the ramping voltage, the linearity of

the ramping voltage, and the stability of the clock frequency. For a given clock

rate, the smaller the slope of the ramping voltage, the larger the content of the

counter at the end of the conversion and the higher the resolution. This, how-

ever, is at the cost of a longer conversion time. On the other hand, the higher



Integrating ADCs 211

vin

M1

Counter
ADC
output

C

I

f
vc E

Figure 7.10. Single-slope integrating ADC proposed by Kocer and Flynn [11, 12].

the clock rate, the better the resolution. This is at the expense of increased

power consumption.

Another disadvantage of single-slope integrating ADCs is that integration

is performed on the reference voltage rather than the input voltage. The value

of the input voltage must therefore be held by a S/H block for an accurate

conversion. As a result, single-slope integrating ADCs are subject to the effect

of the transient disturbances present at the input.

7.2.2 Dual-Slope Integrating ADCs

To minimize the dependence of the performance of single-slope integrating

ADCs on the ramping voltage and the clock frequency, dual-slope integrating

ADCs with their block diagram shown in Fig.7.11 can be used [210]. The

operation of dual-slope integrating ADCs is depicted as follows : At the start

of the conversion, vin is applied to the input of the integrator and the counter

starts to increment from zero. After a pre-determined amount of time tc, the

content of the counter is stored and the counter is reset. At the same time, the

input is disconnected from the integrator and a reference voltage Vref of the

opposite polarity is applied to the input of the integrator. The output voltage of

the integrator starts to decrease and the counter resumes counting from zero.

When the output voltage of the integrator reduces to zero, the output of the

comparator changes its logic state and the counter stops counting. Because

the charge stored in the capacitor of the integrator from t = 0 to t = tc is

proportional to vintc while the amount of the charge that the capacitor lost

from t = 0 to t = td at which v+ = 0 is proportional to Vref td. From the

principle of charge conservation, we have

vin =
td
tc

Vref . (7.11)
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The intrinsic advantages of dual-slope integration ADCs over their single-

slope counterparts become apparent from the preceding presentation. The

most important advantage of dual-slope ADCs is that the conversion accuracy

of dual-slope integrating ADCs is less affected by the parameters of the in-

tegrator and the clock frequency as they are used in both the charging and

discharging processes. To illustrate this, let ∆td and ∆tc be the error of td and

tc, respectively with ∆td≪td and ∆tc≪tc. Eq.(7.11) becomes

vin =

(
td + ∆td
tc + ∆tc

)
Vref

=

(
td
tc

)
Vref


1 + ∆td

td

1 + ∆tc
tc


 . (7.12)

Making use of the first-order approximation

1

1 + ∆tc
tc

≈1 − ∆tc
tc

, (7.13)

(7.12) becomes

vin≈
(

td
tc

)
Vref

(
1 +

∆td
td

− ∆tc
tc

)
. (7.14)

Since the term in the secondary parenthesis of (7.14) is approximately unity,

the effect of the error of the counter becomes negligible.

Another distinct characteristic of dual-slope integrating ADCs is that inte-

gration operation is performed on vin. The integration of vin over the interval

[0, tc] results in the effective suppression of the transient disturbances whose

duration is much smaller than tc at the input. This unique characteristic of

dual-slope integrating ADCs is of a practical importance as it warrants these

integrating ADCs to be used in applications where transient disturbances are

present.

The choice of the value of tc is based on the following considerations : If

tc is too small, the ADC will have a poor resolution and a poor capability

to suppress transient disturbances present at the input. If tc is too large, the

conversion time will be overly long.

Although dual-slope integrating ADCs require a long conversion time, their

excellent linearity and resolution make them a preferred choice when speed

constraints can be relaxed. The nonlinearity errors of dual-slope ADCs can be

kept below 0.01% and the resolution can be pushed to above 20 bits [210].
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Figure 7.11. Dual-slope integrating ADCs.

7.3 Oscillator-Based Temperature ADCs

When the control voltage of a voltage-controlled oscillator or the control

current of a current-controlled oscillator varies with temperature, the frequency

of the oscillator will also be a function of temperature. A one-to-one map-

ping between temperature and the frequency of the oscillator will exist. This

temperature-to-frequency relation forms the foundation of oscillator-based tem-

perature ADCs. By measuring the frequency of the oscillator or equivalently

by counting the number of the oscillation cycles of the oscillator within a given

time interval, temperature can be obtained.

A key advantage of oscillator-based temperature ADCs is their simple con-

figurations subsequently low-power consumption. In this section, we look into

the operation of two special types of oscillator-based temperature ADCs : relax-

ation oscillator-based temperature ADCs and ring oscillator-based temperature

ADCs.

7.3.1 Relaxation Oscillator-Based Temperature ADCs

Relaxation oscillators offer the intrinsic advantages of a low frequency sen-

sitivity to PVT effects as the frequency of these oscillator is mainly determined

by the charging and discharging processes of passive capacitors by constant

current sources. Fig.7.12 shows the simplified schematic of the relaxation

oscillator-based temperature ADC proposed by Zhou and Wu [211]. The

schematic of the PTAT oscillator is detailed in Fig.7.13. A PTAT oscillator and

a timing oscillator are used. The frequency of the PTAT oscillator varies with

temperature in a linear fashion while that of the timing oscillator is independent

of temperature. The frequency of the timing oscillator is set to be much lower

than that of the PTAT oscillator such that a unique relation between the number

of the oscillation cycles of the PTAT oscillator within each oscillation period

of the timing oscillator and temperature can be established.
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The timing oscillator is a relaxation oscillator with its frequency controlled

by Vref , I , and C . Its operation is the same as that of the single-slope integrating

ADC proposed by Kocer and Flynn for wireless sensors depicted earlier [11,

12]. To minimize power consumption, a clocked comparator that does not

consume static power can be used.

The PTAT oscillator is also a relaxation oscillator with its operation depicted

as follows : Assume Vc1=0 and Vc2=1 initially. In this case, M3 is off and

M4 is on. C1 is now charged and Vc1 rises with time with the rising rate set

by the PTAT current and the value of C1. C2 at the same time is discharged

through the path provided by M4 with discharge time constant Rds4C2 where

Rds4 is the on-resistance of M4. When Vc1 climbs to the threshold voltage

of the inverter, it will trigger the RS register and change the logic state of its

output. As a result, M3 will turn on and M4 will turn off. C1 will be discharged

through M3 and C2 will be charged by the PTAT current. This process repeats

and oscillation is established.

Counter
ADC
output

C

PTAT oscillator

Timing oscillator

V

o1V

o2

T1

T2

Vo1

Vo2

Vref

VC

I

Figure 7.12. Relaxation oscillator-based temperature ADC proposed by Zhou and Wu [211].

Having studied the operation of the PTAT oscillator, let us now turn our

attention to the operation of the relaxation oscillator-based temperature ADC.

Assume initially Vc of the timing oscillator is zero and Vo1=1. The counter
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Figure 7.13. PTAT oscillator of the relaxation oscillator-based temperature ADC proposed by

Zhou and Wu [211].

is reset and Vc rises from Vc = 0 with time. The counter counts the number

of the cycles of the output voltage of the PTAT oscillator. Since the control

current of the oscillator is PTAT, the higher the temperature, the higher the

frequency subsequently the larger the content of the counter. When Vc exceeds

Vref , Vo1 = 0, and the counter stops. the content of the counter corresponds to

temperature.

There are a number of issues that must be considered to ensure the proper

operation of the ADC. The frequency of the timing oscillator must be stable

and independent of temperature variation and supply voltage fluctuation. This

requires both Vref and I be stable. They should therefore be provided by

temperature compensated references. The accuracy of the temperature ADC

is set by the smallest frequency variation that can be detected. For a given

frequency of the timing oscillator, the higher the frequency of the PTAT os-

cillator, the better the resolution. This, however, is at the cost of increased

power consumption. The conversion time of the ADC is set by the oscillation

period of the timing oscillator. For a fixed frequency of the PTAT oscillator, the

higher the frequency of the timing oscillator, the shorter the conversion time

and the poorer the resolution of the ADC. Clearly depending upon applications,

trade-offs need to be made.

7.3.2 Ring Oscillator-Based Temperature ADCs

Ring oscillators have also been used as temperature ADCs to take the ad-

vantages of their simple configurations. The simplified schematic of the ring-

oscillator based temperature ADC proposed by Kim et al. is shown in Fig.7.14
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[212]. The operation principle is similar to that of Zhou-Wu temperature ADC

of Fig.7.12. The frequency of the ring oscillator with a PTAT biasing current

(PTAT oscillator) is directly proportional to temperature while that of the ring

oscillator with a constant biasing current (timing oscillator) is independent of

temperature. The biasing circuit of the timing oscillator is a generic current

source [73]. The output of the PTAT oscillator is fed to a pulse generator

whose output is a pulse with pulse width proportional to temperature. The

frequency of the PTAT oscillator is lower than that of the timing oscillator. The

timing oscillator starts to oscillate at the rising edge of the pulse from the pulse

generator and seizes oscillation at the falling edge of the pulse, as illustrated

in Fig.7.14. The counter records the number of the oscillation cycles of the

timing oscillator within the time duration of the pulse. Since the pulse width is

proportional to temperature, the content of the counter provides a measure of

temperature.

M5

M1

M4

M2

R
M3 M1

M2

M3 M4

M5

M6

M7

PTAT
oscillator

Pulse
generator

Timing
oscillator

Counter

A

B

PTAT oscillator Timing oscillator

A

B

Figure 7.14. Ring oscillator-based temperature ADC proposed by Kim et al. [212].

The resolution of the temperature ADC depends upon the width of the pulse

from the pulse generator and the width of the pulse of the timing oscillator.

This is similar to the preceding relaxation oscillator based temperature ADC.

It is interesting to note that in the preceding Zhou-Wu temperature ADC, the

frequency of its timing oscillator is fixed and is much smaller as compared with

that of its PTAT oscillator. In Kim ring oscillator-based temperature ADC, the

period of the timing oscillator is fixed and is much smaller as compared with

that of its PTAT oscillator, as shown in Fig.7.15.
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Timing
oscillator

PTAT
oscillator

(a) (b)

Fixed
Fixed

PTAT
PTAT

Figure 7.15. Waveforms of oscillator-based ADCs. (a) Relaxation oscillator-based temperature

ADC proposed by Zhou and Wu [211]. (b) Ring-oscillator based temperature ADC proposed

by Kim et al. [212].

The control current of the PTAT oscillator is set by its biasing circuit. The

temperature-dependent biasing current is generated by utilizing the temperature-

dependent resistance of poly resistor R. As pointed out in Chapter 5, the

resistance of poly resistors typically increases with temperature. Since

RID1 + |Vtp| +
√

2ID1

µpCox(W/L)1
= VDD, (7.15)

ID1 will vary with temperature in a nonlinear fashion as R, Vtp, and µp are all

functions of temperature. The results presented in [212] show that the relation

between the frequency of the PTAT oscillator and temperature is fairly linear

over the temperature range 0∼100◦C.

The oscillator-based temperature ADC proposed by Park et al. utilizes

the temperature-dependence of the frequency of a generic ring oscillator with

devices operating in both weak inversion and strong inversion regions [213].

Fig.7.16 shows the simplified schematic of the temperature ADC. The timing

signal Vin2 is provided externally. Since no external control current exists, a

large number of delay stages are required such that the oscillation period of

the oscillator is large enough in order to be measured accurately. In addition,

digitally-controlled binary capacitor-arrays are used as the load of each delay

stage to further increase the period of the oscillator and at the same time to

add the tunability of the period. This is a drawback of ring oscillator based

temperature ADCs as the oscillation period of relaxation oscillators can be

conveniently lowered by either reducing the charging and discharging currents

or increasing the capacitance of the timing capacitors.

The full-swing operation of the inverting stages requires that the transistors

of the inverting stages operate through three regions, namely cut-off, weak

inversion, and strong inversion regions. The temperature coefficient of the

channel current of MOSFETs in saturation, triode and sub-threshold regions

were investigated in detail by Socher et. al [214]. The temperature depen-
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dence of the channel current of MOSFETs originates from the temperature

dependence of the mobility of minority charge carriers and that of the threshold

voltage of MOSFETs. Recall that the channel current of a MOSFET in strong

inversion is given by

ID,sat =
1

2
µCox

W

L
(VGS − VT )2 (Saturation), (7.16)

and

ID,tri = µCox
W

L

[
(VGS − VT ) VDS − V 2

DS

2

]
(Triode). (7.17)

When the device is in weak inversion, its channel current is given by (5.43) and

is re-written here for convenience

ID,sub≈ID0e
VGS−VT

nVt , (7.18)

where

ID0 = 2nµCoxSV 2
t , (7.19)

and VDS≫Vt is assumed. The normalized temperature coefficient of the chan-

nel current, denoted by TCC, in strong inversion (saturation and triode) and

weak inversion is obtained from

TCCsat =
1

ID,sat

∂ID,sat

∂T

=
1

µ

∂µ

∂T
− 2

VGS − VT

∂VT

∂T
, (7.20)

TCCtri =
1

ID,tri

∂ID,tri

∂T

≈ 1

µ

∂µ

∂T
− VDS

(VGS − VT )VDS − V 2
DS

2

∂VT

∂T
, (7.21)

TCCsub =
1

ID,sub

∂ID,sub

∂T

=
1

µ

∂µ

∂T
+

2

T
+

∂

∂T

(
VGS − VT

nVt

)

=
1

µ

∂µ

∂T
+

2

T
− 1

nVt

(
∂VT

∂T
− VT

T

)
. (7.22)
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The channel current of MOSFETs in weak inversion exhibits a much larger

thermal sensitivity as compared with that in strong inversion [214]. The tem-

perature dependence of the mobility of minority charge carriers and threshold

voltage gives rise to the dependence of the channel current subsequently the

dependence of the frequency of the ring oscillator on temperature. The mea-

surement results from [213] demonstrate that the frequency of the ring oscillator

increases with the rise of temperature in a nonlinear fashion.

Counter
Digital
code

v

in2v

in1

T1

T2

v in2

v in1

Figure 7.16. Ring oscillator-based temperature ADC proposed by Park et al. [213].

7.4 Time-to-Digital Converter Based Temperature ADCs

The power consumption of the preceding oscillator-based temperature ADCs

can be lowered by removing the oscillators. The time-to-digital-converter

(TDC) based temperature ADC proposed by Chen et al. measures temperature

by utilizing a generator that generates pulses with pulse width proportional to

temperature [215, 216]. The pulse width is determined by using a cyclic time-

to-digital converter rather than an oscillator that oscillates at a much higher

frequency. Fig.7.17 is the simplified schematic of Chen temperature ADC.

Delay line 1 consists of an even number of inverter stages. The average

propagation delay of each delay stage of the delay line is a function of temper-

ature due to the temperature-dependent characteristics of both the mobility of

minority charge carriers and the threshold voltage of MOSFETs. As a result,

the overall time delay of delay line 1 varies with temperature.

The time delay of delay line 2 is independent of temperature. This is achieved

by using a special delay stage with its schematic shown in the figure. The delay

cell is a current-starving inverter with the charging and discharging currents

controlled by M5-M7. By neglecting the effect of channel length modulation

and making use of the temperature-dependent characteristics of the mobility of
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minority of change carriers and the threshold voltage of MOSFETs given by

(5.9) and (5.42), we have

ID6 =
1

2
µp(To)

(
T

To

)m

Cox

(
W

L

)

6

[VSG6 − VT (To) − αVT
(T − To)]

2 .

(7.23)

Since we want ID6 to be independent of temperature,

∂ID6

∂T
= 0 (7.24)

is imposed. As a result,

VSG6 = VT (To) + αVT
(T − To) +

2αVT
T

m
. (7.25)

The channel current in this case becomes

ID6 =
1

2
µp(To)

(
T

To

)m

Cox

(
W

L

)

6

(
2αVT

T

m

)2

. (7.26)

Recall in studying the zero-temperature-coefficient bias point of MOSFETs in

Chapter 5, we observed over there that the value of m is in the vicinity of −2.

If we let m = −2, (7.26) is simplified to

ID6 =
1

2
µp(To)Cox

(
W

L

)

6

(αVT
To)

2 . (7.27)

It becomes apparent from (7.27) that the charging and discharging currents of

the delay stage of delay line 2 can be made independent of temperature by

operating M6 at its ZTC bias point. The same approach was also used in [217]

where a frequency-to-digital converter based temperature ADC was proposed.

A notable advantage of using dual delay lines rather than a single delay

line to generate pulses with pulse width proportional to temperature is that the

effect of supply voltage fluctuation and process variation on the pulse width

is minimized. This is because the pulse width is the difference between the

time delays of the two delay lines. The dual delay line configuration therefore

effectively suppresses the effect of common-mode disturbances.

The pulse width is measured using the cyclic TDC shown in Fig.7.18 where

six inverting stages of the same dimension are used as an example to illustrate

the operation of the cyclic TDC. Assume initially vin = 0. When RESET is
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Figure 7.17. Time-to-digital converter-based temperature ADC proposed by Chen et al. [215,

216].

asserted (RESET=0), vo1,o3,o5 = 1 and vo2,o4,o6 = 0. The logic states of these

logic gates will be held unchanged even when RESET becomes 1. Now, when

vin becomes 1, vo1,o3,o5 = 0 and vo2,o4,o6 = 1. The content of the counter will

increment by 1. As long as vin = 1, vo4 will force vo1 = 1. The logic state of

the output of the following inverters will change subsequently and the counter

will continue to increment. When vin = 0, the cyclic operation of the loop will

stop. Clearly, the time duration between each increment of the counter is the

total time delay of the loop. In this case, if we assume that all stages including

the OR2 gate and the AND2 gate have the same average propagation delay td,

then the time duration between each increment of the counter is 7td. This is the

resolution of the time-to-digital converter. Clearly, to improve the resolution,

reducing td is required.

An effective way to reduce td is to change the dimension of one delay stage.

Now let the dimension of inverter 3 be k time that of other identical inverters,

i.e. W3 = kW1,2,4,5,6 = kW and Lj = L, j = 1, 2, ..., 5. The high-to-low
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Figure 7.18. Cyclic time-to-digital converter proposed by Chen et al. (W/L)3 =
k(W/L)1,2,4,5,6 [218].

and low-to-high propagation delays of CMOS static inverters with a step input,

denoted by τPHL and τPLH , respectively, are given by [219]

τPHL =
CL

kn(VDD − VT )

[
2VT

VDD − VT
+ ln

(
3VDD − 4VT

VDD

)]
, (7.28)

and

τPHL =
CL

kp(VDD − VT )

[
2VT

VDD − VT
+ ln

(
3VDD − 4VT

VDD

)]
, (7.29)

where CL is the load of the regular inverter stages, i.e. inverters 1, 2, 4, and 5,

kn = µnCox

(
W
L

)
n

, kp = µpCox

(
W
L

)
p
, and the threshold voltage of nMOS

transistors and that of pMOS transistors are assumed to be the same to simplify

analysis and are denoted by VT . The width shrinkage of the output voltage of

inverter 2 due to the increased load capacitance is obtained from

∆W2 = τPLH,2 − τPHL,2

=

(
1

kp2

− 1

kn2

)
CL2B, (7.30)

where CL2 is the load capacitance of inverter 2 and

B =
2VT

(VDD − VT )2
+

1

VDD − VT
ln

(
3VDD − 4VT

VDD

)
. (7.31)

In a similar manner, one can show that the width shrinkage of the output voltage

of inverter 3 is given by

∆W3 = −
(

1

kp3

− 1

kn3

)
CL3B, (7.32)
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where CL3 is the load capacitance of inverter 3. The overall shrinkage of the

pulse width from stage 2 to stage 4 is given by

∆W = ∆W2 + ∆W3 =

(
k − 1

k

)(
1

kp
− 1

kn

)
CLB. (7.33)

7.5 Frequency-to-Digital Converter Based Temperature
ADCs

The preceding time-to-digital converter based temperature ADCs have the

drawback that a large number of inverter delay stages are needed in order to

generate a sufficiently large pulse delay subsequently a high temperature res-

olution. To overcome this drawback, a frequency-to-digital converter (FDC)

based temperature ADC was proposed by Kim et al. with its block diagram

shown in Fig.7.19 [217]. Two current-starving ring oscillators are used. The

frequency of one oscillator varies with temperature linearly while the frequency

of the other is independent of frequency. The former is called temperature-

sensitive oscillator (TSO) while the latter is termed temperature-insensitive

oscillator (TIO). The difference between the frequencies of the two oscilla-

tors is measured using a frequency-to-digital converter. The biasing for the

temperature-insensitive oscillator is similar to that of the temperature ADC

in Fig.7.17 where devices are biased at their ZTC bias points to generate a

temperature-independent control current. The temperature-sensitive oscillator

is a generic current-starving ring VCO whose oscillation frequency varies with

temperature. To save power, TIO and TSO operate alternatively. Frequency

difference is measured as follows : Assume initially TSO is selected by the

controller. The output of the TSO is routed to the FDC by the multiplexer. The

counter counts the number of the rising edge of the output voltage of the TSO

for a given time interval. The content of the counter is sampled by the sampler

and stored. Next, the TIO is selected and the counter counts the number of

the rising edge of the output voltage of the TIO. The content of the counter is

then sampled and stored. By comparing the stored content of the counter in

these two operations, the difference between the frequencies of the two oscil-

lators can be obtained. Since the frequency difference is directly related to the

temperature, a measure of temperature is available.

7.6 Charge Redistribution Successive Approximation
ADCs

A successive approximation ADC converts an analog waveform to a digital

code via a binary search through all possible quantization levels. Fig.7.20

shows the basic configuration of successive approximation ADCs. At the start

of conversion, the input is sampled, held, and applied to the non-inverting
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Figure 7.19. Frequency-to-digital converter based temperature ADC proposed by Kim et al.

[217]. Legends : TIO - temperature insensitive oscillator. TSO - temperature sensitive oscillator.

Table 7.1. Performance comparison of oscillator-based temperature ADCs.

Ref. Technology Temp. range Sensitivity Power

Zhou & Wu (07) [211] 0.18µm 27∼47◦C ±1◦C 0.9µW

Park et al. (09) [213] 0.13µm 8∼85◦C 0.4◦C 95 nW

Kim et al. (09) [217] 65nm −40∼110◦C 0.34◦C 400 µW

Sampling rate of ADC by Kim et al. is 300 KHz.

terminal of the comparator. The successive approximation register (SAR) is

initialized such that its MSB=1 while all other bits of the SAR are set to zero.

This code is fed to the DAC. The corresponding output of the DAC, which is
Vref

2
, is compared with vin. If vin <

Vref

2
, the SAR will set MSB=0. Otherwise,

MSB=1 will remain unchanged. The next bit of the SAR is then tested and

set in a similar way. This process continues until all bits of SAR are set. The

resultant code of the SAR is the digital representation of the analog input. The

conversion time of an N -bit successive approximation ADC is N comparison

periods, each set by the conversion time of the DAC and comparator.

7.6.1 Charge-Scaling DACs

Although there are a number of ways to conduct digital-to-analog conversion,

charge scaling DACs are widely favored in low-power successive approxima-

tion ADCs due to their low static power consumption and the fact that the
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N-bit DAC

SAR

Vref

vin S/H

D1DN

f

Figure 7.20. Block diagram of successive approximation ADCs.

performance of the DACs is determined by capacitance ratios rather than the

absolute value of capacitances [220, 221]. Fig.7.21 is the basic configuration

of charge scaling DACs. It consists of a binary-weighted capacitor array, a

terminating capacitor, a reference voltage Vref , and a switching network con-

trolled by a SAR and control logic. The operation of the charge scaling DAC

is depicted as follows : In the reset phase, both the top and bottom plates

of the capacitors are shorted to the ground and the capacitors are discharged

completely. In the following evaluation phase, the top plates of the capacitors

are disconnected from the ground while the bottom plates of the capacitors are

connected to Vref , depending upon the value of their respective binary input

from the SAR. Specifically, the bottom plate of the kth-capacitor will be con-

nected to Vref if the corresponding kth digit of the SAR is 1. Otherwise, it will

remain connected to the ground. Note that the bottom plate of the terminating

capacitor is grounded all the time.

Vref

C

2

C
2

C
2N-1

C
2N-1 C

Terminating
capacitor

vo

DN

Successive Approximation Register

D2D1

N-2

DN-1

Figure 7.21. Basic configuration of charge-scaling DACs with a single-stage binary-weighted

capacitor array.

To illustrate the operation of the charge scaling DAC in a more intuitive way,

let us assume that only the kth digit of the SAR is 1, i.e. Dk = 1 while all
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Figure 7.22. Charge-scaling DACs when Dk = 1 and the rest of the bits of SAR are 0.

other bits of the SAR are zero, as shown in Fig.7.22. The capacitor of Dk is

connected to Vref while all others are connected to the ground. Fig.7.23 shows

the corresponding schematic of the DAC in the evaluation phase. The only

floating capacitor in this case is C
2k−1 . All other capacitors, namely C , C

2
, ...,

C
2k−2 , C

2k , ... , C
2N−1 , and C

2N−1 , are grounded. The output voltage is obtained

from the capacitor voltage divider

vo =

(
C

2k−1

C + C
2

+ ... + C
2N−1 + C

2N−1

)
Vref

=

(
C

2k−1

2C

)
Vref

=
Vref

2k
, k = 1, 2, ..., N. (7.34)

Vref
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2N-1 C

vo

C
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Figure 7.23. Charge scaling DACs with Dk = 1 and Di = 0, i = 1, 2, ..., N and i6=k.

To find out the pattern of vo when more digits of the SAR are set to 1, let

us now assume that both the kth and (k + 1)th digits of the SAR are 1, i.e.

Dk = Dk+1 = 1 while the rest of the digits are zero. In this case, there are two
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floating capacitors C
2k−1 and C

2k that are connected in parallel. The grounded

capacitors are C , C
2

, ... C
2k−2 , C

2k+1 ,..., C
2N−1 , and the terminating capacitor is

C
2N−1 .

vo =

(
C

2k−1 + C
2k

C + C
2

+ ... + C
2N−1 + C

2N−1

)
Vref

=

(
C

2k−1 + C
2k

2C

)
Vref

=

(
1

2k
+

1

2k+1

)
Vref , k = 1, 2, ..., N − 1. (7.35)

The preceding results can be generalized when an arbitrary number of the digits

of the SAR are set to 1. The output in this case is given by

vo =

(
DN

2
+

DN−1

22
+ ... +

D2

2N−1
+

D1

2N

)
Vref . (7.36)

Although the capacitor array does not consume static power, its dynamic

power consumption, arising from the charging and discharging the capacitors,

is significant. The dynamic power consumption of charging and discharging a

shunt capacitor C between 0 and Vref is given by

Pd = CfV 2
ref , (7.37)

where f is the frequency. Clearly the shunt capacitor of the MSB consumes

the most dynamic power when charged and discharged at the same frequency

as that for other capacitors. Also observed is that the capacitor array consumes

the most power at the transition from DN ...D0 = 10...0 to DN ...D0 = 011...1
where a total of N − 1 shunt capacitors are charged and the MSB capacitor is

discharged.

Also observed is that the higher the conversion speed, the higher the dynamic

power consumption. For a given conversion speed, to lower the dynamic power

consumption, the capacitance of the capacitors should be reduced. Minimizing

the unit capacitance is constrained by both capacitance tolerance and kT
C effect.

The former determines the accuracy of DACs, as to be detailed in the following

section, while the latter sets the noise floor of the converter. As to be seen

shortly that there are a number of capacitor array configurations distinct from

the preceding binary-weighted capacitor array that can greatly reduce the total

capacitance subsequently the dynamic power consumption of capacitor arrays.
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Another unique characteristic of the charge-scaling DAC is that the sample-

and-hold operation on the input is carried out naturally by the capacitor array.

As a result, there is no need for a separate sample-and-hold block.

The speed of the charge-scaling DAC is determined by the settling time of

the charging and discharging processes of the capacitors, which is set by the

time constant of the RC networks formed by the switching network and the

capacitor array.

7.6.2 Accuracy of Charge-Scaling DACs

The accuracy of charge scaling DACs is set by the tolerance of the capaci-

tance of the capacitor array. To illustrate this, we follow the approach by Allen

and Holberg [209]. Assume that only the kth digit of the SAR is 1, i.e. Dk = 1,

while all other digits of the SAR are zero. Since the only floating capacitor

is the kth capacitor whose capacitance is C
2k−1 , the output voltage is given by

(7.34)

vo =

(
Vref

2k

)
=

2N

2k

Vref

2N
=

(
2N

2k

)
LSB. (7.38)

Now let us assume that the capacitor C has a capacitance tolerance ∆C
C , i.e.,

Cmax = C + ∆C and Cmin = C − ∆C . The output voltage in this case

becomes

vo =

(
C±∆C
2k−1

2C

)
Vref

=

(
1±∆C

C

)
2N

2k
LSB. (7.39)

Note that we have used 2C for the total capacitance of the terminated binary-

weighted capacitor array when capacitance variations are present. Such a

treatment is justified as the sum of the capacitances of the capacitors averages

out the effect of the random variation of the total capacitance. The integral

nonlinearity is obtained from

INL =

∣∣∣∣
∆C

C

∣∣∣∣
2N

2k
LSB. (7.40)

Since DNL at vin = 0 and vin = Vref is typically zero due to the fact that

DACs are usually calibrated at vin = 0 and vin = Vref , the worst-case DNL

often occurs at the middle point of the input range, i.e., at the transition from
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DN ...D1 = 01...1 to DN ...D1 = 10...0 [221, 209]. The worst-case DNL is

obtained from

DNL =

∣∣∣∣
vo(10...0) − v(01...1)

LSB
− 1

∣∣∣∣ , (7.41)

where vo(10...0) and vo(01...1) are the output voltage of the DAC when

DN ...D1 = 10...0 and DN ...D1 = 01...1, respectively. To calculate vo(10...0),
since the only floating capacitor in this case is C + ∆C , we have

vo(10...0) =

(
C + ∆C

2C

)
Vref . (7.42)

For vo(01...1), there are a total of N − 1 floating capacitors C−∆C
2

, C−∆C
22 ,...,

C−∆C
2N−1 that are connected in parallel. Note that we have used C − ∆C to

account for the worst-case variation of the capacitance. The only grounded

capacitor in the capacitor array is C . The terminating capacitor is, of course,

grounded. Denoting Cf the total capacitance of the floating capacitors, i.e.

Cf =

(
C − ∆C

2

)
+

(
C − ∆C

22

)
+

(
C − ∆C

23

)
+ ... +

(
C − ∆C

2N−1

)

= (C − ∆C)

(
1 − 1

2N−1

)
, (7.43)

we have

vo(01...1) =

(
Cf

2C

)
Vref =

(
C − ∆C

2C

)(
1 − 1

2N−1

)
Vref . (7.44)

Substituting these results into (7.41) yields

DNL =
(
2N − 1

) ∆C

C
. (7.45)

Eqs.(7.40) and (7.45) reveal that both INL and DNL are lower-bounded by the

capacitance tolerance ∆C
C . Reducing ∆C/C will lower DNL. As a result, more

bits can be incorporated. A large C is therefore desirable from a resolution

point of view. For a given ∆C/C , DNL will rise exponentially with the number

of the bits.

It was shown that a reference voltage Vref is required and Vref defines the

full-scale input signal. Clearly Vref = VDD is preferred in order to maximize

the dynamic range of ADCs. Although Vref can be generated using a reference
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circuit, the additional power consumption of the reference circuit will increase

the burden of the power consumption of the ADCs. In [220–222], Vref = VDD

is used directly to eliminate the need for a reference circuit and to maximize the

dynamic range. One drawback of using Vref = VDD is the reduced rejection

of the effect of the fluctuation of the supply voltage of ADCs. This is especially

prominent for passive wireless microsystems as the power of these systems is

harvested from sources such as radio-frequency waves or solar energy and varies

substantially with both the sources and the operation of these microsystems.

7.6.3 Charge Redistribution ADCs

Having studied charge-scaling DACs, let us now turn our attention to charge

redistribution successive approximation ADCs where charge-scaling DACs are

the key components. Charge redistribution successive approximation ADCs

was first proposed by McCreamy and Gray [223]. Fig.7.24 shows the basic con-

figuration of an N -bit charge redistribution successive approximation ADC. It

consists of a successive approximation register, a single-stage binary-weighted

capacitor array, a terminating capacitor whose capacitance is the same as that of

the capacitor corresponding to the least significant bit, a comparator, a voltage

doubler, and a switching network.

Vref

C
2

C
22

C
2N-1

C
2N-1 C

vo

D1

Successive Approximation Register

DN-1 DN

vin

Vref

Vref

f
RESET

Voltage
doubler

Reference
switch

Terminating
capacitor

DN-2

Figure 7.24. Configuration of charge redistribution successive approximation ADCs with a

single-stage binary-weighted capacitor array.

The operation of the ADC consists of a sampling phase, a charge holding

phase, and a charge redistribution phase. During the sampling phase, the

reference switch is closed and the bottom plates of the capacitor array are

connected to the input voltage vin via the switching network. The capacitor

array is charged to Vref − vin, as shown in Fig.7.25. Note that the voltage drop

across the reference switch must be sufficiently small such that the voltage of

the top plates of the capacitor array is Vref . This requires that the reference
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switch be in deep triode where VDS≈0. Since the voltage of the top plates of

the capacitor array can be as high as 1.5Vref , as to be seen shortly, the gate

voltage of the reference switch must be sufficiently high to ensure that the

reference switch be in deep triode when switched on. A high gate voltage can

be obtained from a voltage doubler.

Vref

C
2

C
2N-2

C
2N-1

C
2N-1

C

vo

D1

Successive Approximation Register

DN-1 DN

vin

Vref

Vref

f
RESET

V -ref vin

D2

Figure 7.25. Charge redistribution successive approximation ADCs in sampling phase. The

reference switch is closed and the bottom plates of the capacitors are connected to vin.

In the following charge holding phase, the reference switch is open and

the bottom plates of the capacitor array including the terminating capacitor

are connected to the ground, as shown in Fig.7.26. The voltage across the

capacitors is held at Vref − vin in this phase. Note that this step is important as

it resets the parasitic capacitors between the bottom plate of the capacitor array

and the substrate. Although the charge injection from the reference switch

during its turn-off will affect the voltage of the top plates of the capacitor array,

given the fact that all the capacitors in the capacitor array are connected in

parallel, the effect of the charge injection from the reference switch on the

voltage of the top plates of the capacitors is rather small.

The last phase of the data conversion is the charge redistribution phase, also

known as the bit conversion phase. In this phase, the MSB of the SAR is first set

to 1 and the rest of the bits are set to 0. The switch corresponding to the MSB

is connected to Vref while all others remain grounded, as shown in Fig.7.27.

Since the capacitor array is charged with a initial voltage Vref − vin in the

previous phase, their Thévenin equivalent circuits can be used to represent the

capacitors, as shown in Fig.7.28. The voltage of the inverting terminal of the

comparator is obtained using the principle of superposition

v− =

(
C

C + C
2

+ C
22 + ... + C

2N−1 + C
2N−1

)
(2Vref − vin)
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Figure 7.26. Charge redistribution successive approximation ADCs in charge holding phase.

The reference switch is open and the bottom plates of the capacitors are connected to the ground.
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Figure 7.27. Charge redistribution successive approximation ADCs in charge redistribution

phase with the MSB=1 and the rest are set to 0. The reference switch is open and the switch of

the MSB is connected to Vref while all others are grounded.

+

(
C
2

+ C
22 + ... + C

2N−1 + C
2N−1

C + C
2

+ C
22 + ... + C

2N−1 + C
2N−1

)
(Vref − vin)

=
3

2
Vref − vin. (7.46)

It is seen from (7.46) that the voltage of the non-inverting terminal can be as

high as 1.5Vref . This is the reason why a high gate voltage is required to ensure

that the reference switch will be in deep triode when switched on. The input

of the comparator becomes

∆v = v+ − v− = vin − Vref

2
. (7.47)



Charge Redistribution Successive Approximation ADCs 233

Eq.(7.47) shows that if vin >
Vref

2
, the output of the comparator is high and the

position of the switch corresponding to the MSB will remain to be connected

to Vref . Otherwise, the switch will be connected to the ground. Once the MSB

is set, the next bit is tested and set in a similar manner. This process continues

until all bits of the SAR are set.

C
2

C
22

C
2N-1

C
2N-1

C

vo

Vref

Vref

V -ref vin

Figure 7.28. Charge redistribution successive approximation ADCs in charge redistribution

phase with the MSB of the SAR set to 1 while all other bits of the SAR set to 0. Charged

capacitors are replaced with their Thévenin equivalent circuits.

7.6.4 Single-Stage Binary-Weighted Capacitor Arrays

The preceding charge-scaling DACs use a single-stage binary-weighted

capacitor array. These capacitors can be implemented using either metal-

insulator-metal (MIM) capacitors [224] or metal-metal capacitors [225], de-

pending upon the unit capacitance C
2N−1 , the number of the bits of ADCs, and

the budget on silicon area.

The choice of the unit capacitance is guided by the following considerations

: the overall silicon consumption of the capacitor array, capacitance tolerance
∆C
C , power consumption, conversion speed, and kT

C . Unit capacitance should

be as small as possible such that the overall silicon consumption of the capacitor

array is low and yet as large as possible such that the effect of the capacitance

tolerance ∆C
C , the effect of parasitic interconnect capacitances, and the effect of

kT
C are minimized. Lowering the capacitance of the capacitors is also desirable

from a power consumption and conversion speed point of view.

When the unit capacitance is small, the capacitance of the interconnects

In

this case, a careful placement of the small capacitors of the capacitor array

is required to ensure that the effect of the capacitance of the interconnects is

For example, in [225], the small capacitors of the capacitor array are

placed close to the edge of the capacitor array such that the length subsequently

the capacitance of the interconnects connecting these capacitors is minimized.

gradient variation on the capacitance of the capacitors. Dummy capacitors

connecting the capacitors becomes comparable to the unit capacitance.

small.

Also, centroid layout techniques should be used to minimize the effect of oxide
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should also be placed around the capacitor array to minimize the effect of the

neighboring devices on the capacitance of the capacitors. Fig.7.29 sketches

the layout of the capacitor array of the 8-bit successive approximation charge

redistribution ADC used in [225].

C/64

C/128

C/128

C/64

C/32

C.32

C/4

C/4

Dummy
capacitor

C
C/64 is implemented
using two C/128 capacitors
connected in parallel.

Figure 7.29. Layout of the capacitor array of 8-bit ADC used in [225].

To ensure that the capacitance ratio is independent of the absolute value

of capacitances, large capacitors should be implemented using multiple unit

capacitors that are connected in parallel such that the effect of the capacitor

under-cutting on the capacitance ratio is minimized. To illustrate this, let the

tolerance of the unit capacitor C1 be ∆C
C , i.e. C1,max = C +∆C and C1,min =

C −∆C with ∆C≪C . Let us first consider a capacitor C2 of capacitance 2C .

The capacitor is implemented using two unit capacitors connected in parallel

such that C2,max = 2C + 2∆C and C2,min = 2C − 2∆C . The ratio of the

capacitance of C2 to that of the unit capacitor is obtained from

C2,max

C1,min
=

2C + 2∆C

C − ∆C

= 2

(
1 + ∆C

C

1 − ∆C
C

)

≈ 2

(
1 +

∆C

C

)2

. (7.48)

Note that we have utilized the first-order approximation
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1

1 − ∆C
C

≈1 +
∆C

C
(7.49)

in derivation of (7.48). Similarly one can show that

C2,min

C1,max
=

2C − 2∆C

C + ∆C

= 2

(
1 − ∆C

C

1 + ∆C
C

)

≈ 2

(
1 − ∆C

C

)2

. (7.50)

Now let us consider a capacitor Ck of capacitance kC . The capacitor

is implemented using k unit capacitors connected in parallel. As a result,

Ck,max = kC + k∆C and Ck,min = kC − k∆C . Following the similar

procedures as those for C2, one can show that the ratios of the capacitance of

Ck to that of the unit capacitor are given by

Ck,max

Ck,min
≈k

(
1 +

∆C

C

)2

. (7.51)

Ck,min

C1,max
≈k

(
1 − ∆C

C

)2

. (7.52)

The preceding analysis demonstrates that once large capacitors are imple-

mented using multiple unit capacitors that are connected in parallel, the effect

of the capacitance tolerance on capacitance ratios is the same regardless of the

absolute value of the capacitances.

7.6.5 Two-Stage Binary-Weighted Capacitor Array

It is seen from Fig.7.29 that the silicon consumption of single-stage binary-

weighted capacitor arrays rises exponentially with the number of the bits of

ADCs. To alleviate the burden of the large silicon consumption of single-

stage binary-weighted capacitor arrays when the number of the bits of ADCs

is large, a two-stage binary-weighted capacitor array technique was proposed

by Ohri and Callahan [226, 227]. Shown in Fig.7.30 is a two-stage binary-

weighted capacitor array for an 8-bit ADC. It consists of a 4-bit single-stage

binary-weighted capacitor array called the MSB array, a 4-bit single-stage

binary-weighted capacitor array called the LSB array, a scaling capacitor also
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known as attenuation capacitor Cs, a terminating capacitor whose capacitance

is equal to the capacitance of the capacitor of the least significant bit of the LSB

array, a comparator, and a switching network. The value of the scaling capacitor

Cs must be such that the series combination of the LSB array, the terminating

capacitor, and Cs will terminate the MSB array, i.e., the overall capacitance of

the series combination of the LSB array, the terminating capacitor, and Cs will

equal to the capacitance of the capacitor of the least significant bit of the MSB

array, mathematically

1

Cs
+

1

CLSB + C
23

=
1
C
23

, (7.53)

where CLSB is the total capacitance of the LSB array obtained from

CLSB =
C

23
+

C

22
+

C

2
+ C =

15

8
C.

Solving (7.53) yields

Cs =
2

15
C.

Vref

C
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C
22

C
23

C
23 C

vo

vin

Cs

Vref
C
2

C
22

C
23 C

Vref

MSB arrayLSB array

Terminating
capacitor

D1 D2 D3 D4 D5 D6 D7 D8

Figure 7.30. 8-bit ADC with a two-stage binary-weighted capacitor array.

Let us now investigate the operation of the charge-scaling DACs with a two-

stage binary-weighted capacitor array. Consider the 8-bit two-stage binary-

weighted capacitor array shown in Fig.7.31. Assume D1 of the SAR is 1 while

all other bits of the SAR are zero. In the reset phase, the reset switch is closed

and the bottom plates of the capacitors are connected to the ground. All the

capacitors are fully discharged in this phase.

In the following evaluation phase, the bottom plate of the capacitor corre-

sponding to D1 is connected to Vref while all others remain connected to the

ground. The corresponding circuit is shown in Fig.7.32. To facilitate analy-

sis, the sub-circuit consisting of the reference voltage, the LSB array, and the
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Figure 7.31. 8-bit DAC with a two-stage binary-weighted capacitor array.

terminating capacitor is replaced with its Thévenin equivalent circuit shown in

the figure with Thévenin capacitance CT,1 and Thévenin voltage VT,1 given by

CT,1 = CLSB +
C

23
= 2C, (7.54)

VT,1 =
C
23

CT,1
Vref =

Vref

24
. (7.55)

Note the second subscript in (7.54) and (7.55) specifies that CT,1 and VT,1 are

Thévenin capacitance and Thévenin voltage when D1 = 1 and all other bits of

the SAR are zero. It is readily to verify that the capacitance of the sub-network

consisting of CT,1 in series with Cs, denoted by Ceq, is obtained from

1

Ceq
=

1

CT,1
+

1

Cs
. (7.56)

The result is given by

Ceq =
C

8
.

Ceq thus satisfies the termination criterion of the MSB array. The total capaci-

tance of the MSB array, denoted by CMSB , is given by

CMSB = C +
C

2
+

C

4
+

C

8
=

15

8
C.

The output voltage of the DAC, denoted by vo, is obtained from

vo =
Ceq

Ceq + CMSB
VT,1 =

VT,1

24
=

1

24

(
Vref

24

)
. (7.57)
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Figure 7.32. 8-bit DAC with a two-stage binary-weighted capacitor array when D1 = 1 while

all other bits of the SAR are zero.

Let us consider another case where D8 = 1 while all other bits of the SAR are

zero. In the evaluation phase, the bottom plate of the capacitor corresponding

to D8 is connected to Vref while all others remain connected to the ground, as

shown in Fig. 7.33. Following the similar steps as those for D1, one can show

that

vo =
Vref

2
. (7.58)

Vref
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C
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C
23 C
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Cs

C
2

C
22 C

C
23

C
23

Figure 7.33. 8-bit DAC with a two-stage binary-weighted capacitor array when D8 = 1 while

all other bits of the SAR are zero.

Having derived the output voltage of the DAC for D1 = 1 and D8 = 1, let

us now consider a general case where Dk = 1 while all other bits of the SAR

are zero. The bottom plate of the capacitor corresponding to Dk is connected to

Vref while the bottom plates of all others remain connected to the ground. Two

cases need to be investigated. The first one is where Dk is located in the LSB
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array. The sub-circuit consisting of the LSB array, the terminating capacitor,

and the reference voltage Vref is replaced with its Thévenin equivalent circuit

with

CT,k = 2C, (7.59)

and

VT,k =
C

2k−1

2C
Vref =

Vref

2k
, k = 1, 2, 3, 4. (7.60)

The output voltage in this case is obtained from

vo =

(
Ceq

Ceq + CMSB

)
VT,k

=

(
C
8

C
8

+ 15C
8

)
VT,k

=
1

24

(
Vref

2k

)
, k = 1, 2, 3, 4. (7.61)

The second case is where Dk = 1 is located in the MSB array while all other

bits of the SAR are zero. It can be shown that the total capacitance of the

network consisting of the LSB array, the terminating capacitor, and the scaling

capacitor is C
23 , which terminates the MSB array. The output voltage is given

by

vo =

(
C

2k−1

2C

)
Vref =

Vref

2k
, k = 1, 2, 3, 4. (7.62)

Combining (7.61) and (7.62) yields the general expression of vo when an

arbitrary number of the bits of the SAR are 1

vo =
1

24

(
D4

2
+

D3

22
+

D2

23
+

D1

24

)
Vref +

(
D8

2
+

D7

22
+

D6

23
+

D5

24

)
Vref .

=

(
D1

28
+

D2

27
+

D3

26
+

D4

25
+

D5

24
+

D6

23
+

D7

22
+

D8

21

)
Vref . (7.63)

Eq.(7.63) demonstrates that the DAC with a two-stage binary-weighted capaci-

tor array behaves in a similar way as the corresponding DAC with a single-stage

binary-weighted capacitor array.
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Two-stage binary-weighted capacitor arrays suffer from two main draw-

backs : (i) Because the scaling capacitor is floating, the parasitic capacitance

associated with the bottom plate of the scaling capacitor affects the accuracy of

the DAC. The parasitic capacitance of the top plate of the scaling capacitor is

much smaller as compared with that of the bottom plate and is not of a critical

concern. (ii) It is difficult to construct the scaling capacitor preciously. This

is because the capacitance of the scaling capacitor is not a multiple of the unit

capacitance. For example, in the preceding 8-bit single-stage binary-weighted

DAC, the unit capacitance is C
8

while Cs of the corresponding 2-stage binary-

weighted DAC is 2C
15

. The capacitance error of the scaling capacitor will limit

the performance of DACs. In what follows we examine these two drawbacks

in detail.
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Figure 7.34. Bottom plate of scaling capacitor is on MSB array side.

Let us first investigate the effect of the parasitic capacitance between the

bottom plate of the scaling capacitor and the substrate on the performance of

the DAC with a two-stage binary-weighted capacitor array. Depending upon

the wiring of the scaling capacitor, two cases might exist : (i) The bottom plate

of the scaling capacitor is on the MSB array side and (ii) the bottom plate of

the scaling capacitor is on the LSB array side.

Consider the first case where the bottom plate of the scaling capacitor is on

the MSB array side, as shown in Fig.7.34 where D1 = 1 and all other bits of

the SAR are zero. Let Cp denote the parasitic capacitance between the bottom

plate of the scaling capacitor and the substrate. Since VT,1 =
Vref

24 , CT,1 = 2C ,

Ceq = C
8

, and ĈMSB = CMSB + Cp, we have the output voltage
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vo =
Ceq

Ceq + ĈMSB

VT,1

=
VT,1

24

(
1

1 +
Cp

2C

)
. (7.64)

Note 2C is the total capacitance of a terminated MSB array or that of a ter-

minated LSB array. Since Cs = 2
15

C , if Cp = 0.1Cs, i.e. the bottom-plate

parasitic capacitance is 10% of the inter-plate capacitance, Cp = C
75
≪C holds.

Since

Cp

2C
=

1

150
≪1, (7.65)

making use of the first-order approximation

1

1 +
Cp

2C

≈1 − Cp

2C
, (7.66)

we have

vo =
1

24

(
Vref

24

)(
1 − Cp

2C

)
. (7.67)
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Figure 7.35. Bottom plate of scaling capacitor is on LSB array side.
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Now let us consider the second case where the bottom plate of the scaling

capacitor is on the LSB array side, as shown in Fig.7.35. Again, D1 = 1 and

all other bits of the SAR are zero. Thévenin capacitance is given by

CT,1 = 2C + Cp. (7.68)

Thévenin voltage in this case is obtained from

VT,1 =

(
C
8

C
8

+ 15C
8

+ Cp

)
Vref

=
Vref

24

(
1

1 +
Cp

2C

)

≈ Vref

24

(
1 − Cp

2C

)
. (7.69)

Further

1

Ceq
=

1

Cs
+

1

CT,1

=
15

2C
+

1

2C

(
1

1 +
Cp

2C

)

≈ 15

2C
+

1

2C

(
1 − Cp

2C

)

=
8

C
− Cp

4C2
. (7.70)

As a result,

Ceq =
C

8

(
1

1 − Cp

32C

)

≈ C

8

(
1 +

Cp

32C

)
. (7.71)

Finally, the output voltage is obtained from

vo =
Ceq

Ceq + CMSB
VT,1

=
1

24
VT,1

(
1 +

Cp

32C

1 +
Cp

512C

)

(7.72)
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Making use of the following approximations

1 +
Cp

32C
≈1,

1 +
Cp

512C
≈1

(7.73)

we obtain from (7.72)

vo ≈ 1

24

(
Vref

24

)(
1 − Cp

2C

)
. (7.74)

Eqs.(7.67) and (7.72) reveal that the effect of the parasitic capacitance of the

bottom plate of the scaling capacitor on the performance of the DAC is the

same regardless of whether the bottom plate of the scaling capacitor is on the

MSB side or the LSB side.

Since Cs = 2
15

C , if Cp = 0.1Cs = C
75

i.e. the capacitance between the

bottom plate of the scaling capacitor and the substrate is 10% of the inter-

plate capacitance, the error term becomes
Cp

2C = 1
150

=0.67%. The preceding

analysis demonstrates that the effect of the parasitic bottom plate capacitance

of the scaling capacitor on the performance of the DAC is rather small.
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Figure 7.36. Analysis of the effect of the capacitance error of scaling capacitor.

Let us now turn our attention to the effect of the capacitance error of the

scaling capacitor on the performance of the DAC. As pointed out earlier that the

capacitance error of the scaling capacitor rises from the fact that the capacitance
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of the scaling capacitor is not a multiple of the unit capacitance. Let the

capacitance error of Cs be ∆Cs with ∆Cs≪Cs, as shown in Fig.7.36. Again,

let D1 = 1 while all other bits of the SAR are zero. Because

1

Ceq
=

1

CT,1
+

1

Cs + ∆Cs

=
1

2C
+

15

2C

(
1

1 + 15∆Cs

2C

)

≈ 1

2C
+

15

2C

(
1 − 15∆Cs

2C

)

=
8

C

(
1 − 225∆Cs

32C

)
, (7.75)

utilizing

1

1 − 225∆Cs

32C

≈1 +
225∆Cs

32C
, (7.76)

we have

Ceq≈
C

8

(
1 +

225∆Cs

32C

)
. (7.77)

The output voltage is obtained from

vo =
Ceq

Ceq + CMSB
VT,1

=
VT,1

24

(
1 + 225∆Cs

32C

1 + 225∆Cs

512C

)
. (7.78)

Since Cs = 2
15

C , if we let ∆Cs = αCs = 2C
15

α, (7.78) becomes

vo =
VT,1

24

(
1 + 15

16
α

1 + 15
256

α

)

≈ 1

24

(
Vref

24

)(
1 +

15

16
α

)
. (7.79)

Note we have utilized

1 +
15

256
α≈1 (7.80)
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in simplifying (7.79). As an example, if the capacitance error of the scaling

capacitor is 10%, i.e. α = 0.1, the error term of vo will be 15
16

α = 0.094.

The error at the output caused by a 10% capacitance error of Cs will be 9.4%,

nearly the same as the capacitance error of the scaling capacitor. Eq.(7.79)

reveals that the capacitance error of the scaling capacitor has a strong impact

on the performance of the DAC. To minimize performance degradation due

to the capacitance error of the scaling capacitor, a digitally-controlled tunable

capacitor array was used for the scaling capacitor in [228]. By adjusting the

capacitance of the scaling capacitor, the optimal performance of the ADC can

be obtained.

7.6.6 C-2C Capacitor Arrays

To further lower the silicon consumption of capacitor arrays, a C-2C tech-

nique was proposed by McCreamy [229] and further developed by a number

of authors including Singh, Prabhakar, and Cong [230–233]. Fig.7.37 shows

the configuration of an C-2C capacitor array for an 8-bit ADC.

Vref

CCC

vo

vin

2C

VrefCC

D8D7D6D3D2
D1

2C 2C2C

CC
Terminating
capacitor

Figure 7.37. C-2C capacitor array for 8-bit ADC.

C-2C capacitor array technique is evolved from the preceding 2-stage binary-

weighted capacitor arrays and can be considered as a multi-stage binary-

weighted capacitor array with the maximum number of stages. To demon-

strate this, consider a 4-bit 2-stage binary-weighted capacitor array shown in

Fig.7.38. The value of the scaling capacitor Cs is determined from

1

Cs
+

1

2C
=

1
C
2

, (7.81)

from which we obtain

Cs =
2

3
C.
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Vref

C
2

C

vo

Cs

C
2

C
2 C

MSB arrayLSB array

D4D 3D2D1

Figure 7.38. 4-bit DAC with a 2-stage binary-weighted capacitor array.

Now let us continue this by examining the 2-bit 2-stage binary-weighted

capacitor array shown in Fig.7.39. The value of the scaling capacitor Cs in this

case is given by Cs = 2C . Clearly, this is a 2-bit C-2C capacitor array.

It is important to note that the total capacitance looking into the capacitor

array from the buffer is 2C regardless whether the capacitor array is a single-

stage binary-weighted capacitor array, a two-stage binary-weighted capacitor

array, or a C-2C capacitor array. Also, the total capacitance, which is 2C , is

independent of the number of the stages of the capacitor ladder.

Vref

C

vo

Cs

C C

MSB arrayLSB array

D2D1

Figure 7.39. 2-bit DAC with a 2-stage binary-weighted capacitor array.

To examine the operation of C-2C capacitor arrays in DACs, consider the

8-bit DAC using a C-2C capacitor array shown in Fig.7.40. Assume D6 = 1
while all other bits of the SAR are zero. The switch of D6 is connected to

Vref while all others are connected to the ground via the switching network, as

shown in Fig.7.41

It is readily to verify that the total capacitance of the sub-network on the

left of D6 switch is C . The sub-network consisting of the shunt capacitor of

D6, Vref , and the capacitor network on the left of D6 switch is represented

by its Thévenin equivalent circuit shown in Fig.7.41. The value of Thévenin

capacitance and that of Thévenin voltage are given explicitly in the figure.
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Vref

CCC

vo

2C

CC

D8D7D6D3D2D1

2C 2C2C

CC CC

D5D4

2C2C 2C

Figure 7.40. 8-bit DAC with a C-2C capacitor array.

Continuing the process of Thévenin equivalent circuit representation shown in

the figure, one can show that the output voltage is given by

vo =
Vref

23
. (7.82)

Generalizing the preceding result yields the output voltage of the DAC when

an arbitrary number of the bits of the SAR are set to 1.

vo =

(
D1

28
+

D2

27
+

D3

26
+

D4

25
+

D5

24
+

D6

23
+

D7

22
+

D8

21

)
Vref . (7.83)

Eq.(7.83) confirms that the C-2C capacitor array has the same transfer func-

tion as that of the corresponding DAC with a single-stage binary-weighted

capacitor array. Because only capacitors of capacitances C and 2C are used,

C-2C capacitor arrays are less affected by capacitance error. This differs

from the two-stage binary-weighted capacitor arrays where a scaling capacitor

whose capacitance is not a multiple of the unit capacitance is needed. The

overall capacitance of a C-2C capacitor array is much smaller as compared

with the corresponding two-stage binary-weighted capacitor array. As a result,

the silicon consumption is greatly reduced. The smaller RC time constant of

each ladder of C-2C capacitor arrays also enables a faster charge redistribution

process subsequently a higher conversion speed.

The main drawback of C-2C capacitor arrays is that the effect of the parasitic

capacitance between the bottom plate of the floating 2C capacitors and the

substrate has a severe impact on the performance of DACs. In what follows,

we use the 4-bit C-2C DAC shown in Fig.7.42 to investigate this effect in

detail. For convenience, let D3 = 1 and all other bits of the SAR be zero.

Further neglect the parasitic capacitance between the top plate of the floating

capacitors and the substrate and only consider the parasitic capacitance between

the bottom plates of the floating capacitors and the substrate. Because
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Vref

CCC

vo

2C

CC

D8D7D6D3D2D1

2C 2C2C

CC CC

D5D4

2C2C 2C

CC

2C 2C2C

Vref

2

C

2C2C

Vref

2
2

vo

vo

Figure 7.41. Analysis of a 8-bit DAC using C-2C capacitor array.

1

C1

=
1

2C
+

1

2C + Cp

=
1

2C
+

1

2C

1

1 +
Cp

2C

≈ 1

2C
+

1

2C

(
1 − Cp

2C

)

=
1

C
− Cp

4C2
, (7.84)

C1 is thus obtained from

C1 =
C

1 − Cp

4C

≈ C

(
1 +

Cp

4C

)
. (7.85)
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Vref

CCC

vo

2C 2C 2C

CC p C

VT,3
C+C

vo

2CCT,3

Ceq

Cp Cp

D4D1 D2 D3

C1

CT,2

p

Figure 7.42. Analysis of the error due to the bottom-plate parasitic capacitance of floating

capacitors of DACs using C-2C capacitor array.

Note we have utilized
Cp

2C≪1 in derivation of (7.84). Thévenin voltage and

Thévenin capacitance of the sub-circuit highlighted in Fig.7.42 are given by

VT,3 =
C

C + C1 + Cp
Vref

=
Vref

2

1

1 +
5Cp

8C

≈ Vref

2

(
1 − 5Cp

8C

)
. (7.86)

and

CT,3 = C + C1 + Cp

= 2C +
5Cp

4
. (7.87)

The equivalent capacitance of CT,3 in series with 2C , denoted by Ceq, is

obtained from

1

Ceq
=

1

2C
+

1

2C + 5Cp

4
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=
1

2C
+

1

2C

(
1

1 +
5Cp

8C

)

≈ 1

2C
+

1

2C

(
1 − 5Cp

8C

)

=
1

C
− 5Cp

16C2
, (7.88)

and the result is given by

Ceq =
C

1 − 5Cp

16C

≈ C

(
1 +

5Cp

16C

)
. (7.89)

The output voltage is obtained from

vo =
Ceq

Ceq + C + Cp
VT,3

=
Vref

2

C
(
1 +

5Cp

16C

)

2C
(
1 +

21Cp

32C

)
(

1 − 5Cp

8C

)

≈ Vref

22

(
1 +

5Cp

16C

)(
1 − 5Cp

8C

)(
1 − 21Cp

32C

)

≈ Vref

22

(
1 − 31

32

Cp

C

)
. (7.90)

As an example, if Cp is 10% of the inter-plate capacitance, i.e. Cp =

0.1×2C = 0.2C , the error given by
31Cp

32C is approximately 19.38%. The

preceding analysis reveals that the bottom-plate parasitic capacitance of the

floating capacitors will have a severe impact on the performance of the DAC.

Recall that in analysis of two-stage binary-weighted capacitor arrays, the

bottom-plate parasitic capacitance of the scaling capacitor of two-stage binary-

weighted capacitor arrays has a negligible effect on the performance of the

DAC. The reason for that is that Cs of two-stage binary-weighted capacitor

arrays is much smaller than C . For example, Cs = 2
15

C≈0.13C for a 8-

bit two-stage binary-weighted capacitor array. If the parasitic bottom-plate

capacitance is 10% of Cs, i.e. Cp = 0.1Cs = 0.013C . Since the capacitance

of the terminated LSB array is 2C and that of the MSB array is 15
8

C , Cp is

therefore only 0.67% of the shunt capacitance. On top of this, there is only one

floating capacitor in a two-stage binary-weighted capacitor array. As a result,
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the bottom-plate parasitic capacitance of Cs will have a negligible impact on

the performance of the DAC.

Unlike the scaling capacitor of two-stage binary-weighted capacitor arrays,

the capacitance of the floating capacitors of C-2C capacitor arrays is twice

that of the capacitance of the shunt capacitors. If the parasitic bottom-plate

capacitance is 10% of the inter-plate capacitance, i.e. Cp = 0.2C , it is 20% of

the shunt capacitance. Also, for each floating capacitor, there is a corresponding

bottom-plate parasitic capacitance. As a result, the capacitance of the bottom-

plate parasitic capacitors of the floating capacitors of C-2C capacitor arrays

is comparable to the shunt capacitance, resulting in a strong effect on the

performance of the DAC.

To minimize the effect of the parasitic bottom-plate capacitance of the float-

ing capacitors of C-2C capacitor arrays, Cong proposed a pseudo C-2C ladder-

based data converter technique, as shown in Fig.7.43 [233]. In this approach,

the C-2C ladder is replaced with a C-2αC ladder. Note that the capacitance of

the terminating capacitor and that of the MSB capacitor are αC . The capaci-

tance of the floating capacitors is 2αC . Also, the reference voltage connected

to the MSB capacitor is Vref while that connected to all other capacitors is

αVref . By adjusting the capacitance ratio α, the effect of the parasitic bottom-

plate capacitances is reduced. The simulation results of a 12-bit DAC show

that when the parasitic bottom-plate capacitance is 14% of the inter-plate ca-

pacitance, DNL is reduced from over 1.5 with a conventional C-2C capacitor

array to approximately 0.8 with a pseudo C-2C capacitor array. INL is also

reduced from over 1.5 with a conventional C-2C capacitor array to below 0.5

with a pseudo C-2C capacitor array.

aVref

CC

vo

vin

VrefCC

D8D7D6D3D2
D1

2 Ca

CaC
Terminating
capacitor

2 Ca 2 Ca 2 Ca

aC

Vref

Figure 7.43. DAC with a pseudo C-2C capacitor array proposed by Cong [233].

7.6.7 Switching Network

There are three types of switches, namely nMOS switches, pMOS switches,

and transmission-gate (TG) switches that are available in standard CMOS

technologies.
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Consider first a nMOS switch. Assume that the voltage at the gate and

drain of the nMOS transistor is VDD. The voltage at the source of the nMOS

transistor must not exceed VDD − Vtn in order to guarantee that the transistor

stays on. In other words, although the voltage at the drain is VDD, the maximum

voltage that can be passed on to the drain of the transistor is only VDD − Vtn.

A voltage loss of Vtn therefore occurs at nMOS switches.

pMOS switches can be analyzed in a similar way. Let the gate voltage of a

pMOS switch be zero. The lowest voltage at the source of the pMOS switch in

order to ensure that the transistor is on is |Vtp|. Thus, the lowest voltage that

a pMOS switch can pass from the source to the drain is |Vtp|. Also, it is well

understood that the channel resistance of either nMOS or pMOS switches is

not constant and varies with the voltages of the terminals of the switches [138].

This will result in different charging and discharging times of capacitor arrays.

In comparison, TG-based switches offer a much smaller and nearly con-

stant channel resistance. In addition, the voltage loss across the switches is

also nearly zero, making them a preferred choice for the switching network.

The only two constraints affecting the use of TG switches are the need for a

complementary clock and the large capacitance due to the use of two transistors.

7.6.8 Hybrid Charge-Scaling DACs

It has been shown that DACs with a single-stage binary-weighted capacitor

array are not subject to the effect of top / bottom plate parasitic capacitances

whiles DACs with a C-2C capacitor array suffers from the drawback of degraded

performance caused by the parasitic bottom-plate capacitance of the floating

capacitors. The performance of DACs with a two-stage binary-weight capacitor

array is largely affected by the capacitance error of the scaling capacitor. Several

hybrid capacitor arrays that are stemmed from these three generic configurations

of capacitor arrays have emerged to improve the performance. In [222], Kim

et al. proposed a 10-bit successive approximation ADC with the LSB portion

of the capacitor array implemented using a C-2C capacitor array and the MSB

portion implemented using a single-stage binary-weighted capacitor array, as

shown in Fig.7.44. Since the accuracy of the MSB portion is more critical as

compared with that of the LSB portion, the MSB portion is implemented using

a binary-weighted configuration while the LSB is implemented using a C-2C

configuration. A very similar configuration was used in [234, 235].

7.6.9 Multi-Stage Charge-Scaling DACs

The two-stage binary-weighted capacitor array approach was further devel-

oped by Kuramochi et al. to have multiple binary-weighted capacitor arrays

to reduce silicon consumption, as shown in Fig.7.45 [236]. The principle of

multi-stage binary-weighted capacitor arrays is the same as that of two-stage
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VDD

2 C2C

vo2C
vin

CC

D10D7D6D5
D1

2C

CC
9

C

D2

2C

C-2C capacity array Binary-weight capacitor array

Figure 7.44. DAC with a pseudo C-2C capacitor array proposed by Kim et al. [222].

binary-weighted capacitor arrays investigated earlier. With the increase of the

number of the floating capacitors, the effect of the parasitic bottom-plate capac-

itance of the floating capacitors becomes increasingly critical. A compromise

between the performance of DACs and the silicon consumption is therefore

needed.

Vref

2C

vo

2C

D8D7
D2

CC 4C

D3

C

2C

D5

4C

D6

C

C

D4

8C

D10D9

4CC

D1

s1 s2

Figure 7.45. DAC with a multi-stage binary-weighted capacitor array [236].

7.7 Performance Comparison

Table 7.2 compares the performance of the recently published low-voltage

charge redistribution successive approximation ADCs. It is seen that the num-

ber of the bits of these ADCs is generally low, in th range of 8 ∼ 10 bits. The

power consumption of these ADCs is sample-rate dependent. The higher the

sample rate, the higher the power consumption. When the sample rate is low,

the power consumption can be lowered to below 1 µW. The ADC proposed by

Abdelhalim et al. consumes the lowest amount of power with a sample rate of

20 kS/s.
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7.8 Chapter Summary

A brief review of the widely used figure-of-merits that quantify the per-

formance of ADCs has been provided. It is followed with an investigation

of a special class of ADCs, namely integrating ADCs. A key advantage of

integrating ADCs, in particular, dual-slope integrating ADCs, is that they can

effectively suppress the effect of transient disturbances present at the input of

the ADCs. As a result, these ADCs can be used in applications where transient

disturbances exist.

Oscillator-based temperature ADCs have also been investigated in this chap-

ter. Both relaxation oscillator-based temperature ADCs and ring oscillator-

based temperature ADCs have been studied. The former have the advantage

that the performance of the ADCs is less sensitive to PVT effect while the

latter offer the advantage of simple configurations, subsequently low power

consumption.

Time-to-digital converter based ADCs have also been investigated. These

temperature ADCs offer the advantages of low power consumption due to the

elimination of high-frequency oscillators.

Charge redistribution successive approximation ADCs are widely favored

due to the their low power consumption, a high conversion speed, and a good

accuracy. The key component of these ADCs is the charge-scaling DACs

implemented using a capacitor array. Three different configurations of capac-

itor arrays, namely, single-stage binary-weighted capacitor arrays, two-stage

binary-weighted capacitor arrays, and C-2C capacitor arrays, have been investi-

gated in detail. DACs with a single-stage binary-weighted capacitor array offer

the advantages of a low sensitivity to the parasitic capacitances of the capacitor

arrays. These DACs, however, suffer from high power and silicon consumption

and a low conversion speed. DACs with a two-stage binary-weighted capacitor

array lower the power and silicon consumption by limiting the number of the

ladders of each stage of the capacitor arrays. The performance of these DACs

is affected by the parasitic capacitance of the bottom plate-substrate capaci-

tance of the scaling capacitor. DACs with a C-2C capacitor array consumes

the least amount of silicon area and power, and offers the highest conversion

speed among the three types of DACs. The parasitic bottom plate-substrate

capacitances of the floating capacitors, however, degrade the performance.



Appendix A

Material and Physical Constants

Table A.1. Value of constants.

Boltsmann’s constant k = 1.38×10−23 V.C/◦K

Bandgap voltage of silicon Eg = 1.12 eV at 300◦K

Charge of an electron q = 1.6×10−16 C

Concentation of intrinsic carriers in silicon ni≈1.5×1010/cm3 at 300◦K

Dielectric constant of vacuum ǫo = 8.85×10−14 F/cm

Dielectric constant of oxide ǫox = 3.5×10−13 F/cm

Dielectric constant of silicon ǫsi = 1.05×10−12 F/cm

Room temperatue 300◦K

Tari Time duration from 6.35µs to 25µs.

Thermal voltage Vt = 25.9 mV at 300◦K

DOI 10.1007/978-1-4419-7680-2, © Springer Science+Business Media, LLC 2011 
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