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Preface

This book is part of the Analog Circuit Design series and contains the revised 
contributions of all speakers of the 19th workshop on Advances in Analog Circuit 
Design (AACD), which was organized by Wolfgang Pribyl of Graz University of 
Technology. The workshop was held in the magnificent aula of the Graz University 
of Technology, Graz, Austria on March 23–25, 2010.

The book comprises 18 tutorial papers, divided in three chapters, each discuss-
ing a very relevant to-date topic in the area of analog circuit design. Each tutorial 
is presented by an expert in the field and state-of-the-art information is shared and 
discussed with the audience.

The topics of 2010 are:

1.  Robust Design
2.  Sigma Delta Converters
3.  RFID

The aim of the AACD workshop is to bring together a group of expert designers to 
study and discuss new possibilities and future developments in the area of analog 
circuit design. Each AACD workshop has given rise to the publication of a book by 
Springer in their successful series of Analog Circuit Design. The series provides a 
valuable overview of analog circuit design and related CAD, mainly in the fields 
of basic analog modules, mixed-signal electronics, AD and DA converters, RF sys-
tems, robust and automotive electronics. It is a reference for whoever is engaged in 
these disciplines and wishes to keep abreast of the latest developments in the field. 
The full list of the previous books and topics in the series is enclosed below.

We sincerely hope that this 19th book continues the tradition and provides a valu-
able contribution to our Analog Design Community.

Herman Casier
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  Part I
Robust Design

In this first day of the AACD workshop in Graz, the state-of-the-art of robust design 
is discussed. The same topic also figured in the AACD program of 2003, also in 
Graz. The program then focussed on ESD in analog, smart power and RF applica-
tions, on EMC in automotive applications and on substrate coupling. The program 
of this year presents in-depth discussions of robust design in nanometer technolo-
gies, in high-temperature and high-voltage environments, in the presence of radia-
tion and of conductive EMC. 

The first three contributions deal with different aspects of robust design in nano-
meter technologies. The first addresses analysis tools and design solutions for the 
variability and reliability problems in analog circuits in nanometer CMOS technolo-
gies. A tool is presented to evaluate the impact of degradation on circuit perfor-
mance and to identify reliability weak spots. It is also shown how digitally assisted 
analog design can be used to improve the resilience for variability and degradation 
of analog circuits. 

The second contribution focuses on statistical variability in nanometer CMOS. 
Discreteness of charge and matter, atomic scale non-uniformities and material gran-
ularity are discussed and their expected impact on transistor parameters and on the 
variability sensitive SRAM cell in sub-45nm technologies is described. It is shown 
that a seven parameter statistical BSIM model accurately matches the physically 
simulated device characteristics. 

The third paper identifies physical factors, which adversely affect sub-100nm 
CMOS analog designs and proposes methods for mitigating or overcoming them. 
It is shown that these methods require design restrictions at the circuit design stage 
as well as layout restrictions at the physical design stage. The historical separation 
between circuit and physical design activities must be replaced by a more close 
cooperation between them. 

The next three papers deal with robust design for different hostile environments. 
The first of these contributions addresses high-temperature and high-voltage inte-
grated electronics and modules for electric power systems in electric and hybrid-
electric vehicles. Maximization of the compatibility between semiconductor, pack-
aging and material technologies, thermal-electric simulation and reliability calcula-
tion of the whole configuration are key elements for robust smart power modules. 
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The next work is about radiation effects and hardening-by-design techniques 
in modern deep-submicron CMOS technologies. Both cumulative and single-event 
effects are discussed. Hardening-by-design techniques, leveraging on the intrinsic 
radiation tolerance of CMOS, are detailed for both effects. These techniques allow 
for the design of robust circuits with high radiation tolerance in a commercial-grade 
state-of-the-art CMOS technology instead of a dedicated radiation-hard technology. 

The last contribution first shows how the standardized direct power injection 
measurement test bench can be transferred to the simulation environment to predict 
the EMC immunity of a smart power circuit. This simulation environment is then 
used to optimize a new methodology for robust high-side smart power switches, 
based on pin impedance control. Measurements endorse the validity and accuracy 
of this approach.    

Herman Casier 

H. Casier 



3

1  Introduction

The evolution towards nanometer CMOS technologies (90, 65, 45 nm and below) 
[1] has enabled the design of complex Systems on a Chip (SoC) in consumer-market 
applications such as telecom and multimedia. These integrated systems are increas-
ingly mixed-signal designs, embedding high-performance analog or mixed-signal 
blocks and possibly sensitive RF frontends together with complex digital circuitry 
(multiple processors, some logic blocks, and several large memory blocks) on the 
same chip. Even when developing a heterogeneous System in Package (SiP), the 
digital dies will likely have several embedded analog blocks.

The use of CMOS nanometer technologies however also brings significant chal-
lenges for the actual circuit design (both analog and digital) that were not encoun-
tered before. These challenges include [2]:

• managing the ever increasing design complexities in tightening time-to-market 
constraints, which requires proper EDA methodologies and tools to increase de-
signer efficiency (e.g. using analog synthesis tools), as well as to verify full 
mixed-signal systems;

• the increasing variability of technology parameters, causing mismatch and yield 
problems;

• aggravating degradation mechanisms (e.g. NBTI, Hot Carriers) and increasing 
reliability constraints such as EMC/EMI regulations.

This chapter addresses analysis tools and design solutions for the variability and 
reliability problems in analog circuits. After describing the degradation phenomena, 
it presents tools for the efficient analysis and identification of reliability problems 
in analog circuits. In addition, it describes circuit techniques for run-time recon-
figuration of the analog circuits to make them degradation-resilient. The chapter is 
organized as follows. Section 2 briefly describes the problems of variability- and 

H. Casier et al. (eds.), Analog Circuit Design, 
DOI 10.1007/978-94-007-0391-9_1, © Springer Science+Business Media B.V. 2011

Modeling and Design for Reliability of Analog 
Integrated Circuits in Nanometer CMOS 
Technologies

Georges Gielen, Elie Maricau and Pieter De Wit

G. Gielen ()
ESAT-MICAS, Katholieke Universiteit Leuven, Leuven, Belgium
e-mail: gielen@esat.kuleuven.be
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reliability-induced circuit performance degradation. Section 3 outlines an approach 
for the reliability analysis and the detection of reliability weak spots in analog cir-
cuits. An efficient extension to include the effect of variability is included as well. 
Section 4 then presents run-time circuit self-adaptation techniques to make them 
degradation-resilient. This concept is illustrated with a practical design example. 
Finally, Sect. 5 provides conclusions.

2  Variability- and Reliability-Induced Analog Circuit 
Performance Degradation

Many non-idealities in analog circuits originate from random and systematic errors 
in the implementation of the circuit. These errors represent the time-independent 
reliability problems in a circuit. Although the random errors are unknown at the 
time of design, they can largely be compensated or calibrated away after fabrica-
tion. Time-dependent degradation on the other hand occurs due to ageing of the 
transistors over time, which results in the circuit performance changing over time, 
hence possibly turning initially fully functional circuits into nonfunctional circuits. 
Also disturbance sources such as electromagnetic interference (EMI) or substrate 
noise coupling may turn functional analog circuits into nonfunctional circuits, but 
normally don’t change performance permanently, so we will not focus on these in 
this chapter. We will now describe the variability and degradation effects in some 
more detail.

2.1   Variability and Mismatch

Random errors, usually denoted as variability, are the result of the stochastic na-
ture of many physical processes that take place during the fabrication of integrated 
circuits, such as line edge roughness and random dopant fluctuations. In analog 
circuits device mismatch between identically designed devices is a key limitation 
to the accuracy of the circuit. For example, to first order the threshold voltage mis-
match ΔVT between identical transistors with active area WL is given by [3, 4]:

 (1)

where AVT and SVT are process-dependent constants and D is the distance between 
the devices. Unfortunately, as can be seen from (1), this mismatch is inversely pro-
portional to the area of the devices and therefore can only be improved by making 
the devices larger. This implies more chip area and more power for the same speed. 

σ
2(�VT ) =

A
2
V T

WL
+ S

2
V T

D
2

G. Gielen et al.
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In addition, as shown in Fig. 1, Tuinhout observed that, although historically this 
mismatch was improving with scaling technology, for values of gate oxide thick-
ness below 10 nm, this improvement seems to level off, indicating that mismatch 
is no longer improving much with technology progress. This might significantly 
reduce the benefits of technology scaling for analog integrated circuits [5].

2.2   Time-Dependent Degradation

Time-dependent degradation effects cause a change of the transistor parameters 
( VT , , ro) as a function of time and therefore might turn an initially fully functional 
circuit into a less or even non-functional circuit over time [6]. This degradation de-
pends on the stress applied to the device, i.e. the voltages and currents applied to the 
transistor, as well as the transistor sizes and the temperature. Figure 2 qualitatively 
indicates the impact of these mechanisms on the IDS–VDS characteristic of a MOS 
device for an arbitrary stress time. Some of the most important degradation mecha-
nisms will now be discussed in more detail.

Fig. 1  Evolution of the 
threshold voltage mismatch 
parameter as a function of 
the gate oxide thickness 
according to [5]. ( AΔVT is 
the parameter characterizing 
threshold voltage mismatch 
in (1) [3, 4])
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2.2.1  Time-Dependent Dielectric Breakdown

In ultra-scaled MOSFETs, the strong electric fields across the gate oxide can cause 
oxide damage leading to dielectric breakdown (BD), i.e. the loss of the isolating 
properties of the oxide. BD is an extremely local phenomenon, for which an extra 
current flows through a small region of the gate oxide. Prior to oxide BD, a degrada-
tion process of the dielectric takes place that initiates the generation of traps in ran-
dom positions inside the oxide and at the interface. A stress-induced leakage current 
is produced during this degradation stage. If the dielectric degradation increases, a 
critical trap density is reached and BD occurs [7, 8]. Due to this behavior the time 
to BD can be described using a Weibull probability distribution. Obviously this 
breakdown phenomenon influences the circuit performance over time, eventually 
resulting in circuit failure.

2.2.2  Hot-Carrier Injection

A second degradation phenomenon is Hot Carrier Injection (HCI), which manifests 
itself mainly as a threshold voltage shift, and some degradation of carrier mobility 
and a change of output resistance [9, 10]. During hot carrier stress, which consists 
of a large electric field near the drain end of a transistor in saturation, hot carri-
ers are produced. These carriers introduce both oxide and interface traps (near the 
drain) and a substrate current. As holes are much ‘cooler’ than electrons, hot carrier 
effects in nMOS devices are proven to be more significant than in pMOS devices 
[11]. Removal of the stress anneals some of the interface traps, resulting in partial 
recovery. But as these traps are only present at the drain junction of the transistor, 
this recovery is negligible in comparison to NBTI relaxation (see next subsection).

HCI degradation is typically modeled with a power law dependence on the stress 
time t [10]. For example, the increase in threshold voltage VT over time can be writ-
ten as:

 (2)

where the function A depends on the applied voltages, the temperature T but also on 
the transistor width W and length L. In the case of HCI, the exponent n is in the order 
of 0.45. A full model can be found in [12]. Due to hot carrier degradation, transis-
tors degrade over time, which translates to a change in the circuit performance over 
time. Therefore, tools need to be developed to analyze this problem and to identify 
possible reliability problems in a circuit before tapeout. This will be described in 
Sect. 3. Circuit techniques to deal with this kind of degradation also need to be de-
veloped and will be described in Sect. 4.

2.2.3  Negative Bias Temperature Instability

Negative Bias Temperature Instability (NBTI) has an increasingly adverse impact 
on nanometer CMOS technology [13]. NBTI is typically seen as a threshold voltage 

�VT = A(VGS , VDS , T , W , L . . . ) t
n

G. Gielen et al.



7

shift after a negative bias has been applied to a MOS gate at elevated temperature, 
hence mainly affecting pMOS transistors [14]. Degradation of channel carrier mo-
bility is also observed. The NBTI degradation is typically represented as following 
a power law with stress time t similar to Eq. 2, but with the exponent n typically 
being around 0.18 and with a different function A. The reciprocal PBTI behavior in 
nMOS transistors is still less important.

A peculiar property of the NBTI mechanism is the so-called relaxation or recov-
ery of the degradation immediately after the stress voltage has been reduced [15]. 
This relaxation behavior greatly complicates the evaluation of NBTI, its modeling 
and the extrapolation of its impact on circuitry. A complete model of NBTI for cir-
cuit analysis has however not yet been fully established.

Since HCI and NBTI impact both the transistor parameters VT , , and ro, this can 
be modeled by replacing the transistor in the circuit netlist by a subcircuit as shown 
in Fig. 3. The additional sources model the change in VT , , and ro according to 
Eq. 2, so that the intrinsic device model, e.g. BSIM, can be used for the actual tran-
sistor. This allows to simulate a degraded circuit with a standard SPICE simulator, 
with an additional script to update the values of the extra sources according to Eq. 2.

3  Reliability Analysis of Analog Integrated Circuits

Due to the impact of degradation on integrated circuits, it is important to analyze 
quantitatively the impact of HCI and NBTI on the performance and lifetime of a 
circuit, and to identify potential reliability problems in a circuit at design time, so 
that—if needed—the design can be modified to guarantee correct functionality and 
performance over the lifetime of the electronic product. Therefore, proper reliability 
simulation and analysis tools are needed for analog circuits.

In [16] an efficient method for reliability simulation of electronic circuit is pre-
sented. It uses a short transient simulation that provides accurate information about 
the stress at every circuit node, while a degradation extrapolation ensures a fast sim-
ulation result. Figure 4 gives a schematic representation of this reliability simulation 
algorithm. The input to the simulator is a fresh (i.e. unstressed) netlist. A transient 
simulation over time Ttr with step size ttr is performed on the input netlist. As circuit 

Fig. 3  Equivalent model of 
transistor to model degrada-
tion due to Hot Carriers or 
NBTI
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input a periodic time-varying signal, vin( t), with period Tin is applied. The impact of 
completely arbitrary (i.e. non-periodic) input signals can only be calculated using 
a transient analysis over the entire operating period of the circuit, which obviously 
is not very feasible. Since the operation of most electronic systems is based on the 
execution of periodically executed algorithms (e.g. MPEG encoding), the restric-
tion to periodic input signals is not a real limitation. Once the stress pattern on 
every transistor node is calculated from this initial simulation, it is extracted and 
passed on to a degradation model based on Eq. 2, which extrapolates the transistor 
degradation to the desired circuit operation time. Finally, a degraded version of the 
netlist is created as an output, using equivalent models like Fig. 3 for the individual 
transistors. A designer can use this output netlist to study the impact of degradation 
on the circuit performances and to identify the reliability weak spots.

Fig. 4  Flow diagram of efficient degradation analysis of analog circuits [16]
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In [17] the simulation method has also been extended to take variability of the 
device parameters into account. The initial approach of using Monte-Carlo simula-
tions was replaced by design of experiments (DOE) techniques, resulting in a speed 
improvement of up to 4 orders of magnitude compared to standard Monte-Carlo, 
while maintaining the same simulation accuracy. In order to obtain a quasi-linear 
computational complexity, first a screening is performed to eliminate unimport-
ant parameters, followed by a set of regression designs to build a response surface 
model used for the actual statistical analysis.

3.1   Illustrative Circuit Example

To illustrate the variability-aware reliability simulation methodology, the LC-VCO 
of Fig. 5 is analyzed [17]. Both HC and NBTI degradation are included. The ex-
ample is simulated in a 90 nm CMOS technology. Large voltages at the drains of the 
cross-coupled transistor pair cause these transistors to suffer from hot-carrier deg-
radation. Figure 6 shows the effect of degradation on both the oscillation frequency 
and the output swing for nominal design parameters (no statistical variations). The 
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Fig. 5  Circuit schematic of 
the LC-VCO
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frequency of the LC-oscillator is not affected by degradation; the output swing, 
however, decreases significantly over time. For the (slightly overstressed) settings 
used, the circuit fails after six months, if we assume that the device is considered to 
be defective when Vout < 0.6 V.

Fig. 6  Frequency and output swing of the LC-VCO as a function of time due to hot carrier 
degradation
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Now let us consider process variability. Figure 7 shows the failure time disper-
sion of the oscillator due to local and global errors of transistor parameters. Clearly, 
there is a large spread. Although a reliability simulation of the nominal circuit (not 
including variability) indicates a failure time of six months (see Fig. 6), running a 
variability-aware reliability simulation shows that 20% of the circuits already fail 
in less than four months.

4  Circuit Techniques for Variability and Degradation 
Resilience

The mechanisms described in Sect. 2 may cause serious performance changes and 
hence reliability problems in nanometer CMOS electronic systems. The classical 
approaches, i.e. guaranteeing intrinsic robustness by worst-case overdesign or use 
of redundancy, introduce an unacceptable power and area penalty. In order to ob-
tain a high-performance and reliable system, using nanometer technologies, novel 
circuit design techniques are needed to deal with variability and time-dependent 
degradation. Some of these will be discussed here briefly.

4.1   Solutions to Processing Variability

Although mismatch is statistical in the sense that it is unknown before fabrica-
tion, it is fixed after fabrication. Therefore, all such static time-independent errors 
can to large extent be compensated for after fabrication using post-fabrication cali-
bration methods. An example of this calibration technique has been proposed and 
verified on silicon in [18] where it is applied on the design of a 14-bit 200 MHz 
current-steering DAC. The high accuracy is obtained using a Switching-Sequence 
Post-Adjustment (SSPA) calibration technique, which dynamically rearranges the 
switching sequence of the unary MSB current sources. Since this technique is ap-
plied after chip fabrication (i.e. calibration at run time), random errors can partially 
be cancelled out. As a result, the area requirement imposed by the IσL property 
( IσL < 0.5LSB), which intrinsically would require a large area to sufficiently re-
duce the mismatch, is reduced dramatically to only 6% of the area of an intrinsic-
accuracy DAC [19]. The only extra analog building block needed is an accurate 
current comparator. A chip photograph is shown in Fig. 8. The total area of the chip 
is 3 mm2, where the area of the analog part is only 0.28 mm2. The area of the digital 
part (mainly the calibration controller) is still quite large in this version, but will be 
scaled significantly in advanced processes.

This type of heavy-digital analog circuit design corresponds to the paradigm of 
digitally assisted analog circuits [20], where the analog part is actually under-sized 
to meet the required performances intrinsically, but where digital circuitry corrects 
for the errors or the nonidealities through reconfiguration or calibration.

Modeling and Design for Reliability of Analog Integrated Circuits
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4.2   Solutions to Time-Dependent Degradation

The solution to the time-dependent problem can be found in the use of monitors and 
knobs as presented in [21, 22]. The idea is to continuously monitor the operation of 
a system or circuit and take runtime countermeasures to compensate for variability 
and reliability errors. This guarantees a correct and optimal operation at all times, 
if properly anticipated at design time by using analysis and design tools such as 
presented in Sect. 3. As shown in Fig. 9, such a system consists of three parts. Moni-
tors measure the actual performance of the system. Simple measurement circuits 
are required to achieve this. Knobs are tunable or reconfigurable circuit parts able 
to change the operating settings of the system. Finally, a Control Algorithm selects, 
based on the inputs from the different monitors, the optimal configuration of the 
system knobs in order to satisfy the system specifications, even if the performance 
varies over time. The control loop can be implemented in digital hardware, adding 
only a limited amount of extra power dissipation and area consumption. Note that 
this concept can be applied to both analog and digital circuits.

Fig. 9  Principle schematic of 
knobs and monitors concept 
to overcome degradation and 
failures

Knobs
Monitor Monitor

Controller

Subsystem

G. Gielen et al.

                  

Fig. 8  Chip microphotograph of current-steering DAC with post-fabrication calibration [18]
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The advantages of a system with knobs and monitors are:

• a self-adaptive system is obtained. It compensates for variability and degrada-
tion-induced errors as they occur, thus keeping the system in its optimal opera-
tion point of specifications and operating conditions.

• overdesign is not needed anymore. Design specifications for a given circuit can 
be relaxed because multiple possible operating modes exist within one system. 
This results in an overall decrease in power dissipation and area consumption of 
the entire system. Switching to another operating point might cause a slightly 
larger power consumption, but correct operation is guaranteed at any time, which 
is a reasonable trade-off in safety-critical applications that demand absolute reli-
ability.

As an example, Fig. 10 shows a high-voltage line driver circuit. Due to the high 
voltages used, the output transistors degrade over time in nanometer CMOS 
technologies. Since the power efficiency of the line driver is directly linked to 
the on-resistance of the output transistors which degrades over time, solutions 
to guarantee the reliable operation with high power efficiency have to be found. 
As shown in Fig. 11, this can be solved by making the circuit reconfigurable 
[23]. Extra sub-transistor blocks Pi and σi are added, besides the monitor circuits 
and the controller. The resilience of the circuit is defined as the minimum ef-
ficiency loss the system can detect and correct. If the circuit exceeds this limit, 
i.e. if the efficiency drops below the minimum set value, then the circuit needs to 
reconfigure and heal itself to “crank up” the efficiency again. To this end, extra 
sub-transistors (the extra “blocks” in Fig. 11) are added to the output transistors. 
These sub-transistors can be switched on under digital control. Monitor circuits 
are added to the line driver to monitor the actual degradation of the output tran-
sistors. They feed their information to the controller that decides on turning on 
extra sub-transistors.

Obviously, all this requires extra chip area. The system-level trade-off between 
the granularity of the extra sub-transistors, the circuit resilience and the extra area 
overhead has been elaborated in [23]. Figure 12 shows the area overhead as a 
function of the ripple on the power efficiency Δη. Clearly, for a degradation of 
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the power efficiency with maximum a couple percent, the circuit can be made 
degradation-resilient with an area overhead of 4–5%, which is quite acceptable 
compared to worst-case overdesign of the circuit. Also the power consumption is 
improved.

Fig. 12  Trade-off between area overhead and granularity of the extra subtransistors, which is 
directly related to the allowed “ripple” Δη on the power efficiency [23]
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Fig. 11  Modified output stage of the high-voltage line driver with extra parallel sub-transistors to 
make the circuit failure-resilient [23]
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5  Conclusions

CMOS technology is evolving deeper and deeper into the nanometer era, enabling 
the integration of entire systems, many of which are mixed-signal in nature. This 
paper has described solutions to variability and reliability challenges posed by these 
nanometer CMOS technologies. The problem of time-dependent performance deg-
radation due to breakdown, hot carriers or NBTI has been described and models 
have been proposed. Next, an efficient tool for the analysis and identification of 
reliability problems in analog circuits has been described. The tool allows identify-
ing potential ageing problems in circuits. An efficient approach to analyze the effect 
of variability on the reliability has been developed too. Finally, run-time circuit 
adaptation/reconfiguration techniques have been proposed to make circuits failure-
resilient so that they can self-recover from degradation. These techniques are fully 
compliant with the trend towards digitally assisted analog circuits. All this has been 
illustrated with several design examples.
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1  Introduction

The years of ‘happy scaling’ are over and the fundamental challenges that the semi-
conductor industry faces at technology and device level will deeply affect the de-
sign of the next generations of integrated circuits and systems. The progressive 
scaling of CMOS transistors to achieve faster devices and higher circuit density 
has fuelled the phenomenal success of the semiconductor industry—captured by 
Moore’s famous law [1]. Silicon technology has entered the nano CMOS era with 
35 nm MOSFETs in mass production in the 45 nm technology generation. However, 
it is widely recognised that the increasing variability in the device characteristics is 
among the major challenges to scaling and integration for the present and next gen-
eration of nano CMOS transistors and circuits. The statistical variability of transis-
tor characteristics, which has been previously concern only in the analogue design 
domain, has become a major concern associated with CMOS transistors scaling 
and integration [2, 3]. It already critically affects SRAM scaling [4], and introduces 
leakage and timing issues in digital logic circuits [5].

In the next section we review the major sources of statistical variability in nano 
CMOS transistors focusing at the 45 nm technology generation and beyond. In 
Sect. 3 we use advanced 3D physical statistical simulation to forecasts the magni-
tude of statistical variability in contemporary and future CMOS devices. The com-
pact model strategies suitable for capturing the statistical variability in industrial 
strength compact models such as BSIM and PSP are outlined in Sect. 4. Section 5 
presents example of statistical SRAM circuit simulation employing the statistical 
compact model strategies discussed in Sect. 4. Finally the conclusions are drawn in 
Sect. 6.
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2  Sources of Statistical Variability

The statistical variability in modern CMOS transistors is introduced by the inevitable 
discreteness of charge and matter, the atomic scale non-uniformity of the interfaces 
and the granularity of the materials used in the fabrication of integrated circuits.

The granularity introduces significant variability when the characteristic size of 
the grains and irregularities become comparable to the transistor dimensions. For 
conventional bulk MOSFETs, which are still the workhorse of the CMOS technol-
ogy, Random Discrete Dopants (RDD) are the main source of statistical variability 
[6]. Random dopants are introduced predominantly by ion implantation and redis-
tributed during high temperature annealing. Figure 1 illustrates the dopant distribu-
tion obtained by the atomistic process simulator DADOS by Synopsys. Apart from 
special correlation in the dopant distribution imposed by the silicon crystal lattice, 
there may be also correlations introduced by the Coulomb interactions during the 
diffusion process. Line Edge Roughness (LER) illustrated in Fig. 2 stems from the 
molecular structure of the photoresist and the corpuscular nature of light. The poly-
mer chemistry of the 193 nm lithography used now for few technology generations 
mainly determines the current LER limit of approx 5 nm [7]. In transistors with 
poly-silicon gate Poly Gate Granularity (PGG) illustrated in Fig. 3 is another im-
portant source of variability. This is associated surface potential pinning at the grain 
boundaries complimented by doping non-uniformity due to rapid diffusion along 
the grain boundaries [3].

The introduction of high-k/metal gate technology improves the RDD induced vari-
ability, which is inversely proportional to the equivalent oxide thickness (EOT). This 
is due to the elimination of the polysilicon depletion region and better screening of 
the RDD induced potential fluctuations in the channel from the very high concentra-
tion of mobile carriers in the gate. The metal gate also eliminates the PGG induced 
variability. In the same time it introduces high-k granularity illustrated in Fig. 4 and 
variability due to work-function variation associated with the metal gate granularity 

Fig. 1  KMC simulation of 
RDD. (DADOS, Synopsys)
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illustrated in Fig. 5 [8]. In extremely scaled transistors atomic scale channel interface 
roughness illustrated in Fig. 6 [9] and corresponding oxide thickness and body thick-
ness variations [10] can become important source of statistical variability.

3  Statistical Variability in Advanced CMOS Devices

The simulation results presented in this chapter were obtained using the Glasgow 
statistical 3D device simulator, which solves the carrier transport equations in the 
drift-diffusion approximation with Density Gradient (DG) quantum corrections 

Fig. 2  Typical LER in photo-
resist. (Sandia Labs)

Fig. 3  SEM micrograph of 
typical PSG from bottom
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[11]. In the simulations, the RDD are generated from continuous doping profile 
by placing dopant atoms on silicon lattice sites within the device S/D and channel 
regions with a probability determined by the local ratio between dopant and silicon 
atom concentration. Since the basis of the silicon lattice is 0.543 nm a fine mesh of 

Fig. 4  Granularity in HfON 
high-k dielectrics. (Sematech)

Fig. 5  Metal granularity 
causing gate work-function 
variation

A. Asenov and B. Cheng
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0.5 nm is used to ensure a high resolution of dopant atoms. However, without con-
sidering quantum mechanical confinement in the potential well, in classical simula-
tion, such fine mesh leads to carrier trapping at the sharply resolved Coulomb po-
tential wells generated by the ionised discrete random dopants. In order to remove 
this artifact, the DG approach is employed as a quantum correction technology for 
both electrons and holes [11].

The LER illustrated in Fig. 4 is introduced through 1D Fourier synthesis. Ran-
dom gate edges are generated from a power spectrum corresponding to a Gauss-
ian autocorrelation function [9], with typical correlation length Λ= 30 nm and root-
mean-square amplitude Δ= 1.3 nm, which is the level that is achieved with current 
lithography systems. The quoted in the literature values of LER are equal to 3Δ. The 
procedure used for simulating PGG involves the random generation of poly-grains 
for the whole gate region [3]: a large atomic force microscope image of polycrys-
talline silicon grains illustrated at the top of Fig. 3 has been used as a template and 
the image is scaled according to the average grain diameter (65 nm in the following 
simulations). Then the simulator imports a random section of the grain template im-
age that corresponds to the gate dimension of the simulated device, and along grain 
boundaries, the applied gate potential in the polysilicon is modified in a way that the 
Fermi level remains pinned at a certain position in the silicon bandgap. In the worst 
case scenario the Fermi level is pinned in the middle of the silicon gap. The im-
pact of polysilicon grain boundary variation on device characteristics is simulated 
through the pinning of the potential in the polysilicon gate along the grain boundar-
ies. The individual impact of RDD, LER and PSG on the potential distribution in a 
typical 35 nm bulk MOSFET is illustrated in Figs. 7, 8 and 9 respectively.

The validation of our simulation technology is done in comparison with mea-
sured statistical variability data in 45 nm low power CMOS transistors [12]. The 
simulator was adjusted to match accurately the carefully calibrated TCAD device 
simulation results of devices without variability by adjusting the effective mass pa-
rameters involved in DG formalism, and the mobility model parameters.

Fig. 6  Interface roughness. 
(IBM)
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SiO
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The potential distributions in the n- and p-channel transistors in Fig. 7, at gate 
voltage equal to the threshold voltage and low drain voltage of 50 mV, is illustrated 
in Fig. 10. In the n-channel transistor RDD, LER and PSG are considered simulta-
neously while in the p-channel transistor only RDD and LER are considered. The 
electron concentration at the interface of the two transistors is mapped on top of 

Fig. 7  Potential distribution 
in a 35 nm MOSFET subject 
to RDD

Fig. 8  Potential distribution 
in a 35 nm MOSFET subject 
to LER
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Fig. 9  Potential distribution 
in a 35 nm MOSFET subject 
to PSG
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Fig. 10  Top: electron ( left) and hole ( right) concentration distribution at the interface; Bottom: 
potential distribution
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the potential distributions. For example acceptors in the channel of the n-channel 
transistor create sharp localized potential barrier for the electrons near the interface 
but act as potential wells for the holes in the substrate. In the same time the donors 
in the source/drain regions create sharp potential well for electrons.

The simulation results for the standard deviation of the threshold voltage ıVT in-
troduced by individual and combined sources of statistical variability are compared 
with the measured data in Table 1. In the n-channel MOSFET case the accurate 
reproduction of the experimental measurements necessitates the assumption that, in 
addition to RDD and LER, the PSG related variability has to be taken into account. 
Good agreement has been obtained assuming that the Fermi level at the n-type poly-
Si gate grain boundaries is pinned in the upper half of the bandgap at approximately 
0.35 eV below the conduction band of silicon.

However, in the p-channel MOSFET case the combined effect of just the RDD 
and LER is sufficient to reproduce accurately the experimental measurements. The 
reason for this is the presence of acceptor type interface states in the upper half of 
the bandgap which pin the Fermi level in the case of n-type poly-Si, and the absence 
of corresponding donor type interface states in the lower part of the bandgap which 
leaves the Fermi level unpinned in the case of p-type poly-Si [13].

In order to foresee the expected magnitude of statistical variability in the future 
we have studied the individual impact of RDD, LER and PSG on MOSFETs with 
gate lengths 35, 25, 18, 13 and 9 nm physical gate length. We also compare the 
results with the statistical variability introduced in the same devices when RDD, 
LER and PSG are introduced in the same devices simultaneously. The scaling of the 
simulated devices is based on a 35 nm MOSFET published by Toshiba [14] against 
which our simulations were carefully calibrated. The scaling closely follows the 
prescriptions of the ITRS in terms of equivalent oxide thickness, junction depth, 
doping and supply voltage. The intention was also to preserve the main features of 
the reference 35 nm MOSFET and, in particular, to keep the channel doping con-
centration at the interface as low as possible. Figure 11 shows the structure of the 
scaled devices. More details about the scaling approach and the characteristics of 
the scaled devices may be found in [11].

Figure 12 compares the channel length dependence of ıVT introduced by ran-
dom dopants, line edge roughness and poly-Si grain boundaries with Fermi level 

A. Asenov and B. Cheng

Table 1  ıVT introduced by individual and combined sources of statistical variability
n-channel MOSFET p-channel MOSFET
ıVT (mV)
( VDS = 0.05 V)

ıVT (mV)
( VDS = 1.1 V)

ıVT (mV)
( VDS = 0.05 V)

ıVT (mV)
( VDS = 1.1 V)

RDD 50 52 51 54
LER 20 33 13 22
PSG 30 26 – –
Combined 62 69 53 59
Experimental 62 67 54 57
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pinning. The average size of the polysilicon grains was kept at 40 nm for all channel 
lengths. Two scenarios for the magnitude of LER were considered in the simula-
tions. In the first scenario the LER values decrease with the reduction of the channel 
length following the prescriptions of the ITRS 2003 of 1.2, 1.0, 0.75, and 0.5 nm 
for the 35-, 25-, 18-, and 13-nm channel length transistors, respectively. In this case 
the dominant source of variability at all channel lengths are the random discrete 
dopants. The variability introduced by the polysilicon granularity is similar to that 
introduced by random discrete dopants for the 35 nm and 25 nm MOSFETs, but 
at shorter channel lengths the random dopants take over. The combined effect of 
the three sources of variability is also shown in the same figure. In the second sce-
nario LER remains constant and equal to its current value of approximately 4 nm 
(Δ = 1.33 nm). The results for the 35 nm and the 25 nm MOSFETs are very similar to 
the results with scaled LER but below 25 nm channel length LER rapidly becomes 
the dominant source of variability.

Fig. 11  Examples of realistic conventional MOSFETs scaled from a template 35 nm device 
according to the ITRS requirements for the 90, 65, 45, 32 and 22 nm technologies, obtained from 
process simulation with Taurus Process
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Figure 12 is analogous to Fig. 13 exploring the scenario of the oxide thickness, 
which is difficult to scale further. The LER is scaled according to the ITRS require-
ments listed above. Even with the introduction of high-k gate stack it is likely to 
remain stagnated at 1 nm. This will lead to an explosion in the threshold voltage 
variability for bulk MOSFETs with physical channel length below 25 nm.

4  Statistical Compact Model Strategy

It is very important to be able to capture the simulated or measured statistical vari-
ability in statistical compact models since this is the only way to communicate 
this information to designers [15]. Previous research on statistical compact model 
identification was focused mainly on variability associated with traditional process 
variations resulting from poor control of critical dimensions, layer thicknesses and 
doping clearly related to specific compact model parameters [16].

Unfortunately, the current industrial strength compact models do not have natural 
parameters designed to incorporate seamlessly the truly statistical variability associated 
with RDD, LER, PGG and other relevant variability sources. Despite some attempts to 
identify and extract statistical compact model parameters suitable for capturing statisti-
cal variability introduced by discreteness of charge and matter this remains an area of 
active research [16, 17]. Figure 14 shows the spread in ID–VG characteristics obtained 
from ‘atomistic’ simulator due to the combined effect of RDD, LER and PGG.

We use the standard BSIM4 compact model to capture the information for statis-
tical variability obtained from full 3D physical variability simulation. The statistical 
extraction of compact model parameters is done in two stages [17].

In the first stage, one complete set of BSIM4 parameters is extracted from the 
I–V characteristics of ‘uniform’ (continuously doped, no RDD, LER and PGG) set 
of devices with different channel lengths and widths and process flow identical 
to the one of the 35 nm testbed transistor (Fig. 15). Target current voltage char-

Fig. 13  Channel length 
dependence of ıVT intro-
duced by random dopants, 
line edge roughness and 
poly-Si granularity: (A) tox 
scales according ITRS; (B) 
tox =  1 nm
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acteristics are simulated over the complete device operating range and parameter 
extraction strategy combining group extraction and local optimization is employed. 
Figure 16 compares the corresponding BSIM4 generated I–V characteristics of the 
35 nm transistor with the original device characteristics obtained from our ‘atomis-
tic’ simulator. The RMS error for this extraction is 2.8%.

At the second stage, we re-extracted a small carefully chosen subset of the 
BSIM4 model parameters from the physically simulated characteristics of each mi-
croscopically different device in the statistical ensemble keeping the bulk of the 
BSIM parameters unchanged. The transfer (ID–VG) characteristics at low and high 
drain bias are used as extraction target at this stage. The seven re-extracted model 
parameters are Lpe0, Rdswmin, σfactor, Voff , A1, Aβ and Dsub.

Figure 16 compares the BSIM4 results for the worst, the best and the typical de-
vices with the physically simulated device characteristics. The good match between 
the BSIM results and the physically device characteristics validates the choice of 
seven parameters which guaranty high accuracy of the compact model over the 
whole statistical range of physically simulated device characteristics. Figure 17 il-
lustrates the distribution in the error of the 200 statistically different BSIM4 cards 
depending on the density of the data points in the ID–VG characteristics used as 

Fig. 14  Variability in the current voltage characteristics of a statistical sample of 200 microscopi-
cally different 25 nm square (W = L) n-channel MOSFETs at a VD = 50 mV and b VD = 1 V
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Fig. 15  Comparison of a ID–VG characteristics, b ID–VD for characteristics for ‘uniform’ devices 
obtained from physical simulations and BSIM
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targets in the statistical compact model extraction. Relatively few simulation data 
points are needed to extract high accuracy statistical compact model parameters.

Above statistical compact model extraction and 3D physical device simulation 
are based on minimum size square device (W = L), which has the maximum magni-
tude of statistical variation. However, in real circuits, most of devices have multi-
width/length ratio value. In order to reproduce the right statistical behavior of such 
devices in statistical circuit simulation, wider device are constructed by connect-
ing in parallel minimum size devices randomly selected from the statistic compact 
model library.

Fig. 16  Comparison of 
physical and simulation 
results obtained after second 
stage statistical extraction for 
the devices with best, worst 
and median extraction error
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5  Impact of Statistical Variability on SRAM

One area where the digital and the analogue design expertise overlap is in the design 
of SRAM and particularly SRAM cells which are extremely sensitive to statistical 
variability. The statistical circuit simulation methodology described in the previous 
section, which can transfer all the fluctuation information obtained from 3D statisti-
cal device simulations into circuit simulation, is employed to investigate the impact 
of RDF on 6T and 8T SRAM stability for the next three generations of bulk CMOS 
technology. In the following discussions, we use 25, 18 and 13 nm channel length 
transistors from Sect. 3.

Currently, 6T SRAM is the dominant SRAM cell architecture in SoC and mi-
croprocessors. However, the disturbance of bit lines on the data retention element 
during read access makes the 6T cell structure vulnerable to statistical variability, 
which in turn will have a huge impact on 6T SRAM’s scalability. The functionality 
of SRAM is determined by both static noise margin (SNM) defined as the mini-
mum dc voltage necessary to flip the state of the cell and the write noise margin 
(WNM) defined as the DC noise voltage needed to fail to flip a cell during a write 
period. The meaning of SNM and WNM is defined in Fig. 18. Figure 19 illustrates 
the statistical nature of SNM and WNM in the presence of statistical transistor vari-
ability.

The magnitude of WNM in SRAM is mainly determined by the load and access 
transistors illustrated in the 6T SRAM schematics inset in Fig. 20. Since they are 
the smallest transistors in an SRAM cell, the WNM variation will be larger than the 
SNM variation. However, the mean value of WNM is much larger than its SNM 
counterpart. Previous studies [18] suggested that under normal circumstances the 
limiting factor for the operation of bulk 6T SRAM cells is SNM.

The statistical circuit simulation results for the distribution of SNM for 6T 
SRAM with the cell ratio of 2 is shown in Fig. 20, while the schematic of a 6T 
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Fig. 18  Static voltage trans-
fer characteristics and defini-
tion of SNM and WNM
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SRAM cell with the bias configuration at the initiation of read operation is illus-
trated in the inset. The cell ratio is defined as the ratio of the driver transistor to 
access resistor channel widths. For the 13 nm generation, around 2% of SRAM 
cells with cell ratio of 2 are not readable even under ideal conditions since their 
SNM values are negative. The standard deviation ı of SNM, normalized by the 

Fig. 19  Statistical behavior 
of the SNM and WNM of 
SRAM made of 25 nm bulk 
MOSFETs subject to RDD
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average value μ of the SNM increases from 13% for the 25 nm generation, to 
19% for the 18 nm generation, and reaches 45% for the 13 nm generation. As 
a guideline, μ −  6ı is required to exceed approximately 4% of the supply volt-
age to achieve 90% yield for 1 Mbit SRAM’s. Although the 25 nm generation 
is three times better with respect to SNM fluctuation performance compared to 
the 13 nm generation at cell ratio of 2, it still cannot meet the “μ −  6ı” test on 
yield control.

Increasing the cell ratio is the most straightforward way to improve SNM perfor-
mance of a SRAM cell [19]. The mean value (μ) and the standard deviation ( ı) of 
SNM at different SRAM cell ratios are shown in Fig. 21, which clearly illustrates 
the benefits of larger cell ratio. For the 25 nm transistors, the increase of the cell 
ratio from 2 to 4 results in nearly two times NSD of SNM improvement, and the 
“μ − 6ı” criterion is met at a cell ratio of 3. Although the 18 nm and 13 nm genera-
tions follow a similar trend, a cell ratio of 4 is required for 18 nm technology in 
order to achieve reasonable yield. For the 13 nm generation, a cell ratio of 4 can 
only achieve the level of performance of the 18 nm generation at a cell ratio of 2. At 
the same time, the increase in the cell ratio tends to degrade the WNM. Therefore, 
the approach of increasing the cell ratio becomes less attractive for extremely scaled 
devices even from the prospect of the yield.

6  Conclusions

The statistical variability introduced by discreteness of charge and matter has be-
come one of the major concerns for the semiconductor industry. More and more the 
strategic technology decisions that the industry will be making in the future will 
be motivated by the desire to reduce statistical variability. The useful life of bulk 
MOSFETs, from statistical variability point of view, can be extended below the 
20 nm technology mark only if the line edge roughness and the equivalent oxide 
thickness could be successfully scaled to the required values. SRAM which uses 
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Fig. 21  Mean value and SD 
of 6T SRAM SNM against 
SRAM cell ratio
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minimum channel width transistors is the most sensitive part of the integrated sys-
tems in respect of statistical variability and needs special care and creative design 
solution in order to take full advantage from scaling in present and future technol-
ogy generations.
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1  Introduction

At the 45 nm technology node, the problem of realizing manufacturable high-perfor-
mance analog circuits is becoming increasingly more severe. In the pre-nanoscale 
era, successful LVS-clean post-layout circuit simulation and DRC-clean physical 
design were adequate design verification steps. Presently, lithographic pattern fidel-
ity, mechanical and electrical stress, process variability, increased wiring parasitics, 
and many other well documented effects [1] have combined to decrease the prob-
ability that a 45 nm circuit will still perform with adequate margins. Unfortunately, 
this is true even after all post-layout design verification steps have been completed. 
Pre-tapeout physical-design verification steps that used to take 2 weeks to complete 
can now take 2 months, or more.

While many of the physical effects which have a strong influence on analog 
circuit performance can be modeled using technology-aware (TCAD) circuit simu-
lators, these simulators are seldom used by analog CMOS circuit designers. The 
drive for the semiconductor industry to keep pace with Moore’s law, fueled by huge 
investments in process development and capital equipment, has resulted in process 
technology outpacing circuit and physical design verification tools. At the begin-
ning of the 100 nm technology era this difference in pace was called ‘the reliability 
gap.’ This gap was identified as discrepancies between circuit reliability and DRC-
clean physical design arose [2]. The discrepancy of primary concern was short elec-
tromigration-limited (EM) lifetimes.

EM verification tools are now in common use, and are quite accurate. However, 
they are only useful in the post-layout extraction phase of the design. With each ad-
vance in technology node, EM coefficients decrease and line widths decrease. The 
results is an inverse second-order dependence on wire current limits with technolo-
gy-node minimum feature size ( F ) [3]. This trend requires that different strategies 
for both device and interconnect physical design be employed at 32 nm and beyond. 
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With the continued use of 193 nm DUV down to the 22 nm technology node, the 
problem of lithographic pattern fidelity (affecting gate length L, gate width W, etc.) 
has become more severe and also requires changes in analog physical design strat-
egy. To complicate matters, pattern fidelity effects are highly dependent on distance 
to nearby structures or devices. Stress engineering required to increase mobility 
in deep nanoscale devices has not only increased variability in analog device-pair 
matching, but also affected the performance of single logic inverters where distance 
to nearby device oxide-definition patterns is too great, or has large variations.

As the EDA industry strives to keep pace with advancements in process technol-
ogy, the CMOS IC verification tools are identifying a wider range of circuit and 
physical design deficiencies. While the EDA tools have shown considerable prog-
ress, problems found in post-layout verification can result in significant additional 
redesign and re-layout time. Circuit and layout redesign effort wastes the semicon-
ductor industries most valuable commodity, time to market.

Because of the severe impact of electromigration effects, pattern fidelity limita-
tions, process variability, and interconnect parasitics on circuit performance (DFP), 
reliability (DFR), and manufacturability (DFM) at the 32 nm node and beyond, 
major IC design firms are requiring significantly more participation from circuit 
design engineers in the physical design. For example, analog circuits designed with 
wide variations in designated device widths ( W ) exhibit pattern irregularity, force 
varied interconnect metal layer combinations, and impact device performance as a 
result of local stress-gradient irregularity.

Unfortunately, the participation of circuit design engineers in the physical de-
sign is becoming more difficult as the number of basic design rules has more than 
doubled. The number of optional, or recommended design rules has gone up by an 
order of magnitude in comparison to pre-nanoscale technologies. An objective of 
this paper is to identify many factors adversely affecting successful nanoscale ana-
log physical design. However the primary objective is to propose methods for miti-
gating or overcoming physical design problems so that the future of deep-nanoscale 
analog CMOS looks a bit brighter. One key to the basic approach is to propose cer-
tain restrictions on device design at the circuit design stage and to achieve increased 
regularity in physical design at layout.

2  Pre-Layout Simulation

In pre-layout simulation at the 45 nm node and beyond, device effective W, L, Vt, 
and gm in simulation can be modified by including several geometry-dependent 
factors. Prior to the nanoscale era of technology, entry of device junction and some 
interconnect parasitics was sufficient. At the 100 nm technology node, the distance 
to well edge (WPE effect [4]) was required to modify device Vt. Average distance 
from gate to shallow trench isolation edge (STI effect [5]) modified both Vt and 
mobility to account for stress effects. It was also common practice to add global, or 
specific local interconnect parasitic capacitances and resistance.

L. L. Lewyn
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At 45 nm and beyond, additional stress and patterning effects have been added to 
modify device W and L. These include distance between oxide definition areas and 
distance from gate to other gates (more than one). Yet, many other geometry-depen-
dant factors important to small-signal analog design and I/O driver design, such as 
distance to overlying metal, are not yet modeled (even in post-layout simulation). 
Another complication arises as the number of geometry-dependant simulation pa-
rameters increases. If the default values for these parameters are not sufficient to 
achieve good simulation results, then accurate values must be entered manually, or 
by developing automated methods.

The practice of employing a number of different device sizes, such as large vari-
ations in gate widths, makes the value of oxide-definition separation distances (in 
the W direction) highly layout dependant and difficult to estimate in the pre-layout 
phase of circuit design. Restricting the possible values of W and relying more on 
varying device M is a common practice in bipolar technology and helps increase 
device pattern regularity in analog CMOS design. Restricting the number of gate 
fingers (F) to 2 in a single device can bring values for STI parameters SA, SB very 
close to default pre-layout simulation values. Restricting device design patterns to 
achieve oxide definition and poly-spacing regularity as well as achieving regularity 
and symmetry using other circuit physical design techniques (to mitigate the WPE 
effect, for example) will be addressed in paragraph 6.

3  Post-Layout Simulation

One of the most important post-layout verification checks in the pre-nanoscale era 
was for EM. EM was recognized as one of the most important factors affecting IC 
reliability in the nanoscale era of technology. EM-limited minimum line widths and 
decreasing via-current capabilities have imposed severe restrictions on nanoscale 
analog device geometry.

It is no longer practical for the circuit designer to be unaware of EM restrictions 
on device design at the 45 nm technology node and beyond. If the physical designer 
has to break a device up into shorter widths and more multiples of devices (M), or 
fingers (F), to achieve a practical wiring configuration, then pre-layout simulation 
success is no longer a good prediction of manufacturability.

As post-layout verification tools improve, the ability to predict properties such 
as poly-corner rounding ( L modifications) and oxide-definition corner rounding 
( W modifications) improves simulation accuracy and results in improved circuit 
manufacturability. Unfortunately, for reasons previously stated, finding that physi-
cal effects have substantially reduced circuit performance at the later verification 
stages of the design cycle is something to be avoided. We are entering an era when 
the circuit designer must be increasingly aware of the physical effects that are con-
sequences of circuit design choices. The alternative is to build in schedule slips for 
redesign at the later verification phases of the design cycle. As described previously 
with regard to improving pre-layout simulation accuracy, imposing restrictions on 
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device design and achieving regularity in the physical design are key methods for 
avoiding unpleasant surprises at the post-layout verification phase of the design.

Unfortunately, many adverse optical proximity effects which result in poor pat-
tern fidelity still cannot be properly modeled by non-TCAD post-layout verification 
tools. Simple techniques for mitigating lithographic fidelity problems such as sig-
nificantly increasing gate extension for analog devices and achieving pitch regular-
ity in device layout will be addressed in paragraph 6. It should be noted that since 
the choice of mask exposure wavelength has remained at 193 nm (DUV) down 
through the 22 nm node, gate corner rounding and gate-to-oxide-definition-layer 
misalignment effects have had a constantly increasing impact on systematic match-
ing errors in nanoscale analog CMOS.

4  Process Variability

In the pre-nanoscale era, total parameter variation was used for slow, typical, and 
fast-corner circuit simulation models. Total parameter variation was primarily a re-
sult of global across-chip, wafer-to-wafer, or lot-to-lot parameter variation. Local 
(within a circuit) parameter variation was a small fraction of global variation. At 
highly scaled process nodes, local parameter variation is becoming a substantial, 
or even greater, fraction of global variation. Many technology factors contribute to 
this increase in local variation. These factors include device stress, implant range 
depth, exposure variation (exposure latitude), focus variation (depth of focus), mask 
feature size variation, and mask misalignment. To make matters worse for the ana-
log circuit designer, the use of reticle resolution enhancement techniques (RET) to 
correct for optical proximity effects (OPC) result in the mask geometry no longer 
conforming to the physical layout as shown in Fig. 1 [6]. After the application of 
OPC, the gate layer patterning (poly at 45 nm) achieves higher CD accuracy in the 
final silicon as shown in the right panel of Fig. 2.

Fig. 1  After OPC, the reticle 
patterning no longer has a 
1:1 correspondence with the 
layout [6]
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While lithography effects are responsible for increasing one component of lo-
cal process variability, stress and reactive-ion-etch (RIE) loading effects have for 
a long time been significant factors in degrading precision CMOS DAC (C-DAC) 
accuracy. These effects and methods for mitigating them are addressed in paragraph 
7 of this paper.

5  Mitigating Local Mismatch Errors

Local mismatch errors are those which occur at small distances, such as between 
adjacent devices. These errors include quantum edge or thickness effects and pro-
cess variations over a small distance. Physical design errors also induce systematic 
mismatch, such as where distances from gate to substrate tie are asymmetric in the 
case of high frequency (HF) analog devices.

5.1   Quantum-Effect Mismatch Errors

The effects of quantum variations in oxide thickness, edge roughness, and deple-
tion region carrier concentrations have been cited by several authors as significant 
sources of mismatch in highly scaled devices. Minimum area (minimum W and L) 
devices suffer from these mismatch effects in nanoscale CMOS. However, mini-
mum area devices are not used by analog designers to achieve good matching ac-
curacy. In cases where a relatively low (> 10 mV) offset is required and device area 
is large, quantum mismatch effects are not a significant source of error.

Fig. 2  Following the application of optical proximity correction (OPC) to the reticle, poly layer 
patterning achieves higher critical-dimension (CD) accuracy in the final silicon ( right panel) [6]
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5.2   Stress-Induced Mismatch Factors

Threshold voltage matching coefficient A(Vt) probably will not get much better than 
the 2.5 mV/μm industry average value for low-voltage threshold PMOS at 65 nm. 
It should be noted that: (1) Low threshold devices have a lower bulk implant dose, 
resulting in perhaps 10% better matching accuracy than standard-threshold devices; 
(2) the added implants in high threshold devices result in less Vt match accuracy 
than standard-threshold devices; (3) NMOS may have less Vt match accuracy than 
PMOS; and (4) at high values of gate drive (Vgs-Vt), the saturation current Idsat 
matching constant A(Idsat) is dominant over A(Vt).

Other process variability factors are beginning to turn A values upward at the 
45 nm node and beyond. These factors include random components of process vari-
ables such as implant range (depth) and stress induced by irregular overlying metal 
and nearby device patterns within the local (<2 μm) stress field. Recent stress fac-
tors include STI and features added to overcome reduced carrier mobility from 
higher channel doping. These include cap layers over PMOS gates and Ge implants 
into raised S-D structures, as shown in Fig. 3 [1]. Antenna-effect may cause sig-
nificantly more mismatch error than sources previously described. However, this 
source of error is easily overcome by the addition of back-biased diodes to gates 
with long or high-level metal wiring.

5.3   High-Frequency Device Matching

Nanoscale high-frequency (HF) amplifiers are presently capable of achieving band-
widths in excess of 10 GHz. An additional factor relevant to the matching of HF am-
plifier or comparator devices is that the distances within each device to the nearby 
substrate ties must be also matched. Increasing the distance to substrate ties increas-
es local tub (bulk) resistance components R1 and R2 (see Fig. 3). These resistances 
isolate the device MOS model substrate node from the device subcircuit-symbol Vb 
node and degrade HF performance.

5.4   Strategy for Matching as Devices are Downscaled

Downscaling by the process general shrink factor maintains constant device W/L 
ratios but generally decreases device area by half for each process generation. Since 
Vt mismatch is an inverse function of area square-root, it is apparent that downscal-
ing by 2 process generations will increase mismatch by a factor of 2, even if there 
is no change in the A factor. Downscaling while maintaining constant area tends 
to keep matching from degrading rapidly, but gain-bandwidth (GBW) reductions 
makes this method practical only for low-frequency current mirror or current-bias 
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devices. Downscaling devices in circuits where both GBW and matching is impor-
tant can be done with some loss in performance by scaling W and L features as F1/2, 
rather than F (see Fig. 4.)

6  HF Analog Device Physical Design

Many of the factors contributing to local mismatch errors can be mitigated by adopt-
ing a uniform approach to NMOS and PMOS physical design. As previously stated, 
restricting the range and number of values of device W helps increase device pattern 
regularity in analog CMOS design.

6.1   Restricting the Number of Gate Fingers (F)

Restricting the number of gate fingers ( F ) to 2 in a single device has multiple ad-
vantages. In addition to bringing values for STI parameters SA, SB very close to 
default pre-layout simulation values, it insures a short distance from the gate to the 
substrate tie. This decreases local tub (bulk) resistance RSUB components R1 and 
R2, shown in Fig. 3.

The degree to which bulk resistance components is reduced with 2, 4, and 6 
finger configurations in a typical 100 nm HF CMOS device is shown in Table 1. 
There is almost a factor of 2 difference in RSUB between the 2 and 6 figure options. 
This difference is not important for DC bias devices. However, when attempting to 
achieve the highest GBW possible, even modest decreases in RSUB are useful in 
improving HF bandwidth.

Fig. 4  Constant GBW 
downscaling. Device area A 
is scaled down linearly with 
F. W/L is constant as both are 
scaled in proportion to F−0.5, 
so device current remains 
constant. There is a moderate 
increase in Vt mismatch

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0

65n

2007

45n

2010

32n

2013

22n

2016

GBW

3σVt

A

6
5

 n
m

 b
a

s
e

li
n

e
 v

a
lu

e

L. L. Lewyn

                  



43

6.2   Device Optimum Current Density Ids/(W/L) Under Scaling

Several concepts related to circuit design with MOS devices are simplified by un-
derstanding the optimum relationship between drain current Ids and the number of 
squares ( W/L) required in the physical design of the device. This relationship may 
be expressed simply as device current density Ids/( W/L) in units of uA/sq. where 
as-drawn values of W and L are used to simplify the calculations.

Over many process generations from pre-nanoscale to deep-nanoscale, the cur-
rent density for NMOS devices has been 15 uA/sq. where high GBW is required 
and high values (> 300 mV) of Vdsat are acceptable. For moderate GBW and Vdsat, 
the current density is nominally 10 uA/sq. For very low Vdsat (<200 mV) and low 
GBW, such as in the case of current bias mirrors, 5 uA/sq. is acceptable. The cor-
responding values for PMOS devices are 5, 3, and 2 uA/sq. respectively. Note that 
low power (LP) processes have substantially poorer device Vdsat and GBW perfor-
mance than high performance (HP) processes.

In order to reduce device capacitance, shared-drain physical design approaches 
are commonly preferred by analog designers in HF device design. As EM physical 
design constraints force the use of more metal layers for device connections, the 
adverse effects of multi-layer-metal drain-source capacitance for arrangements such 
as S-D-S-D-S-D-S should be apparent. In contrast, the arrangement S-D-S, S-D-S 
has the same number of source electrodes, but fewer drain electrodes. The S-D-S 
device construction is shown in Fig. 5.

6.3   EM Limitations Forcing Use of Multiple Metal Layers

The main reason that EM limitations are forcing the use of multiple metal layers at 
the device drain for typical CMOS HF amplifier applications is the increase in cur-
rent density resulting from lower-capacitance shared-drain device design. Shared-
drain devices have twice the current density. For a shared-drain HF NMOS device, 
the typical difference is 20 uA/sq. vs. 10 uA/sq. for an unshared-drain configura-
tion. TCAD simulations reveal that the incremental increase in parasitic drain-gate 

Table 1  TCAD simulation results from 100 nm device showing variation of RSUB (R1 and R2 
average) as number of device fingers are varied. Note that the difference in RSUB approaches a 
factor 2 between 2 and 6 finger options. This difference is important in the physical design of HF 
CMOS devices
Basic W = 0.8 μM device 
structure

Properties Device width trench to 
trench (μM)

RSUB to center 
drain (Ohm)

2 finger NMOS (M2)
4 finger NMOS (M4)

Min. tie width
Min. tie width

1.3
2.3

1250
1667

4 finger NMOS (M4)
6 finger NMOS (M6)

Double tie width
Double tie width

2.3
3.3

1613
2083

2 finger NMOS (M2) Exact structure 1.3 1316

Advanced Physical Design in Nanoscale Analog CMOS
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capacitance Cdg falls off sharply as the number of drain metal layers is increased, 
so the extra drain metal layers do not pose a serious GBW problem.

At the 22 nm technology node, drain metal patterns must be increased beyond 
minimum width values to accommodate 20 uA/sq. drain currents as seen in Fig. 6. 
The wider metal forces additional gate-to-gate spacing and higher drain area. The 
increased drain junction capacitance is not significant and the increased gate-to-gate 
spacing allows for the placement of more VIAs. VIA current-density limits are driv-
ing HF amplifier drain shapes more strongly than metal EM limits at the 32 nm node.

6.4   Achieving Good Pattern Fidelity in Device Design

To achieve good pattern fidelity in device design, factors such as gate spacing regu-
larity, restrictive gate lengths and finger count, directional uniformity, oxide defini-
tion regularity and metal routing placement must be given careful consideration. 
The device design shown in Fig. 7 is proposed to satisfy many of the important 

L. L. Lewyn

Fig. 5  A cross section example of HF device construction using the S-D-S methodology. Note the 
proximity and symmetry of the substrate tie locations
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Fig. 6  Maximum device W (in F units) for 1, 2 and 3 layers of Mx. Calculations assume an indus-
try average EM current limit for short-length wires of 1 mA/μm at the baseline (65 nm) technol-
ogy node. When maximum device W falls below minimum width required for 2 drain contacts at 
W ≈ 5.5 F ( W MIσ—horizontal line), an additional metal layer is required [3]
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Fig. 7  Basic device design accommodates up to L = 2 F, has close tie spacing to achieve good HF 
performance. Dummy gate connects to metal Vss between vertical tie split to achieve gate pattern 
uniformity. Dimensionless GAMMA (Γ) units are used where 1Γ = 0.01 μm at the 32 nm node. 
Minimum gate extension is 12 Γ at 45 nm and beyond to avoid gate-end rounding effects
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considerations in nanoscale CMOS HF amplifier device design. In the device of 
Fig. 7, STI spacing values resulting from SA-SB averages are either very close to 
foundry default model values, or sufficiently regular to be entered into simulation 
model decks as global parameters.

In deep nanoscale technology, SA-SB average spacing for minimum-length de-
vices may be tuned to achieve optimal gm values near the model default values. In 
that case, it is a performance advantage for devices to be constructed with 2 finger 
gates. Gate-to-substrate capacitance is not substantially increased by imposing the 
2-finger gate restriction. Device gate capacitance will dominate gate M1 wiring 
X-direction interconnect parasitic capacitance by more than an order of magnitude. 
Therefore the additional X-direction array width does not significantly reduce GBW.

Some sacrifice in device area efficiency will result from imposing the maxi-
mum F = 2 finger restriction, however this restriction enables extreme regularity in 
oxide-definition-layer pattern spacing. This regularity is useful in setting up global 
pre-layout simulation values for X and Y oxide-definition layer spacing as shown in 
Fig. 8. In the figure, upper metal layers and PMOS well patterns have been deleted 
for clarity. However, the WPE effect is virtually eliminated by providing uniformity 
in PMOS device widths and extending well patterns horizontally into adjacent cells.

Figure 8 shows that in a practical HF amplifier design the use of uniform device 
dimensioning results in regular patterns for the trench isolation as the device pat-

Fig. 8  Uniform 2F MOS device cells are combined in an amplifier cell to provide regular oxide-
definition spacing. The spacing scheme allows regular. Low-Cp Mx tracks over STI isolation for 
signal interconnect and EM-robust, direct interconnect, from NMOS to PMOS drains

L. L. Lewyn

                  



47

terns shown in Fig. 7 overlap. This pattern regularity would not be easily achieved 
in the case where some devices were constructed with 2-finger gates and others 
were constructed with 4 or 6 fingers. It is clear that the device pattern uniformity 
also improves the regularity of the metal routing. Other advantages of device pitch 
uniformity that contribute to accuracy of precision circuits, such as C-DAC weight-
ing networks, will be discussed in paragraph 7.

7  Mitigating Long-Distance Mismatch Errors 
in Precision Circuits

Process gradients and variations induced by non-uniform lithographic patterns at 
distances of 50 µM adversely affect the accuracy of precise capacitor arrays [7]. 
First-order (linear) process gradients affect ADC poly-poly and MIM capacitor 
dielectric thickness. Second-order (quadratic) lithographic errors are primarily a 
result of reactive-ion etch (RIE) loading and affect poly-poly, MIM and fringe-ca-
pacitor edge pattern uniformity. Nanoscale fabrication technology has significantly 
improved precise capacitor edge-definition accuracy, but not significantly reduced 
the critical 50 µM RIE-loading-effect distance.

Although it is usual practice to place 1 or 2 rows of dummy capacitors around a 
2-dimensional precise capacitor array, dummy capacitors placed out to a distance up 
to several 10 s of microns is not area efficient. In a 16b uncalibrated ADC used in 
a space-imaging application, process gradient errors are mitigated by amplifier, ca-
pacitor, and switch array uniformity in 1 dimension, X [8]. Figure 9 shows a portion 

Advanced Physical Design in Nanoscale Analog CMOS

Fig. 9  A portion (approx. 20% of the total X-dimension) of an uncalibrated 16 b ADC. The ADC 
was used to replace the ADC in the Hubble Advanced Camera for Surveys (ACS) on Hubble ser-
vicing mission SM-4 in May 2009 [8]
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of the ADC MSB poly-poly capacitor-DAC (C-DAC) with unit capacitor selection 
in only 1 dimension ( X). Rather than adding many more rows of dummy capacitors, 
the CMOS devices in all amplifier and bias circuits above the C-DAC array, and 
comparator and logic below the array have uniform spacing and match the capacitor 
pitch exactly in X. Uniform gradients in Y will not substantially degrade matching.

8  Interconnect Physical Design

Major foundries are recommending that minimum-design-rule spacing not be used 
for metal interconnect in advanced technology nodes, except in cases where the 
circuit area premium is worth the cost in potential yield degradation. Local and 
long distance interconnect parasitic capacitance Cp and resistance Rp is increasing 
significantly beyond the 100 nm node as both metal and intermetal dielectric layers 
become thinner. At the 45 nm node, it is not unusual to find 20% bandwidth differ-
ences between pre and post-layout simulation results.

8.1   Clock and Shielded Analog Signal Distribution  
Physical Design

Figure 10 shows a comparison between shielded interconnects at the 100 nm and 
45 nm node. In this example a clock signal is carried on M2, with shields above and 

Fig. 10  A scaled comparison of POLY-M2-M4 interconnect dimensions at 100 and 45 nm. The Cp 
results are obtained using TCAD simulations
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below on M4 and poly, respectively. The figure shows the relative scale of the con-
ductor width and intermetal insulator thickness. It is therefore not surprising that a 
TCAD simulation of the routing channel having the same proportions reveals a Cp/
μm more than a factor of 3 larger at 45 nm than at 100 nm.

8.2   Dense Metal Interconnect Physical Design

As dense metal interconnect becomes more dependent on the proximity to adjacent 
metal patterns, reliability problems from necking, pinching, or bridging effects are 
becoming more severe. One method for mitigating these problems in the physical 
design is to increase the regularity of the metal patterns by achieving uniform pitch 
and using wider-than-minimum widths and spacings.

Several IC design firms are using regular patterns for metal interconnect at 
the 45 nm node. A representative sample obtained by reverse engineering an Intel 
45 nm logic chip [9] is shown in Fig. 11. Note that pattern fidelity is improved by 
arranging metal patterns primarily in one direction on each layer (in this case M2 
and M3).

Advanced Physical Design in Nanoscale Analog CMOS

Fig. 11  Mβ and Mγ interconnect patterns obtained by reverse-engineering a 45 nm Intel IC logic 
area. (Image credit D. James CICC 09)
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9  Summary and Conclusions

In the nanoscale era of analog CMOS design, an understanding of the factors affect-
ing physical design is becoming increasingly important. The level of understanding 
will be reflected in the quality of the initial circuit design. Improper device W/L 
specifications for devices operating at typical analog HF amplifier current densities 
result in difficulty complying with EM limitations in the physical layout. This is 
because, in deep nanoscale technology nodes, EM limits constrain maximum HF 
device W. Device physical design uniformity is helpful to assure both lithographic 
pattern fidelity and simplify the specification of pre-layout STI, WPE, and oxide-
definition-spacing simulation parameters. Induced stress from adjacent device pat-
terns and local wiring are becoming dominant physical design considerations.

At the 45 nm node and beyond, there must be close collaboration between circuit 
and physical design activities in order to assure a manufacturable IC and avoid long 
rework cycles following post-layout design verification. Where high performance 
analog circuits are a significant fraction of the SOC, leading IC design companies 
are requiring analog circuit designers to work more closely with the physical design 
team, or in some cases, perform the physical circuit layout. The historical separation 
of circuit and physical design may also be improved by physical designers assum-
ing more responsibility in the circuit design, simulation and verification.

The problems facing analog circuit design in nanoscale technology nodes with se-
vere voltage restrictions and physical design constraints appear formidable. However, 
they can be mitigated and overcome with the same kind of dedication and innovation 
demonstrated by Si foundry process development engineers to keep pace with Moore’s 
law in advancing process technology generations every 2 years. Implementing regular 
device patterns and other physical design strategies at the beginning of a project may 
require some additional design time. However, these strategies have been implemented 
on previously-successful IC design projects. The extra planning and implementation 
time required is small compared to the re-design time required in projects where many 
physical design defects are found late in the pre-tapeout verification cycle.
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1  Introduction

The market segments in which electrical cars will first have significant market shares 
will range at the beginning from micro/personal vehicles (Class μ: 10–20 kW) up to 
small personal/family vehicles (Class A: 15–30 kW) and later to family vehicles (Class 
B: 25–50 kW) [1, 2]. Higher segments will require further developments in storage 
systems thus being expected to come on the market late 2020–2025 where commercial 
delivery vans, trucks, minibuses and urban buses together with electric bicycles and 
scooters have already gained significant market shares: in particular in the Far East the 
latter are currently overcoming the ICE based ones. The nanoelectronics technologies 
and power electronics devices, circuits and modules will address the needs of µ, A and 
B segments. This can be achieved by smart integrated power electronic modules by ap-
plying high temperature power electronics and ultra high power density mechatronics.

The architecture of the EVs and HEVs aggregate devices, power modules, pro-
cessing units, embedded systems, algorithms, mechatronics modules and mechani-
cal parts in five main functional domains [3]:

• Energy (batteries, super capacitors, range extender, grid connection)
• Propulsion (power converters and motor-generators)
• Power and signal distribution (wiring, harnesses and intra vehicle communication)
• Chassis (steering, brake, suspensions and correlated functions)
• Body and board control (HMI, vehicle entertainment, navigation, vehicle to ve-

hicle—V2V—and vehicle to infrastructure—V2I—communication).

The development of power electronics technologies, devices, circuits and modules 
for these functional domains can be clustered in four design areas:

• Power conversion—AC–DC, DC–DC, high power modules
• Power and energy management—Smart battery management, super capacitors, 

alternative energy sources and e-grid integration (including power conversion)
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• Power distribution network—Power switches, high current sensors and safety 
fail mode switches

• Smart dynamic monitoring—Information systems and feedback loops based on 
Si sensors

In the near future the major challenges for the EVs developments are therefore:

• Reasonable driving range (mileage dependent on the terrain profile and naviga-
tion)

• Fulfilment of compliance with safety requirements
• Light weight and compact battery system
• Affordable system costs in relation to the operation costs
• Acceptable lifetime of components, intrinsically longer then ICE due to less 

components, and electric motors that are robust and easy to replace.
• Quick battery recharging

For EVs and HEVs automotive applications, there is a growing demand for smart 
power solutions integrating power electronics modules with a variety of sensor and 
actuator functions (Fig. 1) which can be placed directly at the load, thus reducing 
wiring costs [4].

These solutions are used to process sensor signals, drive actuators and enable 
further reduction of energy consumption, driver assistance systems and comfort 
functions. The need for power electronics modules and mixed signal smart power 
IC’s that combine digital and analog signal processing and power switches is in-
creasing. Battery monitoring systems for the electrical vehicles are designed using 
the smart power technology.

Fig. 1  Function partitioning in a power device
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Due to the high operating temperature requirements (e.g. 200°C) and the very 
stringent quality needs, the current design rules and design practices based on in-
dustrial product segments, are no longer sufficient to fulfil the specifications under 
all operating conditions and achieve zero defects in the automotive environment 
and advanced tools are necessary to assist the circuit designer in the design for ro-
bustness. For example electro thermal simulation provides solutions for determin-
ing the temperature of each component on the circuit for all operating conditions 
allowing to verify circuit performance and to guarantee a lifetime well beyond 
specification.

The reliability of the semiconductor devices used in EVs and HEVs automo-
tive applications is a very important issue, as these devices and modules have to 
operate under harsh environmental conditions such as high temperatures, humidity 
and vibrations. A significant increase in the system reliability can be achieved by 
monolithic integration of different functions on the same chip, where hybrid solu-
tions typically suffer from reduced reliability owing to many interconnects, plugs 
and complex mounting procedures.

In this context the power electronics contribute to energy saving and improved 
efficiency in several aspects:

• Increasing efficiency of power electronic components, modules and systems by 
optimised component technology or circuit topology e.g. for inverters or power 
supplies.

• Improving energy efficiency on system level applying power electronics e.g. by 
introducing variable speed drives or enabling energy recovery or recuperation of 
electric drives e.g. in HEVs and EVs.

• Energy savings with intelligent power electronics. The key for market accep-
tance and market penetration is costs requiring a (mechatronic) integration of 
power electronics in the application system, together with sensors and informa-
tion and communication technologies.

• Increased operating temperatures, higher packaging densities and increased ro-
bustness and reliability.

The new developments in automotive industry on EVs and HEVs have specific 
requirements to power semiconductors. The operating ambient temperatures can 
range from 85 to 175°C which requires in turn to the power semiconductor de-
vices to operate at junction temperatures of 175–200°C and over, under maximum 
currents loads. In addition the standards require electronic devices to work up to 
−40°C: vehicles need to operate both in very low temperature areas and in very hot 
regions, thus requiring such reliability requirements. To reach smaller form-factor 
requirements, temperature and power management are key issues for power and 
control electronics in vehicles.

To minimise the cooling demand, it would be necessary to increase the maxi-
mum allowable junction temperature. For IGBT rated at 600 V, the allowable 
junction temperature has been raised by 25–150°C operational and 175°C maxi-
mum in the last years. This increase can be fully exploited as the conduction 
losses are almost independent of the temperature and the switching losses are 
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only slightly increased for higher temperatures. During switching in short cir-
cuit tests, some IGBTs showed good robustness at junction temperatures around 
200°C.

The motivation to develop high temperature smart power products is presented 
Table 1 [4] and 2 [1], which shows a summary of the requirements for high tem-
perature electronics. For the packages for multi chip power modules, a junction case 
thermal resistance of few K·W−1 can be achieved by mounting the power devices on 
proper carriers with the devices specified up to 175°C.

An increase in the maximum chip temperature to 200°C would make system de-
sign easier and allow a reduction in system costs by minimizing the required cool-

Table 1  Table Requirements of high temperature electronics
Sensor and low 
power

Hydraulic valves 
and small electric 
motors

Electric motors Drives for 
electric 
vehicles

Current capacity 
(A)

<0.5 2–5 20–50 100–400

Power loss (W) <2 5–15 20–100 >100
Ambient tem-

perature (°C)
130–180 130 100 80

Integration 
technique

Monolithic Multi chip

Packaging Low cost Power module
Development 

trend
Reduction of 

the cooling 
effort Rthja 
from 2 to 10 
KW−1

Integration of protec-
tive and diagnostic 
functions at the power 
device and implemen-
tation of the driver IC 
into the power module

Table 2  Requirement of power semiconductor devices in EVs and HEVs
Module Peak 

power 
(kW)

Devices Current (A) Voltage (V) Switching 
frequency 
(kHz)

Inverter for propulsion 10–100 IGBTs diodes 100–600 200–1200 10–25
Inverter for range 

extender
40–100 IGBTs diodes 400–600 200–1200 10–25

DC–DC voltage boost 
converters for 
battery

10–100 IGBTs diodes 100–600 100–1200 10–25

Heating, ventilating, 
and air condi-
tioning (HVAC) 
converters

2–4 IGBT-MOSFETs 
diodes

10–20 100–400 10–25

Main power DC–DC 
converters for 
14 V auxiliaries

1–2 MOSFETs diodes 20–40 200–400 50–200
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ing effort. In this way the packaging becomes cheaper, the power module becomes 
easier to build, and the chip area of the semiconductor device can be made smaller.

Smart power applications are spread over a broad voltage range. Similar require-
ments for high temperature applications are found in the power electronics of dif-
ferent transportation systems such as cars, airplanes, satellites, and even railway 
systems. The market for high temperature high voltage devices spans from low 
voltage automotive applications (up to 60 V) to grid connection (110–220–380 V 
AC) up to electronics for power traction (400 V and over).

2  Nanoelectronics Semiconductor Technologies for Power 
Devices for EVs and HEVs Applications

High temperature power electronics is therefore the main enabling technology for 
the forthcoming electrical mobility: In EVs and HEVs bi-directional power invert-
ers (DC–AC) and converters (DC–DC) have to manage some tens of kilo-volt-
amperes with power losses in the order of 3–8% and thus generating several hun-
dreds of watts (and up to some thousands) of wasted heat.

In EVs and HEVs applications, power MOSFETs are generally used for systems 
with less than 100 V DC and IGBTs (Insulated Gate Bipolar Transistors) are used 
in systems requiring voltages over 200 V DC. In addition in some applications 
ranging from around 100–200 V DC, MOSFETS are still used for low power ap-
plications and IGBTs are used for high current applications. Bipolar Darlington 
power transistors, MOS-Controlled Thyristors (MCTs), and thyristors are not used 
in automotive applications. The technological trends for power devices are pre-
sented in Fig. 2.

The trends in the IGBT module on increasing their power capacity greatly help to 
contribute to system downsizing. The optimum combination of the new silicon and new 
package technologies results the most economical solution for each module ratings.

SiC unipolar devices (MOSFETs) have a potential to replace bipolar IGBT de-
vices in various application fields, including automotive power electronics and very 
high voltage systems; however several critical issues remain, like improving wafer 
size and quality, solving device processing hurdles … 

3  Robustness, Reliability, Dependability

In propulsion applications where the vehicle is subject to frequent acceleration 
and deceleration, the power devices are in turn subject to strong and quick thermal 
stresses. Similar stresses may occur for other auxiliary motor drives or DC–DC 
conversion applications.

The power semiconductors and packages must show very high reliability: com-
ponents must comply with Automotive Electronics Council requirement AEC-Q101 
industry standard for power discrete and smart power based integrated circuits.

Robust Design for High Temperature and High Voltage Applications
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Power semiconductors must pass 175°C High Temperature Reverse Bias 
(HTRB) and 175°C High Temperature Gate Bias (HTGB) testing. The temperature 
requirement is increased to 200°C to ensure that the semiconductor devices are ro-
bust and reliable in terms of latent silicon defects that can be generated during the 
wafer processing fabrication.

The reliability assurance requires the evaluation of parameters from technology, 
system and stress profile in order to generate the stress on the specified electric vehi-
cle module and system in operation. Based on the system description and the system 
simulation (thermal, corners, etc.), reliability risks can be derived from the results 
and corresponding accelerated tests are developed to a particular electronics module 
in a specific electric vehicle environment. The concept is presented in Fig. 3.

The challenges for the smart integrated power modules for the HEVs and EVs are:

• Power efficient and loss reduction for semiconductor technologies
• Plug and play standardised solutions

Fig. 2  Technological trends for power devices [1]
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• Cost effective packaging solutions
• Highest reliability and optimum design
• Increased thermal performance
• Improved thermal cycling capability (lifetime, ppm)
• Higher power density
• Smallest possible footprint

During the system definition of the power electronics system it is important to en-
sure that the modules are cost effective and compact and are implemented based on 
the following design principles:

• Use of components that are unpackaged (bare multi chip modules)
• Minimise the length of the electrical connections
• Minimise the inductance of the interconnections
• Cool optimally the components (coolant temperature from −40 to 125°C; normal 

temperature 90°C)
• Use only one hermetically sealed overall housing

Designing the electronics modules for EVs and HEVs requires following the steps 
listed below:

• Definition of circuit topology
• Selection of components and the associated compact models (Spice, etc.)
• Determine the minimal geometry of the electrical interconnections
• Calculation of the losses in the components
• Layout of the cooling (thermal paths).
• Thermal simulations and determination of the maximum temperature stress on 

the components

Fig. 3  Methodology for reliability evaluation
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• EMC analysis
• Implementation of demonstrators/prototypes

The elements that have to be considered during the design process are:

• Materials: thermal conductivity, coefficient of thermal expansion CTE, machin-
ing properties,

• Active and passive components: power losses; safe operating area (SOA);
• Connections:

− Solders (melting points, creep characteristics, wetting; machining temperature)
− Bond wires (cross section; losses)
− Interconnections (cross section, losses)

• Cooler: cooling capacity for a specified flow rate
• Sensors: current, voltage and temperature measurement
• Mission profile: the way in which the traction stress affects the system can be 

derived from the traction cycles. The important input parameters are the current 
paths required by the load.

In the electronics modules the reliability risks can be identified by using the failure 
mode cause and effect analysis into four areas:

• Components
• Connections (of the devices and components)
• Package
• Operation (of EVs and HEVs).

The failures are evaluated based on following criteria:

• Occurrence
• Significance
• Discovery
In many cases one of the most frequent causes of failure in electronic systems 
comes from the dissimilar coefficients of thermal expansion of the materials used.

In order to determine the physics of failures for the electronics for EVs and HEs 
different type of test are required. Accelerated tests must be developed and verified 
for each specific fault mechanism. For example, a highly accelerated test is applied 
to bond wires. The fault mechanism can have two elements, the different coeffi-
cients of thermal expansion of the bond wires compared with the metallization on 
the silicon chip, and the natural oxide layer formed on the solder.

System dependability, defined as the quality of a delivered service such that reli-
ance can justifiably be placed on this service, is evaluated by measuring the follow-
ing magnitudes:
• Reliability: the ability of a system or component to perform its required func-

tions under stated conditions for a specified period of time,
• Availability: the proportion of time a system is in a functioning condition;
• Safety: the freedom from unacceptable risk of physical injury or of damage to 

the health of people either directly or indirectly (through damage to property or 
to the environment).
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For the electronics modules used in EVs and HEVs the failure is considered the 
event that occurs when the delivered service of the electronic system deviates from 
the specified mission. In this case the error is the part of the system state which is 
liable to lead to failure and the fault is the phenomenological cause of the error. The 
most frequently used reliability measure for semiconductor devices is the failure 
rate (λ ). The failure rate is obtained by dividing the number of failures observed, by 
the product of the number of devices observed and the number of hours operated, 
usually expressed as the percent of failures per thousand hours, or failures per bil-
lion device hours (FITS).

The semiconductor industry uses highly accelerated testing procedures to as-
sess the reliability of semiconductors. During accelerated tests, combinations of 
stresses over the normal values, are used to produce, in a short period, the same fail-
ure mechanisms as would be observed during normal use conditions. Temperature, 
relative humidity, and voltage are the most commonly used stresses used during 
accelerated testing. For instance the devices are tested near their maximum junction 
temperatures and failures are analyzed to verify that they are of a type that is accel-
erated by temperature. This gives an estimation of most probable failures, but does 
not give any information on when the failure will occur. Afterwards ad-hoc tests 
over the most probable failure mechanisms, together with combination models, are 
used to estimate the failure rate λ .

In order to design a dependable system a combination of the following tech-
niques are considered for the electronics modules:

• Fault avoidance, to avoid faults by design;
• Fault removal, to reduce by verification the presence of faults. Fault injection 

techniques are fundamental in this method;
• Fault tolerance, i.e. techniques that are able to detect the faults or provide correct 

operation despite presence of faults;
• Fault evasion, to estimate by evaluation the presence, the creation and the con-

sequences of faults and to take pre-emptive actions to stop the fault from occur-
ring;

• Fault decontamination to eliminate or reduce the effect of a fault once this occurs 
in a system.

A combination of these techniques must be used to obtain a dependable system.
In the electronic modules for EVs and HEVs the complexity of the systems re-

quires a system level approach in order to cope with all these aspects and to achieve 
the best compromise between reliability and costs; moreover, it is only a combined 
utilization of different techniques that can lead to a dependable system. In this con-
text it is necessary to decrease detection and correction costs, and move the focus 
to failures instead of faults.

In the case of electronics modules for EVs and HEVs it is necessary to use a 
methodology including simulation software reliability analysis, use of fault injec-
tion at different abstraction level and selection of a mix of hardware and software 
protecting techniques and thus creating a fault robust approach for high temperature 
and high voltage applications, where robustness is considered the ability of a mod-
ule to continue to function despite the existence of faults in its component subsys-
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tems or components, even if system performance may be diminished, but always in 
a reliable way, until the faults are corrected.

The goal of robust design for electronics modules for EVs and HEVs is to cre-
ate circuits whose characteristics remain within the called design requirements re-
gardless of possible semiconductor manufacturing process variations and changing 
operating conditions.

A circuit characteristic is any real quantity that can be measured on a circuit. The 
operating conditions (i.e. temperature, power supply voltage, etc.) are bounded and 
the bounds are agreed upon before the designer starts the design process. The manu-
facturing process variations which can occur during IC fabrication are provided by 
the circuit foundry. We focus on those design problems where these variations are 
provided in the form of corner models of circuit elements. For a CMOS process usu-
ally the following corners are provided: worst one (WO), worst zero (WZ), worst 
power (WP), worst speed (WS), and typical mean (TM). Corner models can also be 
provided for resistors, capacitors, IGBTs, etc.

In order to obtain a robust circuit an additional step of design centering is re-
quired by using statistical or deterministic design centring techniques.

Robust design used by IC designers relies on the assumption that circuit char-
acteristics have their extreme values at the extremes of operating conditions and 
process variations. A circuit is checked to be robust by simulating it against the 
combinations of extreme operating conditions and process variations. This assump-
tion is valid only if circuit characteristics are monotonic functions on the intervals 
enclosing operating conditions and model parameters of corner models.

3.1   Safe Operating Area

For the electronic modules for EVs and HEVs the total safe operating area (SOA) 
contains:

• Electrical SOA: the Ids–Vds limit for the activation of the intrinsic bipolar tran-
sistor by electrical effects. This is especially important for very short pulses (up 
to a few hundredths of nanoseconds) like in ESD events.

• Hot carrier SOA: limiting the device use due to the slowly degrading transistor 
characteristics as a result of interface trap generation and carrier trapping. The 
hot carrier effect plays on a time scale of seconds to years.

• Thermal SOA: the Ids–Vds limit for the activation of the intrinsic bipolar transis-
tor by thermal effects. Pulse times are typically in the sec.-msec. range, like e.g. 
in inductive switching.

Electronics modules for EVs and HEVS power semiconductor IGBTs and MOS-
FETs, operate in power inverters to control the flow of energy from the battery 
to the motor. They are placed in the circuit in between the accumulators and the 
AC motor. The flow of energy is controlled by commanding the power devices to 
switch on and off repeatedly. The Safe Operating Area for a power semiconductor 
IGBT or MOSFET is the maximum operating condition which must be met during 
the switching transients. This condition is a function of the simultaneous voltage 

O. Vermesan et al.



63

imposed across the device and current flow through it. These transients may be 
described as turn ON and turn OFF, and each of these transients may have a charac-
teristic stress on the power semiconductor device.

The SOA of a device is an absolute rating and the failure mode when exceeding 
it, is a catastrophic failure of the device. To get highest reliabilities, the SOA of a 
device is defined in such a way to allow the device to handle the worst case transient 
current simultaneously with the highest input voltage without damage.

4  Simulation

4.1   Electro-Thermal Simulation

Integrated power devices such as DMOS transistors can generate a significant 
amount of heat when switching high currents (several Amp’s).

Thermal simulation has to consider the circuit in operation with the heat flowing 
away from the heat source and increasing temperature of the neighbouring devices; 
this simulation is iterative since the transistor currents are temperature dependent. In 
this simulation, all aspects have to be taken into account: metal resistance is not neg-
ligible at the high currents and the metal resistance is temperature dependent as well.

Currents in large drivers might not be homogeneous and the simulation needs to 
consider the layout of the switch, including all the resistors. The thermal resistance 
of the package is another key parameter.

The Heatwave package is commonly used for dynamic electro-thermal simula-
tions: the outcome of the simulation is a temperature profile at each location of the 
die during the circuit operation. It flags to the designer the local hot spots and the 
associated risks for thermal run-away. It must also be noted that temperature gradi-
ents over the die could lead to other artefacts such as mismatch of transistor currents 
and parameter shifts.

4.2   Reliability Prediction by Ageing Simulation

Stressing the devices by voltage or current can lead to parameter shifts or even fail-
ures such as metal opens. It is well known that these risks are strongly temperature 
dependent (typically exponential).

A model of the device ageing (parameter shifts) as a function of applied voltage, 
current and temperature can be generated based on extensive device stressing ex-
periments. Possible ageing and failure modes for the silicon devices are hot carrier 
instability of transistors, time dependent dielectric breakdown of gate oxides and 
electro-migration of metal interconnections on chip [5].

Failures related to the package are even more difficult to model since they not 
only depend on electrical and thermal stress but also on mechanical stress in the 
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package. Modelling requires the characterization of the package moulding com-
pound during thermal cycling.

Basic models are typically implemented in quick and dirty reliability calculators 
(running in EXCEL or MathCAD environments) to be used by the designers for a 
first dimensioning design. Each calculator typical considers one reliability aspect at 
a time (e.g. electro-migration of metal lines).

Advanced reliability simulators considering several ageing aspects together are 
used as a final design check over a block or a complete circuit. The outcome of the 
reliability simulator can be a maximum parameter shift for a certain transistor at the 
end of life or flags that indicate that certain devices or blocks poses some risk and 
should be further analysed.

However both quick and dirty calculators and reliability simulators can handle 
complicated temperature profiles e.g. 15 years at 150°C accumulated with shorter 
times at respectively 170, 180,…, 200°C.

5  Packaging and Interconnects

Multi chip power modules are predominantly used in EVs and HEVs. The hybrid 
modules distribute signal and power, dissipate heat, protect the devices enclosed, 
and serve as the basic power electronics building block.

Power module design has to address the inherent mechanical stresses after bond-
ing of large silicon chips having low coefficient of thermal expansion (CTE) with 
other materials having higher CTE. Automotive modules must function down to 
−40ºC where CTE mismatch stresses may become excessive.

The power module technology relies on the use of aluminium wire bonds, direct 
bond copper ceramic substrates, and copper base plates. The thin aluminium wire 
bonds suffer from high parasitic impedance, fatigue-induced lift-off failures, and 
inability to remove heat.

The DBC ceramic substrate (Al2O3 or more expensive AlN) provides electrical 
isolation but inadvertently increases the package thermal resistance. The thick Cu 
base plate serves as a heat spreader but considerably increases the weight, size, and 
thermal resistance of the power module.

Power semiconductor modules often contain several MOSFETs/IGBTs and di-
odes, which are soldered onto a metal plated ceramic substrate. To connect the top 
side of the chips, wire bonding is usually employed. Multiple substrates are con-
nected to a base plate by use of soft-solder joints.

Changing the maximum allowable junction temperature of the power semicon-
ductor will directly change the thermal stress on the interconnection of the chip 
surface. A typical wear out effect at the chip surface is the wire bond lift off. To test 
this interconnection, power cycling tests are performed.

The number of cycles that a device survives is related to the temperature swing, 
the maximum temperature and the slopes. For the introduction of a maximum junc-
tion temperature of 175°C, the wire bonding process requires to be improved.
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Over the lifetime of direct bond copper (DCB) modules, the layers are prone to 
recurring mechanical stress, due to the ongoing thermal cycles.

Caused by the current flow in the semiconductor and the resulting heat-up, the 
materials used, such as copper, ceramics, silicon and aluminium expand with their 
different coefficients of expansion.

Many power module solutions make use of Al2O3 DCB in conjunction with a 
copper base plate. This combination of materials is mainly suitable for EV systems 
and some full hybrid systems.

When designing the power semiconductor module, particular consideration needs 
to be given to the load profile during the lifetime of the EV and HEV. Once the re-
quired profiles are available detailed in passive temperature fluctuations and current 
profiles, a suitable combination of materials (DCB/base plate) can be determined.

5.1   Metal Carbon Nanotube Composites for High Temperature 
Applications

Excessive heat can degrade the performance, life and reliability of electronic com-
ponents used in power semiconductor devices, where removal of this heat is crucial. 
On that basis, thermal interface material and the metallization poses the major role 
to heat removal in the system. Carbon nanotubes (CNTs) are allotropes of carbon 
having novel properties, for example unique electrical and thermal properties that 
make them useful in various applications such as nanotechnology, electronics, op-
tics and other fields of materials science. The electric current carrying capability 
of Single-wall carbon nanotubes A cm−2 (SWCNTs) is estimated to be 109 A cm−2 
while copper wires burn out at about 106 A cm−2. More over, the thermal conductiv-
ity of these nanotubes is 3,000 Wm−1 K−1 compared to 401 Wm−1 K−1 for copper.

Composite materials made of metal and CNT are expected to provide unique 
electrical and thermal interface in the condition of high voltage and in high ambient 
temperature. Here we have dispersed CNT into Nafion, polyacrylic acid and chloro-
sulphonic acid in the presence of Ag/Cu/Ni, followed by electrodeposition onto Au 
sputtered Si substrate. It has been characterized using X-ray diffracting and carbon 
analysis to confirm the metal and the amount of carbon percentage.

Surface morphology has been examined using scanning electron microscopy 
(SEM) and electrical resistivity is measured using standard four point probe meth-
od, where electrical resistivity found to be varied with the deposition condition of 
the composites (Fig. 4).

5.2   Thermal Management

At high junction temperatures both the performance and the long term reliability 
of electronic devices rapidly degrades. In power devices operating at high ambient 
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temperatures, the heat dissipation is higher and the temperature margin (difference 
between maximum junction temperature and ambient temperature) narrows. There-
fore a global thermal management solution optimised at all levels (device, module 
and system) is required to achieve a lower junction temperature.

At device level, the thermal management solution will provide a good thermal 
path for heat spreading and heat transport away from the junction.

High conductivity materials and thermal interfaces are therefore essential. At 
module/package level, a good thermal path from the chips to the board is required, 
which meanwhile does not introduce additional stresses which would compromise 
the mechanical reliability of the module.

Hence, at module and mostly at device level, heat conduction is the most im-
portant factor to optimise. Finally, at system level, the heat which had been carried 
away from the heat sources must be dissipated to the surrounding ambient by con-
vection (and sometimes radiation). Passive (e.g. heat sink) or active (e.g. fan) solu-
tions are required. However, an overall optimised thermal management will only be 
achieved if all levels are considered jointly.

Computational Fluid Dynamics (CFD) solvers are an essential tool to support the 
design and optimisation of thermal management at all levels, as they can accurately 
predict the conduction, convection and radiation behaviour.

6  Conclusions

Modern automotive circuits have to operate at higher temperatures and need very high 
quality levels (target to zero defects). New tools such as thermal electric simulators 
and reliability simulator assist the designer to achieve these goals for high robustness.

O. Vermesan et al.
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Thermal electric simulators are fully deployed by semiconductor companies for 
the design of automotive smart power circuits. Reliability calculators are in use for 
many reliability aspects while the use of the novel multi-physic reliability simula-
tors is in an early stage.

Thermal simulations can be used to adjust the thermal characteristics of the de-
vice to the worst case operating conditions and the maximum temperature allowed.

The key to optimal smart/intelligent power modules design for HEVs and EVs is 
to maximise the compatibility of the different technologies (semiconductor, packag-
ing, materials, etc.) to deliver a high reliability modular and standardised modules 
that are robust and operates at higher temperatures. Planar and stacked configura-
tions will be used for the integrated power modules and as the requirements for 
miniaturisation are becoming critical, the stacked substrates approach may become 
preferred.
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1  Introduction

Radiation threatens the correct functionality of electronics in space, avionics, nu-
clear and High Energy Physics (HEP) applications. The engineering community 
involved in each of these disciplines has developed over time its specific set of 
solutions to ensure system reliability. The specificity is dictated by requirements 
in terms of cost, accessibility and mission criticality of each component/system. 
In some cases, the selection and use of Commercial-Off-The-Shelf components 
(COTS) represents the cheapest and most practical solution. Nevertheless, the 
need for extensive irradiation campaigns in view of selecting first, then assuring 
reproducible radiation response of the components increases the cost and required 
testing resources. On the other hand, the development or purchase of dedicated 
“radiation-tolerant” components eases qualification and procurement and ensures 
the required level of reliability, but is typically more expensive. A small catalog of 
radiation-tolerant components is in fact accessible commercially at a cost/function 
ratio considerably larger than for COTS. This cost is in part determined by the need 
for using a dedicated manufacturing process (most often CMOS) qualified against 
radiation effects. The low volume of this market, together with its strict quality as-
surance requirements, make the business profitable for a small number of “niche” 
foundries only if silicon wafers can be sold at large prices for a relatively long time. 
Processes are therefore not phased out as quickly as in the commercial marketplace, 
and new developments take more time. As a result, they are typically lagging two 
generations or more behind commercial-grade products.

An alternative approach, increasingly popular in the last decade, is based on 
the use of commercial standard CMOS technologies. Integrated Circuits (ICs) are 
designed with dedicated techniques to withstand radiation effects, an approach 
that is called “Hardness By Design” (HBD). This allows circuit designers to using 
state-of-the-art processes to design ICs, while at the same time delivering radiation-
tolerant components. In doing so, designers must be aware of the radiation effects 
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against which circuits have to be protected. For this reason this paper, which is 
aimed at summarizing the field of HBD in CMOS technologies, starts by illustrating 
how radiation affects modern CMOS devices.

2  Radiation Effects in Modern CMOS Technologies

Radiation effects can be classified in two main categories: cumulative effects and 
Single Event Effects (SEE). The slow integration of radiation-induced defects, 
traceable to either ionization (Total Ionizing Dose, TID) or non-ionization (Non-
Ionizing Energy Loss, NIEL) phenomena in the semiconductor where the circuit is 
manufactured, fall in the first category. SEEs are instead due to the prompt charge 
deposition originating from a single ionizing particle in the semiconductor, and as 
such have a stochastic nature: the effect observed depends on the position of the hit, 
energy and ionization state of the particle, and other momentarily conditions of the 
circuit.

CMOS technologies are known to be sensitive to TID cumulative effects, but not 
to displacement damage, which is the main signature of NIEL in silicon. Exceptions 
to this rule are found in power transistors such as IGBTs and power MOSFETs, and 
in modern LDMOS transistors as well, which are sensitive to displacement damage 
[1]. Modern LDMOS are actually degrading their performance only at high particle 
fluence, much larger than the typical radiation environment in space applications 
(but not larger than the one found in the latest generation of HEP experiments, or in 
civilian nuclear applications).

2.1   TID Effects

The CMOS sensitivity to TID effects is traceable to radiation-induced charge trap-
ping in the gate or isolation oxides. Ionizing radiation creates electron-hole pairs 
in the oxide, with consequent trapping of holes or activation of defect states at the 
interface between the oxide and silicon (interface states). Depending on the posi-
tion, function and nature of the oxide where these phenomena happen, the conse-
quences on the circuit can be different. In the gate oxide, the electric characteristics 
of the transistor might be affected (threshold voltage, mobility, noise). In the thicker 
lateral STI oxide, hole trapping can introduce an electric field sufficient to invert 
the lightly doped p regions, opening conductive channels in between n+ diffusions. 
These leakage currents can flow between source and drain of the same NMOS tran-
sistor, or between adjacent unrelated n+ diffusions (including the n-well). Trapped 
charge can be de-trapped or “annealed” by thermal excitation at a rate dependent on 
the energy of the traps.
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Research work in the 1980s already revealed how the density of trapped holes 
and interface states both depend on the oxide thickness: the thinner the oxide, the 
milder the radiation effect [2]. This has been confirmed since by several sources on 
commercial-grade gate oxides in advanced CMOS. In Fig. 1, the radiation-induced 
threshold voltage shift for transistors in different technology nodes is plotted versus 
the respective gate oxide thickness. Already around 5 nm, the shift is practically 
negligible for most applications: 10 mV or less after a dose of 1 Mrad (which ex-
ceeds the requirements in TID for most space missions). At 2 nm, gate oxide thick-
ness typical of the 130–90 nm nodes, the radiation-induced shift is negligible even 
at doses of the order of 100 Mrad. Additional evidence of the robustness of the gate 
oxide emerges from noise measurements in these technology nodes: exposure to 
TID up to 100 Mrad does not have any measurable impact on the noise of the tran-
sistors [3]. Unfortunately, no data is available on commercial high-K dielectrics re-
placing nitrated oxides as gate dielectrics in very advanced CMOS (as from 45 nm). 
Experimental data is not very useful in this case, since it only concerns laboratory 
dielectrics which might not be even similar to what actually used industrially.

While the thickness of the gate oxide decreases with down-scaling, the STI ox-
ide thickness remains very comparable. Hole trapping in this oxide—leading to 
leakage currents—is therefore still a relevant failure mechanism. In particular, the 
leakage problem is worst at the edges of NMOS transistors where the polysilicon 
gate extends beyond the transistor channel and overlaps the lateral STI. When the 
NMOS transistor is turned on, an electric field is also present across the STI at the 
edge of the transistor, enhancing hole trapping. The accumulation of trapped holes 
in the STI reinforces the electric field in this region, and eventually inversion at the 
transistor edges occurs even if the main transistor is turned off, and leakage current 
can flow in the inversion layer [4].

Contrary to the gate oxide case, where for the same thickness the radiation re-
sponse of samples from different manufacturers is very comparable (Fig. 1), expe-

Fig. 1  Threshold voltage 
shift per 1 Mrad of TID on 
samples of NMOS transistors 
in different technology nodes. 
The points at 180 nm and 
below are only indicative, 
since the Vth shift is so small 
that a large statistical study 
should be done to determine 
the real value. With the sam-
ple size available, the error 
bars are comparable to the 
measured values (1–3 mV)
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rience reveals a large variability in the radiation response of the STI oxide. As an 
example, Fig. 2 shows the source-drain leakage current of minimum size NMOS 
transistors versus TID for samples in the 130 nm generation from three manufactur-
ers [5]. The peaking of the leakage at doses of 1–3 Mrad has been studied in detail 
and attributed to the compensating contribution of negative charge trapped in defect 
states at the interface between the STI oxide and the silicon (that compensate for the 
holes trapped in the STI oxide) [6].

More recent data in 90 nm, shown in Fig. 3, confirm the above observation on 
the variability of the response. It is interesting to note that the source-drain leakage 
current evolution is comparable for manufacturers A and B in 130 and 90 nm. This 
indicates how the FEOL processing details related to the STI and the well/channel 
doping largely determine the radiation response, which remains comparable for the 
same manufacturer as long as the same manufacturing “recipe” is maintained in 
different nodes.

Trapping in the STI oxide can also lead to the opening of conduction channels 
between n-wells and n+ diffusions, or amongst n+ diffusions at different potential. 
This possibility is experimentally studied on custom test structures using Field-
Oxide FETs (FOXFETs), MOS transistors where the STI oxide is used as gate in-
sulator. Source and drain of the FOXFETs can be n+ diffusions or n-wells, and the 
gate can be chosen to be polysilicon or even metal. Before exposure to radiation, 
the threshold voltage of these transistors is typically well above 10 V, and no current 
flows in the device when the gate and drain are biased at the maximum Vdd (up to 
3.3 V for I/O transistors in 130 nm). Figure 4 illustrates how before irradiation the 
threshold of a FOXFET with n-well drain and n+ diffusion as source is higher than 
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Fig. 2  TID-induced source-drain leakage current for minimum size 130 nm NMOS transistors 
(≈0.15/0.12 µm) from three different manufacturers
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Fig. 3  TID-induced source-drain leakage current for minimum length high-Vt (low power) 90 nm 
NMOS transistors from two different manufacturers
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Fig. 4  Current flowing in a FOXFET using n-well as drain and n+ diffusion as source, and poly-
silicon gate (W/L = 200/0.03 µm) before and after exposure to TID up to 40 Mrad(SiO2)
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100 V. However, hole trapping in the STI reduces the threshold voltage until current 
flows in the device also when no bias is applied to the gate—the leakage current 
in the example reaches 1 µA. The comparison of available data in different tech-
nology nodes reveals how this effect gets milder in 130 and 90 nm with respect to 
older processes: significant leakage is observed only from n-wells. However, these 
measurements on a small sample of technologies can not be generally extrapolated: 
different processing details can likely lead to very variable radiation response.

2.2   Single Event Effects (SEEs)

Charge deposited in the ICs by ionization from the transit of an individual particle 
(heavy ion or proton in space, neutron in avionics and terrestrial applications, pro-
ton or neutron or other hadron in HEP applications) can affect the circuit functional-
ity in different ways.

If the hit perturbs the logic state of a memory or register, causing a switch to 
the “wrong” state, the event is called Single Event Upset (SEU). Its consequences 
might be unobservable if the stored bit is actually not used, or cause the whole IC 
to hang in a wrong state requiring a reset—in which case the event is called Func-
tional Interrupt (SEFI). Because of the increased speed of new technologies (the 
gate delay is shorter than the duration of the perturbation introduced by the strike 
of the ionizing particle), hits in the combinatorial logic can now propagate through 
a long series of gates. These glitches can reach the input of a register where, if they 
hazardously happen to be synchronous to the proper clock transition, they can be 
latched [7] giving origin to a “Digital” Single Event Transient (DSET). Since the 
wrong value can only be latched during a clock transition, the DSET error rate de-
pends linearly on the clock frequency.

In analog circuits, Single Event Transients (SET) at any node can be introduced 
by particle hits. These are especially relevant at the input of amplifiers, in high im-
pedance nodes, and in the presence of precise small currents.

In some cases, SEEs can lead to permanent failure. In low-voltage CMOS this 
can be traced to the onset of a latch-up, triggered by the current from the particle 
hit in any internal node of the circuit (not necessarily at the I/Os, where specific 
structures to prevent electric latch-up are introduced to protect the IC from improper 
powering sequences). Other destructive events, typical of high power circuits/de-
vices, are Single Event Burnout (SEB) and Single Event Gate Rupture (SEGR), 
both leading to the destruction of the transistor’s gate oxide.

Single Event Upset. Sensitivity to SEU clearly depends on the ratio between the 
charge stored in a node during normal operation versus the one collected from a 
particle hit. Since the former decreases with down-scaling (both node capacitance 
and Vdd decrease), a larger sensitivity to SEU was generally expected for modern 
technologies. This forecast actually did not materialize. Extensive data has been 
collected by semiconductor industries to strictly monitor the SEU sensitivity of 
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memories and CPUs. Such works demonstrated that the sensitivity of individual 
memory cells has instead been scaling down for both DRAMs, and SRAMs [8]. 
Recently published data, comparing per-bit sensitivity of memory cells in five con-
secutive generations from the same manufacturer, clearly show a 20-fold decrease 
of the error rate when going from 250 to 65 nm [9] (actually, comparison of pre-
dicted error rates for the two cells in a geostationary orbit indicates a factor of 60 
difference). This highlights how node capacitance and voltage supply alone are not 
a sufficient indicator: the decrease of the sensitive area and of the charge collec-
tion efficiency with down-scaling also plays an important role in the overall SEU 
response.

The reason why most semiconductor industries, which do not target the niche 
market of radiation tolerant components, have made the effort to carefully char-
acterize SEU sensitivity of their products lies in the growing concern for large 
neutron-induced error rates in terrestrial large-scale applications [8]. Radiation is 
present at ground from natural sources—mainly from cosmic rays—and this radia-
tion background can significantly contribute to increase the Failure In Time (FIT) of 
the components, especially for large memory banks. In particular, thermal neutrons 
have been shown to largely dominate the error rate in some components. These very 
low energy neutrons (around 25 meV) have a large cross section for interaction with 
an isotope of Boron (10B) whose abundance in natural Boron is close to 20%. The 
interaction, which takes place mainly in the heavily B-doped BoroPhsophoSilicate 
Glass (BPSG) layer often used to separate transistors from the BEOL in CMOS, 
yields ionizing particles (Li and alpha) capable of inducing SEU [10]. When this 
mechanism was identified, semiconductor manufacturers replaced BPSG with an 
alternative material, effectively reducing the FIT of their components.

Single Event Latchup. Due to the presence of multiple adjacent n- and p-doped 
regions in CMOS technologies, parasitic npnp or pnpn structures called thyristors 
can be found all over the ICs. Such structures can be turned on by the flow of cur-
rent induced by an ionizing particle’s hit. This can lead to a latched low-impedance 
path between Vdd and ground which, if not promptly interrupted, can permanently 
damage the device. Because of that, SEL has been a source of concern since the 
early usage of CMOS components in radiation environments. In the last 15 years, 
the introduction of STI and retrograde wells together with the steady reduction of 
the voltage supply has been very beneficial in reducing the general sensitivity of 
ICs to SEL [11]. However, this alone does not guarantee immunity from latch-up, 
since SEL is extremely design dependent and very sensitive components can still 
be found.

Single Event Burnout. SEB is generally associated to power transistors such as 
IGBTs and VDMOS rated to stand high voltages (300–1,000 V). This destructive 
event can occur when the transistor is turned off and has to stand the full rated Vds: 
ionization from a particle in that condition might start an avalanche process in the 
channel and lead to the burnout of the transistor. More relevant to ASIC designers 
is a recent study on lateral diffusion transistors (LDMOS). These transistors are 
frequently offered in “high-voltage” versions of CMOS technologies, added to the 
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standard low-voltage transistors for mixed-signal applications, and are frequently 
used for RF amplifiers or DCDC converters (or more generally in power manage-
ment ICs). Samples from laboratory-grade LDMOS were observed to burnout dur-
ing heavy ion irradiations at a Vds below 10 V [12]. Although 3-D simulations 
showed that this sensitivity was heavily dependent on the specific device construc-
tion, investigation on commercial-grade devices should be conducted.

3  The Hardness By Design (HBD) Approach

The idea behind HBD is to remove the radiation tolerance requirements from the 
hardware level (technology used for the design) and transfer them to the design 
level. If this allows in principle the usage of any CMOS technology, including state-
of-the-art, a specific knowledge of the radiation response of different comparable 
technologies could help choosing the one requiring less invasive corrective provi-
sions. Figures 2 and 3 indicated how different the radiation response of similar 
technologies can be. Unfortunately such data are not very common, and their valid-
ity in time often doubtful (one should ensure that the natural radiation response of 
the technology is not altered in time by processing modifications introduced, for 
instance, to improve yield or lower cost). Different techniques are available to im-
prove radiation tolerance to TID or SEEs.

3.1   HBD for TID Effects

As already reported in Sect. 2.1, the thin gate oxides of modern deep submicron pro-
cesses are almost free from TID effects. The limitation for the use of these CMOS 
processes in a radiation environment rather comes from the large density of holes 
trapped in the thick STI oxide (whose amplitude and effect has been shown to vary 
widely). Because of this, the typical TID-induced failure mechanism is related to an 
increase in the leakage current up to a point where basic circuit functionality is lost.

The obvious design-based solution to eliminate any leakage is to avoid the con-
tact between the STI oxide and any p-doped region where leakage current could pos-
sibly flow. For the NMOS transistor’s edges, where source-drain leakage can flow, 
this is possible by completely surrounding one of the two n+ diffusions (source or 
drain) with the thin gate oxide [13]. Several transistor layouts are possible in this 
respect, some of which are shown in Fig. 5. If ringed layouts (ringed source, ringed 
inter-digitated) have the advantage of being more compact and allowing for any 
transistor size, they often require violation of design rules and have been shown to 
still exhibit some TID effects already in 0.35 µm [14]. In 130 nm implementations, 
where it is possible to decrease the overlap of the polysilicon over the p-substrate 
region surrounding the source, radiation-induced leakage current was comparable 
to the one observed for standard transistors with linear layout (Fig. 6). Despite some 
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disadvantages that will be detailed later, the most commonly used layout is the En-
closed Layout Transistor (ELT) where one of the diffusions is entirely surrounded 
by the other, hence avoiding the violation of any design rule.

Radiation-induced charge trapping in the STI oxide can open leakage current 
paths between n+ diffusions at different potential (transistor to transistor or n-
well to transistor). To prevent this, an effective technique is the introduction of 
p+ “guardrings”, designed as minimum-width p+ diffusions, between the n+ diffu-
sions. These heavily doped p+ regions can not be inverted by trapped holes in the 
STI. Care must be taken not to draw polysilicon lines above the guardring, because 
in CMOS processes this would automatically prevent the p+ doping under the poly-
silicon, hence introducing a weakness. Because of this precaution, the guardring 
separating the PMOS n-well from the NMOS transistors in logic circuits actually 
prevents the conventional polysilicon connection between the p and n transistors. 
To allow for the additional routing (vias to M1), a considerable area is wasted. To 

Fig. 5  Transistor layout 
view for some of the possible 
NMOS designs eliminating 
the radiation-induced leakage 
current between source and 
drain. The solid line in each 
design evidences the end of 
the active area, or the begin-
ning of the STI oxide. The 
active area under the gate 
does not get n+ doping, but 
it is covered by the radiation-
tolerant thin gate oxide that 
surrounds either the source or 
the drain, or both
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Fig. 6  Source-drain leakage 
current with TID in NMOS 
transistors with ringed source 
layout in a 130 nm technol-
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verify if this is a mandatory penalty to achieve TID tolerance in 130 nm, we have in-
tegrated logic blocks laid out in three different ways: with or without full guardring 
between n-well and NMOS, and with a discontinuous ring broken whenever a 
polysilicon gate connection was needed. This latter introduced, with respect to the 
“standard” unguarded layout, only a very small area penalty. The leakage current 
between Vdd (n-well) and gnd (diffusion of the NMOS) was then measured after ir-
radiation. Figure 7 shows that a partial guard is sufficient in the studied technology.

The combination of systematic use of ELT NMOS transistors and guardrings, 
often referred to as “radiation tolerant layout techniques”, has been demonstrated 
to be very effective in CMOS processes of different technology nodes [15]. Since 
it only relies on the natural TID tolerance of modern thin gate oxide, a physical pa-
rameter that has virtually no dependence on the particular manufacturing process, 
it is successfully applicable in all technologies and has no sensitivity on process 
changes. To date, the largest field application of such HBD approach, hence the 
best documented, has been in High Energy Physics (HEP) experiments at the CERN 
Large Hadron Collider (LHC) where a commercial 0.25 µm CMOS technology has 
been used [16]. Some difficulties and practical considerations from the large experi-
ence accumulated at CERN in this domain are summarized in the following.

Using ELT transistor. There are many different possible shapes for an ELT transis-
tor: square, octagonal, square with the corners cut at 45°. Each shape needing to be 
modeled in a different way [17], it is wiser to use only one shape. Our choice fell 
on the square shape with the corners cut at 45°, compatible with the ground design 
rules of most technologies, since it avoids too sharp corners where the electric field 

Fig. 7  Vdd to Vss leakage current measured during irradiation on an array of logic cells where the 
n-well containing the PMOS transistors was not ( σoGuard) separated from the NMOS transistors, 
or it was separated by a complete p+ guardring ( FullGuard) or by a ring broken to allow for direct 
polysilicon connection between the gate of the N and PMOS transistors ( PartialGuard)
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could be excessively large and affect reliability. The details of the chosen shape—for 
instance the length of the cut in the corners and the size of the inner diffusion—have 
been decided once and for all transistors, and from that choice we elaborated a for-
mula for the computation of the W/L ratio [18]. The good agreement between the 
formula and the size extracted from measurements on transistors has been verified 
for different channel lengths, giving us confidence in the model. Additionally, for a 
given W/L ratio the ELT transistor has larger gate capacitance than a standard transis-
tor, and correction for that should be introduced at the time of simulating the circuits.

Since there is a direct relationship between the chosen gate length and the mini-
mum gate width of the enclosed transistor, it is not possible to design transistors 
with aspect ratios smaller than a certain value, as shown in Fig. 8 for a 130 nm tech-
nology (the actual minimum size achievable depends on the design rules, namely 
on the minimum size for a contacted diffusion surrounded by polysilicon). To obtain 
high W/L values it is sufficient to stretch the base shape in one or two dimensions, 
without modifying the corners; the calculation of the obtained W/L is straightfor-
ward. To have low aspect ratios the only way is to increase the channel length L 
keeping the minimum size for the inner diffusion: the minimum W/L ratio achiev-
able is about 2.5. Values close to this also imply a considerable waste of area and 
should be avoided using different circuit topologies.

The evident lack of symmetry in the ELT layout translates in asymmetries in 
some of the transistor electrical characteristics. In particular, we have observed an 
asymmetry in the output conductance and in the matching of transistor pairs [16]. 
Since the gate is annular, the source and drain contacts can be chosen inside and 
outside the ring of the gate, or the other way round. The measurement of the output 

Fig. 8  Minimum effective aspect ratio and gate width for ELT transistors of varying gate length 
in a 130 nm technology
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conductance evidences larger values when the drain is chosen to be inside the ring: 
the choice of an outside drain lowers the output conductance by 20% (for the shorter 
gate length) to 75% (for a gate length of 5 µm). In comparison, a transistor with 
standard linear layout has an output conductance that is close to the mean of the two 
values measured for the ELT.

Also the matching of ELT transistor pairs reveals the peculiarities of this type 
of transistor. In the first place, it appears that ELTs have an additional mismatch 
source, independent of the gate area and never observed before in standard transis-
tors. The mismatch contribution of this additional source depends on the size and 
shape of the drain electrode, hence the mismatch properties are different for the 
same transistor when the drain is chosen to be the inner or outer diffusion, another 
evidence of the lack of symmetry of the transistor.

Area overhead. The systematic use of ELTs and guardrings is evidently an area-
consuming practice. As a result, designing with HDB techniques in a given tech-
nology implies an important loss of density, in terms of gates per mm2. In the case 
of the quarter micron technology extensively used by CERN, the area overhead 
introduced by HDB was estimated for a number of digital cells. If very simple cells 
such as inverters impose a 35% penalty only, more complex DFF cells required up 
to 75% more area. Overall, the penalty for reliable radiation tolerance was estimated 
to about 70%. The area penalty for analog design, where transistors are rarely mini-
mum size, is typically much smaller.

Yield and reliability. Due to the lack of industrial experience with designs using 
ELT transistors, a justified concern existed on the possible impact of this layout 
on the yield and reliability of the ASICs. Yield data can be obtained from the large 
scale application of HBD in the CERN LHC experiments. In this case, about 100 
different ASICs have been designed, some of which produced in quantities above 
100,000 pieces. Overall, the production volume for this application exceeded 3,000 
8-inches wafers. These ASICs included very different functions: readout for particle 
detectors, A/D converters, digital and analog memories, system control functions, 
time-to-digital conversion, transmission of digital and analog data via optical fiber 
and clock recovery [16]. The measured yield of all these ASICs was comparable to 
the yield of other standard products run in the same line, demonstrating the absence 
in yield penalties associated to the use of ELT transistors.

Reliability concerns arise because of the corners used in the ELT transistor de-
sign: in those regions the electric field could be more intense and give origin to a 
larger vulnerability to hot carrier damage. Detailed studies have been carried out 
to compare the sensitivity of standard and ELT transistors to Channel Hot Carrier 
(CHC) stress. A first work in the quarter micron node evidenced that the hot carrier 
lifetime in ELT transistors depends—as it was for the output conductance and the 
matching—on the choice of the position of the source and drain diffusions [19]. 
Transistors with the inner diffusion as drain showed about three times lower hot 
carrier lifetime than standard transistors, which in turn had about three times lower 
lifetime than ELTs with outer diffusion as drain. On the other hand, a more recent 
work in 130 nm revealed no significant difference between the two layouts, and also 
how radiation actually improves CHC resilience in ELT transistors [20].
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3.2   HBD for Single Event Effects

Custom SEU-hardened cells. Memory cells and latches used in registers are typ-
ically the circuit elements most vulnerable to SEUs, therefore HBD approaches 
often focus on hardening these cells. A conceptually simple hardening method is to 
increase the charge needed to upset them (this quantity is commonly called “critical 
charge”). This can be achieved with the addition of some capacitance to the sensi-
tive nodes, and it is very effective against ionization events triggered by protons 
and neutrons. For this reason, this technique is used in HEP experiments and for 
terrestrial applications with high reliability requirements. In an example in HEP, the 
larger capacitance was integrated either by increasing the size of some transistors, 
which had also the beneficial side effect of increasing their current drive, or by add-
ing metal-metal capacitors on top of the cells [21]. A reduction of the error rate by 
a factor of 10 could be easily reached without directly loosing area, but the price 
to pay was larger power consumption and the loss of two metal layers for routing 
on top of the cells. An extension to this concept is used by industry to decrease the 
SRAM sensitivity in terrestrial and avionic applications by more than two orders of 
magnitude: in that case the additional capacitance is integrated with the addition of 
a DRAM-like capacitor on top of the SRAM [9].

Another approach relies on the development of a modified cell architecture ren-
dering it less sensitive or—in some cases—insensitive to the charge deposited by 
the particle strike. Although a large number of designs have been proposed, only a 
few have actually been used in the field, since additional complexity or associated 
penalties make most of them unpractical.

Probably the first solution proposed and extensively used to harden SRAM cells is 
the addition of two large resistors to the cell loop [22]. The cell being formed by two 
cross-coupled inverters, the function of the resistors inserted between the output of 
each inverter and the input of the other is to delay the propagation of the signal across 
the loop. This technique renders the circuit much slower, which is incompatible with 
the requirements of advanced SRAM circuits. Another cell that has been used in the 
past is the Whitaker cell [23], which uses the knowledge that particle strikes in n+ 
diffusions can only induce a change of state when the stored value is a logic 1 (the 
opposite is true for p+ diffusions). A clever duplication of the nodes where the infor-
mation is stored creates a cell with four storing nodes, two of which only have n+ dif-
fusions and the other two only p+ diffusions, the two nodes of the same type storing 
opposite information. In this way, there are always two nodes that are not vulnerable 
to upset, and a careful connection of the transistors to form the memory loop ensures 
that in no condition a transient in one of the vulnerable nodes can propagate.

Other dedicated architectures are the HIT (Heavy Ion Tolerant) [24] and DICE 
(Dual Interlock Cell) [25], both of which have been used in real applications. These 
cells also use the concept of duplicating the nodes storing the information, and in 
particular the DICE is very attractive and extensively used because of its property of 
being compact, simple and hence compatible with the design of high performance 
circuits in advanced CMOS processes. A schematic of the DICE cell used as a latch 
is shown in Fig. 9, evidencing how the input of each of the four inverters constitut-

Radiation Effects and Hardening by Design in CMOS Technologies



82

ing the memory loop is split in two: each of the two transistors of the inverter is 
connected to a different node. In fact the output of each of the inverters, that are 
connected as a closed loop, controls the gate of one only transistor (of one polarity) 
in the following inverter in the loop, and one only transistor (of the other polarity) 
in the previous inverter in the loop. A particle-induced glitch at the output of the 
inverter will propagate hence in two directions in the loop, but neither the previous 
nor the following inverter will in fact change their output and the initial condition 
will soon be re-established: the error is not latched in the cell. To write in the cell, 
or to change its condition, it is in fact necessary to write at the same time in two 
nodes, namely either in the odd or in the even inverters in the loop (nodes B and D 
in Fig. 9).

The DICE architecture is often used for DFF and register cells, although care 
must be used in the layout of the cell: the sensitive nodes of the two even and odd 
inverters have to be spaced sufficiently to avoid a single particle strike to induce 
a glitch in both, because this would be equivalent to a good writing sequence and 
would induce the error to be latched. This characteristic is getting a limitation 
for the use of the DICE cell in 130-90-65 nm CMOS technologies and beyond, 
where the transistor density is such that all sensitive nodes of the cell are within 
the reach of a single ionizing particle. Several cells have hence to be “interleaved” 
in the design, to sufficiently separate sensitive nodes of each cell, but in this case 
routing resources are wasted in complicated intra-cell connection paths. As an 
example of the increased vulnerability of the DICE cell, we can compare heavy 
ion irradiation results of similar designs in 250 and 130 nm [26, 27]. The distance 
between sensitive nodes was 10 and 2.4 µm respectively in the two technologies, 
and the work was oriented to the development of radiation-tolerant FPGAs. While 
the 250 nm design was found practically insensitive to SEU in any tested condi-
tion, heavy ion irradiation introduced errors in the 130 nm cell when this was used 
as a clocked register (no error was instead observed when the cell was used as 
a memory block, not clocked). Figure 10, illustrates the measured cross-section 

Fig. 9  The DICE cell used as a latch
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(ratio between the number of errors and the total particle fluence during the test). 
In particular, at low Linear Energy Transfer (LET) of the ions, errors were only 
detected when the ion beam was tilted with respect to the sample. In this configu-
ration, the charge deposited by the ion could be collected by the two nodes storing 
the correct data.

In the 90 nm technology, in a neutron environment, the DICE cell has been mea-
sured to give an only tenfold improvement in the error rate with respect to a stan-
dard cell. Another inconvenience of the cell is that, although the strike on one node 
does not latch the wrong data in the cell, the output of the cell can temporarily be 
wrong during the strike and until the good condition is restored at all nodes. This 
temporary error at the cell output can propagate to the next cell in some conditions, 
and eventually be latched somewhere else in the circuit.

A somewhat different approach is based on the concept of temporal sampling 
[28]. This approach uses the concept of redundancy and builds it inside the basic 
hardened cell, as shown in Fig. 10. The DFF storing the data is triplicated inside the 
basic cell, and the output of the three FFs is compared by a voter. In this way, if the 
content of one of the FFs is upset, the output of the cell is still correct since the voter 
will output only the value given by the majority of the FFs. The temporal sampling 
idea has been introduced in the cell to protect it from DSET. If the cell is getting its 
input from a sequence of combinatorial logic gates, a transient in one of the gates 
can propagate along the logic chain and reach the input of the cell. A standard DFF 
would latch the logic value at its input at the moment of the clock transition: if this 
transition happens in coincidence with the arrival of the transient at the input, the 
wrong data is latched. To prevent this to happen, the three DFFs in the hardened 
cell sample the status of the input at three different times, which is implemented by 
delaying the input by ∆T for one of the FFs and by 2∆T for another FF. To avoid the 
transient to be latched, it is sufficient to ensure that ∆T is longer than its duration.

The use of DICE-like cells as registers can be exploited to protect the circuit 
also from DSET. Since this register requires input data to be written on two nodes, 
it is possible to duplicate the combinatorial logic such that two independent data 
paths (with combinatorial logic) are created for redundancy. Each data path actu-
ally drives only one input of the SEU-robust register. In turn, each one of the two 

Fig. 10  Simplified architec-
ture of a cell implementing 
the concept of temporal 
redundancy CLOCK
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data paths is fed by one of the two redundant outputs of the previous register stage. 
DSET in any of the two data paths will hence not be latched in the register [26, 27].

SEU hardening with redundancy. Another approach to protect the circuit from 
SEU is to actually add redundancy to the stored information. This can be done in 
two ways, either by triplicating the cells storing the information (Triple Modular 
Redundancy, TMR) or by encoding the data and employing Error Detection And 
Correction (EDAC) techniques.

As already presented for the last cell of the previous sub-section, triplication of 
the storing cell is a valid way of protecting the content, although very space and 
power consuming. A single voter circuit can be used to compare the output of the 
triplicated cell, but in this case the final output could be affected by an error induced 
in the voter itself. A safer technique is to triplicate the voter as well. In this case, the 
final output is protected by errors in both the latches and the voters. The voter can 
either be a separate logic block, in which case its triplication comes at a significant 
area/power cost, or it can be “embedded” in the latches. Such approach has been 
used recently in the design of the serializer for a 5 Gbit/s transceiver chipset for 
optical data transmission in HEP. The speed requirement exceeding the capability 
of static logic in the target 130 nm CMOS technology, dynamic DFF cells, easily 
upsettable, had to be used. The latch chain was therefore triplicated, and voters 
could be embedded in each DFF latch cell as shown in Fig. 11. The final cost for the 
introduction of every voter was limited to five transistors, and speed specifications 
were met [29].

Contrary to the TMR technique where each bit of information is triplicated, 
EDAC techniques require a much smaller information redundancy [30]. EDAC is 
used very extensively for data transmission and for semiconductor memories, but 
also whenever data need to be stored reliably (for instance, CD and DVD exten-
sively use it). The information to be stored is encoded by a complex logic block, 
and some redundant information is added in this process: the larger the number of 

Fig. 11  Schematic of the fast dynamic DFF cell with embedded voter
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redundant bits, the safer the original data is from any source of error. At the time of 
reading the stored information, another complex set of logic operations is needed 
for decoding. Several codes can be used for EDAC, such as Hamming, Reed-Solo-
mon and BCH, and each of them has different detection and correction capabilities, 
and different complexity.

Hardening against SEL. In addition to the beneficial effects of retrograde wells 
and shallow trench isolation typical of modern CMOS technologies, ASIC design-
ers can effectively decrease the circuit sensitivity to SEL with the use of some 
design practices. A careful examination of the thyristor structure responsible for 
SEL reveals that it is composed of parasitic resistances and two complementary 
bipolar transistors. Keeping the resistances small and the gain of the bipolars low 
effectively reduces SEL sensitivity. This can be achieved for instance by increas-
ing systematically the distance between the two parasitic bipolars, or by using a 
large number of Vdd and Vss contacts all over the circuit. The latter can be done 
very effectively by surrounding all regions containing NMOS transistors with p+ 
guardrings connected to Vss. Therefore, the same layout technique introduced 
to protect the circuit from TID-induced leakage currents is also very effective to 
reduce the SEL sensitivity of ASICs [31].

4  Conclusion

Downscaling of CMOS technologies in the 250–65 nm nodes has generally implied 
a decrease of the sensitivity of ICs to radiation effects. TID effects in the thin gate 
oxide are practically negligible also for multi-Mrad applications, while leakage cur-
rents due to radiation-induced trapping in the STI oxide can sometimes be found 
to be limited to very acceptable levels (although large variability is unfortunately 
observed). Sensitivity to both SEL and SEU is also decreasing, but modern fast cir-
cuits are prone to digital transients from the combinatorial logic (DSETs). However, 
due to the all-pervasive diffusion of electronics components in the last decade, and 
of the large size of memory arrays commonly used, radiation effects have gained the 
attention of even the large semiconductor manufacturers, with a particular emphasis 
on SEEs which are now considered relevant also for civilian terrestrial applications.

Whenever circuit reliability is required in the presence of radiation, Hardness By 
Design techniques leveraging on the intrinsic radiation tolerance of CMOS technol-
ogies can be used. These techniques can reliably lead to the production of circuits 
meeting virtually any radiation specification, still without requiring the use of a 
dedicated radiation-hard technology. Some of these techniques aimed at protecting 
circuits against both TID and SEEs have been described, with a large number of 
examples and references, along with the unavoidable penalties they bring along. 
These techniques are currently used in the small design communities involved 
mainly in space, nuclear, avionics and HEP applications, and a limited number of 
digital libraries systematically using ELTs and guardrings exists. These are typically 
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limited to a small number of cells (100–200), and are generally not available outside 
the communities that have produced them. Other than the CERN “radtol” library in 
250 nm [16], two libraries in the 180 nm node exist: one from IMEC [32] and one 
from Mission Research Corporation (MRC) [33]. More recently, radiation results 
on circuits designed using a library in 90 nm have been presented, evidencing the 
existence of such a library [34].

As a final remark, it should be noted that new materials are replacing nitrided 
oxides as gate dielectric materials in very advanced CMOS. The radiation proper-
ties of these materials are still unknown. Should they be very sensitive to TID, the 
limitation in the radiation tolerance of the circuits will again be intrinsic (as it was 
in the times of large gate oxide thickness) and no HBD technique will enable the 
overcome of this limitation.
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1  Introduction

Integrated circuits often turn out to be the source of interference problems as they 
have a substantial influence on the electromagnetic compatibility (EMC) of the entire 
electronic system in which they are used. Because the complexity of EMC problems 
is increasing with the number of electronic systems assembled (especially in modern 
cars), the early prediction of the final EMC behavior becomes more and more chal-
lenging. To avoid additional costs and time intensive redesign cycles in the IC devel-
opment, EMC simulations are increasingly used to identify and solve EMC problems 
in the early design stage. The various electronic systems within a car are composed 
of several electronic modules which are in most instances directly interconnected 
by a cable harness. Very often this cable harness acts as receiving and transmitting 
antenna for RF interferences. Therefore the automotive industry is demanding high 
standards for the electromagnetic emission and immunity of electronic systems.

Electromagnetic immunity becomes an important issue for the design of ICs 
especially if the pins of the IC have a direct connection to wires in the cable har-
ness. These wires pick up noise from the electromagnetically polluted environment 
and transmitting it e.g. by superimposition of the disturbance signal to the power 
supply to very sensitive functional units of the IC. This often results in undesired 
behaviors and can cause failures in different ways or even the destruction of the 
IC. As an integrated circuit has a complex architecture, one single weak point can 
downgrade the immunity of the entire system. For an effective development, IC 
designers would need inside information on product behaviour during the test, and 
this cannot be provided by mean of measurements. In the next chapters, after a short 
introduction to the IC used for the investigations, an introduction to DPI measure-
ment and simulation technique will be given. Later a design methodology with the 
aim of designing for a given DPI robustness will be presented. A part of the design 
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work with comparison of simulation and measurement results will be also given in 
the next chapters.

2  High Side Switches in Smart Power Technology

Smart Power is a technology class in which high current, high power MOSFETs are 
integrated monolithically with a planar IC technology [1, 2]. It is especially suitable 
for designing switches because high performance with high fabrication yield and 
low costs can be obtained [3]. Figure 1 shows a commonly used configuration for a 
high side switch in an electronic control module.

Switches can be classified as high or low side according to their position with 
respect to the load. Low side switches are connected between the load and GND, 
while high side switches are connected between the load and the positive supply 
rail. In this paper only high side switches will be considered. The supply pin of the 
switch is directly connected to the battery via a cable harness and the output pin is 
connected by a harness to the load. As mentioned before, the cable harness might 
act as a receiving antenna for an interference signal that is directly conducted to 
the power transistor of the switch. Once the interference reaches the switch, it can 
easily be coupled e.g. via parasitic coupling capacitances into the silicon substrate 
of the IC, where it can interfere with other components on the same die through 
parasitic paths [4]. A block level description of a modern high side power switch 
[5] is shown in Fig. 2. A Serial Peripheral Interface (SPI) is typically embedded 
for multi-channel switches, while single and double channel switches are generally 
provided with one digital input per channel.

Fig. 1  Typical configuration of a high side switch in automotive application
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3  DPI Test for High Side Switches—Measurement 
Method

To characterize the electromagnetic immunity of ICs the “IEC 62132: Integrated 
circuits—Measurement of electromagnetic immunity” standard [6] defines differ-
ent measurement methods including a direct power injection technique, the DPI 
method [7]. This technique can be used to inject disturbance signals directly into 
the pins of an IC. The scope of this measurement method is to characterize the im-
munity of ICs against conducted RF disturbances. The method guarantees a high 
degree of repeatability and is therefore often used by semiconductor manufacturers 
to characterize their products. An example of the DPI setup for a smart power high 
side switch is given in Fig. 3.

The continuous wave (CW) disturbance signal which is in this case directly in-
jected into the power supply pin is provided by a variable frequency signal genera-
tor. The recommended frequency range for the test is 1 MHz to 1 GHz. A power 
amplifier is further used to amplify the disturbance signal up to a forward power 
level of 37 dBm which is finally coupled to the supply pin of the IC under test. 
For this purpose a coupling capacitor of 6.8 nF (which is also used to isolate the 
DC supply voltage of the IC from the output of the amplifier) is used. In order to 
prevent the disturbance signal from being diverted via the power supply or the load 
to GND several decoupling networks (consisting of a 5 uH inductance) are used. 
These inductances also represent more or less the typical impedance of the loops 
provided by the cable harness in the vehicle. Together with the 150 Ω impedance 
network, which represents the typical antenna impedance of a cable in the har-

Fig. 2  Typical block diagram of a modern high side switch
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ness, they form the broadband artificial network (BAN). For the measurement a 
directional coupler was used to measure the forward and reflected power by means 
of two power meters. In our case only forward power is considered and is used as 
an indicator for the immunity level to which the IC under test functions within the 
predefined conditions. However, only a small amount of the forward power is dis-
sipated by the IC under test, the remaining being reflected and dissipated in other 
discrete components.

3.1   Operation Modes of the IC Under Test

Generally the immunity test for switch products is performed with the IC operated 
in three different conditions: OFF, ON, PWM (pulse width modulation). In OFF 
mode the switch is open and the load is permanently not supplied; during DPI the 
device must remain stable, maintaining the load isolated from supply. In ON mode 
the switch is closed and the load permanently supplied; during DPI the device must 
remain stable, providing supply to the load. In PWM mode the switch drives the 
load sequentially OFF-ON-OFF with a frequency of 100 Hz and a duty cycle of 
50%. During all DPI tests the device must provide a proper output status with the 
right timing to the load and keep all signals within predefined tolerance ranges. 
Robustness in each operation mode requires a careful analysis and specific circuit 
solutions. In this paper the optimization of the robustness in the OFF mode is con-
sidered and will be discussed further.

4  DPI Test for High Side Switches—Simulation Approach

In order to pre-define the final EMC performance of an IC, immunity simulations 
are often used to identify and solve interference problems in the early design stage. 
Based on the described IC level measurement technique several attempts to predict 
the immunity behavior of an IC by performing DPI simulations were conducted in 
the past. In [8], for example, a complete simulation model of a DPI setup which 
includes the whole measurement setup as well as the IC and its direct environment 
is shown. In this simulation model conductive and dielectric losses as well as the 
directional coupler, the injection probe, the injection capacitor and the power sup-
ply are considered. It was shown that an accurate prediction of the immunity levels 
of an IC under test is possible, if all the losses and external influence are taken into 
consideration. For the investigations in this paper, a simpler approach was used. The 
simulation test-bench only considers forward power provided to the particular IC 
pin, as shown in Fig. 4.

The disturbance signal source, amplifier, external coupling and decoupling ele-
ments with relevant parasitic were modeled. The 6.8 nF coupling capacitor e.g. 
was modeled by a series resistor-inductor-capacitor (RLC) network. For the BAN a 
5 uH inductance in combination with a 150 Ω resistor in series to 6.8 nF capacitor 
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as a model of the antenna impedance was used. In this simulation test-bench, the 
output signal can be monitored by the simulation model of an oscilloscope. To filter 
the disturbance signal from the output an RC filter (10 kΩ/10 nF) has been used. All 
the relevant signals e.g. the voltage at the battery supply or the load current can be 
directly probed at the corresponding nodes. Instead of a full chip level simulation 
where all circuit elements are included, a simplified test-bench, which only contains 
the most relevant parts, was chosen to keep the simulation time to a minimum. 
Selected blocks are the power switch, switch driver and the impedance reduction 
circuitry that will be explained in more detail in the next chapters.

5  DPI Robustness in Off State—Problem Description

Referring to Fig. 1 when the digital input signal has the logic value zero, the high 
side switch is supposed to be open, isolating the load from battery so that load volt-
age and current are also zero. Going more in detail, the power transistor shown in 
the output stage of Fig. 2 must be kept off as long as the input stays at zero. This 
functionality is coded into a logic and actuated by means of an output control, which 
provides VGS = 0 V to the power transistor in the output stage. Leaving aside de-
sign related problems and the circuit complexity, this, as any other function can be 
provided only for battery voltages above a given minimum value VBAT(MIN). Below 
VBAT(MIN), VGS = 0 V cannot be ensured anymore by design and the power transis-
tor is in an undefined state. In such a floating condition isolation of the load from 
battery cannot be guaranteed anymore and a DPI test fail is likely to happen. Such 
a low voltage condition has to be expected during DPI test because impedance mis-
matches lead to large voltage swings of the disturbance signal. The signal generator, 
directional coupler and coupling path have about 50 Ω impedance, while the supply 
pin of high side switches in off state (chip in stand-by, load isolated from supply) 
has much higher impedance to GND. In Fig. 5 the superimposing of a sinusoidal 
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Fig. 5  Superposition of dis-
turbance signal to the typical 
supply voltage during DPI in 
off state; increasing injected 
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disturbance signal with the power supply voltage at the supply pin is shown. The 
typical DC value of the supply (in our case 13.5 V) is shifted up and down with the 
frequency of the disturbance signal. For higher injected power levels the battery 
voltage can even go below GND, generating substrate currents that further endanger 
the functionality of the chip. Additionally, the very high voltage swing can couple 
AC noise through parasitic capacitances into circuit blocks which might change 
their state and induce failures.

The scenario is very difficult to simulate due to its full-chip and layout-depen-
dent nature. Further complexity is added from the off-chip environment, which ad-
ditionally influences the impedance on VBAT line. In conclusion, the main issue in 
DPI testing in the off state is the RF voltage at the chip supply because of high and 
uncertain impedance at VBAT pin. In the following pages a method for overcoming 
these issues and setting up reliable simulations will be discussed.

6  Design Methodology—Pin Impedance Design

Defining VBAT line impedance in an early project state has a relevant impact on chip 
design and simulation strategy in respect to DPI robustness. It allows estimating IC 
external and internal supply noise by mean of simulations. When the internal supply 
noise is known, each sub-block can be designed and tested independently for DPI 
robustness. Through this approach complex full chip simulations will be used as 
final cross-check and not as main circuit debugging tool. For preventing issues as-
sociated with low battery voltage or substrate current, impedance must be trimmed 
down in the initial phase of the IC design as long as at target injected power level 
the battery ripple will look like case P1 in Fig. 5. Pin impedance reduction at chip 
level cause also off chip impedances to be unimportant and give the designer a free 
parameter for limiting the maximum RF voltage at the given target DPI immunity. 
The topology of the circuit for reducing VBAT pin impedance during DPI that is 
proposed is shown in Fig. 6.

The very simple circuit architecture makes use of three principle elements: M1, 
D1 and I1. A power transistor M1 with drain and source connected respectively to 
VBAT and GND set the pin to pin impedance. Its gate is driven from a non-linear 
current source I1 with rectifying diode D1 in parallel for controlling the pin to pin 
impedance value. Both capacitances CGD and CGS are MOS parasitic, but have an 
active role in the control scheme. The working principle is as follows: CGD and CGS 
work as capacitive voltage divider turning M1 on by means of the rectifying effect 
of D1 during RF power injection. The non-linear current source works against CGD, 
avoiding M1 turning on at battery spikes or during battery voltage ramp up. This 
further ensures M1 is in off state in absence of DPI. Properly sizing I1, the battery 
voltage ripple that triggers the switching on of M1 can be defined. The verification 
of this impedance reduction circuit was carried out based on the described simula-
tion test-bench shown in Fig. 4, using the impedance reduction circuit instead of the 
high side switch IC. Assuming a nominal battery voltage of 13.5 V, M1 switch on 
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threshold has been adjusted to ensure VBAT > 0 at any time in the lower frequency 
range for DPI up to a value of 37 dBm. In Fig. 7 simulation results of the impedance 
reduction circuit are shown for a frequency of 1.5 MHz and a disturbance signal of 
37 dBm. Battery voltage and current flowing via M1 to ground are visible. Figure 8 
shows the result of the same simulation at 10 MHz. In both cases the overall picture 

Fig. 6  Proposed circuit 
topology for pin to pin 
impedance reduction
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Fig. 7  DPI simulation result of the impedance reduction circuit for 1.5 MHz and 37 dBm (VBAT, 
IGND)
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remains nearly unchanged. During the first 5 μs battery voltage is ramped-up to the 
nominal value of 13.5 V and with 10 μs delay DPI starts. Maximum voltages are 
kept below 20 V while minimum values are above 1 V and the average voltage is 
kept close to its nominal value. According to the simulation, the circuit is capable 
of limiting pin impedance during DPI, with M1 driving the disturbance signal from 
the battery pin to GND.

The impedance over the frequency range 1.5–700 MHz has been simulated and 
results are presented in Fig. 9. The circuit offer quite low AC impedance, decreasing 
with frequency increase. Because model accuracy in the gigahertz range is reduced, 
the trend over frequency presents a possible danger. M1 could lock in a low ohmic 
condition driving direct current (DC) from the supply line to GND, inducing over-
heating and device destruction.

The problem could be solved designing a frequency dependent current source I1, 
which compensates the natural behaviour of the proposed circuit. Nevertheless for 
simplicity no impedance compensation has been introduced. The methodology will 
be validated in the range 1–10 MHz, and extended to the entire frequency range later 
on. With the power switch remaining in the off condition (chip is in stand-by and 
loads are isolated from the battery) M1 will divert nearly all the disturbance energy 
that enters the chip, consequently its size must be taken into consideration to be able 
to handle the power dissipation. Also the connection of M1 to VBAT and GND pins 
needs particular care because of the high current flowing. In the high frequency 
range, parasitic capacitances at chip level will additionally decrease the supply pin 
impedance to GND reducing power dissipation on M1. The impact on chip area of 
the impedance reduction circuit is in the range of fractions of square millimeter, but 
it is not that relevant since the device M1 can also be used as electrostatic discharge 

Fig. 8  DPI simulation result of the impedance reduction circuit for 10 MHz and 37 dBm (VBAT, 
IGND)
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(ESD) protection as well as over voltage protection, as it was done in this project. By 
sizing the impedance reduction circuit, the ripple of the disturbance signal at VBAT 
pin can be optimized. Knowing the ripple at chip supply, internal supply noise can 
be derived and circuit blocks within the chip can be simulated and enhanced for DPI 
robustness. E.g. considering a block specific VBAT(MIN) in the range of 5 V, a tank ca-
pacitor could be implemented to get over the ~100 ns where VBAT < 5 V (see Fig. 7). 
At the end of the development phase single improvements can be verified together 
running a chip level simulation which includes all the relevant circuits blocks.

Fig. 10 shows the chip level simulation test-bench used, where all circuit blocks 
that have a significant influence on DPI robustness of the high side switch are con-
sidered. Results from chip level simulations are shown in Fig. 11 and in Fig. 12.

According to application requirements the following external components have 
been used: load resistor RLOAD = 3.3 Ω, sensing resistance RIS = 3.3 KΩ, ground re-
sistance RGND = 0 Ω. Coupling, decoupling and BAN are as previously specified. 
Comparing Fig. 11 with Fig. 7 it can be seen that high frequency ripple at VBAT 
is further reduced because of increased overall parasitic capacitance at this node 
which is created by additional circuit blocks. Still most of the injected power is 
dissipated from the impedance control transistor M1. For checking switch isolation 
capability at the output a monitoring voltage “Vout_monitor” has been defined. Fig-
ure 12 shows simulated voltage values of “Vout_monitor” for the high side switch 
in OFF mode. The lower and the upper curves correspond to the behaviour with and 
without pin impedance control respectively. If this block is missing the disturbance 
will find its way to GND through the output stage interfering with the load and de-
grading switch isolation performance.

Fig. 9  Simulated VBAT—GND impedance of the impedance reduction block
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7  Measurement Results

In this chapter DPI characterization results of the high side switch are shown. The 
oscilloscope picture in Fig. 13 shows the superimposition of 37 dBm disturbance 
signal to the nominal supply voltage of 13.5 V at VBAT pin. Comparing the measure-
ment with the simulation result in Fig. 11 we can see a good match especially for 
signal waveform and min.-max. amplitude of the disturbance signal.

Due to the implemented impedance reduction circuitry VBAT(MIN) is successfully 
kept to values higher than 3.5 V which helps in keeping the power transistor in a de-
fined state. As a proof of the switch isolation capability during DPI, “Vout_monitor” 
has also been checked. The signal is shown in Fig. 14. Its mean value is about 65 mV 

Fig. 11  DPI simulation result of the chip including all relevant circuit blocks for 1.5 MHz and 
37 dBm (VBAT , IGND)
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Fig. 13  Disturbance signal applied at VBAT pin; 1.5 MHz, 37 dBm DPI
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Fig. 14  “Vout_monitor” signal measured during 1.5 MHz, 37 dBm DPI

Ch1 50.0 mV

Max(C1)

Min(C1)

Pk-Pk(C1)

Freq(C1)

111.6 mV

–20.41 mV

132.0 mV

1.491 MHz
1

4.0 ns/ptM 200 ns 250 MS/s
A Ch1   112 mV~

P. D. Croce and B. Deutschmann

                  

                  



103

while 75 mV were expected (see Fig. 12). This proves the accuracy of simulated 
results at 1.5 MHz. A comparable level of precision is given at 10 MHz. The whole 
susceptibility characteristic of the chip for the output in the off state can be found 
in Fig. 15. In this case the disturbance signal was swept from 1 MHz to 1 GHz. At 
each frequency step, the amplitude of the disturbance signal was increased either to 
the maximum test level of 37 dBm or to the level where the output signal went out 
of the pre-defined tolerance range of ±1.35 V (10% of its nominal value). As can 
be seen, the simulated robustness in the low frequency range can be confirmed by 
measurement. For frequencies higher than 100 MHz we expects no degradation of 
the performance of the impedance control circuit as shown in Fig. 9, but as can be 
seen in the diagram the susceptibility characteristic is decaying down to 25 dBm. 
The malfunction is most probably caused by failure modes which are not related to 
the voltage ripple at VBAT pin and can be ascribed either to the extremely low pin 
impedance or to failure modes not modeled in this work.

8  Conclusion

For this work the DPI measurement test bench of a smart power high side switch 
product has been transferred to the simulation environment, as pre requisite for IC 
robustness verification and optimization. An optimization methodology based on 
pin impedance control has been proposed and applied during product development. 

Fig. 15  Susceptibility characteristic of the IC under test for DPI into VBAT up to 37 dBm

40

35

30

25

20

15

10

10 100 1000

5

0
1

d
B

m

f / MHz

OFF-Mode

max. test level

Device:
Load: 
O-Mode:
Coupling Point:
Monitoring:
Modulation:

IC under test
3.3Ω
OFF
Vbat
Out
CW

EMC Robust Design for Smart Power High Side Switches

                  



104

Simulation and measurement results have been compared to validate the approach. 
Effectiveness of the methodology in the low frequency spectrum can be confirmed, 
while predicting high frequency behavior will require further modeling effort. In 
particular, parasitic inductances have to be evaluated to account for resonances. De-
vice to device silicon parasitic has to be considered to account for substrate current 
induced fails. Device simulation accuracy has to be guaranteed over the entire DPI 
frequency range. Enhancement of IC modeling is out of the scope of the paper, but 
is an essential step for successfully extending the proposed design methodology to 
the entire DPI test frequency spectrum.
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  Part II
Sigma Delta Converters

In this part new advances in sigma delta AD converters are discussed. Both sam-
pled-data as continuous time topologies are presented, but also some new trends 
such as VCO based and comparator based topologies will be analyzed.

The first two contributions are sampled-data topologies. The first focuses on the 
use of noise coupling, based on the correlation effects of the quantization noise in 
the loop. As such it is proven that the overall signal-to-noise ratio can be improved, 
and that those techniques can be combined with time-interleaved techniques to fur-
ther improve the noise shaping and bandwidth of the converter. 

The second contribution is concentrated on techniques to reduce the over-
sampling ratio. As such sigma delta topologies can become closer to Nyquist-rate 
A/D converters and as a result they can achieve a higher signal bandwidth. In 
this work an 8th order Mash topology with only an over sampling ratio of 3 is 
demonstrated.

The next two contributions are sigma delta topologies based on new trends. The 
first one is a comparator based sigma delta. Instead of using power hungry OTA's, it 
is proposed to use comparators. Of course this results in some challenges in the used 
charge-pumps, but an implemented 90 nm CMOS design proves that the technique 
can achieve state-of-the-art low voltage performances. 

The next work demonstrates a trends towards the use of VCO based topologies. 
Instead of a multi-bit quantizer, a VCO is used as quantizer. The information how-
ever is now in the time domain, and as such the critical building block becomes now 
the time-to-digital circuit. In this work this techniques is demonstrated in combina-
tion with a continuous time sigma-delta topology and resulted in a 130 nm CMOS 
design.

Besides sampled-data also continuous-time sigma delta topologies are discussed 
towards wideband performances. In this contribution a multi-bit continuous time 
sigma-delta is analyzed and discussed. An achieved 25 MHz bandwidth in combi-
nation with a SNDR of 67 dB results in one of the highest bandwidth to-date sigma 
delta topologies.

The last contribution is about DA converters. Also in this area sigma delta tech-
niques are popular. In this contribution, challenges concerning high performance 
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audio DA converters are discussed. Especially in combination with the required 
smoothing filter and jitter effects due to the conversion towards continuous signals 
are analyzed. Examples in combination with hybrid SC continuous-time reconstruc-
tion filter topologies are presented.

 Michiel Steyaert

M. Steyaert
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1  Introduction

In wired and wireless communication, digital video and other consumer electron-
ics applications, there is increasing demand for wideband and high resolution data 
converters with good power efficiency. ∆Σ ADCs can deliver high resolution and 
linearity with lower power consumption in the MHz-range signal band [1–4]. It is 
hence the ADC architecture of choice in many applications. A ∆Σ ADC provides 
high resolution and linearity while using only a low-resolution quantizer by taking 
advantage of oversampling and noise shaping. There are three key design param-
eters: (1) oversampling ratio (OSR); (2) loop filter order L; (3) quantizer resolution 
M. Increasing any of these improves the resolution under ideal conditions. How-
ever, there are limitations associated with each design parameter. In a wideband 
modulator, the OSR is limited by the sampling frequency for a given signal band-
width. Higher sampling frequency in a modulator implies reduced settling time for 
its components, and its amplifiers need more power to keep the same settling ac-
curacy. To meet demanding design targets with low OSR, high loop filter order and 
quantizer resolution are required. The loop filter order determines the effective-
ness of its noise shaping and is limited by the modulator stability in a single-loop 
modulator. The quantizer resolution is typically limited up to 4 to 5 bits due to the 
exponential growth in the hardware complexity and the power dissipation of the 
flash ADC needed. Using a tracking ADC, VCO-based ADC, or pipelined ADC as 
a quantizer may address this issue [5–7].

There are two possible realizations of a ∆Σ modulator. Discrete-time (DT) real-
ization, based on switched capacitor (SC) circuitry, is the traditional one, and con-
tinuous-time (CT) realization is getting popular due to its superior power efficiency 
and inherent antialiasing filtering for wideband modulators. In a DT modulator, 
clock jitter is not an issue if the time constants of the capacitors and switches are 
sufficiently small. In CT modulators, however, clock jitter is unavoidably converted 
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into noise, and thus represents a major limitation on the SNR performance [8]. On 
the other hand, due to the settling requirement in the stages of a DT modulator, its 
opamps need to have a larger unity-gain bandwidth (GBW) than those of a CT one. 
Hence, CT ADCs can provide wider signal bands but lower SNDR than DT ones 
with comparable complexity and power dissipation [9–11]. The loop filter coeffi-
cients in a DT modulator are accurately defined by capacitor ratios, while those of 
CT modulator experience a large variation with process, voltage, and temperature 
and tuning circuitry is typically required. In summary, compared with CT modula-
tors, a DT modulator offers robust operation under process variation, and is less 
sensitive to clock jitter. Its accuracy relies on precise capacitor matching, which is 
relatively easy to achieve. The disadvantages of DT modulator are higher power 
dissipation, and a need for an antialiasing filter. In contrast, CT modulators usually 
do not require any antialiasing filtering, since this is inherent in the continuous-time 
loop filter [12].

In the design of the devices discussed in this chapter, DT realization was cho-
sen to avoid the effects of element mismatches and clock jitter. A low-distortion 
modulator topology is well known for its reduced signal swing inside the loop 
filter, which allows superior modulator linearity and relaxed opamp design [13, 
14]. It will be shown that both the power efficiency and linearity of the low-
distortion modulator can be improved using quantization noise coupling and time 
interleaving. Hence, in the design of the proposed ∆Σ  modulator, we relied on 
architectural innovations to achieve good performance combined with low power 
dissipation.

This chapter is organized as follows. Architectural improvements for the con-
ventional low-distortion ✗� modulator are proposed in Sect. 2. A detailed descrip-
tion of the design of prototype ✗� ADCs follows in Sect. 3. Section 4 presents the 
measured results. Finally, conclusions are drawn in Sect. 5.

2  Noise-coupled ✁✂ ADCs

2.1   Quantization noise self coupling (QNSC)

The proposed ✗� modulator architecture with quantization noise self coupling is 
shown in Fig. 1. The quantization noise is coupled within a single modulator loop. 
To emphasize a low-distortion modulator architecture, a direct input feedforward 
path to the quantizer input is inserted. As illustrated in the figure, the quantization 
noise is delayed by one clock cycle and subtracted from the summing node at the 
quantizer input. The injected quantization noise raises the modulator order by one. 
If STF is the signal transfer function and σTF is the noise transfer function without 
noise coupling, then the output of the proposed modulator is

 
(1)V (z) = STF(z) · U (z) + NTF(z) · (1 − z

−1) · Q(z).

K. Lee and G. C. Temes
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Although the noise coupling within a modulator loop is applicable to any multi-bit 
modulator, it is even more advantageous to apply it to the low-distortion or feedfor-
ward multi-bit modulator architecture, where an extra opamp is usually needed at 
the quantizer input to realize the active signal summation. Hence, the noise coupling 
can be implemented without extra dedicated opamp. The stable maximum input am-
plitude is somewhat reduced since the mean-square value of the injected quantiza-
tion noise is doubled. The appropriate quantizer resolution should be selected con-
sidering this. Generally, it is recommended to select the quantizer resolution ( M in 
bits) to be higher than the effective modulator order ( L) by one, i.e. M = L + 1 to keep 
the stable maximum input amplitude for multi-bit modulator. On the contrary, non-
zero poles are introduced to stabilize the loop in a single-bit modulator [12, 15–18].

Figure 2 shows the equivalent block diagram of the proposed architecture. The 
extra branch corresponds to a delay-free integrator combined with a delayed DAC 
at its input. According to the equivalent block diagram, the summing node of the 
noise-coupled modulator is located at the input of the last integrator rather than of 
the quantizer. In contrast, the signal summation is performed at the quantizer input 
in the conventional low-distortion or feedforward ∆Σ ADC, which is one of the 
disadvantages in realizing this modulator architecture. Thus, noise coupling is not 
only equivalent to adding more integrators to the loop filter to enhance the NTF, but 
it also reduces the number of amplifiers needed by advancing the signal summation 
node to the input of the last integrator in the low-distortion or feedforward modula-
tor. On the other hand, the DEM signal processing time is not relaxed in the noise-
coupled architecture since the last integrator is delay-free. It is relaxed when a com-
plete phase is available for the quantizer and DEM circuitry. This can be achieved 
by inserting extra delay in the input signal path before the loop filter [19, 20].

Fig. 1  Noise-coupled 
modulator with first-order 
noise coupling
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diagram of Fig. 1
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Using a more sophisticated coupling filter instead of a simple delay in the cou-
pling path, the modulator order can be increased by two or more [21–26]. It can 
be shown that the transfer function G( z) of a second-order enhancement coupling 
filter should be G( z) = 2z−1 − z−2. Generally, G( z) = 1 − (1 − z−1)σ should be used for 
an σth-order enhancement coupling filter. Since the proposed noise-coupled modu-
lator contains the coupling branch following the loop filter, its circuit errors will be 
attenuated by the preceding loop filter, and hence the related performance improve-
ment is insensitive to these circuit errors.

An additional advantage of the noise-coupled modulator is reduced tone gen-
eration and harmonic distortion (THD). This results from the fact that the injected 
quantization noise works as a random dither signal. Thus, idle tones and harmonic 
spurs are reduced and the modulator linearity is improved. The role of an injected 
quantization noise as a random dither is more clearly visualized by observing its 
time-domain autocorrelation sequence with a one clock cycle delay. Figure 3 shows 
the simulated time evolution of the autocorrelation sequence C( n) between the 
quantization noise and its replica delayed by one clock cycle in the noise-coupled 
modulator with 4-bit quantizer. C( n) is defined as

 (2)

This demonstrates that the quantization error is close to white noise in the noise-
coupled multi-bit modulator, which is usually not valid in a single-bit modulator. 
The quantization noise of the proposed modulator gets more randomized for the 
same input signal condition with multi-bit quantization and noise coupling. The im-
provement of the modulator linearity is demonstrated in Fig. 4. The figure illustrates 
the simulated power spectral density of the proposed modulator in the presence of 
practical circuit errors before and after the noise coupling is applied. The graphs 
show that the harmonic spurs are reduced by more than 12 dB.

C(n) =
1

n

n
∑

k=1

q(k) · q(k − 1).

Fig. 3  Time evolution of the 
autocorrelation of the quanti-
zation noise with a one clock 
period lag for the system of 
Fig. 1
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Figures 5–7 show a noise-coupled third-order modulator with first-order cou-
pling filter, a conventional third-order modulator, and a noise-coupled third-order 
modulator with second-order coupling filter, respectively. Each modulator was 
evaluated by simulation with a realistic non-ideal ∆Σ  ADC model in Matlab and 
Simulink. Figure 8 shows that all three modulators provide nominally identical 
SNDR performance and input signal saturation level. Each noise coupling filter in 
Figs. 5 and 7 improves the noise shaping to third order. The noise coupling in Fig. 5 
allows over 13 dB SNDR improvement with an OSR of 16. The input saturation 
level for each third-order modulator is 2 dB lower than that of the second-order 
modulator (Fig. 5 without noise coupling).

This can be explained by considering the maximum signal amplitude of the sum-
ming node in front of the quantizer in a low-distortion feedforward modulator. The 
summing node has the maximum internal signal swing in this class of modulators. 

Fig. 4  Simulated power 
spectral density (PSD) of the 
modulator including realistic 
circuit errors; a without 
noise coupling, b with noise 
coupling
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Generally, for a conventional Lth-order low-distortion modulator with an M-bit 
quantizer, the worst-case maximum signal swing at the summing node is

 (3)

Here, Δq is the quantizer threshold step

 (4)

where Vthq
 +  and Vthq

− are the positive and negative reference voltages for the quan-
tizer, respectively. The worst-case signal swing is obtained by assuming complete 
correlation among shaped or delayed quantization noises and an input signal. Then,

 (5)

Smax = (2L
− 1) · �q +

∣

∣Vin,max

∣

∣ .

�q =

∣

∣

∣
V +

thq − V −

thq

∣

∣

∣

/

2M

Smax = (2L
− 1)/2M

·

∣

∣

∣

V +

thq − V −

thq

∣

∣

∣

+

∣
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∣

∣

Fig. 5  Third-order noise-
coupled modulator with first-
order noise coupling
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results and it indicates that the stable maximum input signal amplitude can be main-
tained by selecting its quantizer resolution M = L + 1 to avoid quantizer overload. 
Here, the quantizer resolution M of the modulator is defined as log2 σQ, where σQ is 
the number of quantization levels. Since the same quantizer resolution ( M = 3.9 bit) 
is assumed for all modulators, the signal swing of the summing node in a third-order 
modulator is larger than that in a second-order one according to Eq. (5). This causes 
a reduced input signal saturation level for three third-order modulators. Since the 
injected quantization noise increases the signal swing at the internal nodes of the 
loop, a proper selection of the quantization levels will provide improved dynamic 
range and stability [12, 27].

The stability of the noise-coupled modulator is comparable to that of the original 
modulator with dither, but its dynamic range is improved.

Figure 9 shows the simulated SNDR variation with gain errors in the noise-cou-
pling branch caused by capacitor mismatch, and with offset errors in the quantizer, 
for the modulator shown in Fig. 5 when a −6 dBFS input signal is applied. Since the 
noise-coupling capacitor mismatch is typically much less than 5%, and the quan-
tizer offsets can be reduced by input offset sampling scheme, the SNDR degradation 

Fig. 8  Simulated SNDR variation with input signal power: top lines for circuits of Figs. 5–7, bot-
tom line for circuit of Fig. 5 without noise coupling
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due to these errors is within 1 dB. The SNDR variation with finite dc gain of active 
adder opamp is negligible when the gain is higher than 35 dB.

2.2   Quantization noise cross-coupling and time-interleaving 
(NCTI)

The ∆Σ  ADC described in this section uses a noise-coupled time-interleaved ar-
chitecture. Its derivation is illustrated in Fig. 10. Figure 10a shows a split modula-
tor using low-distortion configuration in each path. The split ADC architecture 
was proposed earlier in pipeline and successive approximation (SAR) ADCs, to 
facilitate digital background calibration [28, 29]. In splitting the modulator, all 
capacitances and transconductances ( gm) are cut in half. For constant power dis-
sipation, the split modulator provides the same SNR and signal bandwidth as the 
single-path one. This is because both the thermal and quantization noise are in-

Fig. 9  Simulated SNDR variation with gain errors in the noise-coupling path due to the associated 
capacitor mismatch and with rms offset errors in the quantizer for the modulator shown in Fig. 4
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Fig. 10  Derivation of the proposed modulator architecture. a split modulator; b noise-coupled 
split (NCS) modulator; c noise-coupled time-interleaved (NCTI) modulator
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creased by 6 dB, and so is the output signal. The z-domain equations for the split 
modulator are

 (6)

 (7)

 (8)

Here, a unity signal transfer function and an identical noise transfer function 
(NTF1 = NTF2 = NTF )  for each cell modulator are assumed. Equation (8) illus-
trates that the root-mean-square (rms) power of the quantization noise for the split 
modulator is reduced by 3 dB compared with that of the single-path one, if the same 
number of quantization levels is kept for all modulators.

The next step is to introduce quantization noise coupling between the two ∆Σ 
modulators, as shown in Fig. 10b. The quantization noise of each modulator is de-
layed by one cycle, and injected into the summing node at the quantizer input of 
the other modulator. Similar to the previous quantization noise self coupling, this 
results in a new noise transfer function for the combined modulator [21–26]. The 
resulting equations are

 (9)

 
(10)

 (11)

In a split modulator with and without noise coupling, the quantization noises of 
the two loops are decorrelated quickly (typically within a few hundred cycles after 
power-up) in the presence of thermal noises and circuit errors such as opamp off-
sets, settling errors and nonlinearities. A rigorous proof can be found in [30]. A simi-
lar plot can be obtained with simulation for the cross-correlation of the quantization 
noises from the two loops where the cross-correlation C( n) is defined as

 (12)

Further performance improvement is achieved by adding time interleaving to the 
system. The resulting noise-coupled time-interleaved (NCTI) modulator is illus-
trated in Fig. 10c [24, 25]. As shown in the simplified block diagram of Fig. 11a, 
time interleaving changes the extra factor in the noise transfer function from  
(1 − z−1) to (1 − z−1/2). This new factor gives an additional 6 dB SQNR improvement 
in the signal band. This occurs since (1 − z−1/2) ~ (1 − z−1)/2 at low frequencies where 
z ~ 1. The related equations under this modification are

 (13)

V1 = U + NTF1 · Q1

V2 = U + NTF2 · Q2

V = U + NTF · (Q1 + Q2)/2.

V1 = U + NTF1 · (Q1 − z
−1

· Q2)

V2 = U + NTF2 · (Q2 − z
−1

· Q1)

V = U + NTF · (1 − z
−1) · (Q1 + Q2)/2.

C(n) =
1

n

n
∑

k=1

q1(k) · q2(k).

V1 = U1 + NTF1 · (Q1 − z
−1/2

· Q2)
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 (14)

Considering the phase difference between the two modulators caused by the time-
interleaving operation, all the variables in either of the two modulators (in this ex-
ample, modulator 2) should be multiplied by z−1/2 factor before combining the above 
two equations as shown below

 (15)

 (16)

 (17)

Hence, the above two equations are modified to

 (18)

 (19)

V2 = U2 + NTF2 · (Q2 − z
−1/2

· Q1).

V2 → z
−1/2

· V2

U2 → z
−1/2

· U2

Q2 → z
−1/2

· Q2

V1 = U1 + NTF1 · (Q1 − z
−1/2

· z
−1/2

· Q2)

z
−1/2

· V2 = z
−1/2

· U2 + NTF2 · (z−1/2
· Q2 − z

−1/2
· Q1).

Fig. 11  a Block diagram of a NCTI modulator. b Comparison of the magnitudes of the NTF 
enhancement factors for various split modulators (linear scale in both axes); 1, |1 − z−1|, and 
|1 − z−1/2|
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Combining these equations using the following definitions

 (20)

 (21)

 (22)

we get the final expression

 (23)

As in a NCS modulator, the quantization noises of the two loops in a NCTI modula-
tor become uncorrelated within a few hundred cycles after power-up. The signal of 
a NCTI modulator increases by about a factor of 2. This is due to the fact that U1 
and U2 are strongly correlated and |1 + z−1/2| is very close to 2 in the signal band of 
an oversampling ADC, unlike in a Nyquist sampling ADC. For example, |u1( n) − 
u2( n)| is less than 6.6% of the amplitude of u1( n) and u2( n) in the signal band, and 
|1 + z−1/2| = 1.9957 when OSR = 12. Thus,

 (24)

For a fair comparison, if we scale the signals of a NCTI modulator to have the same 
signal power as in a split modulator and an NCS one, we obtain

 (25)

Comparing Eqs. (8), (11), and (25), we see that the performance improvement 
of a NCTI modulator comes from the enhancement factor (1 − z−1/2), since both 
( Q1 + Q2)/2 and ( Q1 + z−1/2 · Q2)/2 give the same noise power once Q1 and Q2 are 
decorrelated. The frequency responses of the enhancement factors of the three mod-
ulators shown in Fig. 10 are compared in Fig. 11b. Time interleaving also allows 
a simpler realization of the noise coupling branches since the z−1/2 delay is auto-
matically realized when injecting the quantization of one modulator into the other. 
Finally, the NCTI modulator has reduced sensitivity to channel mismatch errors, as 
a result of the suppressed quantization noise around the Nyquist frequency due to 
the out-of-band zeros of the modulator.

Generally, a time-interleaved Nyquist ADC suffers from channel mismatch er-
rors, such as timing skew, channel gain mismatch, channel offset mismatch, and 
channel bandwidth mismatch [31–33]. Foreground or background calibration is of-
ten required, either in the analog or digital domain, to reduce these errors [34, 35]. 
By contrast, channel mismatch errors do not limit the performance of the proposed 
NCTI modulator. The robust performance to channel mismatches is due to the out-
of-band NTF zeros of the NCTI modulator at the Nyquist frequency fs (Fig. 12). A 
double zero is introduced by operating the two second-order ∆Σ modulators with 

V = V1 + z
−1/2

· V2

U = U1 + z
−1/2

· U2

Q = Q1 + z
−1/2

· Q2

V = U + NTF · (1 − z
−1/2) · Q.

U = U1 + z
−1/2

· U2 ≈ (1 + z
−1/2) · U1 ≈ 2 · U1.

V/2 ≈ U1 + NTF · (1 − z
−1/2) · (Q1 + z

−1/2
· Q2)/2.
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time-interleaved sampling. Since there is thus no significant quantization noise 
power at the Nyquist frequency fs, the modulator can tolerate noise folding due 
to channel mismatches up to 5%. However, the added double zero at the Nyquist 
frequency also raises the in-band noise floor, exhibiting a trade-off between SQNR 
performance and robustness to channel mismatch errors.

The proposed modulator topology was realized with second-order low-distortion 
loops. Figure 12 shows the NTF magnitude responses of the three ∆Σ ADCs intro-
duced in Fig. 10. The dotted line for the uncoupled second-order modulator shows 
a 40 dB/decade slope. The dashed line for the NCS third-order modulator shows a 
60 dB/decade slope. Finally, the NCTI modulator has the same slope as the NCS one, 
but the curve is 6 dB lower. With an OSR of 12, the SQNR improvement with the 
NCTI modulator is 19 dB, as compared to a conventional second-order modulator, and 
it requires only some additional switched capacitors. A realistic ∆Σ modulator model 
was simulated with Matlab and Simulink to verify the concept. Figure 13 shows the 

Fig. 12  Comparison of the 
NTFs of the three modula-
tors shown in Fig. 10, with a 
second-order loop filter H( z) 
(logarithmic scale in both 
axes)
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Fig. 13  SNDR variation with 
opamp DC gain whose abso-
lute mismatch is 5% between 
the two channels
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SNDR as a function of the integrator opamp dc gains and channel mismatch. The pro-
posed modulator shows more than 17 dB SNDR improvement over the conventional 
modulator, and its performance is robust in the presence of various circuit and channel 
mismatch errors.

3  SC circuit implementation

Several prototype ∆Σ ADCs were implemented in a 0.18 µm 2P4M CMOS process. 
The block diagram of the realized ∆Σ ADC with self noise-coupling is illustrated 
in Fig. 14; its simplified switched-capacitor (SC) circuit diagram in Fig. 15. The 
block diagram and SC realization for NCTI ∆Σ ADC are shown in Figs. 16 and 17. 
The details of the input circuitry are omitted here for simplicity. The detailed input 
branch for the first integrator for both prototypes is shown in Fig. 18. The input sam-
pling and DAC capacitors are separated to avoid detrimental reference errors caused 
by signal-dependent loading of the reference driver [36]. However, the separation 
of the input sampling and DAC capacitors slows down the settling of the opamp, 
due to a reduction of the feedback factor of the opamp. The input sampling and 
DAC capacitors were reduced by half to preserve the feedback factor, and the signal 
swings for input and DAC reference are also doubled to keep the same SNR using 
cross-coupled switches between positive and negative rails, as illustrated in Fig. 18.

Each loop contains two integrators, followed by an active adder. The low-dis-
tortion modulator requires signal summation at the input of the quantizer. Passive 
SC adder, which does not require extra opamp, could be used, but the signal swing 
is then reduced due to parasitic capacitances, especially when the loop contains a 
multibit quantizer. The SC adder is also susceptible to kick-back noise from the 
quantizer. For these reasons, active rather than passive summing with an offset-
compensated amplifier was used in this design. The noise coupling also utilized 

Fig. 14  Block diagram of the QNSC prototype ∆Σ ADC
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the active adder opamp. To compensate for the low OSR of 12, 15-level quantizers 
were used along with 15-level unit-capacitor DACs.

The signal swing of the loop filter is significantly reduced, thanks to the low-
distortion modulator architecture and multi-bit quantization. As a result, the limited 
output signal swing of the opamp was not an issue even with a 1.5 V supply. This 
allows the use of the power-efficient and low-noise telescopic cascode opamp with 
a SC common-mode feedback, as illustrated in Fig. 19, for the integrators and the 
active adder. The differential output signal swing of the opamp is ±0.72 V. The slew 
rate requirement for the opamp is also greatly relaxed by using the low-distortion 
topology and multi-bit quantization [12].

The required low GBW and slew rate requirements of the opamp were confirmed 
by system-level simulation with Matlab and Simulink before its circuit realization. 
The first integrator opamp in NCTI modulator achieves a GBW of 1.2 GHz and a 
DC gain of 50 dB, while drawing 2.6 mA bias current. Similar but scaled opamps 
were used for the second integrator and the active adder. An offset compensation 
scheme was employed in the delay-free active adder. The critical input sampling 
switches use bootstrapped clock signals to insure linear sampling [37].

The 4b quantizer contains a two-stage preamplifier, to prevent kick-back noise 
and to speed up signal amplification, followed by a track-and-latch and a set-and-
reset (SR) latch as shown in Fig. 20 [38, 39]. Input offset sampling scheme is em-
ployed in the two-stage preamplifier to minimize the effects of offset errors. Since 
the preamplifier has an open-loop gain of around 10, the input-referred offset is 
reduced by about this factor. During the comparison phase φ1, the track-and-latch 
is in the track mode and senses the output of the preamplifier. Before the end of φ1 
phase, the φc (reset) signal of the track-and-latch stage goes from high to low, and 
triggers the regeneration and latching. The threshold voltages of the quantizer are 
generated by a resistor string.

Fig. 16  Block diagram of the NCTI prototype ∆Σ ADC
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Conventional data-weighted averaging (DWA) was applied to shape the mis-
match errors of the 15-level DAC [40]. Figure 21 shows the block diagram of the 
DWA implementation. The transistors in the quantizer and in the four-stage loga-
rithmic shifter on the critical path were optimized in size to meet the critical timing 
requirements.

4  Experimental Results

The prototype devices were fabricated in a 0.18 µm 2P4M CMOS process.

4.1   QNSC prototype ∆Σ ADC

The measured output spectrum for QNSC prototype ADC is illustrated in Fig. 22. 
The SNR and SNDR variations with input signal power are shown in Fig. 23. The 
prototype ADC achieves 81 dB peak SNDR, 82 dB DR, and −98 dB THD in the 
1.9 MHz signal band. The measured total power dissipation is 8.1 mW (analog: 

Fig. 18  Detailed input branch of the modulator with separate input and DAC capacitors
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Fig. 19  a Telescopic cascode opamp with SC common-mode feedback. b simulated dc gain vs. 
differential output swing
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4.4 mW, digital: 3.7 mW). The measured performance is summarized in Table 1. 
The figure-of-merit (FOM), defined by FOM = P/(2 · BW · 2(SNDR − 1.76)/6.02), is 
0.25 pJ/conversion-step, which is among the lowest published for wideband DT 
∆Σ ADCs.

Fig. 20  Schematic of quantizer: a block diagram, b circuit implementation
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Fig. 22  Measured output spectrum of QNSC prototype ∆Σ ADC
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Table 1  Measured performance summary
Architecture QNSC NCTI
Prototype A B
Sampling frequency 60 MHz 200 MHz 120 MHz
∆Σ clock frequency 60 MHz 100 MHz 60 MHz
Signal bandwidth 1.9 MHz 4.2 MHz 2.5 MHz
OSR 16 12
Input range (diff.) 1.44 Vpp 1.44 Vpp
Vref 0.72 V 0.72 V
CIN and CDAC separate separate shared
Dynamic range 82 dB 81 dB 83 dB
SNDR 81 dB 79 dB 81 dB
THD −98 dB −98 dB −104 dB
FOM 0.25 pJ/conv. 0.48 pJ/conv. 0.33 pJ/conv.
Power consumption 4.4 mW (A)

3.7 mW (D)
13 mW (A)
15 mW (D)

10 mW (A)
5 mW (D)

Power supply 1.5 V (A), 1.45 V (D) 1.5 V (A), 1.6 V (D)
Process 0.18 µm 2P4M CMOS 0.18 µm 2P4M CMOS
Core area 1.27 mm2 3.67 mm2
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4.2   NCTI prototype ∆Σ ADCs

Two types of NCTI prototype ADCs were fabricated and measured. Both proto-
type ADCs are identical except for their input sampling branches. Prototype A has 
separate input sampling and DAC capacitors and prototype B has shared input 
sampling and DAC capacitors. For prototype A, Fig. 24 shows the measured out-
put spectrum and Fig. 25 shows the SNR and SNDR variations with input signal 
amplitude. Prototype A achieves 79 dB peak SNDR, 81 dB DR, and −98 dB THD 
in the 4.2 MHz signal band. The analog power is 13 mW and the digital power 
is 15 mW. The FOM is 0.48 pJ/conversion-step. Prototype B shows 81 dB peak 
SNDR, 83 dB DR, and −104 dB THD in the 2.5 MHz signal band. The analog 
power is 10 mW and digital power is 5 mW. The FOM is 0.33 pJ/conversion-step. 
Table 1 summarizes the measured performance for both prototypes. The FOMs 
of all three prototype ADCs are compared with other state-of-the-art ∆Σ ADCs in 
Fig. 26.

Fig. 23  Measured SNR and SNDR with input signal power for QNSC prototype ∆Σ ADC
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5  Conclusions

Highly linear and power-efficient wideband DT ∆Σ ADCs were described. Their 
superior performance was achieved with effective architectural improvement and 
circuit implementation. The proposed modulator architecture are based on the novel 
noise coupling and time interleaving. The first prototype ADC is an improved low-
distortion ∆Σ modulator using a internal noise coupling. It requires fewer opamps 
than a conventional low-distortion modulator of the same order, by sharing the ac-
tive adder opamp in front of the quantizer with a noise coupling branch. The proto-
type ADC shows highly linear data conversion (−98 dB THD) and state-of-the-art 
power efficiency (FOM = 0.25 pJ/conversion-step) over a 1.9 MHz signal band. The 
ADC’s power efficiency is among the best for recently reported DT and CT ∆Σ 
modulators. The second prototype ADCs are noise-coupled time-interleaved ∆Σ 
ADCs. The advantages with these modulators are enhanced noise shaping and ro-

Fig. 24  Measured output spectrum of NCTI ∆Σ ADC (prototype A)
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Fig. 25  Measured SNR and SNDR with input signal power for NCTI ∆Σ ADC (prototype A)
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bust performance. This makes them suitable for wideband low-power modulators. 
In addition, the coupled noise reduces the THD to a level lower than that normally 
achieved in broadband ADCs. The measured performance of a prototype device 
showed a 79 dB SNDR and −98 dB THD in a 4.2 MHz signal band. This compares 
well with the theoretical maximum SQNR for a conventional third-order modulator 
with a 4b quantizer, which is 80 dB with an OSR of 12.
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1  Introduction

High-speed data converters operating on input signal bandwidths in the megahertz 
range are key analog building blocks for a variety of applications including high-
speed wireless and wireline communication systems, high-quality video systems, 
imaging systems, and instrumentation systems. When higher accuracy but lower 
bandwidth is needed, oversampling techniques are typically employed. High OSRs 
are desirable since the requirements on the individual circuits are relaxed based 
on the OSR. However, increased bandwidth requirements necessitate techniques to 
reduce the OSR while still attaining good performance. The purpose of this paper 
is to investigate the effect of reducing the OSR of ΣΔ modulators and incremental 
data converters.

The most common oversampled data converter is the ΣΔ modulator which effi-
ciently performs high-resolution data conversion and is typically reserved for high 
OSR applications where noise-shaping increases the signal-to-quantization noise 
ratio (SQNR). The difficulty at low OSRs is that noise-shaping is not as efficient 
because it increases the total noise power in the system thereby reducing the SQNR. 
Oversampled cascaded or MASH architectures provide an alternative as they are 
less sensitive to low OSRs than single-stage architectures [1] but are more sensitive 
to non-idealities in the circuit.

Nyquist-rate A/D converters can be used at low OSRs and they typically require 
some oversampling to reduce the requirements on the anti-aliasing filter at the in-
put. However, they lose a significant advantage provided by noise-shaping since 
input-referred noise gets shaped by gain stages rather than the integrators present 
in noise-shaping converters. This fundamental advantage of ΣΔ modulators over 
pipeline A/D converters will be explored.
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2  Background Information

2.1   Delta-Sigma Modulators

ΣΔ Modulators employ both oversampling and noise-shaping to improve the ac-
curacy of a low-resolution (as low as 1-bit) internal A/D converter, or quantizer. 
With the feedback loop the noise in the quantizer has a different transfer function 
to the output than the signal. This allows the designer to choose a filter that will 
shape the noise and keep it small in the band of interest while also keeping the 
signal unattenuated in this frequency range. Only a small portion of the frequency 
band is kept through digital filtering leaving little noise within the band of interest, 
resulting in a high-resolution A/D converter at a reduced speed. The noise transfer 
function (NTF) and the signal transfer function (STF) characterize the ΣΔ modula-
tor. The order and shape of the transfer functions, the OSR, and the internal A/D 
converter resolution determine the resolution of the ΣΔ modulator. A general single-
stage modulator is shown in Fig. 1.

One significant improvement in ΣΔ modulators is the use of an input feed-for-
ward branch [2]. An extra feed-forward path is added from the input to the summer 
in front of the quantizer. With this architecture, the NTF remains unchanged, but the 
STF is unity if L0(z) = −L1(z). Also, signal content at the loop filter output is mini-
mized. The delay-free path from the input through the A/D and D/A comes back 
and subtracts from the input. No signal content enters the loop filter, and all that is 
left is the error signal E1. Therefore, the loop filter output is only a function of E1. 
E1 will always be somewhat correlated with the input, but for a higher-resolution 
internal A/D converter the input will be less correlated, and distortion introduced by 
the loop filter will be less signal dependent. This is advantageous as low-distortion 
OTAs get more difficult to design with increasingly smaller power supplies [3]. The 
general structure of the input feed-forward ΣΔ is shown in Fig. 2.

Fig. 1  General architecture 
of a ΣΔ modulator
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For stability reasons, it is difficult to design a high-order NTF and keep it stable 
as the filter coefficients vary, or the loop becomes nonlinear. There is also a trade-off 
between the NTF stability and how aggressively it shapes the noise (i.e., how much 
resolution it obtains). For these reasons high-resolution or low OSR ΣΔ modulators 
are often implemented with cascaded architectures. As the name implies, cascaded 
ΣΔ modulators cascade two or more single-stage ΣΔ modulators.

A general two-stage cascaded ΣΔ modulator is shown in Fig. 3. The advantage 
of cascaded modulators is that no individual modulator needs to be designed with 
a high-order filter; the total filter order can be spread out across many different 
stages so that each individual ΣΔ stage will be of lower order. The stability will be 
a function of the individual lower-order modulators rather than the total order of the 
modulator.

A digital filter is required to recombine the digital outputs of the individual 
ΣΔ modulators. It is designed to cancel the error introduced in the first stages, 
leaving only the error introduced in the last of the cascaded stages which is noise-
shaped by the product of the NTF of each stage. This cancelation is dependent on 
matching between the digital filters and the analog filters within the individual ΣΔ 
modulators; this is one of the major limitations for high-resolution cascaded ΣΔ 
modulators.

As mentioned above, when the input feed-forward architecture is used the loop 
filter output contains no signal component. Depending on the quantizer resolu-
tion, this error signal might be considerably smaller than the input range of a ΣΔ 
modulator. When the error signal is passed to the subsequent stage, it may be 
possible to amplify it while staying within the allowable input range. The ampli-
fication factor will increase the overall resolution of the cascaded ΣΔ by the same 
amount.

Fig. 3  General cascaded ΣΔ modulator
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2.2   Incremental Data Converters

Incremental A/D converters are best understood as a combination of ΣΔ modulators 
and dual-slope A/D converters. They act like dual-slope A/D converters mixed in 
time, but also have the benefit of utilizing higher-order loop filters like ΣΔ modulator.

The dual-slope (or integrating) A/D converter is useful for high-accuracy, high-
linearity conversion with low offset and gain errors [4]. Shown in Fig. 4, the con-
verter integrates the input signal for a fixed time and then subtracts a reference volt-
age for a counted number of clock periods until the output crosses zero. The final 
count at the zero crossing is the resulting digital output. For an N-bit A/D converter, 
2N + 1 cycles are required for one conversion. For high-resolution A/D converters the 
conversion time can severely limit the speed at which they operate.

The architecture of an incremental A/D converter is almost identical to that of a 
ΣΔ modulator except the integrators are reset after each conversion, the input is held 
for each conversion (ideally, but not always in practice), and the decimation filter 

Fig. 4  Dual-slope A/D converter. a Architecture. b Time domain output
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is different. However, a 1st-order incremental A/D converter is better understood 
as operating like a dual-slope A/D converter since the input/output relationship is 
identical. Also, like a dual-slope A/D converter (and similar to Nyquist-rate A/D 
converters), input signals that fall between fs/2OSR and fs/2 alias back into the sig-
nal band and are not suppressed by the digital decimation filter as they would be in 
a ΣΔ modulator.

A 1st-order incremental A/D converter is shown in Fig. 5. In contrast to a du-
al-slope A/D converter, the integration and subtraction of the reference signal are 
mixed in time. This is apparent if the 1-bit D/A converter output is either VREF or 0 
and the A/D threshold is VREF. Assuming a positive unipolar input, the constant in-
put is integrated until it is larger than VREF. At this point, VREF is subtracted from the 
input, and the counter is incremented by 1. This continues for 2N − 1 clock cycles 
to obtain a resolution of N bits (this is half as many as a dual-slope converter be-
cause a 2-phase clock is used). Once the conversion is performed (after OSR clock 
cycles), the integrator is reset and the next sample is converted. An added benefit 
to incremental A/D converters is the simplicity of the decimation filter. It can be as 
simple as a cascade of L accumulators for an Lth-order converter, although more 
complicated filters can be used [5–7].

An example of the converter output is shown in Fig. 5 for seven cycles, resulting 
in a 3-bit or 8-level output. While the incremental A/D converter is an oversampled 

Fig. 5  Operation of a 1st-order incremental A/D converter with an OSR of 7. a Architecture.
b Output vs. Input plot
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A/D converter, its characteristics are more similar to that of a Nyquist-rate A/D con-
verter because input signals larger than fs/2OSR will alias back into the signal band 
unattenuated, assuming the use of an input sample-and-hold (S/H). In some cases 
the incremental A/D converter is considered a ΣΔ modulator operating in transient 
mode [8]. At high oversampling ratios, the longer an incremental A/D converter 
operates after the reset phase, the more similar its internal operation becomes to that 
of a ΣΔ modulator. However, at low OSRs (for example, an OSR of 3), it is most 
appropriate to think of an incremental A/D converter as operating distinctly from a 
ΣΔ modulator.

While the decimation filter of an incremental A/D converter can be as simple as 
a cascade of L accumulators for an Lth-order converter, more optimal filters exist. 
Reference [6] suggests the use of a dither signal in the analog loop filter along with 
a higher-order cascade of accumulators (L + 1) to improve the resolution. Reference 
[7] presents an optimal decimation filter that both minimizes the maximum error 
and the mean-squared error. These filters have increased digital complexity.

ΣΔ modulator techniques can be applied to incremental A/D converters. If the 
OSR of an incremental A/D converter is defined as the number of cycles in one 
conversion, then it is clear that an increased OSR will increase the resolution. Un-
like dual-slope A/D converters, incremental A/D converters can utilize higher-or-
der loop filters to further increase the resolution. Higher-order incremental A/D 
converters can be implemented in either a single-stage structure, or a cascaded or 
MASH architecture.

Single-stage architectures suffer from increased signal swings at the integrator 
outputs [9], but low-distortion input feed-forward architectures can be used to re-
duce these signal swings. At high OSRs, the valid input range for incremental A/D 
converters is similar to ΣΔ modulators which are governed by [1]

 (1)

for an N-level quantizer where |h(n)|1 is the first norm of the NTF H(z).
Like ΣΔ modulators, the cascaded architecture is more stable for higher-order 

converters. As opposed to feeding the first integrator output into the subsequent 
stage, the first stage error can be fed into the following stage. This results in a 
smaller signal amplitude being fed to the subsequent stage since it has less signal 
component, and facilitates the use of interstage gains and multi-bit quantizers to 
increase the SQNR.

3  High-Order MASH ΣΔ Modulator

It is increasingly difficult to achieve high resolution in ΣΔ modulators at low OSRs. 
ΣΔ modulation is reliant on oversampled noise-shaping to increase the modulator’s 
resolution, but noise-shaping increases the total quantization noise power in the 

max |VIN| = (N + 1 − |h(n)|1)/(N − 1)

T. C. Caldwell
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modulator, and the lower the OSR, the more significant this increased noise power 
becomes.

3.1   Comparison with a Nyquist-Rate A/D Converter

Since noise-shaping increases the total noise power in a ΣΔ modulator, at an OSR 
of 1 a Nyquist-rate A/D converter outperforms a ΣΔ modulator. However, as the 
OSR increases and less noise power ends up in the band of interest, the SQNR of 
the ΣΔ modulator improves at a faster rate than the 3 dB per octave improvement 
from the Nyquist-rate A/D converter. Eventually the ΣΔ modulator will outperform 
the Nyquist-rate A/D converter.

Figure 6 shows the total in-band integrated noise power (normalized) as a func-
tion of the OSR in a 1st-order and 8th-order ΣΔ modulator, as well as a Nyquist-rate 
A/D converter. The NTFs used in this comparison are (1 − z−1)L where L is the mod-
ulator order. Also it is assumed that the input can go as large as full-scale, although 
this would depend on the architecture and quantizer resolution. Also included in the 
comparison is a Nyquist-rate A/D converter where the normalization assumes the 
Nyquist-rate A/D converter has the same resolution as the total quantization noise in 
the ΣΔ modulator (i.e., both A/D converters have the same number of quantizer lev-
els). There is a crossover point depending on the modulator order; for the 1st-order 
modulator this crossover occurs at an OSR of 1.66, and for an 8th-order modulator 
it occurs at an OSR of 2.48. This point defines the OSR where it is worth employing 
noise-shaping rather than simple oversampling for a given modulator order (as-
suming the same quantizer resolution can be used in both the ΣΔ modulator and the 
Nyquist-rate A/D converter).

The crossover point occurs at lower OSRs for lower-order ΣΔ modulators and 
the crossover point for various modulator orders is summarized in Table 1. Also 
included in the table is the relative reduction in noise power at an OSR of 3. Despite 
having a higher crossover OSR for the higher-order modulators, the higher-order 

Fig. 6  Total in-band noise 
power vs. OSR
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modulators still have lower noise powers at an OSR of 3 because the noise power 
decreases rapidly as the OSR increases. While it may appear that the reduction in 
noise power is not significant as the modulator order is increased, this table assumes 
that every architecture has the same quantization noise power. However, higher-
order cascaded architectures are more amenable to higher resolution quantizers, 
resulting in smaller quantization noise power which further reduces the noise power 
in the modulator.

3.2   Single-Stage vs. Cascaded ΣΔ

In a ΣΔ modulator, improvements in SQNR come from three main factors: increased 
OSR, higher resolution in the quantizer, and higher modulator order. For a given 
OSR, and assuming a maximum quantizer resolution of about 4–5 bits (to preserve 
the simplicity of the design), the modulator order is the most influential degree of 
freedom for the designer, as well as its associated NTF. Since the SQNR is reduced 
with low OSRs, the modulator order must be increased for medium to high resolu-
tion ΣΔ modulators. Both single-stage and cascaded ΣΔ modulators are capable of 
realizing the same high-order NTFs, but cascaded ΣΔ modulators are more stable 
than single-stage architectures.

Increasing the modulator order in single-stage architectures typically requires 
increased resolution in the quantizer to maintain stability. This can require unrea-
sonably large quantizers for high-order modulators, making single-stage architec-
tures difficult for low OSR design. Figure 7 shows the peak SQNR for a 4th-order, 
8th-order, and 12th-order single-stage modulator with an OSR of 3 and quantizer 
resolutions that vary from 3- to 1025-levels (approximately 10 bits) using the ΣΔ 
Toolbox [10]. For higher-order modulators (8th-order and 12th-order), a minimum 
quantizer resolution of 5-bits is necessary for an SQNR of at least 62 dB. The 4th-
order modulator (and lower order modulators) would need quantizer resolutions of 
65-levels or larger for a 10-bit modulator, which is prohibitively large since a flash 
A/D converter with such high resolution would take more power and require large 
comparators for well-matched devices, increasing the power consumption of the 
latter stages in the ΣΔ modulator.

A cascaded architecture can realize the same NTFs as single-stage architec-
tures, but they are more stable since each individual stage can be of lower order 

T. C. Caldwell

NTF Crossover OSR Relative noise power at 
an OSR of 3 (dB)

1 1 −4.78
(1 − z−1) 1.66 −9.38
(1 − z−1)2 1.94 −11.53
(1 − z−1)4 2.23 −14.01
(1 − z−1)8 2.48 −16.70
(1 − z−1)12 2.60 −18.34

Table 1  OSR where ΣΔ 
and Nyquist-Rate A/D have 
equal noise power
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and stability of the entire modulator is a function of the individual stages’ stability. 
This results in a larger full-scale input signal, as well as smaller quantizer resolu-
tions in the individual stages which can still cascade to a total resolution larger 
than that of a single-stage architecture. However, the difficulty with MASH archi-
tectures is their reliance on matching between the analog and digital circuitry. The 
digital circuitry in a MASH ΣΔ must match the analog filters (integrators) for the 
appropriate noise cancelation to occur. This is increasingly difficult at lower OSRs 
since input-referred errors are more significant, but it is a familiar problem to 
Nyquist-rate pipeline A/D designers where the digital gains must match the analog 
gain circuits. The problem and solution are no different for a high-order MASH 
ΣΔ; either the OTA gain and capacitor matching must be sufficient, or calibration 
is required.

3.3   Sample Architecture

If a large number of 1st-order 3-level quantizer ΣΔ stages are cascaded, each indi-
vidual stage is stable with a full-scale input. The quantizer resolution does not need 
to be increased to improve stability, and an interstage gain factor of 2 can be used 
between each stage to increase the resolution of the entire modulator. Each inter-
stage gain of 2 increases the SQNR by 1 bit.

As an example, an 8th-order MASH ΣΔ modulator with an OSR of 3 is shown in 
Fig. 8. It cascades eight 1st-order ΣΔ stages with 3-level quantizers resulting in an 

Fig. 7  SQNR vs. Quantizer levels
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NTF of (1 − z−1)8. Every stage is designed identically, making it relatively simple 
to implement for an 8th-order modulator. Each individual stage has an input feed-
forward path to reduce the input-dependent signal at the integrator output. There is 
an interstage gain of 2 between each stage.

An 8th-order single-loop architecture could also obtain the same NTF of 
(1 − z−1)8, but it has a few disadvantages. With a 257-level quantizer (which is 
equivalent to an 8-stage cascade of 3-level quantizers with interstage gains of 2) 
the modulator full-scale would be −14 dBFS, as opposed to 0 dBFS for the MASH 
architecture. Not only does this reduce the resolution by 14 dB, but it requires the 
unreasonably large 257-level quantizer. There are better ways to implement an 8th-
order single-loop transfer function (for example, optimized zeros, optimal pole 
placement), but if the NTFs are kept the same it is clear that a MASH architecture 
is far more suitable to low OSR design.

A sample output spectrum of the 8th-order MASH ΣΔ is shown in Fig. 9. The 
architecture achieves a peak SQNR of 66 dB. The NTF is not optimized for the OSR 
because only 1st-order stages are used; 2nd-order stages would be necessary to cre-
ate resonator structures that optimize the NTF zeros.

Fig. 8  8th-order MASH ΣΔ architecture
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3.4   Power Efficiency

The proposed architecture is more power efficient than a comparable Nyquist-rate 
A/D converter, specifically a 1.5 bit/stage pipeline A/D converter. These two archi-
tectures are almost identical in that each requires one OTA per stage and one 3-level 
quantizer per stage. Also, assuming a power efficient design, they should both be 
thermal noise limited.

A large fraction of the power for switched-capacitor thermal noise limited A/D 
converters is from the first stage since it should be equally power efficient irre-
spective of the targeted speed or resolution of the switched-capacitor circuit (as-
suming similar topologies, to a first-order approximation). The first stage of any 
A/D converter with a given resolution and bandwidth requires the same amount of 
analog power, whether it is oversampled or not. Since the sampling capacitor of an 
oversampled modulator is OSR times less than that of a Nyquist-rate pipeline A/D 
converter, the power required by the OTA of the oversampled modulator is OSR 
times less, but since the sampling frequency is OSR times more, the resulting power 
is equivalent.

When the power of subsequent stages is included, the more power efficient archi-
tectures are those with a lower input-referred noise from later stages. Generally, ΣΔ 
modulators will have lower input-referred noise from later stages when compared 
to pipeline A/D converters since the noise from subsequent stages is input-referred 
through integrators rather than gain stages. Figure 10 shows the input-referred noise 
through a gain stage and an integrating stage. At an OSR of 3 the two gains are the 
same, but the total input-referred noise is the area under the curves in the signal 
band and is less in the integrator/ΣΔ case. However, other input-referred parameters 
such as linearity, settling accuracy, etc. are no different at an OSR of 3 because they 
must be designed for the worst case at the signal band edge, resulting in the same 
requirements for both a pipeline A/D converter and a ΣΔ modulator.

As an example, if an 8th-order input feed-forward MASH ΣΔ with an OSR of 3 
is compared against a 10-stage, 1.5-bit/stage pipeline A/D converter operating at the 
same sampling frequency with the same OSR of 3, then both A/D converters will 

Fig. 9  Output spectrum 
of an 8th-order MASH ΣΔ 
(NBW =  3.7 ×  10−4)
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have 66–67 dB of SQN while the required analog circuitry for these architectures 
is similar (although the pipeline A/D converter has two extra stages at the end). It 
is assumed that the pipeline A/D converter can do without the input S/H, a fair as-
sumption given that the input feed-forward MASH ΣΔ has no S/H and should be 
similarly reliant on the matching of both input paths. If the design is such that the 
second and third stages are 2 times smaller than the first stage, and the fifth to last 
stages are eight times smaller, then for the same input-referred noise the pipeline 
A/D converter consumes 60% more power. If the first stage is normalized to a size 
of 1, the total size of the pipeline A/D converter is 2.875 while the total size of the 
MASH ΣΔ modulator is 2.625. With the first stage input-referred noise normalized 
to 1 (with no oversampling), the total input-referred noise from the 10-stage pipe-
line is 0.597 while the input-referred noise from the 8-stage MASH ΣΔ is 0.408. 
The input-referred noise of the pipeline A/D converter is 46% more, and taking into 
account the extra 10% power for the two extra stages, the total additional power of 
the pipeline A/D converter is 60%.

The assumption that the first stage power will be the same assumes a similar 
clocking scheme. However, the MASH ΣΔ architecture has the flexibility to use 
full-period delaying integrators with each stage clocked on φ1. On the contrary, 
pipeline A/D converters are constrained to using half-delaying gain stages since 
a half clock cycle is needed to reset the previous value on the gain stage (i.e., odd 
stages of the pipeline sample on φ1, even stages of the pipeline sample on φ2). Half-
delaying gain stages are power inefficient when the subsequent stage has a similarly 
sized capacitor because the subsequent stage loads the current stage while it is in the 
amplifying/integrating phase, and this the phase typically limits the OTA bandwidth 
since power efficient designs have a switch resistance that is smaller than 1/Gm of 
the OTA. To charge the subsequent stage’s sampling capacitance, extra current must 
be drawn from the amplifier, resulting in a larger amplifier. Also, a larger amplifier 
causes a reduced feedback factor β, further increasing the amplifier size for a given 
settling time constant.

Comparing the same 1.5 bit/stage pipeline A/D converter against the architectur-
ally similar 8th-order MASH ΣΔ, the power savings from full-delaying gain stages 
instead of half-delaying gain stages can be seen. As shown in Fig. 11, during the am-

Fig. 10  Input-referred noise 
comparison between a gain 
and integrator stage
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plification/integrating phase the 3-dB frequency is ω3 dB = βGm/CL,eff where β = C2/
(C1 + C2 + CIN) and for the half-delaying pipeline gain stage

 (2)

while for the full-delaying ΣΔ integrating stage

 (3)

With C1 = 2C2 (for a 1.5-bit/stage design, or an integrator with a gain of 2), the ef-
fective load capacitance CL,eff and OTA power of the delaying stage is 2.5 times less 
than that of the non-delaying stage for the same ω3 dB assuming CIN = 0. For increas-
ing values of CIN the disparity becomes larger because the non-delaying stage has a 
larger OTA than the delaying stage, resulting in larger CIN, smaller β, and decreased 
OTA efficiency.

It may be considered unrealistic to assume that the ΣΔ stage has no load capaci-
tance on the amplifying phase. However, even if a capacitance equal to 20% of the 
feedback capacitance C2 is added as a parasitic capacitance, it still consumes less 
than half the power of the pipeline OTA for the same ω3 dB.

A couple architectural improvements can be used to improve the power effi-
ciency of a pipeline A/D converter. A pipeline gain stage has improved power ef-
ficiency with a precision gain stage since it has a reduced feedback factor and load 
capacitance in the amplification phase [11]. This is shown in Fig. 12 where β = 
C2/(2C2 + CIN) and

 (4)

The resulting power is only 50% more with the same ω3 dB when compared to the 
delaying integrators of the ΣΔ modulator.

CL,eff = C1/2 + C2(C1 + CIN)/(C1 + C2 + CIN)

CL,eff = C2(C1 + CIN)/(C1 + C2 + CIN).

CL,eff = C2 + C2(C2 + CIN)/(2C2 + CIN)

Fig. 11  Comparison of non-delaying and delaying stages. a Non-delaying stage (for a pipeline 
A/D converter). b Delaying stage (for a ∑Δ modulator)
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Other alternatives include powering down the OTA in the sampling phase using 
the switched-opamp technique [12], or sharing it with a parallel structure [13]. A 
further improvement uses the switched-opamp technique while reducing the am-
plifier loading by using the feedback capacitor of the current stage as the sam-
pling capacitor for the subsequent stage [14]. With these techniques roughly half 
the power is required for the same ω3 dB (except for [14] which has the potential to 
make further improvements). These techniques are necessary to keep the pipeline 
A/D converter’s power efficiency similar to that which is inherent in the MASH ΣΔ 
architecture.

4  Incremental Data Converters

4.1   Comparison of Incremental and ΣΔ Converters

At low OSRs, incremental data converters have higher SQNRs than ΣΔ modula-
tors. The reason comes from the fact that the two converters operate on different 
principles, especially at low OSRs where the resetting nature of incremental data 
converters is more significant. A single-stage architecture has

 (5)

output levels while a cascaded architecture has

 (6)

output levels for an N-level quantizer, Lth-order converter, an OSR of M, and stable 
input range of α. The contrasting feature of incremental A/D converters when com-
pared to ΣΔ modulators is that for any non-zero value of L, M and N, the number of 
output levels will be one or more. Unlike ΣΔ modulators at low OSRs where noise-
shaping increases the total quantization noise power of the system, incremental A/D 

1 + α(N − 1)(M + L − 1)!/L!(M − 1)!

1 + α(N − 1)L(M + L − 1)!/L!(M − 1)!

Fig. 12  Precision delaying gain stage
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converters will always have a minimum resolution equal to the quantizer resolution, 
even at an OSR of 1.

Table 2 compares simulated SQNRs of a ΣΔ modulator and an incremental A/D 
converter at an OSR of 2, 4, 8 and 16 using an NTF of (1 − z−1)2 with a 2nd-order 
MASH architecture (with 3-level quantizers and an interstage gain of 2) as well as 
a 2nd-order single-stage architecture (with a 5-level quantizer). At a low OSR of 2 
and 4, the incremental A/D converter has a larger SQNR, while at an OSR of 8, the 
results are similar. At higher OSRs of 16 and above, the ΣΔ modulator has a larger 
SQNR. These results motivate the use of incremental A/D converters instead of ΣΔ 
modulators at lower OSRs.

As another example, Fig. 13 shows an SQNR comparison at increasing OSRs 
for an 8th-order cascaded ΣΔ modulator, an 8th-order cascaded incremental A/D 
converter, and an 8-stage pipeline A/D converter. Each stage has a 3-level quantizer 
so that the three converters are almost identical architecturally. As long as the OSR 
is less than 5.3, the incremental A/D converter has a higher SQNR than the other 
two architectures. Beyond an OSR of 5.3, the noise-shaping in a ΣΔ modulator out-
performs incremental A/D conversion.

Incremental A/D converters and ΣΔ modulators operate on different principles 
because the loop filter is reset and the input is held in an incremental converter. 
Since the incremental A/D converter has less noise than a ΣΔ modulator at an OSR 
of 1 due to the increased noise power from noise-shaping, it should not be sur-
prising that the incremental A/D converter outperforms the ΣΔ modulator up until 
the OSR where noise-shaping begins to improve the ΣΔ modulator’s resolution. 

Table 2  Comparison of ΣΔ and incremental A/D converters at low OSRs
OSR Incremental ΣΔ

MASH (dB) Single-stage (dB) MASH (dB) Single-stage (dB)
2 26 24 17 11
4 35 33 31 25
8 46 44 46 40
16 57 54 59 56

Very Low OSR Sigma-Delta Converters

Fig. 13  Simulated SQNR 
vs. OSR for three different 
architectures
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Another reason for the increased resolution of an incremental A/D converter at low 
OSRs is the larger allowable signal amplitudes. Since an incremental A/D converter 
resets after OSR clock cycles, the memory of previous conversions is lost, and thus 
a sustained large signal has only OSR clock cycles to accumulate in the integrator 
to overload the quantizer. Therefore, while a ΣΔ limits the signal amplitude at low 
OSRs as it would at high OSRs, an incremental A/D converter at low OSRs allows 
larger signal amplitudes than at high OSRs since there are fewer cycles for the 
signal to accumulate. This can contribute a few extra dB of resolution as the OSR 
is lowered.

At an OSR of 3 (with 3-level quantizers), these three architectures can also be 
compared while varying the number of (1st-order) stages. The results are shown in 
Fig. 14. At this OSR the incremental A/D converter outperforms the ΣΔ modulator 
and pipeline A/D converter.

4.2   Pipeline Equivalency

As pointed out in the previous section, even with an OSR of 1, the incremental A/D 
converter still resolves the input signal with the internal quantizer. If a cascaded 
incremental A/D converter is used, Eq. 6 predicts 1 + α(N − 1)L output levels for 
an Lth-order converter with N-level quantizers. This is identical to the resolution 
of an L-stage pipeline A/D converter with N-level internal quantizers. In fact, when 

Fig. 14  Simulated SQNR vs. Number of Stages at an OSR of 3
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the incremental A/D converter has an OSR of 1, it is effectively a pipeline A/D 
converter.

More specifically, an input-feedfoward cascaded incremental A/D converter can 
be thought of as a pipeline A/D converter where the OSR determines how frequent-
ly resetting is performed. Architecturally the two are almost identical; the main 
difference lies in designing a gain stage or an integrating stage. A single stage of 
both architectures is shown Fig. 15 and they are almost identical. The incremental 
A/D converter stage uses a resetting integrator while the pipeline A/D converter 
uses a gain stage which is effectively an integrator that resets on every clock cycle 
φ r,g. Also, the addition at the quantizer input in the incremental converter occurs on 
all clock cycles except for the resetting phase φ r,i. This is also true for the pipeline 
converter stage, but since it resets on every clock cycle, this addition is never per-
formed.

At the circuit level, a resetting gain stage and a resetting integrating stage are 
shown in Fig. 16. The gain stage clock φ r,g resets on φ1, while the integrator clock φ r,i 
resets on φ1, but only every Mth clock cycle (for an OSR of M). Aside from a couple 
switches, the only difference lies in the resetting sequence. With the same C1 and C2 
(a reasonable assumption since C1 determines the thermal noise, and C2 controls the 
gain), both OTAs would be designed almost identically.

Fig. 15  Similarity of a pipe-
line stage and an incremental 
stage. a Resetting gain stage. 
b Resetting integrating stage

A/D

D/A

D
OUT

V
OUT

+
–

V
IN

3-level

2

z – 1

1/2

φ
r,g

φ
r,g

a

A/D

D/A

D
OUT

V
OUT

++
–

V
IN

3-level

2

z – 1

1/2

φ
r,i

φ
r,i

b

Very Low OSR Sigma-Delta Converters

                  

Fig. 16  Circuit-level similarity of a pipeline stage and an incremental stage. a Resetting gain 
stage. b Resetting integrating stage
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4.3   Removing the Input S/H

An incremental A/D converter ideally requires an accurate S/H circuit on the input. 
The design of this block can be difficult, especially when trying to achieve better 
than 10-bit performance. A S/H circuit also costs extra power since an extra circuit 
is needed, and this circuit contributes more noise to the entire A/D converter, requir-
ing increased power in the rest of the converter to lower the total noise. Removing 
the S/H results in a modified STF which causes some high-frequency attenuation. 
This can be understood by analyzing a 1st-order converter and extending the result 
to higher-order converters.

In a single-bit 1st-order incremental A/D converter it will be shown that the out-
put of one conversion will always be the same as long as the average of the input 
for that conversion is constant (assuming no quantizer overload). For an input VIN, 
assuming an input feed-forward architecture, the input to the quantizer after the first 
M clock cycles will be

 (7)

If it is assumed that the converter is operating within the converter input range 
where the quantizer is not overloaded, then −2VREF < VQ[M] < 2VREF. This also 
means that if the last sample D1[M] is included in the inequality,

 (8)

which is equivalent to

 (9)

For a given sum of inputs throughout the M cycles 
∑

M

i=1
VIN [i] , there is a unique 

sum of digital outputs DOUT =
∑

M

i=1
D1 [i]  that will keep Eq. 9 bounded with-

in VREF. As long as 
∑

M

i=1
VIN [i]  is constant, DOUT will be constant. Since DOUT 

is simply the final digital output of the incremental A/D converter after going 
through the accumulating decimation filter, this will be a unique digital output as 
long as the sum of the inputs VIN[i] is constant (which is equivalent to keeping the 
average of the input samples constant). If the input of the 1st-order incremental 
A/D converter is averaged and then passed through a S/H, this system will be 
identical to one where a moving input enters the system with no S/H since the 
output is only a function of the sum. So the incremental A/D converter with a mov-
ing input can be modeled as a typical incremental A/D converter where the S/H is 
preceded by an averaging filter G(z), as shown in Fig. 17. This provides a direct 
way to analyze the effect of the moving input on an incremental A/D converter 
using the filter G(z).

VQ [M] =

∑M

i=1
VIN [i] −

∑M−1

i=1
VREFD1 [i]

−VREF < VQ [M] − VREFD1 [M] < VREF

−VREF <

∑M

i=1
VIN [i] −

∑M

i=1
VREFD1 [i] < VREF.
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The filter G(z), while not explicitly present in the incremental A/D converter, 
effectively modifies the STF when the input S/H is removed. Depending on the 
modulator order, G(z) will have a different shape. The filter is of the form

 (10)

for a 1st-order incremental with an OSR of M. Figure 18 shows G(z) with an OSR 
of 3. Since the input signal is limited to fs/2OSR, the attenuation will be no larger 
than 3.52 dB at the signal band edge, represented by the vertical dotted line in 
Fig. 18. The filter is a digital sinc filter similar to what is seen in a dual-slope A/D 
converter (which inherently has no S/H). While input signals between fs/2OSR and 
fs/2 will still alias back into the signal band, they will be attenuated according to the 
STF shown in Fig. 18.

The discussion can be extended to find STFs of higher-order converters with 
removed S/H blocks. For these architectures the STF is a weighted sum of inputs 
VIN[i] that are held constant, resulting in a more complicated filter G(z) that is a 

G(z) =
(

1 + z−1
+ z−2

+ · · · + z−(M−1)
)

/M

Fig. 17  Incremental converter with no S/H, and its equivalent model with a S/H
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weighted average of the inputs. The resulting equivalent filter G(z) for a 2nd-order 
incremental A/D converter with a moving input is

 (11)

The STF of this incremental A/D converter for an OSR of 3 is also shown in Fig. 18. 
The attenuation is 2.78 dB at the signal band edge. The attenuation at the signal 
band edge is less and will continue to reduce for higher-order incremental A/D con-
verters with the input S/H removed.

To maintain a unity-gain in the signal band an additional digital filter can be add-
ed which is equal to the inverse of G(z) throughout the signal band. This increases 
the quantization or thermal noise towards the signal band edge but the total increase 
in noise is small since the majority of the noise is at lower frequencies and does not 
get amplified. For example, with the 1st-order converter of Fig. 18 at an OSR of 3 
the noise increases by only 1.05 dB, and this will be less for higher-order converters.

4.4   Sample Architecture

As has been discussed, high-order cascaded architectures are better suited to low 
OSR incremental A/D designs. A sample architecture is shown in Fig. 19 and is 

G(z) = 2(1 + 2z−1
+ 3z

−2
+ · · · + Mz−(M−1))/

(

M2
+ M

)

Fig. 19  Sample incremental A/D architecture
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almost identical to the ΣΔ architecture of Fig. 8. It is an 8th-order cascade of 1st-
order stages with 3-level quantizers and an OSR of 3. With the input S/H removed, 
the STF of the proposed architecture has a maximum attenuation of 0.97 dB at the 
signal band edge. This is relatively small and would likely be considered a worth-
while trade-off since the high power S/H is no longer needed. A sample plot of the 
downsampled spectrum is shown in Fig. 20. It has a peak SQNR of 83.5 dB, much 
larger than the 66 dB SQNR of the ΣΔ modulator.

5  Conclusions

In this paper it was shown that an 8th-order MASH ΣΔ modulator with an OSR of 3 
can be used for medium resolution data conversion using a cascade of 1st-order ΣΔ 
stages. They were also shown to be a viable alternative to pipeline A/D converters. 
Also, theory for designing incremental A/D converters at low OSRs was presented. 
It was shown that an incremental A/D converter has improved performance over a 
ΣΔ modulator at very low OSRs, and is equivalent to a pipeline A/D converter when 
oversampled by unity.
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1  Introduction

One of the major difficulties for analog circuit design in nanometer CMOS tech-
nologies is the design of OTAs. Nanoscale CMOS technologies have a low supply 
voltage and the transistors have a small output resistance. This makes it difficult to 
achieve high gain. For this purpose, cascodes are often used. However, with a low 
supply voltage, this limits the output swing. An alternative is to cascade multiple 
stages. However, this significantly increases power consumption as large compen-
sation capacitors are required for stability in feedback configurations.

A ΔΣ A/D converter has a noise-shaping filter to generate a different transfer 
function for the signal and for the quantization noise. This allows to push the quan-
tization noise out of the signal band and to increase the SNDR. This filter is often 
implemented using switched-capacitor techniques. In such a switched-capacitor 
noise-shaping filter, OTAs are required to create a virtual ground node, what allows 
transferring charge from one capacitor to another.

For such OTAs a large output swing is a necessity. This follows from thermal 
noise considerations. If the signal swing is halved, the signal power divides by four. 
Consequently, for the same SNR, the noise power must also be reduced with a fac-
tor of four. This requires making all capacitors four times larger [1]. Thus, for the 
same speed, the OTA needs four times more current. Therefore, in nanoscale CMOS 
technologies, which are already limited by a low supply voltage, it is mandatory to 
have signal swings as large as possible.

Specific methods to design OTAs in nanoscale CMOS technologies have been 
proposed. Current bleeding [2] and class A/B output stages [3] allow maintain-
ing reasonable power consumption. The use of body-driven transistors [4] allows 
lower supply voltages. However, this technique suffers from higher noise levels and 
lower transconductances. In [5], the OTA is replaced by inverters. The large offset 
is cancelled using auto-zeroing. However, to obtain sufficient gain, biasing in weak 
inversion is necessary, limiting the bandwidth.
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This paper discusses a technique to construct switched-capacitor filters without 
OTAs. The OTA is replaced by a comparator and a current source. As the gain and 
stability requirements are completely different, such a comparator-based switched-
capacitor (CBSC) is well suited for design in nanoscale CMOS technologies. 
Whereas this has been previously done for pipeline A/D converters [6–9], this paper 
focuses on the use of CBSC circuits for ΔΣ A/D converters.

Section 2 discusses the implementation of a CBSC switched-capacitor inte-
grator. The principle is explained and compared with an OTA-based implementa-
tion. In Sect. 3, the requirements for the comparator used in a CBSC integrator are 
derived. Section 4 discusses the requirements and implementation of the current 
sources needed in the integrators. In Sect. 5, a noise-shaping filter is constructed 
using CBSC integrators. An implementation of a fourth-order CBSC ΔΣ A/D con-
verter in a 1 V, 90 nm CMOS technology, together with the measurement results, is 
presented in Sect. 6. Finally, conclusions are drawn in Sect. 7.

2  Switched-Capacitor Integrator

In Fig. 1, a standard OTA-based integrator is shown. During the sampling phase 
(Φ1), the input voltage is sampled on Cs, while the integrated value is held on Ci. At 
the beginning of the integration phase (Φ2), charge redistribution between Cs and Ci 
takes place. The OTA will react by delivering current until Va is back at the virtual 
ground voltage. At that moment, all charge that was initially on Cs is transferred 
to Ci.

The gain of the OTA determines the accuracy of this charge transfer. The settling 
speed is determined by the ratio of the transconductance of the OTA ( gm) to the 
sampling capacitor ( Cs). For the design of ΔΣ A/D converters, the required gain and 
settling speed are often derived using behavioral models [1].

In an OTA-based implementation, the OTA will always work to bring both input 
voltages at the same level. However, for a switched-capacitor system this is not 

Fig. 1  An OTA-based integrator
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necessary. In order to have the correct transfer function, the OTA inputs only need to 
be at the same voltage at the end of the clock phase. The settling behavior during the 
clock phase has no importance. This is exploited in a CBSC system. With a current 
source, the output voltage is swept, until a comparator detects a threshold crossing 
of the input. Then, the current source is shut down so that the node voltages cannot 
change anymore.

Figure 2 shows three different possible implementations for a CBSC integra-
tor. Although they all implement the same transfer function, the sensitivity to non-
idealities is different. Compared to the OTA-based implementation, one switch less 
is needed. In an OTA-based implementation, that switch is necessary to prevent 
the OTA from discharging Ci during Φ1. For the CBSC implementations shown in 

Fig. 2  Different possible implementations of a CBSC integrator. a Two directional current source. 
b Precharge and single current source. c Precharge and double current source
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Fig. 2, the current sources are shut down during Φ1. Hence, the charge on Ci cannot 
change during Φ1.

The implementation shown in Fig. 2a uses two current sources. At the beginning 
of Φ2, charge redistribution between Cs, Ci and Cl takes place. Then, depending on 
the voltage at Va, the comparator activates one of the two current sources. This gives 
a linear rise or fall in the voltage at the input and output of the comparator. When 
both input voltages cross, the comparator shuts down the current source and all volt-
ages remain at the same level.

Functionally, this circuit is identical to an OTA-based integrator, only the set-
tling behavior is different. Whereas the OTA has to drive the filter capacitors, the 
comparator only has to steer the current source. So, the comparator can be made fast 
with low power consumption. The capacitors are efficiently charged using a current 
source. In this implementation, the current sources draw only the current necessary 
to change the integrated charge. There is no waste of charge.

However, this implementation is very sensitive to comparator delay. In a CBSC 
system, comparator delay leads to an overshoot of the output voltage. In this imple-
mentation, this overshoot is sometimes positive and sometimes negative, depending 
on which current source was activated. Moreover, if both current sources are not 
perfectly matched, one of the two overshoots will be larger.

In the implementation shown in Fig. 2b, the integration phase is split in two. 
First, a short precharge takes place. During this phase, the output is shorted to a low 
preset voltage ( Vp). As the total charge on node Va cannot change, the integrated 
value is not lost. By properly choosing Vp, it can be assured that Va will always be 
below the comparator threshold ( Vth) after the preset phase. Then, the current source 
is activated until the comparator detects a threshold crossing of its inputs. At that 
moment, Va = Vth and all charge is transferred to Ci. The current source is shut down 
and all voltages are held constant.

Overshoot due to a finite comparator delay still exists, but it is always the same 
fixed value. Consequently, it will give a DC offset, but no distortion. When imple-
menting this type of CBSC integrator, the voltage swing at Va has to be carefully 
analyzed. Depending on the integrator gain coefficient, the integrator input and out-
put swing and the preset voltage ( Vp), Va can fall below Vss during the preset phase. 
It must be ensured that no pn-junction of any switch becomes forwardly biased. 
This would leak charge away, resulting in a loss of the integrated value.

The implementation shown in Fig. 2c, further splits up the loading phase (Φ2l) 
[6]. First, a large current source is activated, leading to a swift change in the output 
voltage and a large overshoot. Then, a smaller current source is activated to correct 
the overshoot. Because of the small current source, a larger comparator delay can 
be allowed for the same overshoot. However, due to the requirements on non-over-
lapping clocks, this implementation is less suited for high sampling frequencies.

The CBSC integrators shown in Fig. 2 are single-ended. However, operation 
with differential signals is preferable. As it quadruples the signal swing and doubles 
the noise, all capacitors can be halved for the same SNR. Moreover, the A/D con-
verter becomes less susceptible to power supply and substrate noise. Figure 3 shows 
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two implementations of a CBSC integrator with preset that operate on differential 
signals.

The first implementation is fully-differential and has only one comparator. The 
two outputs are preset to opposite supply rails. Then, two different current sources 
are activated, making the two output voltages (and consequently the comparator in-
put voltages) evolving towards each other. When the two comparator input voltages 
cross, the current sources are turned off. Comparator delay ( td) causes the current 
sources to be on for a too long time. This results in a differential offset voltage at 
the output.

The second implementation, shown in Fig. 3b, is pseudo-differential. The two 
outputs are preset to the same voltage and identical current sources can be used to 
charge Ci. As a result, the comparator delay ( td) results in a common-mode offset 
of the output voltage. This can easily be corrected with a common-mode feedback 
circuit. Such a common-mode feedback can operate during the other clock phase (as 
shown in Fig. 3b). This only corrects the common-mode error on Ci, but in a cascade 
of integrators, Cl is the sampling capacitor of the next integrator. Consequently, the 
common-mode error on Cl is corrected by that integrator. Since the common-mode 
error does not accumulate on Cl, this poses no problem. The advantage of this ap-
proach is that an entire clock phase is available for this common-mode correction. 
This allows the use of small current sources, leading to a small residual error.

Fig. 3  Fully-differential and pseudo-differential implementation of a CBSC integrator with preset 
phase. a Fully-differential implementation. b Pseudo-differential implementation

Φ
1

Φ
1

Φ
1

Φ
1

Φ
1

Φ
2

Φ
1

Φ
1

Φ
1

Φ
1

Φ
2 Φ

2

Φ
2

Φ
2

Φ
2

Φ
2

Φ
2

Φ
2

Φ
2p

Φ
2p

Φ
2p

Φ
2p

Φ
2p

Φ
2l

Φ
1

Φ
2p

Φ
2l

V
a,+

V
a,+

V
a,+

V
o,+

V
o,–

V
o,+

V
o,–

V
o,+

V
o,–

V
o,–

V
cm

V
o,+

V
o,+

V
o,–

V
dd

V
o,–

V
cm

V
o,+

V
dd

V
a,–

V
a,–

V
a,–

V
a,+

V
a,–

C
s

C
s

C
s

C
s

C
i

C
i

C
i

C
i

–

+

–

+

–

+

I
cs

I
cs

I
cs

I
cs

C
l

C
l

C
l

C
l

CMFB

0

0

t

t

t
d

t
d

t
d

a

b

Comparator-Based Switched-Capacitor Delta-Sigma A/D Converters

                  



162

As a common-mode error is easier to correct than a differential error, the pseu-
do-differential implementation puts less stringent requirements on td. Therefore, its 
power consumption is not necessarily much higher than that of a fully-differential 
implementation.

3  CBSC: Comparator

This section discusses the impact of a non-ideal comparator. The comparator must 
translate an input threshold crossing into a change of its output logic value. There-
fore, it is called a threshold crossing detecting comparator (TCDC). This in contrast 
with a dynamic comparator as often used in the quantizer [2, 3]. Such a comparator 
must determine a logic value at a specified time instant. This section treats compara-
tor delay, comparator offset and comparator noise. In Sect. 3.4, a further simplifica-
tion of this comparator is explained.

3.1   Comparator Delay

Comparator delay ( td) results in an overshoot of the output voltage. This overshoot 
is given by (1). Ct is the total load capacitance during the integration phase, given by 
(2). For a single-ended or a fully-differential implementation, this overshoot results 
in a DC offset of the output signal. For a pseudo-differential implementation, the 
delay gives a common-mode error, which is easier to correct.

 (1)

 
(2)

A TCDC can be implemented by cascading several gain stages. Such a gain stage 
can be modeled with a finite gain A0 and a single pole at f0 = s0/(2π). Because the 
comparator acts in open loop, no stability issues arise when cascading multiple 
stages. The more stages used, the higher the total gain will be, but the delay from 
input to output also rises. However, the comparator does not need complete settling. 
The only important figure is the delay between an input threshold crossing and the 
moment that the comparator output flips. This delay is independent of the filter 
capacitors Cs and Ci. This is contrary to an OTA-based system, where settling is 
determined by Cs. The response of a single-pole stage on a constant slope input is 
given by (with Ĳ = 1/s0):

 (3)

Vov,o =
Ics

Ct

td

Ct =
Cs · Ci

Cs + Ci

+ Cl

Vo(t) = A0

dVa(t)

dt

(

t − τ
(

1 − e−t/τ
))
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The stage output voltage rises with the stage gain times the input slope, corrected 
for the effect of the pole. Consequently, if two stages are cascaded the output will 
rise with ( A0)

2 times the input slope. Because this leads to a faster changing output 
voltage, cascading more stages can result in a quicker transition of the comparator 
output voltage.

In Fig. 4, the behavior of a TCDC composed of three single-pole gain stages is 
simulated. Each stage has a gain of 20 dB and an input slope of 50 mV/Ĳ is applied. 
The outputs are clipped between −1 V and +1 V. For this input slope, the output of 
the second stage is the fastest to complete the low to high transition. This transition 
happens in less than 2Ĳ after the input threshold crossing. The third stage does not 
offer an additional benefit as the output slope of the second stage is already limited 
by its own time constant.

3.2   Comparator Offset

A comparator with a differential pair input has an offset due to mismatch of the 
two input transistors. This offset will alter the moment of the threshold detection, 
leading to a change in the duration that the current source is activated. The effect 
of an input referred offset voltage ( Vos) on the final integrator output voltage can be 
calculated:

 (4)

In a pseudo-differential implementation, both comparators have an offset. This re-
sults in a common-mode effect and a differential effect on the output voltage. In a 
good design, transistor matching can be made fairly accurate, making the effect of 

�Vo =
Cs + Ci

Ci

Vos

Fig. 4  A TCDC composed of three cascaded gain stages and the response to a constant slope input 
signal
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offset much smaller than the effect of delay. If nevertheless the differential error is 
too large, auto-zeroing or chopping techniques can be introduced [10].

3.3   Comparator Noise

The noise of the comparator will influence the moment of the threshold crossing 
detection. If the comparator noise is represented as an input referred voltage source, 
the threshold level becomes noisy, resulting in variation of the moment that the 
comparator detects a threshold crossing. This is equivalent to jitter on the compara-
tor delay.

For a CBSC system that operates with a preset phase and a shut down of the cur-
rent sources in less than a few time constants, non-stationary noise analysis needs 
to be applied [6, 7]. After the preset, the comparator current noise starts to integrate 
until the moment that the current source is shut down.

For a comparator composed of a cascade of gain stages, only the noise of the 
first stage is of importance. The input referred noise of the subsequent stages is 
suppressed by the first stage gain. Consequently, the other stages can be modeled as 
an ideal TCDC. The output voltage noise power of the first stage (with transconduc-
tance gm and noise excess factor γ) results from the integration of its white current 
noise on its output capacitor ( Cout):

 (5)

To calculate the equivalent input referred noise, the noise gain of the stage has 
to be calculated. The noise results in jitter on the comparator threshold detection 
moment. The amount of jitter is determined by the output slope of the gain stage. 
Consequently, the noise gain is the ratio of the output slope of the first stage (given 
by the derivative of (3)) to its input slope. This output slope rises with time. For t < 
Ĳ, the noise gain becomes:

 (6)

From this, the equivalent input referred noise power at moment of the threshold 
crossing ( td) results:

 (7)

Because the noise gain rises with time, the input referred noise of the comparator 
becomes lower with a larger comparator delay. However, the overshoot increases 
and the current source noise becomes higher for a larger td, as shown in Sect. 4.3. 
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Consequently, for a CBSC implementation with a small current source, as shown 
in Fig. 2c, a large comparator delay can be advantageous [6]. When larger current 
sources are used, it is best to minimize the comparator delay.

3.4   Zero-Crossing Based Implementation

For all integrator implementations shown in Fig. 2, the input of the comparator is a 
constant slope voltage ramp. The comparator itself has to detect when this voltage 
crosses a certain threshold voltage. For this function, a general purpose comparator 
is not always required. A very simple implementation is using the VT of a single 
transistor, leading to a zero-crossing based implementation [7–9].

An integrator with preset phase using a single transistor zero-crossing detector 
is shown in Fig. 5. Transistor M2 is biased with Vb, chosen such that it guarantees 
that the current source remains turned on as long as Va is low. When Va crosses the 
threshold voltage VT of M1, M1 starts conducting, pulling down Vc, until the current 
source shuts down. During Φ1, Vb can be connected to Vdd, so that there is no static 
power consumption during this clock phase. Because of this simple structure, the 
power consumption can be lower than when a multiple gain stage comparator is 
used. Due to the simple architecture, the noise excess factor Ȗ in (7) is also smaller.

The disadvantage of this technique is that the threshold crossing voltage now 
depends on transistor parameters. These change with technology, temperature and 
process variations and result in a DC offset. Consequently, techniques to reduce this 
offset need to be applied [9, 10]. Also, at the threshold crossing point, the gain of 
the zero-crossing detector will be relatively low in nanoscale CMOS technologies. 
This results in a slow transition edge at Vc, possibly leading to a gradual lowering of 
Ics instead of an ideal on/off behavior.

Fig. 5  A zero-crossing based switched-capacitor integrator
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4  CBSC: Current Source

In this section the requirements for the current source are discussed. This comprises 
the sizing, the output resistance and the effect of noise. In Sect. 4.4 different imple-
mentations with a high output resistance and high output swing are discussed.

4.1   Current Source Sizing

The current delivered by the current sources is best chosen as low as possible. The 
lower the current, the higher the allowed comparator delay for the same overshoot 
voltage (1). The minimum value is determined by the charge the current source 
must deliver in the worst case scenario. For a CBSC integrator with a preset of the 
output to Vp, this results in the following condition:

 (8) 

4.2   Current Source Output Resistance

A real current source has a finite output impedance. This makes the delivered cur-
rent dependent on the output voltage. For a current source modeled as (9), the over-
shoot given by (1) changes into (10).

 (9)

 (10)

The first term of (10) results in a constant DC offset of the output. The second 
term makes the overshoot signal dependent, resulting in a non-constant error. To 
minimize this effect, the current source should have a large output resistance. The 
smaller td, the smaller the effect of the signal dependent overshoot.

4.3   Current Source Noise

The noise from the current source results in a random walk noise voltage on the in-
tegrator output. After the preset, the current source starts charging the output capaci-
tors. Variations in the charging current due to noise, lead to a voltage noise which 
grows larger with time.

Ics ≥
Ct

(

Vo,max − Vp

)

t�2l

Ics = Ics,0 +
Vo

Rcs

Vo,ov =
Ics,0

Ct

td

(

1 +
Vo

Ics,0Rcs

)
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Only the part of this noise during the comparator delay ( td) is of importance. 
In the beginning when the current source is turned on, its noise will change the 
threshold detection moment but this does not result in errors on the integrated value. 
Consequently, only the noise during the time between the threshold crossing and 
the moment the comparator shuts down the current source influences the integrated 
voltage. For a white current noise with power spectral density Scs(  f ), the input re-
ferred voltage noise power is given by:

 (11)

The noise of the current source increases with the comparator delay. Therefore, 
only when a small current source, with a low Scs(  f ) is used, it is beneficial to use a 
slow comparator. If, for a given comparator delay, the noise of the current source is 
too large, it can be decreased by increasing Ct. This follows from the fact that the 
required current source size (8) rises linearly with Ct, whereas the noise drops with 
the square of Ct. However, increasing Ct increases the power consumption.

4.4   High Output Swing Implementation

A high output resistance of the current source is preferable against signal depen-
dent overshoot. In a nanoscale CMOS technology, this means that cascoded current 
sources are required. However, to keep both the current source transistor and the 
cascode transistor in saturation, the output voltage swing seriously reduces. This 
can be anticipated by driving the current source from a higher than nominal supply 
voltage ( Vdd,up). Figure 6 shows four different implementations of this principle.

The implementation shown in Fig. 6a is the most straightforward solution. The 
gates of the current source and the biasing transistor are kept at their biasing volt-
age and an additional series switch is added. This works fine when no high sup-
ply voltage is used. However, if Vdd,up > Vdd + VTp, the current source cannot be shut 
down. This can be solved by switching the gate of the switch transistor between 
Vss and Vdd,up. However, in that case the gate-drain voltage of the switch transis-
tor exceeds the nominal supply voltage when the switch is open, causing reliabil-
ity problems. By switching the gate of the cascode transistor, the additional series 
switch is not needed anymore (Fig. 6b). However, the problems for turning off the 
current source remain. Figure 6c, d show two implementations that function cor-
rectly. Both perform the switching at the gate of the current source transistor. As 
long as Vdd,up < 2Vdd, the biasing voltages can be set in such a way that no voltage 
across two transistor terminals exceeds Vdd. This ensures reliable operation without 
the need for thick-oxide transistors. The advantage of the implementation shown 
in Fig. 6c is that the current can be accurately controlled thanks to the biasing net-
work. However, to turn on the current source, the charge at its gate capacitor must 
be drained by the biasing current source. This results in slow operation or requires 
a large biasing current. In the implementation shown in Fig. 6d, the current source 
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transistor switches between two supply voltages. This allows very fast operation. 
The disadvantage is that the transistor performs a voltage to current conversion and 
hence Iout is determined by transistor parameters. Small deviations in one of the 
two supply voltages result in large variations of this current. Therefore, sufficient 
bypassing capacitance is required between the two supply voltages.

5  CBSC Noise-Shaping Filter

By cascading n integrators an nth-order noise-shaping filter is obtained. All dis-
cussed CBSC integrators are half delay integrators. The output of one integra-
tor must be sampled on the sampling capacitor of the next integrator during the 

Fig. 6  Different implementations for a cascoded, high output swing current source, driven from 
a higher than nominal supply voltage. a Additional series switch. b Switching cascode biasing. c 
Switching current source biasing. d Switching current source
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integration phase of the former. This is because the CBSC topology only makes 
a virtual ground when the current source has been activated and does not try to 
maintain it. Therefore, the circuit configuration may not be altered after the current 
sources are shut down without reactivating them again. Using half delay integra-
tors does not necessarily degrade the noise-shaping transfer function, so this is no 
problem [11].

Feed-forward noise-shaping filters are currently very popular. They are less sen-
sitive to non-linearities of the filter components, because the filter loop processes 
only quantization noise [12]. This technique requires an analog adder before the 
quantizer. For single-bit ΔΣ A/D converters, this adder can be implemented passive-
ly using switched-capacitors [13]. However, such an adder creates a feed-through 
path from one integrator output to another integrator output. For an OTA-based 
integrator implementation, this is no problem, as each OTA continuously forces the 
virtual ground condition at its input. However, in a CBSC implementation this is not 
true anymore. Each integrator will turn off its current source at a different time. The 
integrators still operating after the first one has reached the virtual ground condition 
will influence this ones output and virtual ground node. As a result, the integrated 
value on this integrator will become corrupted. Moreover, when using half delay 
integrators, the implementation of this adder requires the addition of analog half 
delay elements. This requires additional comparators and current sources, increas-
ing the power consumption.

For these reasons, feed-back noise-shaping filters composed of half delay inte-
grators are preferable for a CBSC implementation.

The sizing of the filter capacitors is determined by the required thermal noise 
floor. In a ΔΣ A/D converter, only the noise inside the signal band is of importance. 
The remainder is filtered out by the digital decimation filter after quantization. 
Consequently, when the total noise power is calculated, only a fraction (1/OSR) 
of it remains. As the input referred noise of all but the first integrator undergoes 
noise-shaping, the noise of the first integrator is the most important [1]. Besides the 
comparator and the current source, the series resistance of the switches forms an 
additional noise source. During the integration phase, the contribution is similar as 
that of the comparator. When designing, the switch resistance can be made small, 
so that its noise contribution can be neglected compared to the comparator noise. 
During the sampling phase, the switch results in noise. As, for good settling, the RC 
time constant is much smaller than the clock period, stationary noise analysis can 
be used. The resulting noise power is given by:

 (12)

If the noise from the reference voltages and the preset voltage is neglected, the SNR 
due to thermal noise can be calculated. The total input referred noise power is found 
by adding (7), (11) and (12). Dividing by the OSR gives the total in-band noise 
power. The maximum signal power is determined by the reference voltage ( Vref) 

NR,eq =
kT

Cs
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and the overload level ( τL) of the noise-shaping filter topology. For a (pseudo-)
differential implementation, this results in:

 (13)

Consequently, a possible design strategy is as follows. The noise from the switches 
(12) can be set low enough by properly choosing the filter capacitors. The com-
parator noise (7) is determined by its gm and delay ( td). When both are fixed, the 
noise from the current source can be calculated (11). If this noise power is too 
high, the comparator delay should be reduced or the filter capacitors need to be 
increased. The first solution requires more current for the comparator (its gm needs 
to be increased in order not to increase its noise contribution). The second solution 
increases the current consumed by the current sources.

6  A CBSC Delta-Sigma A/D Converter in 90 nm CMOS

In this section the design and measurements of a CBSC ΔΣ A/D converter is de-
scribed. It uses integrators with a preset phase and a single current source. The 
integrators are implemented pseudo-differentially as this allows operating with dif-
ferential signals while minimizing the requirements for the comparator delay.

A fourth-order noise-shaping filter with a single-bit quantizer is implemented. 
A feed-back topology with four half delay integrators is used, as shown in Fig. 7. 
The filter coefficients are chosen for stability and a suitable output voltage swing 
for each integrator.

The transistor level implementation of the used integrators is shown in Fig. 8. 
The shown implementation integrates during Φ2. For each consecutive integrator, 
the clock phases have to be swapped. The two TCDC1 comparators form the pseu-
do-differential implementation. A current source as shown in Fig. 6d is used. This 
combines a large output swing with a high output resistance. By switching the gate 
of the current source transistor, a fast turn-on and turn-off behavior is obtained. As 
this gate signal needs to switch between Vdd and Vdd,up, a level-shifter is necessary. 
This is realized by precharging a capacitor during the sampling phase and connect-
ing it in series with the comparator output during Φ2.

SNRth,diff =

(

2 · OL · Vref

)2

2

OSR

2
(

Ncomp + Ncs + NR,eq

)

Fig. 7  A fourth-order feed-back noise-shaping filter with half delay integrators
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The third comparator, TCDC2, is used for the common-mode correction. Dur-
ing the integration phase, both output voltages are sampled on the Ccm capacitors. 
During the next clock phase, both Ccm capacitors are shorted together, leading 
to a value for the common-mode voltage. As the integration phase used current 
sources to charge the output, the sampled common-mode voltage will always be 

Fig. 8  Circuit level implementation of the CBSC integrator

Φ
2

Φ
2

Φ
2

Φ
1

Φ
1

Φ
2

Φ
2

Φ
2

Φ
2

Φ
2

Φ
1

Φ
1

Φ
1

Φ
1l,do

Φ
2l,do

Φ
2l

Φ
1

Φ
1l

Φ
2l,up

Φ
2pΦ

1

C
s

C
i

V
dd,up

V
dd,up

V
dd

V
dd

V
dd

V
dd

V
dd

V
dd

V
dd

V
c,p

Φ
1l,up

Φ
2l,up

Φ
1l

Φ
1l,up

Φ
2p

V
ss

V
ss,do

V
ss,do

V
ss,do

V
ss,do

V
ss

V
ss V

ss

V
ss+V

ref
 –V

ref
V

cm
V

cm

C
cm

V
c,n

V
c,n

V
c,n

V
cm

C
cm

V
ss

TCDC1

–

+

TCDC2

–

+

TCDC1

+

–

V
c,p

Vss

V
ss

+V
ref

–V
ref

V
cm

V
cm

C
s

C
i

Comparator-Based Switched-Capacitor Delta-Sigma A/D Converters

                  



172

too high due to the finite delay of the TCDC1 comparators. Discharging current 
sources are then activated until TCDC2 detects a threshold crossing. At that mo-
ment, the common-mode voltage is at the desired level. Because an entire clock 
phase is available for this common-mode correction, small current sources can 
be used, leading to a small remaining error. The accuracy of the common-mode 
correction is determined by the matching between the capacitors Ci and Ccm and 
between the different current sources. These current sources are cascoded and 
connected to a low supply voltage ( Vss,do) to improve their linearity. This com-
mon-mode feedback circuit corrects only the common-mode error across Ci. The 
common-mode error on the sampling capacitor of the next integrator is not cor-
rected. However, this is done during the common-mode correction phase of that 
integrator.

The transistor level implementation of the different comparators is shown in 
Fig. 9. All comparators in one integrator share the same biasing. Each comparator is 
composed of two gain stages followed by two inverters to restore the output levels. 
The first stage of the TCDC1 comparators is five times larger than the others, in 
order to have a low input referred noise power. For the TCDC2 comparator, this is 
not required, as its delay and noise only result in a common-mode error. The biasing 
current of the TCDC1 gain stages can be switched off, in order to save power dur-
ing the sampling phase of the integrator. The node voltages can reset to their normal 
biasing setting during the integrator preset phase. Each stage has a gain of about 

Fig. 9  Transistor level implementation of the TCDC comparators
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17 dB, while the first stage bandwidth is 630 MHz. The simulated comparator delay 
is 330 ps, which is less than 1.5Ĳ.

A photograph of the ΔΣ A/D converter implementation in a 1 V, 90 nm CMOS 
technology is shown in Fig. 10. The four integrators, quantizer and clock generation 
circuit occupy 0.33 mm2. The entire chip, including bonding pads and bypassing 
capacitors measures 1.5 mm by 1.1 mm. For measurements, this chip is bonded 
on a PCB. An external differential input signal and differential clock signal are ap-
plied. The output of the single-bit quantizer is captured with a logic analyzer and 
processed on a workstation.

The ΔΣ A/D converter is clocked at 96 MHz. For an OSR of 48, this results in 
a signal bandwidth of 1 MHz. Figure 11 shows the measured output spectrum for 
a 75 kHz sine input signal with an amplitude of 800 mVptp,diff. Figure 12 shows the 
measured SNR and SNDR when the input amplitude is swept. The dynamic range 
is 70 dB, while the peak SNDR is 66 dB. The ΔΣ A/D converter consumes 5.05 mW 
from the 1 V supply voltage. The noise-shaping filter capacitor charging current 
sources draw 0.55 mA from a 1.55 V supply voltage, while the common-mode cor-
rection current sources sink 0.12 mA in a −0.36 V supply voltage. This results in a 
total power consumption of 5.95 mW.

Fig. 10  Photograph of the implemented CBSC ΔΣ A/D converter
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These measurements are done without switching of the comparator biasing. 
When activating the comparator biasing switching, the SNDR drops to 63 dB. Be-
cause the current Ib in Fig. 9 was chosen small, the turn on behavior of the compara-
tors becomes too slow. Therefore, for these measurements the biasing current was 
increased. As a result, the power consumption from the 1 V supply voltage when 
comparator biasing switching is activated drops only to 3.8 mW.

The performance of this CBSC ΔΣ A/D converter is summarized in Table 1. With 
a FOM of 1.82 pJ/conv the measured performance is comparable with other state-
of-the-art 1 V ΔΣ A/D converters [2–4, 13].

Fig. 11  Measured output 
spectrum for a 75 kHz, 
800 mVptp sine input signal
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7  Conclusions

Comparator-based switched-capacitor circuits replace OTAs by comparators and 
current sources. This is advantageous for nanoscale CMOS technologies, which 
pose severe problems for high gain OTA design.

Different implementations of a CBSC integrator are discussed. A pseudo-dif-
ferential implementation with a preset phase and a single current source is most 
interesting for applications with high sampling frequencies. The pseudo-differential 
topology translates the effect of comparator delay into a common-mode error. This 
error can be corrected during the next clock phase. To integrate a current source 
with a high output resistance and a large integrator output swing, the use of a cas-
coded topology operating at a higher than nominal supply voltage is proposed.

To construct a noise-shaping filter, feed-back topologies are preferable. These 
are easily implementable with half delay integrators and do not suffer from possible 
parasitic feed-through paths from one integrator to another.

To demonstrate the feasibility of a CBSC ΔΣ A/D converter, an implementation 
in a 1 V, 90 nm CMOS technology is made. It implements a fourth-order noise-
shaping filter and operates at a sampling frequency of 96 MHz. For a signal band-
width of 1 MHz, a peak SNDR of 66 dB is obtained. The total power consumption 
is 5.94 mW.

Table 1  Performance summary of the implemented CBSC ΔΣ A/D converter
Without comparator biasing 
switching

With comparator biasing 
switching

Signal bandwidth 1 MHz 1 MHz
OSR 48 48
Sampling frequency 96 MHz 96 MHz
DR 70 dB 68 dB
SNR 68 dB 67 dB
SNDR 66 dB 63 dB
Technology 90 nm standard CMOS 90 nm standard CMOS
Core area 0.33 mm2 0.33 mm2

Vdd 1 V 1 V
Vdd,up 1.55 V 1.55 V
Vss,do −0.36 V −0.36 V
Input range 1 Vptp,diff 1 Vptp,diff
Overload level 0.75 0.75
Power consumption Vdd 5.05 mW 3.8 mW
Power consumption Vdd,up 0.85 mW 0.85 mW
Power consumption Vss,do 0.04 mW 0.04 mW
Total power consumption 5.94 mW 4.69 mW
Figure of Merit 1.82 pJ/conv 2.03 pJ/conv

Comparator-Based Switched-Capacitor Delta-Sigma A/D Converters
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1  Introduction

Continuous-time Sigma-Delta ADC structures have recently emerged as a promis-
ing candidate to achieve wide bandwidth and high SNDR analog-to-digital conver-
sion with reduced anti-alias filtering requirements compared to their discrete-time 
ADC counterparts [1–15, 16]. As shown in Fig. 1, a continuous-time Sigma-Delta 
ADC avoids front end sampling and instead utilizes a feedback loop that seeks to 
track the low frequency content of its input with the output of a DAC circuit. By 
clocking the DAC output at a high rate (i.e., oversampling the bandwidth of inter-
est), the effective tracking resolution can be made quite high at low frequencies so 
that a high SNDR is achieved for the ADC within the bandwidth of interest.

While the DAC structure is most simply implemented as a 1-bit structure, this 
choice will lead to very high oversampling ratios when seeking high SNDR and 
may prove to be impractical when high signal bandwidth is desired. With the advent 
of dynamic element matching techniques [17], there has been a growing trend to use 
multi-bit DAC circuits within continuous-time Sigma-Delta ADCs in order to lower 
such oversampling requirements and simplify stability analysis.

Assuming a multi-bit DAC is utilized, the quantizer must also have a multi-bit 
implementation as indicated in Fig. 1. To achieve a wideband ADC, the quantizer 
and DAC must be clocked at a high sample rate in order to provide an adequately 
high oversampling ratio. In order to achieve stable feedback dynamics, delay in the 
quantizer operation should be minimized.

In this chapter, we will focus on achieving efficient implementation of a multi-
bit quantizer using a voltage-controlled ring oscillator (VCO) [18, 19, 20–25]. We 
will show that the resulting structure can be viewed as an efficient combination 
of a Voltage-to-Time Converter (VTC) and Time-to-Digital Converter (TDC), and 
that it can achieve high sample rates with acceptable delay and relatively low area 
and power. However, a key drawback of the VCO-based quantizer is nonlinearity, 
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which can hamper the achievement of high SNDR. We will examine the impact of 
this nonlinearity, and then show that its influence can be largely removed by making 
use of phase rather than frequency as the key variable in the VCO-based quantizer 
output. Measured results of several 20 MHz bandwidth, continuous-time Sigma-
Delta ADC prototypes using VCO-based quantization are provided, where 67 dB 
SNDR is demonstrated for a simple 3rd order ADC structure using frequency as its 
key variable, and 78 dB SNDR for a more sophisticated 4th order ADC structure 
using phase as its key variable.

2  Background on VCO-Based Quantization

Time-to-Digital Converters (TDC) have recently become a topic of interest in 
achieving ADC implementations with higher digital content, thus enabling them 
to better leverage Moore’s law to achieve low power and area [26, 27]. As a per-
spective on this issue, we offer the viewpoint that VCO-based quantization can 
be considered as an efficient approach of achieving combined voltage-to-time and 
time-to-digital conversion. To explain this viewpoint, we will first review principles 
of time-to-digital conversion. We will then examine the VCO as a means of per-
forming voltage-to-time conversion (VTC). By combining the VTC with a TDC, 
a quantizer is created with voltage as its input and a digital code as its output. A 
simple model of the VCO-based quantizer is then presented which reveals its ability 
to perform noise shaping, and also indicates the performance impact of VCO phase 
noise and Kv nonlinearity. Finally, we summarize useful properties of the VCO-
based quantizer that make it an interesting candidate for use within continuous-time 
Sigma-Delta ADC structures.

Figure 2 displays a basic TDC that measures the time difference between edges 
of the input signals tin(t) and clk(t) in increments of time set by the delay per stage 
of a buffer chain. This TDC is a digital circuit that essentially performs the analog 
operation of quantizing a signal, but uses time as the signal domain rather than 
voltage or current. A digital quantizer has the attractive aspect of directly benefit-
ing from Moore’s law since area, power, and buffer delay (which corresponds to 
quantizer resolution) are steadily reducing with new CMOS processes. Due to these 
benefits, TDCs have recently become a subject of active research [28–33].

Fig. 1  A continuous-time 
Sigma-Delta ADC utilizing a 
multi-level quantizer
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Since an ADC must ultimately work with voltage signals, a TDC will not prove 
useful for this application unless there is some means of converting the voltage 
signal to a time-based signal. While many voltage-to-time converters are possible, 
one simple approach is shown in Fig. 3. Here a VCO is used to translate the input 
voltage into a series of edges whose period depends on that voltage. A TDC can then 
be used to measure the time difference between edges, which yields a digital output 
code that is proportional to the input voltage of the VCO. Therefore, the VCO and 
TDC combination provides a simple means of achieving an ADC. One should note 
that other methods also exist to perform voltage-to-time conversion [26, 27]. In 

Fig. 2  Time-to-digital converter based on a single delay chain
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comparison to these other techniques, the quantizer shown in Fig. 3 has the advan-
tage of providing a simple, highly digital implementation.

Unfortunately, the simplicity of the quantizer in Fig. 3 is also accompanied by a 
few shortcomings. Aside from issues of noise and nonlinearity, as we will discuss 
shortly, the TDC operates on edges in a manner which leads to non-uniform sampling 
of the input. This non-uniform sampling leads to distortion of the input signal. One 
way around this issue is to include a sampler in front of the overall quantizer [26], but 
this approach introduces extra analog complexity. A different approach is to use al-
gorithms to deal with the non-uniform sampling [27], but this introduces significant 
time delay in the quantizer which would not be suitable within a feedback system.

Figure 4 illustrates an interesting variation of the TDC quantizer implementation 
which yields a simpler design and reduces the impact of non-uniform sampling. 
Rather than constraining the ring oscillator output to only one of its stages, all of 
the stages of the ring oscillator are utilized by feeding their outputs directly into the 
registers of the TDC. By doing so, the TDC samples the phase state of the ring oscil-
lator at each clk edge rather than the time error between the output of one oscillator 
stage and a corresponding clk edge.

As shown in Fig. 4, the utilization of all of the ring oscillator stages leads to a 
much more uniform sampling of the input. To elaborate on this point, note that each 
oscillator delay stage essentially samples the input as an edge travels through it, 
and the time location of its edges are a function of the accumulative impact of input 
samples across all stages. Therefore, one can consider the time between edges of 
a given oscillator stage as a time window over which input samples are averaged. 
When only one oscillator edge is measured per TDC clk period, this time window 
shifts dramatically relative to the TDC clk edge. However, when all of the oscilla-
tor edges are utilized, the time window is much more aligned to the TDC clk edge, 
yielding more uniform sampling of the input.

Fig. 4  VCO-based quantizer seen as a combined ring oscillator and TDC
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Figure 5 displays an efficient high-speed implementation of the quantizer illus-
trated in Fig. 4 combined with additional digital processing logic [14, 18–19, 34]. 
Here the σ stages of a ring oscillator, whose frequency is controlled by the input 
voltage Vtune(t), are fed into a set of sampling registers that are clocked by the Ref(t) 
signal. The outputs of the sampling register are compared to their previous values 
using a set of XOR gates, and the number of resulting “1” values are added to form 
the overall output.

A simplified block diagram of the high-speed quantizer is shown in the top, right 
portion of Fig. 5. As shown by this diagram, the sampling registers form a quantizer, 
and the XOR gates perform a first order difference operation based on the constraint 
that the VCO phase is always increasing [14].

Finally, a frequency domain model of the high-speed quantizer is shown in the 
bottom, right portion of Fig. 5. This model illustrates that the VCO acts to translate 
the input voltage to a phase signal which is sampled and quantized by the register. 
The first order difference operation of the XOR gate converts the quantized VCO 
phase to a corresponding frequency signal. A key benefit of the first order differ-
ence operation is that it provides noise shaping of both the VCO phase noise and 
the quantizer error introduced by the sampling register. As such, VCO phase noise 
ends up dominating at low frequencies and quantization noise ends up dominating 
at high frequencies. Unfortunately, the model also points out that a practical VCO-
based quantizer suffers from nonlinearity in its voltage-to-frequency characteristic. 
As we will see, the impact of such nonlinearity presents an obstacle when seeking 
an ADC with high SNDR.

Figure 6 reveals additional details of the high-speed VCO-based quantizer’s 
operation over several Ref clock periods. The quantizer output corresponds to the 

Fig. 5  High speed VCO-based quantizer with accompanying models
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number of delay stages that an edge passes through within a given Ref clock period, 
as indicated by the shaded stages shown in Fig. 6. When Vtune increases the VCO 
frequency, edges travel through more delay stages in a given Ref clock period so 
that the instantaneous quantizer output increases in value. Vice versa, when Vtune 
decreases the VCO frequency, edges travel through fewer delay stages in a given 
Ref clock period so that the instantaneous quantizer output decreases in value.

Note that a key constraint on the high speed VCO-based quantizer structure is 
that the Ref clock must have sufficiently high frequency to avoid having VCO edges 
travel beyond σ delay stages within a given Ref clock period. If this condition is 
violated, the edge count measured during that Ref clock period will correspond to 
the true edge count modulus σ. While additional wrapping circuits can be added 
to correct for this issue, the added complexity, area, and power required for such 
circuits is undesirable.

A final point to observe from Fig. 6 is that the delay stages of the high speed 
VCO-based quantizer are visited by the edges in barrel shift fashion. As is well 
known in the ADC community, barrel shifting through elements has the effect of 
providing first order shaping of their mismatch [17]. The benefit of this property 
will be discussed later in this paper when we turn our attention to placement of the 
quantizer within the overall ADC structure.

We conclude our background discussion of VCO-based quantization by provid-
ing a simple comparison to more traditional analog flash quantizers. Figure 7 illus-
trates a classical analog flash converter which uses a resistor ladder to create incre-
mental voltage comparison values and pre-amplifiers and comparators to perform 
the quantization operation. The pre-amps reduce the impact of comparator offset, 
provide reverse isolation for clock feedthrough on the comparators, and improve the 
metastability behavior of the quantizer. However, the resistor ladder and pre-amps 
demand power and area, especially if high speed operation is desired.

Fig. 6  Barrel shifting property of VCO-based quantizer
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In contrast, a VCO-based quantizer is mostly digital in its implementation. Rath-
er than using a resistor ladder, incremental comparison values are formed in the 
time domain by the delay stages of the oscillator. Since the comparison signals 
consist of edges rather than voltage waveforms, simple inverters are utilized instead 
of pre-amps. Metastability behavior is not as significant of a concern since all ring 
oscillator stages will have outputs at supply or ground except for the stage in transi-
tion. Finally, as discussed earlier, the VCO-based quantizer offers noise shaping of 
its quantization error by virtue of the first order difference operation performed by 
the XOR gates. Also, the barrel shifting action that occurs through its elements leads 
to first order shaping of the mismatch between its stages. One should note that the 
classical analog quantizer lacks each of these noise shaping properties.

3  A First Pass at Utilizing VCO-Based Quantization 
Within Continuous-Time Sigma-Delta ADC Structures

Now that we have provided background on VCO-based quantization, we turn our 
attention to utilizing this circuit within a continuous-time Sigma-Delta ADC. At 
first glance, this is quite straightforward—we simply place the quantizer within the 
feedback loop of the ADC. However, as shown in Fig. 8, we can go one step further 
and connect the unit elements of the feedback DAC directly to the individual reg-
ister bits of the VCO-based quantizer. By doing so, we avoid the need to explicitly 
add the quantizer bits, thus saving digital logic in the quantizer implementation. 
Further, in this arrangement, the barrel shifting property of the VCO-based quan-
tizer is transferred to the unit elements of the DAC. This barrel shifting action leads 
to Dynamic Element Matching (DEM) of the DAC elements, which greatly reduces 
their matching requirements. As illustrated in Fig. 8, the DEM operation formed 
by the VCO quantizer is achieved implicitly with no extra hardware, no additional 
latency, and no extra power or area [35].

Fig. 7  Comparison of VCO-based quantizer to a classic analog flash quantizer
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In addition to its ability to provide an implicit DEM operation, we can also lever-
age the quantization noise shaping property of the VCO quantizer to further simplify 
the ADC implementation. To illustrate this point, Fig. 9 shows a simple continuous-
time ADC implementation that consists of a VCO-based quantizer, two feedback 
current DACs (IDAC1 and IDAC2), and a single opamp-based feedback circuit [14]. 
The open loop transfer function of this structure consists of one integrator and zero 
provided by the opamp feedback circuit, and a second lossy integrator formed by 
feeding the current of IDAC1 into capacitance at node VA. As such, this structure has 
second order dynamics, which would normally lead to second order noise shaping. 

Fig. 8  A continuous-time Sigma-Delta ADC using a VCO-based quantizer
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However, we in fact achieve third order noise shaping from this ADC topology due 
to the additional noise shaping provided by the VCO-based quantizer, thus showing 
the merit of VCO-based quantization for improved quantization noise performance.

To demonstrate the practicality of the ADC structure shown in Fig. 9, a proto-
type was implemented in 0.13 µ CMOS. The simplicity of this ADC allows a high 
sample rate of 973 MHz to be achieved with relatively low power consumption of 
40 mW and active area of 700 µm by 700 µm [14].

Figure 10 shows measured SNR and SNDR performance for the prototype as-
suming 20 MHz signal bandwidth and a 1 MHz input signal. Peak SNR approaches 
an impressive value of 75 dB for such a simple structure. Unfortunately, peak SNDR 
only reaches about 67 dB due to harmonic distortion caused by the Kv nonlinear-
ity of the VCO-based quantizer. This example reveals that we must overcome this 
nonlinearity issue to improve SNDR.

4  Overcoming the Issue of Nonlinearity  
in the VCO-Based Quantizer

The previous section outlined some of the key benefits of using a VCO-based quan-
tizer within a continuous-time Sigma-Delta ADC, including an increase in noise 
shaping order and a simple means of providing DEM of the unit elements in the 

Fig. 10  Measured SNR and SNDR performance of the ADC in Fig. 9 assuming 20 MHz signal 
bandwidth with 973 MHz sample rate
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DACs. However, it also pointed out a critical bottleneck to achieving high SNDR in 
the overall ADC—the nonlinearity of the voltage-to-frequency characteristic of the 
VCO-based quantizer. While one might consider increasing analog or digital com-
plexity to try to improve the linearity of the VCO voltage-to-frequency characteris-
tic, it is attractive to seek a solution that retains simplicity in the overall ADC design 
process. While digital calibration looks promising as a means to deal with such 
nonlinearity [36], long calibration times may be undesirable in many applications.

Figure 11 displays an architectural approach that provides substantial reduction 
of the impact of nonlinearity in the VCO-based quantizer by utilizing phase infor-
mation of the quantizer [15]. We begin by examining Fig. 11a, which displays the 
use of frequency as the key quantizer variable as assumed thus far in this chapter. A 
key insight is that in order to exercise the full range of the quantizer output, the full 
VCO frequency range must also be exercised. As such, the nonlinearity of the volt-

Fig. 11  Comparison of using Phase versus Frequency as the key variable of the VCO-based quan-
tizer. a Frequency as the key VCO-based quantizer variable. b Phase as the key VCO-based quan-
tizer variable
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age-to-frequency characteristic is fully encountered which leads to a corresponding 
loss in SNDR performance.

In contrast, Fig. 11b displays the use of phase as the key quantizer variable, 
which is achieved by slight rearrangement of the XOR comparison circuit and the 
inclusion of DAC feedback. As illustrated in the figure, the use of phase as the key 
quantizer variable allows the full range of the quantizer output to be exercised with 
only slight deviation at the VCO input. The reduction in input deviation is made 
possible by the integrating action of the VCO in translating input voltage to output 
phase. Since only a small range of the voltage-to-frequency characteristic of the 
VCO is utilized, the relative impact of the nonlinearity of that characteristic is dra-
matically reduced compared to when frequency is the key variable. As such, the use 
of VCO phase opens the door to achieving higher SNDR in the overall ADC. We 
will see that only modest increase in ADC implementation complexity is required 
to achieve this improved SNDR.

To illustrate the benefits of using phase as the key variable of the VCO-based 
quantizer, Fig. 12 shows FFT plots from behavioral simulations of quantization 
noise occurring in the two systems shown in Fig. 11 [15]. SNDR is calculated as-
suming a 20 MHz bandwidth, a −1 dBFS input signal at 2 MHz, a sample rate of 
1 GHz, and a 31-stage ring-VCO structure with Kv non-linearity modeled as a 4th 
order polynomial. As Fig. 12 reveals, using phase as the key variable suppresses 
harmonic distortion to the point where Kv non-linearity of the VCO is no longer the 
bottleneck to achieving high SNDR.

5  Striving for 80 dB SNDR with 20 MHz Bandwidth

Figure 12 reveals that from the standpoint of quantization noise, a first order struc-
ture such as shown in Fig. 11b is capable of SNDR values in the range of 66 dB with 
20 MHz bandwidth. When seeking to improve SNDR values to close to the 80 dB 

VCO-Based Wideband Continuous-Time Sigma-Delta Analog-to-Digital Converters

Fig. 12  Simulated spectra of systems in Fig. 11 which illustrate the dramatic reduction of har-
monic distortion by using phase as the key variable of the VCO-based quantizer. a Frequency as 
key variable. b Phase as key variable
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range, the quantization noise must be further reduced by increasing the oversam-
pling ratio or the order of noise shaping in the Sigma-Delta ADC, or both. However, 
the simulation results from Fig. 12 already assume 1 GHz sample rate—a further 
increase in the sample rate (i.e., oversampling ratio) is challenging without going 
to a more advanced fabrication process than the 0.13 µ CMOS node assumed in 
the work presented here. Therefore, we now discuss issues related to increasing the 
order of the noise shaping while using VCO-based quantization with phase as the 
key variable.

As we examine the issue of achieving higher order noise shaping ADC topolo-
gies when using a VCO-based quantizer, it is worthwhile to first examine some 
tradeoffs that occur between using phase versus frequency as the key variable. We 
previously discussed the benefits of first order shaping of quantization noise and the 
intrinsic DEM operation offered by a VCO-based quantizer with frequency as the 
key output signal. Unfortunately, we lose both of these benefits when using phase 
as the key output signal due to the removal of the first order difference operation. 
However, using phase as the key output variable does have the advantage of pro-
viding an integrator with infinite gain at DC since phase is, in an ideal sense, the 
integral of frequency. An infinite DC gain integrator is quite useful within an ADC 
since it helps avoid dead zone issues [37, 38], and is especially relevant for more 
advanced CMOS processes which are facing steadily reduced intrinsic gain, i.e., 
gmro, of CMOS devices.

The inclusion of an integrator within the quantizer must be considered when 
choosing the higher order ADC topology. As an example, Fig. 13a displays a higher 
order continuous-time Sigma-Delta ADC topology which utilizes a classical quan-
tizer. The higher order dynamics are achieved by cascading integrators and combin-
ing their outputs using feed-forward paths. Also, the impact of quantizer delay on 
the stability of the ADC dynamics is mitigated with the use of an additional feed-
back DAC around the quantizer [2].

In contrast, Fig. 13b displays a corresponding topology based on a VCO-based 
quantizer with phase as its key output. One should notice that the primary difference 
between the two approaches is that the inherent integrator within the VCO-based 
quantizer allows one less explicit integrator to be implemented while still achiev-
ing the same order of noise shaping. However, the combined integrator/quantizer 
implementation forces the feedforward summing node to be placed before the in-
tegrator rather than the quantizer. As shown in Fig. 13b, this issue is addressed by 
replacing one of the feedforward paths with an additional DAC feedback path and 
modifying the feedforward coefficients accordingly [39]. Also, loop delay compen-
sation is accomplished by differentiating the quantizer output (i.e., using frequency 
of the VCO-based quantizer) to compensate for the integrating action of the VCO-
based quantizer. A side benefit of using frequency in the loop delay compensation 
feedback path is that its corresponding DAC will have its unit element mismatch 
noise shaped by the barrel shifting action of the VCO-based quantizer.

Implementation of the block diagram shown in Fig. 13b can be achieved in sev-
eral different ways with respect to how the integrators and DACs are implemented. 
The two most popular choices of integrators are based on either opamps or gm-C 
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cells. As for DACs, they can be either current or switched capacitor based [40] and 
have a structure that utilizes Return-to-Zero (RZ) or Non-Return-to-Zero (NRZ) 
signaling.

Fig. 14 illustrates the ADC prototype considered in this chapter, which uses 
opamp-based integrators and current-based DACs. As shown in the figure, the 
DACs use a combination of RZ and NRZ signaling. Opamp-based integrators, 

Fig. 13  Block diagram of a 4th order continuous-time Sigma-Delta ADC a using a traditional 
quantizer, b VCO-based quantizer with phase as key output variable
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which are generally higher in power consumption compared to gm-C cells, are cho-
sen for the advantages they offer in linearity performance. A RZ DAC is chosen in 
the minor loop around the quantizer in order to absorb the propagation delay of the 
quantizer [2]. However, for the main feedback DAC as well as an auxiliary minor 
loop feedback DAC, NRZ signaling is chosen in order to minimize the impact of 
the DAC switching waveform on the opamp inputs that they feed into [15]. For 
a continuous-time ADC, the concern is that large transients at opamp inputs will 
introduce distortion that can cause folding of the shaped quantization noise and 
therefore a reduction in SNR for the overall ADC.

In order to evaluate the potential performance of the ADC topology shown in 
Fig. 14, a detailed behavioral model was constructed in CppSim which is avail-
able for download [41]. In this model, key non-idealities such as VCO Kv nonlin-
earity, device noise, finite gain and finite bandwidth of the opamps, and mismatch 
between the DAC and VCO elements were included as estimated by SPICE simu-
lations of the individual circuit blocks implemented in a 0.13 µ CMOS process. 
To counteract the issue of mismatch in the NRZ DAC elements, an explicit DEM 
circuit was included in the behavioral model as indicated in Fig. 14. However, 
note that the RZ DAC elements, which are controlled with frequency rather than 
phase as the key VCO-based quantizer variable, are intrinsically barrel shifted. 
As shown in Fig. 15, the behavioral simulation shows a theoretical peak SNDR 
performance of 85 dB with 20 MHz bandwidth with no harmonic distortion vis-
ible. As such, in theory, the VCO Kv nonlinearity estimated from a 0.13 µ VCO-
based quantizer design does not present a bottleneck to achieved SNDR values 
in excess of 80 dB when using phase as the key variable for the VCO-based 
quantizer.

Fig. 14  Simplified circuit level implementation of the 4th order continuous-time Sigma-Delta 
ADC represented in Fig. 13
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6  Circuit Details of a 4th Order, Continuous-Time  
Sigma-Delta ADC Prototype in 0.13 µ CMOS

We now present circuit details of a 4th order, continuous-time Sigma-Delta ADC 
prototype that uses a VCO-based quantizer with phase as its key output variable. 
The system topology is based on Fig. 14, and here we will focus on the implemen-
tation of the VCO-based quantizer, integrator opamps, current DACs, and DEM 
circuit.

6.1   VCO-Based Quantizer

As shown in Fig. 16, the VCO-based quantizer consists of a ring oscillator voltage-
controlled oscillator (VCO), a sense-amp flip-flop [42] for quantizing the VCO out-
put phase, and additional XOR gates and registers to convert the quantized phase 
to frequency for the RZ feedback DAC shown in Fig. 14. Note that the quantizer 
used in the prototype is 4-bit, but a 3-bit version is shown in Fig. 16 for simplicity.

The ring oscillator VCO nominally oscillates at a frequency of 225 MHz, but can 
span from nearly 0 Hz to approximately 450 MHz when the control voltages are 
swept. The VCO delay element is based on a current starved inverter, and enables 
pseudo differential control as well as frequency and Kv tuning to cover process vari-
ations [14]. The phase detector reference signals also have a frequency of 225 MHz, 
and are generated by dividing the 900 MHz ADC clock frequency by 4. The quadra-
ture relationship between Ref0 and Ref1 is obtained by using a register to delay one 
reference signal relative to the other by one sample period of the 900 MHz clock.

Fig. 15  Simulated output 
spectra of ADC topology 
shown in Fig. 14 based on 
detailed behavioral simula-
tion with a 2 MHz input 
signal at −1 dBFS
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6.2   Opamp Design

Figure 17 shows the nested Miller topology used to realize the opamps shown in 
Fig. 14 [1, 43]. As shown in the figure, this opamp topology is composed of several 
cascaded gain stages in order to achieve a DC gain greater than 60 dB and unity 
gain bandwidth of 4 GHz. The high unity gain bandwidth is needed so that the 
opamp can sufficiently track the wideband output of the current DAC that feeds 
into its input in order to avoid excessive quantization noise folding. Note that many 
gain stages are needed in 0.13 µ CMOS due to the relatively low intrinsic gain (i.e., 
gmro product) offered by its devices. Stability is achieved by the inclusion of two 
feed-forward paths which introduce left-half plan zeros that compensate for the ad-
ditional poles of the cascaded gain stages.

6.3   DAC Designs

As revealed by Fig. 14, two different current DAC topologies are used in the ADC 
prototype. Figure 18 shows the NRZ DAC implementation used in the main feed-
back path, which is the most critical DAC for achieving high SNDR in the overall 
ADC. As shown in the figure, the key element in the DAC is a differential pair 
whose current source is formed by a resistor degenerated cascode current mirror. 
The resistor degeneration lowers the impact of 1/f noise [38], and the cascode cur-
rent mirror helps to prevent current variations as the output of the differential pair 
experiences voltage variations. Keeping constant current is important to minimize 
nonlinear distortion which could otherwise degrade the SNDR of the overall ADC. 
To further improve this issue, the inputs to the differential pair, Vinp and Vinm, are 
constrained to a small swing with the low-swing buffer shown in the figure. The 
small swing minimizes voltage variations experienced by the current source, and 
further boosts its output resistance by essentially adding an extra stage of cascod-

Fig. 17  Nested Miller Opamp Implementation [1, 43]
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ing [15]. Finally, note that the other NRZ DAC (whose output connects to the RZ 
DAC output) has a similar implementation to that shown in Fig. 18, but is designed 
to consume less power and eliminates the degeneration resistor. These changes are 
acceptable since the DAC feeds into a node that is placed after several stages of gain 
in the ADC, so that its noise performance is not as critical for achieving high SNDR 
in the overall ADC.

Figure 19 shows a simplified schematic of the RZ DAC shown in Fig. 14 which 
helps compensate for quantizer latency in order to achieve stability in the overall 
ADC [13]. Since this DAC feeds into a node that is placed after several stages of 
gain in the ADC, its noise performance is not critical for achieving high SNDR in 
the overall ADC. As such, a simple implementation is in order, and we see from 
Fig. 19 that the prototype implements this DAC as three complementary current 
steering devices that are fed by full swing signals generated by digital logic gates. 
Note that the top PMOS current steering devices are controlled by the clock such 
that the top current feeds into nodes outp and outm while the clock is low and into 
a dump node while the clock is low. While the clock is low, the data signal controls 
whether the bottom current is sent to node outp or outm, thus creating either a posi-
tive or negative differential current. While the clock is high, the bottom current is 

Fig. 18  Simplified schematic of the main feedback NRZ DAC
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fed into the dump node. Note that shifting the top and bottom currents into the dump 
node during the ‘return to zero’ portion of the DAC cycle allows faster transients 
when switching the current DAC back through the outp and outm nodes during the 
‘on’ portion of the DAC cycle.

6.4   DEM Design

One disadvantage of using phase as the key output variable of the VCO-based 
quantizer is the loss of the intrinsic DEM operation offered by its frequency output 
counterpart. As such, we need to implement an explicit DEM as shown in Fig. 14. 
Figure 20 shows the topology chosen for this explicit DEM in the prototype, which 
provides a first order Dynamic Weighted Average (DWA) operation on the main 
feedback NRZ DAC [17]. As shown in the figure, the implemented DWA circuitry 
rotates the quantizer output, which is encoded in thermometer code format, with 
the aid of a barrel shifter controlled by a binary accumulator. Note that the num-
ber of times that the current quantizer thermometer code needs to be shifted by is 
equal to the modulo-2N accumulated sum of the previous quantizer output values. 
Consequently, the DWA can be split into two parallel paths, one of which shifts the 
input thermometer code, and the other which records the previous quantizer value 
and updates the pointer. A fully static-CMOS implementation of the DWA in the 
0.13 µm technology was not able to satisfy the timing requirements with sufficient 
margin due to the wiring parasitics and device capacitances. Instead, a faster pseudo 

Fig. 19  Simplified schematic of the loop-delay compensating RZ DAC
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NMOS logic implementation using PMOS loads was chosen [44], though at the cost 
of higher power consumption.

6.5   Overall Implementation in 0.13 µ CMOS

A die-photo of the fabricated prototype ADC in 0.13 µm CMOS is shown in 
Fig. 21. The active silicon area of the ADC is 0.45 mm2, and the total chip area 
including 48 pads is 2.3 mm × 1.8 mm. The prototype ADC dissipates roughly 
87 mW from a 1.5 V supply, with the analog and digital supplies drawing roughly 
46 mA and 12 mA, respectively. Although there was no direct way to measure 
the subsystem current, bias currents indicate that the DACs consume 15 mA, the 
operational amplifiers consume 30 mA, and the VCO consumes less than 1 mA. 
Simulations indicate that the data-weighted averaging logic comprises the ma-
jority (>75%) of the digital power dissipation due to the use of pseudo NMOS 
logic in the thermometer-to-binary converter and accumulator, with VCO phase 
quantizer flip-flops and clock generation and distribution circuits comprising the 
remainder.

7  Measured Results of the Prototype

The test setup used to evaluate the 4th order prototype ADC is shown in Fig. 22. 
Here, an analog signal source (Agilent E4430B) drives a 2 MHz tone into a passive 
bandpass filter (TTE KC7T-2M-10P), which suppresses the harmonics and phase 

Fig. 20  Explicit DWA computation using a barrel shift, a thermometer-to-binary converter, and 
binary accumulator
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noise of the signal source. An RF transformer (Mini-Circuits ADT1-6T+) converts 
this spectrally purified tone into a differential signal that serves as the input to the 
prototype ADC. The ADC clock signal is generated by a high-speed pattern genera-
tor (HP 70843B), which can generate low-jitter, square waveforms (<1 ps, RMS in 
bandwidth of interest). The 4 digital output bits generated by the prototype ADC 
are stored into the memory of a high-speed sampling oscilloscope (Agilent DSA 
80000B), and then downloaded to a PC for post-processing.

Fig. 21  Die photo of the prototype ADC fabricated in a 0.13 µm IBM CMOS process. The active 
area is 0.45 mm2
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Fig. 22  Test setup for evaluation of the prototype ADC
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The measured SNR and SNDR versus input amplitude curves are shown in 
Fig. 23. For these measurements, the input tone frequency is 2 MHz, the analog 
bandwidth is 20 MHz, and the sample rate is 900 MHz. For a −2.4 dBFS (approxi-
mately 1.5 Vpp,diff) input tone, the ADC achieves a peak SNR of 81.2 dB, and a peak 
SNDR of 78.1 dB; this corresponds to a resolution of 12.7 ENOB, and a Figure of 
Merit (FOM) of 330 fJ/conversion, where:

Figure 23 also shows a fast Fourier transform (FFT) of the ADC output for the 
2 MHz input signal at −2.4 dBFS. Fourth-order quantization noise shaping is vis-
ible in the frequency range from 20 to 70 MHz, and peaks locally at 70 MHz due 
to a parasitic pole, which degrades phase margin. Behavioral simulations suggest 
that the tones appearing in the 200–250 MHz range and centered at 225 MHz 
(Fs/4) are most likely due to the phase detector reference clock signal and the 
VCO output phases parasitically coupling into the VCO control node. Fortunate-
ly, these tones are far out of band and did not affect the resolution or stability of 
the ADC.

Finally, Table 1 compares the prototype performance against recent continuous-
time Sigma-Delta ADCs with similar input bandwidths and technology. As seen 
by this table, the use of phase as the key variable for VCO-based quantization pro-
vides competitive performance against more conventional ADC topologies. Since 
this prototype is the first pass at using VCO-based quantization in this manner, it is 
expected that future implementations will further improve SNDR according to the 
system level analysis results shown in Fig. 15.

FOM ≡

Power

2 × BW × 2ENOB
.

Fig. 23  Measured SNR/SNDR versus input amplitude, and 100,000 point FFT plot generated 
from measured output of prototype ADC
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8  Conclusions

This chapter examined the use of VCO-based quantization within wideband, con-
tinuous-time Sigma-Delta ADC topologies. We showed that a VCO-based quantizer 
can be viewed as an efficient combination of a Voltage-to-Time converter combined 
with a Time-to-Digital converter. While there are several advantages offered by 
this structure, including shaping of quantization noise and mismatch, this quan-
tizer structure unfortunately has a nonlinear characteristic which can hamper the 
achievement of high SNDR values in the overall ADC. However, by using phase 
as the key output variable of the quantizer, we showed that this nonlinearity issue 
can be overcome such that over 80 dB of SNDR can be theoretically achieved with 
20 MHz bandwidth. Measured results of a prototype ADC confirm 78 dB SNDR 
performance with 20 MHz bandwidth while achieving a 330 fJ/conversion step ef-
ficiency. As such, the VCO-based quantizer presents an attractive option for future 
high performance, continuous-time ADC applications.
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1  Introduction

Recent developments in mobile computing and wireless internet have led to expo-
nential growth in demand for portable computers and smart phones equipped with 
WLAN operating at 802.11 g/n standards. The digital computing required by these 
gadgets is facilitated by process scaling that follows Moore’s law and is expected 
to continue down to 10 nm physical gate lengths. However, integration of effec-
tive high-performance analog-to-digital converters (ADCs) in these technologies 
remains a challenge.

The delta-sigma (∆Σ) topology is an effective ADC architecture because a sub-
stantial part of the signal processing is performed in the digital domain. The analog-
to-digital conversion is performed with a few analog blocks. Figure 1a shows a 
block diagram of a 1-bit ∆Σ  modulator. By coupling efficient digital signal pro-
cessing operations with analog circuits having minimal or no matching require-
ments, the 1-bit ∆Σ  architecture is a promising candidate for nanometric technolo-
gies. Component matching is not a major concern since the 1-bit DAC is inherently 
linear. Nonetheless, application of a 1-bit ∆Σ  modulator as ADC for WLAN faces 
several obstacles. A high over-sampling ratio (OSR) is needed to meet the signal-to-
quantization noise ratio (SQNR) requirements. This leads to increased power dis-
sipation in integrators as well as the decimation filter. On the other hand, achieving 
the required SQNR with low OSR and higher order filtering is limited by overload-
ing effects and reduced stability of the modulator [1, 2]. Contrary to the 1-bit DAC, 
the 1-bit quantizer is quite nonlinear and its quantization noise is excessive when 
used in high-performance applications.

One of the alternatives to improve the SQNR without increasing the switch-
ing frequency is to use a multi-level quantizer and a multi-bit feedback DAC as 
illustrated in Fig. 1b. With this approach, the noise-shaping gain required in the 
loop filter can be relaxed as a result of the smaller quantization noise associated 
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with the multi-level quantizer. Multi-bit architectures have been successfully used 
in multi-MHz bandwidth designs [3–8]. However, the “digital friendly” advantages 
of the 1-bit architecture are typically compromised in such solutions. Specifically, 
the nonlinearity of the feedback DAC significantly affects the ADC performance 
since it directly adds error to the filter input signal that is not noise-shaped. As a 
result, dynamic element matching (DEM) techniques have been proposed to tackle 
this problem [9, 10]. However, the shaping of mismatch error provided by these 
techniques is inadequate in case of low OSR designs and less practical with high 
conversion speeds. Furthermore, the additional power and complexity of DEM 
methods is not permissible in some applications. A couple of solutions are discussed 
in Sects. 2 and 3.

2  A 20 MHz 68 dB Dynamic Range ∆Σ ADC Based  
on Time-Domain Quantizer and Feedback Element

One of the main challenges in implementing high-speed and high-precision ana-
log functions in modern digital CMOS technologies is the low supply voltage. An 
important consequence of using low supply voltage is the reduced signal voltage 
swings. This in turn demands smaller noise levels for a given signal to noise ratio 
(SNR). To mitigate loss of dynamic range while scaling voltages, time resolution 
of discrete-amplitude waveforms can be used to represent amplitude variations of 
signals with an equivalent discrete-time duration and fixed amplitude. Consequent-
ly, the dynamic range depends on fine time resolution, and the highest switching 
frequency in the circuits is a function of the input signal frequency. This creates a 
dependence of the power dissipation on signal activity, which in many cases helps 
to reduce the average power consumption [11]. Since the signal representation is in 
the time domain, it is more critical to minimize the noise induced by clock jitter as 
compared to conventional multi-current sources DAC where process variations and 
thermal noise in the feedback path limit the performance of the ADC. The focus 
in this section is to give an overview of a time-resolution based ADC architecture 
that achieves more than 10-bit resolution over a 20 MHz bandwidth, which was 
designed in TI 65 nm digital CMOS technology.

Fig. 1  a 1-bit ∆Σ  modulator and b multi-bit ∆Σ  modulator
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2.1   Multi-Bit Time-Based ADC Architecture [12, 13]

A forward-looking strategy for architectural ∆Σ  modulator improvements is to (a) 
use digital circuits wherever possible to take full advantage of the CV2f rule for 
power reduction, and (b) represent signals in the time domain to leverage the fine 
time resolution available in the scaled technologies while avoiding the limitations 
associated with the lack of voltage headroom as well as rising process variations. 
The ∆Σ  architecture based on a time-domain quantizer/DAC combination is shown 
in Fig. 2; where the pulse width modulation (PWM) generator encodes and samples 
incoming signals to continuous-in-time single-leveled signals, and the time-to-dig-
ital converter (TDC) interfaced to a single-level DAC replaces the conventional 
multi-level quantizer and the N-bit DAC.

During each clock period, a pulse with discrete levels of width represents the 
sample. The PWM generator block consists of a track-and-hold amplifier (THA) 
followed by a comparator that is synchronized with the master clock. This building 
block provides a pulse that has a width proportional to the amplitude of its input 
signal during every clock period. The TDC block digitizes the timing information 
into a pair of digital codes corresponding to the falling and rising instants. It also 
generates a “time-quantized” feedback pulse that has discrete levels in time steps 
of TQ for constructing the DAC feedback signal. A differential pair is used for the 
generation of the DAC current pulses in order to achieve good power supply rejec-
tion with a reasonably accurate reference.

2.2   Lowpass Filter Design

The loop filter is designed to achieve 3rd-order quasi-inverse-Chebyshev high-pass 
noise shaping. Let H(z) represent the discrete-time (DT) filter that yields such noise 
transfer function:

 (1)H(z) =
1.622z2

− 2.093z + 0.8024

z3
− 2.922z2 + 2.894z − 0.9721

.

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs

Fig. 2  Time-domain quantizer/DAC based delta-sigma modulator
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The combined delay from the PWM comparator and the digital logic used to gener-
ate the feedback pulse was computed to be 660 ps. This is roughly equal to one-third 
of the 2 ns clock period. The loop delay due to the digital logic can be effectively 
compensated by realizing H2(z

1/3) =  z1/3 · H(z1/3). The 3rd-order transfer function of 
the resulting DT filter is given by

 (2)

Taking the z1/3 delay introduced by the quantizer and DAC into account, and adding 
a constant term, we arrive at the following form:

 (3)

where the constant term represents the coefficient of a feedback path around the 
quantizer that compensates for the excess loop delay [14]. H2(z

1/3) can be trans-
formed to the equivalent CT transfer function by employing the impulse invariant 
Z → S transformation, leading to

 (4)

H2(s) provides a finite in-band gain of 37 dB, which serves to suppress quanti-
zation noise and other errors introduced by the subsequent blocks in the forward 
path. The simplified single-ended version of the active-RC filter topology realizing 
the transfer function is shown in Fig. 3, in which the feedforward capacitances CB 

H (Z1/3) =
0.4399Z2/3

− 0.7751Z1/3
+ 0.3477

Z3/3
− 2.985Z2/3 + 2.9764Z1/3

− 0.9906
.

Z1/3H
(

Z1/3
)

= 0.4399 + H2

(

Z1/3
)

= 0.4399 +
0.538Z2/3

− 0.9613Z1/3
+ 0.4358

Z3/3
− 2.985Z2/3 + 2.9764Z1/3

− 0.9906
,

H2(s) =
7.312s

2
+ 2.312 × 10177s + 4.223 × 1025

s(s2 + 1.414 × 107
s + 1.279 × 1016)

.
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Fig. 3  Active-RC loop filter with feed-forward trajectories
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and CH provide the second-order bandpass and high-pass outputs from the biquads, 
respectively.

2.3   Time-Domain Quantizer

The pulse-width modulated (PWM) waveform is generated by comparing the input 
signal with a triangular waveform. The generator consists of a sample-and-hold 
(S/H) circuit, a ramp generator, and a pair of comparators. The PWM generator 
in Fig. 2 uses a ramp waveform at sampling frequency with differential amplitude 
of 1.2 Vpp. Although the data throughput from the time-domain quantizer is 250 
MSPS, the S/H before quantization is clocked at 500 MHz (double-sampled PWM). 
This allows to double the OSR for a given throughput rate. The PWM-to-digital 
conversion is accomplished using a time-to-digital converter (TDC), which was 
initially proposed to measure single-shot pulses in nuclear experiments [15].

The functionality of the TDC implementation is illustrated in Fig. 4, for which 
details can found in [13]. There are N ( = 8 in this example) equally spaced time 

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs

Fig. 4  Output code genera-
tion circuit

D

D

D

D

CK0

CK1

CK2

CK3

p(t)

D

D

D

D

CK4

CK5

CK6

CK7

p(t)

RST1

RST2

CK1

CK2

CK3

CK4

CK5

CK6

CK7

CK0

RST1

RST2

p(t)

T
Q

T
CLK

6

2

Binary code

pq(t)

                  



208

steps of length TQ within a master clock period (TCLK). The THA, ramp generator, 
and comparator create a time window p(t). This time frame is quantized using the 
clock phases CK0…CK7 to trigger a series of D flip-flops. The TDC block pro-
vides two output codes that correspond to the rising edge and the falling edge of the 
input pulse coming from the PWM generator. The time-quantized feedback pulse, 
denoted as pq(t), changes at the same time as the clock transitions (rising edge of 
CK0–7). The time-quantized feedback pulse, pq(t), is generated with a pair of OR 
gates and a SR latch. The output of the D flip-flops is decoded from thermometric 
code to binary code in order to generate the desired output. In a double-sampled 
PWM signal, the information is contained in the pulse width as well as the pulse 
position. To avoid aliasing of PWM tones, a pulse-to-amplitude converter is used to 
extract the final digital output.

The actual TDC was designed to generate 50 quantization steps in a 4 ns period 
(1/250 MHz). To support this scheme, the 50 clock phases are generated using digi-
tal inverter delay elements in cascade as represented in Fig. 2. Each of the clock 
phases generated with these delay elements is used to drive the clock input of a flip-
flop. Robust clock generation can be accomplished by employing a phase-locked 
loop or a ring oscillator healed through injection-locking techniques [16]. The data-
dependent delay or “metastability” of the flip-flops can lead to signal-dependent er-
ror in the feedback pulse. Since the maximum error corresponds to one quantization 
step (1/50th of full scale), the probability of occurrence of this error has to be kept at 
1.6% or below to meet a distortion performance better than −70 dB. Also, the static 
mismatch between the quantization steps of the TDC contributes to nonlinearity in 
the feedback. Based on the simulations of the ADC model, it was determined that 
the RMS mismatch between the time steps of the delay elements of the TDC must 
be less than 800 fs to achieve a distortion performance better than −65 dB.

2.4   Spectrum of the PWM Signal DAC

The PWM spectrum consists of tones at the signal frequency ( ωS) and its odd har-
monics, reference tones due to the ramp’s fundamental frequency ( ωR) and its har-
monics, as well as intermodulation products of the signal and the reference tones. 
The spectral content of a double-sampled PWM waveform can be shown to be [17]
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Here, Va represents the PWM signal amplitude, Jn the Bessel function of order n, 
and M the modulation index of the PWM. A prominent power content of the PWM 
spectrum is carried by higher order reference harmonics. Since, the TDC quantizes 
the PWM waveform in the time domain, the feedback pulse generated by the TDC 
is essentially a sampled and held version of the PWM pulse with a sampling period 
of TQ. This sampling process inevitably results in aliasing of the high-frequency 
tones present in the spectrum of the input PWM waveform. It can be observed that a 
“quantization noise floor” is formed due to the TDC sampling. This is similar to the 
quantization noise floor in the conventional sampled amplitude quantizer, where the 
harmonic distortion of the quantized signal folds over to form a quantization noise 
floor due to sampling [11]. For a given number of “quantization steps”, the time-
domain quantizer is expected to have a different SQNR compared to the amplitude 
quantizer.

Due to the complexity of (5), it is more constructive to assess the quantization 
noise through simulations. The SQNR vs. number of quantization steps (NQ) for 
amplitude and time-based quantizers can be obtained by considering the “integrated 
noise” over the frequency range from 0 to 1/(2Ts). It can be shown that the time 
quantizer exhibits higher quantization noise (due to aliasing of PWM intermodula-
tion components rather than just the signal harmonics) for a given NQ. This differ-
ence narrows for large NQ (>50) due to amplitude flattening of the intermodulation 
components at very high frequencies, which reduces the difference to about 8 dB for 
number of quantization steps between 50 and 200 [13]. It is important to point out 
that higher quantization noise is not necessarily a severe performance disadvantage 
because the time quantizer can efficiently implement a larger number of quantiza-
tion steps compared to the amplitude quantizer.

2.5   Design Considerations

There are various noise contributors in the time-based ADC architecture under in-
vestigation. The input-referred in-band RMS voltage noise of the filter (vnLF) di-
rectly appears at the ADC input and thus contributes directly to the input-referred 
noise. The DAC and the resistor at the input (R1) inject noise current into the virtual 
ground of the first integrator’s operational amplifier in Fig. 3. Consequently, the 
in-band RMS current noise at the DAC output (inDAC) translates to input-referred 
voltage noise through a multiplicative factor determined by R1. The output-referred 
in-band RMS timing jitter of the TDC (tnTDC) can be mapped to the input-referred 
noise by appropriately scaling it with Ts, Iref, and R1; where Ts is the clock period 
(4 ns) and Iref is the reference current of the DAC. The input-referred noise contribu-
tion due to the input-referred RMS voltage noise of the PWM generator (vnPWM) is 
simply vnPWM/|HLF|, where |HLF| is defined as the average in-band gain of the loop 
filter over the 20 MHz signal bandwidth. Finally, the overall input-referred noise 
can be expressed as

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs
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 (6)

In this design, the differential reference voltage of the ADC was fixed at 1.08 V, the 
input resistance of the loop filter (R1) was chosen as 3 kΩ, and the DAC reference 
current was set to 180 µA. The loop filter has an integrated input-referred RMS 
noise of 84.5 µV. Table 1 lists a breakup of the noise power contributions from vari-
ous blocks in this example design.

The static mismatch between the quantization steps of the TDC contributes to 
nonlinearity in the feedback. Based on SIMULINK simulations of the ADC model, 
it was determined that the RMS mismatch between the time steps of the delay ele-
ments in the TDC must be less than 800 fs to achieve a distortion performance better 
than −65 dB with a 95% confidence level.

Another important design constraint is loop stability in presence of excess phase 
and delay. The main contributions to the excess delay are: propagation delay in 
the digital logic of the TDC that is used to generate the feedback pulse, the PWM 
comparator’s delay and the excess phase of the loop filter. One option to preserve 
the NTF is by redesigning the loop filter such that it has a transfer function H(z) · z+Δ 
instead of the desired filter transfer function H(z). Here, ∆ denotes the fractional 
excess delay (the ratio of excess delay-time to the sampling period) in the loop. 
This redesign requires an additional feedback path around the quantizer to ensure 
controllability of the system [14]. Figure 5 displays the arrangement of the compen-
sation method. A bank of binary weighted CMOS inverters and MOS capacitors are 
used to facilitate programming of the feedback coefficient.

Clock jitter remains as one of the performance-limiting parameters for a con-
tinuous-time modulator. The error introduced in the DAC pulse attributable to the 
clock jitter is not noise-shaped by the loop filter because it directly appears at the 
modulator’s input. This error can be modeled as a random phase modulation of the 
feedback pulses. In this case, some improvement in jitter performance is achieved 
due to the particular feedback pulse arrangement. From Fig. 6, it can be seen that 
both the rising and the trailing edge of the feedback pulse within a clock period 
experience almost the same time shift due to the low and medium frequency clock 
jitter; the main effect of the clock jitter is reflected in the position of the pulse. This 
is caused by the fact that rising edges of CK0–7 are derived from the same clock 
edge using delay elements. Since the jitter-induced time shift of both clock edges 
is almost identical, the amount of feedback charge returned by the PWM remains 

vnin =

√

vnLF
2 + inDAC

2 · R1
2 +

tnTDC
2

Ts
2

· Iref 2 · R1
2 +

vnPWM
2

|HLF |2
.
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Block Integrated input-referred 
voltage noise (µVRMS )

Percentage noise  
power contribution

Loop filter 85 41.6
DAC 66 25.1
TDC 67 25.8
PWM 36 7.5

Table 1  Noise contribution 
of various blocks within the 
time-based ADC
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the same. Hence, the jitter from the clock source mainly affects the position of the 
feedback pulse; leaving only the jitter noise added by each individual delay element 
as main jitter noise contributor to feedback charge injection error.

The effect of random pulse position modulation of a PWM waveform is cumber-
some to analyze with equations, but the fundamental result will be given in Sect. 3. 

Fig. 5  Simplified ADC architecture
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Valuable insights can be gained through simulations using the MATLAB model of 
the ADC with additive Gaussian white phase noise in the clock waveform. Simu-
lations with various values of RMS clock jitter up to 3.5 psecs show that that the 
SNR limit of the PWM modulator is at least 10 dB higher than with conventional 
feedback using an RZ pulse shape [13]. This is attributed to the low-sensitivity of 
the PWM pulse width to clock jitter.

2.6   Experimental Results

An ADC prototype was fabricated in TI 65 nm digital CMOS technology. A low-jitter 
clock for the ADC was generated with an on-board SAW oscillator. The data cap-
tured from the logic analyzer represents the quantized pulse timing edges from which 
the PWM waveform can be reconstructed in MATLAB. Figure 7 shows the measured 
modulator’s output spectrum. The ADC’s dynamic range is found to be 68 dB. The 
peak SNR and SNDR are approximately 62 and 60 dB, respectively. The peak total 
harmonic distortion (THD) is about 67 dB and occurs at an input level of −6 dBFs.

Table 2 compares the performance of the described ADC with that of state of 
the art ∆Σ ADCs. The conventional figure of merit FOM = Power/(2 · BW · 2ENOB) 
is used as a comparison metric. Since the output data rate of the described ADC is 
much lower than that of other ADCs, it permits the use of a slower clock frequency 
for the digital decimation filters following the modulator.

Fig. 7  Measured output 
spectrum of the modulator
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[3] [5] [7] This work
SNDR (dB) 70 69 55 60
Power (mW) 27.9 56 38 10.5
Area (mm2) 1.0 0.5 0.19 0.15
Output rate 

(MSPS)
420 680 950 250

FOM (fJ/
step)

270 298 2058 319

Table 2  Performance com-
parison of the ADC with the 
state of the art
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3  A 5th-Order Continuous-Time Lowpass  
∆Σ Modulator [18]

In this section, an alternative design technique with PWM feedback is presented and 
an example ADC design is discussed which has 25 MHz bandwidth and over 67 dB 
SNDR in a vanilla 0.18 µm CMOS technology.

3.1   Multi-Bit ADC Architecture

Figure 8 shows the fully-differential 5th-order lowpass ΔΣ modulator (feedforward 
architecture) with 25 MHz signal bandwidth and a sampling frequency of 400 MHz. 
A local feedback composed of a standard 3-bit NRZ DAC is used to alleviate the 
effects of excess loop delay, but the device mismatch tolerance is much higher for 
this DAC in front of the quantizer because its nonlinearity error is noise-shaped. 
To achieve the noise-shaping over a wide frequency range (~DC to 25 MHz), a 
5th-order quasi-linear phase inverse Chebyshev lowpass filter is employed; which 
consists of two cascaded 2nd-order lowpass sections and a lossy integrator. The 
respective 3-dB frequencies are set to 24.5, 16.7 and 5.71 MHz. The summing am-
plifier (Σ) couples all feedforward paths to the quantizer input. A 3-bit two-step 
quantizer is employed to minimize the processing delay in combination with the 
PWM feedback DAC.

Instead of employing the PWM in the signal path as the modulator in Sect. 2, the 
level-to-PWM converter in this alternative architecture is implemented in the feed-
back path to convert the digital codes from the 3-bit quantizer to time-domain PWM 
signals compatible with the single-bit current steering DAC. This realization also 
avoids performance degradation originating from unit current source mismatches 
linked to conventional multi-bit DACs. As shown in Fig. 8, the pulse shapes of feed-
back PWM signals are arranged as symmetric as possible within a clock period to 
minimize power of aliasing tones [17, 19]. A fully symmetric DAC requires increas-
ing the number of clock phases; and the effects of the asymmetric pulses are ana-
lyzed in Sect. 3.5. To generate the clock’s seven evenly distributed phases (Φ1–Φ7), 
a LC tank VCO and complementary injection-locked frequency divider (CILFD) 
were combined for low-jitter performance with low power consumption [20].

3.2   Design Considerations

3.2.1  Jitter Sensitivity

The drawback of employing multi-phase time-domain signals is increased sensi-
tivity to jitter noise because of larger and more frequent DAC output transitions 

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs
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compared to a conventional 3-bit non-return-to-zero (NRZ) DAC. Figure 9 shows 
the simulated SNR performance vs. clock jitter for the modulator under examina-
tion and a 3-bit modulator with conventional NRZ DAC (400 MHz sampling). If 
the clock jitter for the 7-phases is uncorrelated (worst-case assumption), then the 
integrating window is affected; and with ıȕ ≈ 0.5 ps, the SNR of the modulator with 
PWM DAC is 5 dB lower than that of a typical 3-bit NRZ DAC at 400 MHz. How-
ever, in practice, the seven phases are generated with the same master clock. Hence, 
they are highly correlated, making the architecture more robust to clock jitter. It can 
be shown that jitter effects are shaped by a function in the form of (1−Z−N), where N 
(>1) is related to the quantizer code. The single-element PWM DAC is not affected 
by SNDR reduction from unit current source mismatches as the 3-bit multi-element 
NRZ DAC. From Fig. 9, the worst-case clock jitter requirement for SNDR > 68 dB 
with the described modulator is ıȕ < 0.54 ps.

3.2.2  Static Device Mismatch

The nonlinearity of the PWM DAC due to static timing mismatches can be as-
sessed from a feedback charge error comparison relative to the conventional 3-bit 
DAC. Figure 10 visualizes the worst-case peak-to-peak charge errors for each code, 
which are resultants of static mismatch ΔIi for each current cell in the conven-
tional DAC and static timing error ΔTj of clock phase Φj in the PWM DAC. ΔTj 
originates from the static CILFD mismatches and unequal propagation delays due 
to routing parasitics. Notice that the errors depend on mismatches in up to seven 
unit elements of the conventional DAC, but only up to two timing phases with 

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs

Fig. 9  SNR (SQNR+SJNR) vs. jitter (uncorrelated for all clock phase) of the modulator with 
7-phase PWM DAC compared to the typical 3-bit DAC
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the PWM scheme. Assuming equal mismatches (ΔIi =  ΔI, ΔTj =  ΔT) yields worst-
case errors of ±7ΔI · Ts and ±2ΔT · I for conventional and PWM DACs, respectively. 
Letting δ%I =  ΔI/(I/7) and δ%T =  ΔT/(Ts/7) be the percent standard deviations of the 
mismatches in each case, the worst-case errors are ΔQconv.-worst =  ±7δ%I · (I/7) · Ts and 
ΔQPWM-worst =  ±2δ%T · I · (Ts/7). Monte Carlo post-layout simulations including delay 
mismatches in all clock phases showed that δ%T =  0.16% as a result of the synchro-
nizing effect from the injection-locking. Since δ%I is typically 0.5% with good lay-
out practices for a standard DAC, the anticipated worst-case linearity error of the 
PWM DAC is favorably lower.

Assuming that two timing mismatches are accumulated in the case of the PWM-
based ADC, all mismatches in the conventional realization are accumulated, and 
errors are uncorrelated in both cases. Thus, the induced third harmonic distortion 
(HD3) comparison ratio can be derived, resulting in:

 (7)

where N is the number of DAC levels. For N =  7 and the aforementioned distribu-
tions, the linearity of the proposed PWM DAC outperforms the conventional DAC 
by 15 dB based on (7).

HD3PWM

HD3conventional

∼=

(

√

2

N

)

(

δ%T

δ%I

)

,

Fig. 10  Relative 3-bit DAC linearity error comparison: conventional vs. PWM
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3.3   Filter and Summing Amplifier

Active-RC filter topologies are used in the loop filter and the summing amplifier to 
exploit their linearity advantage. Since the noise and distortion introduced by the 
first biquad stage is most critical for overall performance, the first two-integrator-
loop active-RC filter in Fig. 8 was designed with sufficient linearity as well as rela-
tively small input resistors, large integrating capacitors, and amplifiers having gain 
greater than 40 dB at 25 MHz for adequate thermal noise levels. A fully-differential 
two-stage topology of the single-ended equivalent diagram shown in Fig. 11 was 
implemented, where feedforward compensation has been adopted [21]. The first 
stage of the amplifier was designed to have high gain and a dominant pole deter-
mined by the parasitic capacitance (CL1) and overall output resistance (RL1) of the 
first stage. The second and feedforward stages are optimized for large gain up to 
25 MHz; design details can be found in [18]. Simulations showed that amplifier 
gain larger than 44 dB at 24.5 MHz and IM3 below −73.5 dB with 400 mVp–p output 
swing are achieved in all process and temperature corners; better linearity figures 
can be obtained (if needed) by employing linearization techniques [22]. Capacitor 
banks with ±30% tuning range were utilized for compensation of the filter’s time 
constant variations. This programmability would allow for automation of perfor-
mance tuning such as the one proposed in [23].

The summing amplifier is a critical analog block of the architecture with a local 
feedback path around the quantizer. For precise equivalence between discrete-time 
and continuous-time loop transfer functions it is required to maintain exactly one 
sampling period delay in the local feedback path; usually this path defines the high 
frequency behavior of the loop and ensures loop stability. The summing amplifier 

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs

Fig. 11  Single-ended equiva-
lent block diagram of the 
biquad and amplifier
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displayed in Fig. 12 contains a bandwidth extension scheme. The feedback resis-
tor is split into two pieces, and one of them is replaced by a T-RC network. This 
feedback network creates a zero-pole pair, which introduces positive excess phase 
in the overall transfer function to adjust for the group delay of the summing node. 
Capacitor CT is tuned to optimize the loop delay in the local feedback path consist-
ing of the summing amplifier, quantizer, and secondary NRZ DAC.

3.4   Three-Bit Two-Step Quantizer

In comparison to conventional flash architectures, multi-step quantization can reduce 
area and power consumption when multiple clock phases/cycles are available [24]. 
The presented architecture is a four-step quantizer that combines a 1-bit MSB decision 
with a second step during which the input is successively compared to reference levels.

As illustrated in Fig. 13a, the quantizer utilizes the seven clock signals to control 
four sequential comparison instants (τ1–τ4), which cuts the number of comparators 
from seven to four with respect to a typical 3-bit flash ADC. The four-step process 
makes the MSB available after the first step, creating timing margin for the digital 
control logic that sets up the PWM DAC. Successive approximations during the 
second step resolve the remaining bits that are processed by the level-to-PWM con-
verter. Similarly to the combination of the PWM generator and TDC in Sect. 2, the 
1-bit DAC is also driven by a PWM waveform. However, in the approach presented 
here, successive approximation techniques are employed. The successive algorithm 
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only has one MSB and three LSB quantization steps; the comparison to discrete 
reference levels is a simple alternative that also gives the option to calibrate each 
level individually if necessary. The quantizer and its corresponding timing diagram 
is shown in Fig. 13b and operates as follows. The differential input signal Vin is 
sampled by a S/H circuit at the beginning of the master clock having a period Ts, and 
then it is converted to current Iin via a Gm. First, the MSB is resolved after τ1 sec-
onds by comparing Iin to the current from Vref MSB applied to an identical Gm stage. 
Depending on the timing control bits (CTRL) and the MSB decision, a multiplex-
ing configuration (MUX) is utilized to compare Iin to current Iref derived from the 
appropriate differential reference voltage (±Vref1…±Vref 3) during each subsequent 
instant (τ2–τ4). The order of the subranging comparisons and output bits was chosen 
based on the timing needs in the multi-phase DAC control circuitry because larger 
signal magnitudes require DAC feedback pulse changes early in the next clock 
cycle. Comparison resistor (Rcmp) converts the difference in currents into a positive 
or negative voltage. Thus, the latch states represent the instant in time at which 
the discrete reference ramp has crossed the input signal level, providing the time-
domain information for the PWM DAC.

3.5   Level-to-PWM Converter

Figure 14 presents the fully-differential block diagram of the level-to-PWM con-
verter. The pulse waveforms are generated with SR latches. In every sampling pe-
riod, the AND gates determine the appropriate pulse shape to be passed through the 
5-input OR gate to the 1-bit DAC according to the output codes of the quantizer. A 
programmable delay block constructed with a series of digital inverters and a 3-bit 
MUX is included in the feedback path to avoid SNR degradation by ensuring that 
the excess loop delay is within 5%. The delayed differential PWM signals are syn-

Fig. 14  Implementation of the level-to-PWM converter
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chronized by an additional SR latch that precedes the 1-level PWM DAC. The lay-
out as well as routing were planned carefully to minimize the timing mismatches.

The mapping from a conventional multi-level digital signal to a PMW signal 
generates harmonic distortions, which may degrade the modulator performance. 
Figure 15 shows the output spectra of behavioral simulations with symmetric and 
asymmetric PWM pulse shapes. The pseudo-symmetric pulse shape (generated 
with 7 phases) results in 2 dB SNDR degradation because more out-of-band noise 
is aliased back by the nonlinear effects. The out-of-band distortions with the pseu-
do-symmetric pulse shape are 5 dB larger than with the perfectly symmetric pulse 
shape, which can be observed in the zoomed-in plot.

These results demonstrate that the modulator with triangular-wave PWM pulse 
shape has good in-band linearity performance, even with the pseudo-symmetric 
pulse shape.

If a sinusoidal input signal is used, the quantization distortion for an open-loop 
3-bit ADC is in the range of −27 dB. Since the quantizer is in the feedforward path 

Fig. 15  Spectrum comparison: Asymmetric pulse shape vs. symmetric pulse shape
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of the ADC, this distortion is attenuated by a factor (1 + Loop_Gain)3, leading to 
HD3 < −80 dB. DAC non-idealities affect system performance in a different way. 
Since the DAC is in the feedback path, its noise and nonlinearity directly affect 
the modulator’s performance. The mapping from a conventional multi-level signal 
to a PWM signal generates harmonic components at multiples of the fundamental 
signal, harmonics related to the sampling clock (PWM pulse fundamental), and 
products due to the intermodulations between the harmonics. The power of these 
components can be obtained from equation (5). It is interesting to compute the HD3 
for the sinusoidal-input-to-PWM-output conversion (symmetric and asymmetric), 
which is approximately given by [17],

 (8)

where M is the modulation index. For M = 0.5 (−6 dBFS) and fsignal/fclock = 20
MHz/400 Mz, the HD3 is predicted to be around −77 dB.

3.6   Clock Generator

The clock generation is performed with a 2.8 GHz VCO whose differential output 
signal is injected into a divide-by-7 CILFD, providing 7-phase outputs at 400 MHz. 
As shown in Fig. 16, the divide-by-7 CILFD is implemented with seven ring-type 
inverter stages composed of an upper tail-injection transistor, Mpt, a bottom tail-
injection transistor, Mnt, and inverter transistors (Mp, Mn).

The phase noise of the ring oscillator outputs is mainly determined by the lower 
phase noise of the injected VCO signal when the stages are locked [20]. With n 
inverters in a ring, the phase noise of a CILFD can be approximated as

 (9)

HD3 ∼=

(

0.88M 2

4

) (

fsignal

fclock

)2

,

PN (CILFD)
∼= PN(VCO) − 10 log10(2n + 1)2

.

Fig. 16  Complementary injection-locked frequency divider (CILFD) diagram
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The injection signal from the 2.8 GHz VCO presents phase noise of −119 dBc/Hz 
at 1 MHz offset frequency, and the divide-by-7 CILFD outputs show phase noise of 
−136 dBc/Hz at 1 MHz offset.

3.7   Simulated and Experimental Results

The architecture was modeled in SIMULINK and has a simulated SQNR of 73.4 dB 
in 25 MHz bandwidth, as shown in Fig. 17. It was fabricated in Jazz Semiconductor 
0.18 μm 1P6M CMOS technology. Excluding the VCO, the power budget from a 
1.8 V supply is 44 mW for the modulator core, 2.5 mW for the CILFD, and 1.5 mW 
due to clock buffers. Of this power, 27 mW (56%) is consumed by the quantizer and 
level-to-PWM converter.

Figure 18 plots the measured SNR and SNDR for different input signal powers 
obtained by injecting the single input signal at 5 MHz. The peak SNDR is 67.7 dB 
when signal power is −2.2 dBFS. The third-order harmonic distortion (HD3) in this 
case is 78 dB below the test tone, which demonstrates the high linearity properties 
of both loop filter and DAC. The linearity performance was further characterized by 
injecting two tones with 2 MHz separation, each having a power of −5 dBFS. The 
IM3 from two-tone tests at different frequency locations is better than 72 dB from 
~DC up to 25 MHz.

The blocker rejection capability of the modulator was also measured by employ-
ing a −10 dBFS input power at 390 MHz (10 MHz offset from the clock frequency) 
to emulate the appearance of a blocker from another channel. The power level of this 
interference measured at 10 MHz is attenuated down to −66 dBFS, achieving 56 dB 
blocker rejection. Table 3 shows a comparison between the described modulator archi-

Wideband Continuous-Time Multi-Bit Delta-Sigma ADCs

Fig. 17  Simulated output spectrum of the proposed modulator
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tecture and recently reported modulators based on the FOM = Power/(2 · BW · 2ENOB). 
Although fabricated in an economical technology, the achieved 444 fJ/bit FOM of 
the discussed modulator core is competitive with the current state of the art while 
providing high rejection to strong blockers. A FOM improvement is anticipated if the 
solution is exported to deep submicron technologies, which would lower the quan-
tizer and level-to-PWM converter power as a result of more efficient digital circuitry.

Fig. 18  Measured SNR and SNDR vs. input signal power
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Table 3  Comparison with previously reported LP ΔΣ ADCs
Reference Technol-

ogy (nm 
CMOS)

fclock 
(MHz)

BW 
(MHz)

Order Peak 
SNDR 
(dB)

Power 
(mW)

FOM 
(fJ/bit)

[3] ISSCC 2008 90 420 20 4 70 28b 271d

[5] ISSCC 2007 90 340 20 4 69 56c 608
[6] JSSC 2006 130 640 20 3 74 20b 122
[8] JSSC 2008 130 950 10 2 72 40a 500
[12] ISSCC 2009 65 250 20 3 60 10.5b 319
[25] ISSCC 2008 180 640 10 5 82 100b 487
This work 180 400 25 5 67.7 44b 444
a Includes clock generation circuitry
b For modulator circuitry only
c Includes digital calibration of RC spread & noise cancellation filter
d Discrete-time modulator (would require anti-aliasing filter for comparable blocker rejection)



225

4  Conclusion

Various design issues for next generation wideband continuous-time ✄☎ modula-
tors have been addressed in this overview chapter through the discussion of two 
example designs. Both of these architectures are utilizing time-based quantization 
and feedback techniques, which were developed with the aim to adapt to technol-
ogy scaling. Foremost, the schemes provide multi-bit feedback with single-element 
DACs, circumventing the matching problems of typical multi-element DACs that 
become worse as scaling continues. In parallel, time-based methods take advantage 
of increased clock frequencies and improved timing resolution. These type of ADCs 
present viable alternatives for high-performance applications when low-jitter clock 
signals can be generated.
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1  Introduction

High-resolution (≥16 bit) Digital-to-Analog Converters (DACs) have been the tar-
get of several important developments by using oversampled structures. In the first 
cases, oversampled DACs have been developed for the audio application, while 
recently the same concepts have been developed exploiting scaled technologies to 
process larger signal bandwidth with higher sampling frequency.

The overall architecture of an audio channel is shown in Fig. 1.
Digital audio signal is a stream of 16b-word at 44.1 kHz data-rate, whose fre-

quency band is 20 Hz–20 kHz. The relative audio signal spectrum is shown in Fig. 2.
The Digital-to-Analog conversion of this signal presents two main problems. 

First, the filtering of the audio signal image: the image signal is starting at 24.1 kHz, 
i.e. 4.1 kHz away from the audio signal. A very sharp and very accurate filter fre-
quency response is then needed. Second, the DAC accuracy in the order of 16 bit is 
beyond the achievable accuracy of DACs based on unit element arrays, which are 
then not sufficient for audio channels. These two problems are solved by means of 
oversampled Σ∆ DACs, whose generic architecture is shown in Fig. 3. The func-
tionality of a Σ∆ DAC can be briefly described as follows. An interpolator increases 
the sampling frequency from Fs (= 44.1 kHz) to k·Fs, while all the images are can-
celled, apart those at k·Fs. This means that the frequency response accuracy require-
ments of the image rejection filter are strongly relaxed, as shown in Fig. 4.

Moreover, the DAC accuracy is solved by means of a digital Σ∆ modulator. The 
DAC interface is required to guarantee linearity performance in excess of the input 
signal quality, i.e. 16b for audio. A suitable solution is using a 1-bit DAC, which 
guarantees infinite linearity (for any two DAC output levels there is one line with 
infinite linearity). However, using a 1b DAC interface requires the 16b-word to be 
transformed into a 1b-word. This truncation operation introduces the truncation/
quantization error, which could reduce signal accuracy. This is avoided by using a 
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Fig. 1  Typical audio channel
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digital Σ∆ modulator, which shapes the truncation/quantization error spectrum in 
order to reduce in-band energy at the negligible cost of increasing out-of-band en-
ergy, exactly as an analog Σ∆ modulator shapes the quantization error. The resulting 
output spectrum is shown in Fig. 5.

The Σ∆ modulator bit-stream is then processed by the 1b-DAC and by the analog 
filter that rejects signal image and out-of-band truncation/quantization error, and 
produces an analog output signal, whose spectrum is shown in Fig. 6.

In the structure of Fig. 3 other functional blocks appear, like DEM, Diff-to-SE 
converter and Power stage. They will be eventually introduced later on.

2  Specification Analysis

Audio DACs are required to satisfy target specification relative to audio applica-
tions. Some of the most significant are here listed, in order to understand the audio 
DACs design choices.

2.1   In-band Dynamic Range (DR)

The in-band Dynamic Range (or generally Dynamic Range) is defined as the ratio 
between the signal amplitude and the Noise + Distortion (N + D) present in the audio 
band [20 Hz–20 kHz]:

DR =
SMAX

N + D[20Hz−20kHz]

> 96 dB

Fig. 5  Signal spectrum at the 
Σ∆ modulator output

Fs = k·44.1kHz

word length = 1bit

signal bandwidth = 20kHz

16bit-to-1bit quantization noise
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Fig. 6  Signal spectrum at the 
analog filter output
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The in-band (N + D) is the combination of the truncation/quantization noise coming 
from the digital part and the electronic (thermal, 1/f, etc.) N + D coming from the 
analog filter. This second analog (N + D) contribution typically dominates and it has 
to be accurately minimized in the analog filter design (Fig. 7).

The main noise sources in an oversampled DAC are: the quantization noise, 
the 1/f noise of the active devices (opamp, and reference voltages), the thermal 
noise (opamp, reference voltages, and switches), the D/A interface noise (Jitter-
correlated, ISI), and the folded noise (due to the distortion). The main distortion 
sources are: the analog filter non-linearity (opamp finite gain distortion, slew-rate, 
etc.), the SC-related distortion sources (switches, etc.), the eventual non-linearity 
in the output stages (diff-to-single and power stage), the Inter-Symbol-Interference 
(ISI) and Asymmetry in the DAC interface. The typical challenging requirement of 
THD < −80 dB (or more) is satisfied by using fully-differential structures. In the 
specification of an audio DAC, a THD at 0 dBFS signal and at −60 dBFS is required. 
The 0 dBFS signal performance is demonstrating the signal processing quality for a 
large amplitude signal. On the other hand the −60 dBFS test is due to the particular 
spectrum of the input signal coming from the preceding Σ∆M, as shown in Fig. 8. 
For a small input signal (−60 dBFS for the test) at fin, there are several large spurious 

Fig. 7  Signal spectrum at the 
analog filter output
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tones around Fs/2, spaced by fin. Any analog filter non-linearity produces intermod-
ulation of these tones, which results in tones around dc spaced by fin. This means 
that some tones at dc are present even in presence of a small amplitude input signal. 
Due to both these tests to be passed high-linearity DAC interfaces and analog filter 
are required in a high-performance DACs.

In the DR definition no specification is given for out-of-band noise: thus this specifi-
cation leaves large freedom for the designer for the out-of-band performance. Since any 
additional filtering block increases in-band noise, the best solution for the DR perfor-
mance would be a no-filter structure, that would results is large out-of-band noise [1, 2].

2.2   Low Power Consumption

Audio DACs are typically embedded in audio-codec, which are very complex SoC 
devices. Several ADC’s and DAC’s are typically present, together with some DSP 
for audio signal processing. A large device is then produced (an example is given 
in Fig. 9) that has to face power consumption and thermal dissipation issues. This 
means to force a strong power reduction for each block. This, of course, is also the 
case when a stand-alone DAC is embedded in a portable device, the power con-
sumption has to be further minimized.

2.3   Single-Ended Output

Audio high-linearity performances are reached with fully-differential structures. 
However audio codecs require a single-ended output signal in order to drive 
grounded loads and to halve the number of external pins. This means that high-per-
formance Differential-to-Single Ended converters are needed, in order to maintain 
also at the output single-ended node the same high-quality performance achieved 
with fully-differential structures. 

2.4   Fully Integrability

The complete DAC channel would have to be fully integrated to avoid external 
components and/or additional filters.

2.5   Performance Robustness

DAC performance has to be guaranteed also in presence of some disturbs on the 
digital signal, like clock jitter typically present in commercially available audio ICs 
(a typical clock jitter value is 200 ps).

Oversampled DACs
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2.6   Accurate In-band and Out-of-band Frequency Response

Audio signal processing requires very accurate frequency response in the sig-
nal band. Maximum amplitude ripple is in the order of few tenth of dB in the 
[20 Hz–20 kHz] signal band. This results in two possible solutions: (1) design 
place filter poles far from the signal bandwidth to reduce their attenuation effect 
in the signal band. This is the case of continuous-time filters whose frequency 
response is typically very inaccurate; (2) use accurate analog filter frequency re-
sponse implementation and compensate its drop in the signal band in the digital 
section (as shown in Fig. 10). This is the case of SC reconstruction filter imple-
mentation.

2.7   Out-of-band SNRout

An additional parameter for qualifying an audio DAC is the out-of-band signal-to-
noise ratio SNRout, defined as the ratio of the full-scale signal and the total out-of-
band noise.

The SNRout is the result of the amount of out-of-band filtering implemented in the 
reconstruction filter. A small value of SNRout corresponds to a significant amount of 
high-frequency energy, which may be dangerous for the coupling with the neighbor 
blocks and for the following output drivers. The SNRout value can then be improved 
increasing the filter complexity at the cost of additional area and power (Fig. 11).

SNRout =
SMAX

N[

FSout
2

;2·FSout

]

Fig. 10  Analog & 
Digital frequency 
response compensation

0.95

1

1.05

0 5 10 15 20

Total

FIR Preemphasis

SC frequency response

Frequency [kHz]

A
m

p
lit

u
d
e
 g

a
in

 [
d
B

]

Oversampled DACs

                  



234

2.8   Output Power Stage

The output analog signal is typically fed to a power stage, which drives the external 
load (loudspeakers, headphones, etc.). In some recently developed audio DACs, a 
power stage is embedded in the analog filter and then the filter is able also to drive 
external load. Examples of these solutions are given in the following.

3  Audio-DAC Design Trade-off

In the design of an oversampled DAC the best trade-off between the requirements 
of the digital part (mainly the Σ∆M) and the analog part has to be found.

A starting point is the choice of the Σ∆M OSR. Since the audio signal data-rate 
is fixed (44.1 kHz), the OSR fixes both the digital data-rate and the analog filter 
operation frequency ( Fs = 44.1 kHz · OSR).

In the first audio DACs, a single bit quantizer was used for linearity reason.
The target DR could be achieved with high-order (that is however avoided for 

stability reason) or high-OSR Σ∆Ms. High-OSR Σ∆M has been the preferred solu-
tion. In this cases, a single-bit quantizer is used which requires challenging perfor-
mance to the analog filter, as follows. Single bit quantizer presents large out-of-
band noise (which requires higher filter order) and large input step (which requires 
high opamp slew-rate). Moreover, large OSR results in high data-rate ( Fs) and then 
results in high-speed opamp in the analog filter. All these motivations lead to a 
large analog filter power. This solution was however very popular since it avoids 
any DEM algorithm that in non-scaled technology could be power and area hungry. 
Typical values for the OSR were 128 or 256.

Exactly for these reasons, as soon as scaled technologies allow efficient imple-
mentation of digital parts, a completely different approach has been preferred. Us-
ing a smaller OSR gives lower Fs and then the analog filter has to guarantee lower 
speed performance (opamp bandwidth, etc.) and consumes lower power. This how-
ever requires a high-order Σ∆M (this is avoided for stability reasons) or a multibit 
quantizer. A multibit quantizer has two positive effects on the analog filter: a lower 

Fig. 11  Signal spectrum at 
the analog filter output
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opamp slew-rate requirement and a lower out-of-band noise power. Thus the power 
consumption can be further decreased. However the additional cost of a multibit 
quantizer is the need of a Dynamic Element Matching (DEM) block to linearize the 
DAC interface, which could cost in term of circuit complexity, power consumption, 
and digital noise to the analog section. This costs in scaled technology is becoming 
negligible and then an increasing popular choice is using a low OSR value (typi-
cally 64, because a lower OSR would result in large quantization noise in the sig-
nal band) and a multibit quantizer. Several DEM algorithms have been developed. 
They have to optimize the trade-off between circuit complexity and performance. 
The most popular solution is the Data Weighted Average (DWA) algorithm and its 
modified versions. An important observation is that, since the DEM circuit is not 
embedded in a loop (as it is in A/D Σ∆Ms) its latency time is not critical for structure 
stability. This gives some flexibility in the DEM algorithm implementation.

4  Digital-to-Analog Interface

The choice of the D-to-A interface regards the interface number of bits and the 
nature of the produced analog signal (current for a switched-current or switched-
resistor DAC or charge for a switched-capacitor DAC).

4.1   Single-Bit vs. Multibit

The use of a single-bit SDM output data-rate features some key advantages: infinite 
linearity DAC (non need of DEM algorithms), and circuit simplicity. However there 
are some critical points like the presence of tones in the digital spectrum (single-bit 
Σ∆Ms suffer from idle tones), the Σ∆M stability to be properly guaranteed. In addi-
tion, a large input step is applied to the analog filter and this requires large opamp 
slew-rate. Finally this exhibits high jitter sensitivity for current-mode D/A interface.

On the other hand, the use of a multibit quantizer guarantees a good SDM sta-
bility, no idle tones, small input step for small input signal and low jitter sensitiv-
ity. However a technique for linearizing the multi-bit DAC interface is needed. In 
literature there are two main class of linearizing technique: the calibration and the 
Dynamic Element Matching (DEM). The DEM is the most popular and is practi-
cally adopted in any multibit DAC. It consists in scrambling the choice of the unit 
elements of the DAC in order to average and null the non-linearity error. Several 
algorithms for the unit elements choice have been proposed. They have to be evalu-
ated in consideration of the target matching. DEM allows achieving excellent inte-
gral and differential linearity, with modest component matching. DEM compensates 
only component variations and not systematic errors (like opamp finite gain, etc.). 
This also means that DEM can correct only zero-average error; in alternative Cali-
bration technique has to be considered, but they can hardly achieved DEM perfor-

Oversampled DACs
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mance. Another important feature of DEM is that it does not require any knowledge 
of the actual component matching (this is not valid for calibration). This means that 
DEM is less sensitive to small matching variation due to age/temperature and then 
it effectiveness is long-term valid. However DEM allows correcting a certain mis-
match error until a certain value (to be evaluated with a Montecarlo analysis): be-
yond that value the performance deteriorate. Among several DEM algorithms, the 
proper selection depends on the technological capacitor mismatch to be corrected, 
the application requirements to be achieved, and the digital machine complexity to 
be implemented. The most popular DEM algorithms: the randomizer, the Clocked 
Level Averaging (CLA), the Individual Level Averaging (ILA), the Data Weighted 
Averaging (DWA), the Mismatch Shaping (MS), the tree structure, and some others. 
The most popular is the DWA, which achieve excellent performance with smaller 
digital machine complexity. Its only drawback is a certain tone generation that is 
reduced/canceled by introducing small modifications to the basic DWA algorithm.

4.2   Switched-Capacitor D/A Interface

The Integrating SC D/A interface is shown in Fig. 12. A capacitor (Cs) is pre-
charged to Vr+ or Vr−, depending on the input data and the stored charge (= Cs · Vr+) 
is then injected into the virtual ground. The positive point of this structure is that 
it is insensitive to the clock jitter. In fact, the charge transfer from Cs to Cf oc-
curs at the beginning of the integration phase 2 and then any eventual 2 length 
change does not affect the amount of injected charge. This mechanism guarantees 
that switched-capacitor circuits offer good coefficient matching and then stable fre-
quency response that can be eventually compensated by the digital filter frequency 
response. An example of this solution is in [3], where the following performances 
are achieved: 92 dB-DR, −89 dB-SNDRpeak, with 17 mW from a ± 5 V supply.

Fig. 12  Integrating SC 
D/A interface
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On the other hand the negative point is that the opamp has to operate with a 
large sampling frequency (equal to the data-rate) and then with performance and 
power consumption problems. As already claimed before, analog filter linearity is 
crucial. Thus in this scheme all the possible solutions for improving linearity have 
to be adopted. For the switches, 4-phase clock scheme, clock boosting (even if the 
input signal can assume only two values, with limited linearity problem). The on-
resistance is critical for only the switches connected to the output node. Moreover 
large gain, large slew-rate, large output swing opamp has to be used. Slew-rate is 
in particular very important. For this reason the deglicher scheme of Fig. 13 can be 
adopted (called also Direct Charge Transfer—DCT) [4]. This scheme presents some 
important advantages: no charge transfer is required from the opamp to the integrat-
ing capacitor and the noise is not sampled. Both these features allow reducing the 
opamp power consumption.

In literature several SC implementations demonstrates the validity of this pro-
posal that has been improved by using a multibit structure, an additional input FIR, 
or introducing a high-order filter.

Figure 14 shows the multibit structure In [5], a 3rd-order Σ∆M produces a 5b 
data-stream that is processed by a sophisticated 2nd-order DEM (restricted 2nd-
order DWA) to address the non-linearity issue. This allows the device to perform 
−120 dB-SNR, and −100 dB-THD, from a 5 V supply with 200 mW power con-

Fig. 13  Deglitcher SC 
D/A Interface
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Fig. 14  DCT & multibit 
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sumption (0.35 µm CMOS). In [6] from a reduced 1.5 V supply, the achieved per-
formances are 90 dB-DR, 81 dB-SNDRpeak with 4.1 mW.

The DCT coupled with a FIR input structure is shown in Fig. 15 [7]. The achieved 
performances are 120 dB-DR, 102 dB-SNDRpeak with 310 mW from a 5 V supply.

In Fig. 16 the DCT scheme is coupled with a high-order filter structure [8]. A 
3rd-order filter with a pseudo-DCT structure allows a significant reduction of the 
out-of-band quantization noise. The structure performs also low noise since only the 
1st opamp noise reaches the output with unitary gain. This solution performs 98 dB-
DR, 86 dB-SNDRpeak with 28 mW from a 3.3 V supply.

A very-compact solution is given in [9]. The digital nature of the DAC input 
signal is exploited in the D/A interface (Fig. 17) to realized a single-ended structure 
that avoids the use of fully-differential structures and fully-differential-to-single-
ended transformers. Thus this device features small die size and low power con-
sumption. The device achieves a 97 dB-DR and a 39 dB SNRout with a 0.22 mm2 
area and 7.25 mW from a 3.3 V supply (0.13 µm CMOS).

4.3   Switched-Current

The alternative of the SC D/A interface is the switched-current D/A scheme. A pas-
sive output network could be propose, with poor driving capability [10]. On the 
other hand Fig. 18 shows two possible solutions with an opamp output node: one re-
fers to switched-current and the other to switched-resistor. In these schemes in each 
clock cycle a charge amount given by Qinj = IR · Ts is injected into the virtual ground 

Fig. 15  DCT & FIR structure
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and integrated into the feedback impedance. The analog filter uses an active-RC 
structure (2nd-order structure can be implemented), where the specification for the 
opamp seems to be relaxed with respect to the SC scheme. However the injected 
charge as shown in Fig. 19 is affected by several circuit implementation imperfec-
tions both at the beginning and at the end of the pulse, as described in the following. 
At the beginning of the pulse, since the input current is a step, the opamp finite 
speed of response results in a movement of the virtual ground, which modifies the 
total current injected. For this reason, the opamp bandwidth cannot be so relaxed. 
In alternative, the current should not depend on the virtual ground voltage, i.e. ex-
hibiting a very large output impedance. Cascode current source are typically used. 
At the end of the pulse, the negative edge could change due to clock jitter (τjit) that 
results in an error in the charge injected into the virtual ground (Qinj = IR (Ts + τjit)).

The error introduced by jitter is very serious and it is strongly limiting current-
mode DAC. To overcome this limitation, several solutions have been proposed. A 
first solution uses properly generated and controlled current injection, adopting, in 
particular SC techniques [11, 12]. Another solution is using a multibit quantizer: in 
Fig. 20 the grey area is the error due to jitter that is much lower in a multibit than 
for a single-bit quantizer. For this reason almost all the current-mode DACs use 
multibit quantizer. A second solution refers to the consideration that jitter error is 
introduced in the data transition. Then, limiting data transitions would reduce jit-

Fig. 16  Pseudo DCT & multibit & high-order filter structure
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ter error. This means that two consecutive ones have to be implemented without 
turning on-and-off the input current, as shown in the Non-Return-to-Zero scheme 
(NRZ) of Fig. 21.

From another point of view, it can be observed that due to Inter-Symbol Inter-
ference (ISI) two consecutive ones gives different total injected charge than two 
separate ones. Since it is requested that each one contributes with the same inject-

Fig. 17  Single-ended audio-DAC
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ed charge, all the consecutive ones have to be separated, as in the Return-to-Zero 
scheme of Fig. 22. In this case, for each one there is a positive and negative edge 
and no ISI error occurs. A more sophisticated scheme uses dual-RTZ scheme [2] to 
achieve (with a 6 bit-Σ∆M) 113 dB-DR, −100 dB-SNDRpeak, with 250 mW.

Notice that there is trade-off between the NRTZ scheme (useful for jitter effect 
reduction) and the RTZ scheme (useful for ISI effects reduction).

Fig. 19  Jitter sensitivity
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Fig. 21  Non-Return-to-Zero scheme (NRZ)
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5  Advanced Oversampled DACs

5.1   Increasing the Quantizer Output Number of Bit

In [13], a 2nd-order 8b-Σ∆M (with OSR = 64) achieves the low out-of-band noise 
requirement without the need of post-analog filter. This finer modulator resolution 
also reduces the clock-jitter sensitivity of the output stage and relaxes the applica-
tion clock requirement. However, the direct use of any DEM technique on the 8b 
Σ∆M-output would result in an impractical design. For this reason, a noise-shaped 
segmentation technique [2, 13] is exploited to split the 8b word into 3 segmented 
outputs, a 4b word and a pair of 3b words with the corresponding weights. A aux-
iliary 1st-order modulators embedded in the DEM algorithm shapes the DAC-to-
DAC gain error into high-passed noise while maintaining the 8b resolution of the 
main modulator. The 8bit output word allows using a current-steering D/A interface 
with negligible clock jitter sensitivity. The D/A output current is injected into an 
Active-RC, which produces the analog output signal. In a 0.18 µm CMOS technol-
ogy the performance are a 108 dB-DR, and a −97 dB-SNDRpeak with 1.1 mW from 
1.8 V supply.

5.2   Embedding Power Stage in the Analog Filter

In literature there are several examples in which the power stage is not an exter-
nal part of the audio channel (as shown in Fig. 23) but is embedded in the DAC 
reconstruction filter. This solution presents the advantage of compactness, power 
efficiency, and reduced path for external noise to be coupled in the audio signal 
path. However it has to face the necessity of operating with a continuous-time out-

Fig. 22  Return-to-Zero scheme (RTZ)
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put stage, eventually operating at higher supply. In addition, sometime the optimum 
technology for the signal path (short channel device for analog and signal circuits) 
does not match the optimum technology for the power path (where DMOS are 
typically preferred). For the output stage in literature several implementations are 
given. Class-AB could be preferred where no noise has to be generated, disturbing 
the DAC operation. This however results in reduced power efficiency with respect 
to other implementation using more sophisticated output stage with higher power 
efficiency but with poorer signal purity.

One of the first examples of this solutions [14] uses 1b-Σ∆M coupled with a class-
D output stage to drive a 8 Ω output impedance. The device delivers 2 × 1 Wrms 
with 70% efficiency. The performance includes a 83 dB-DR with a −59 dB-THD 
for 1 W.

An alternative solution [15] is embedded in a car-radio FM-receiver and uses a 
class-AB output stage to reduce interference with the RF front-end. It is designed 
to drive high-power (40 W) and then large output stage is adopted. A 3rd-order, 
7b Σ∆M (OSR = 64) feeds a current-mode D/A interface. Active-RC reconstruction 
filter is used, as shown in Fig. 24. In this scheme, the first opamp operates at low 

Oversampled DACs

Fig. 23  Output power stage external (a) or internal (b) in the audio DAC
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supply (5 V) and uses “signal” devices to increase bandwidth and, then, reduces 
virtual ground movement effects. On the other hand the 2nd-opamp operates at high 
supply (18 V) and uses high voltage devices to properly drive the low-output nodes. 
The device can deliver up to 40 W and it performs 100 dB-DR.

5.3   Improving PSRR

In [16] the PSRR is optimized by using cascode sources as unit elements of the 
D/A interfaces. Typically current-sources exhibits lower matching than resistors or 
capacitors and then DEM has been employed to correct unitary current mismatch 
(Fig. 25). An improved segment flipping technology with a cascade DEM is in-
troduced to improve matching and jitter tolerance. The device uses a Σ∆M with 
OSR = 64 and with 17 output levels (the D/A interface is composed by 16 unit ele-
ments). The cascaded DEM utilizes 1 master DEM block and several slave DEM 
blocks. Each DEM block can be simple DWA, high-order mismatch shaping or any 
of existing DEM. The proposed DAC utilizes 4 slave blocks, thus each slave block 
takes care of 4 segments (Fig. 26).

Current segment has high tolerance against power supply, however it suffers 
from two types of mismatch. The one is the mismatch between segments, and the 
other is the mismatch of differential characteristic. The former mismatch is handled 
by the cascaded DEM. The segment flipping technology eliminates the latter mis-
match. The device performs 106.1 dB-SNR and 0.0018%-THD at full-scale input 
within 3.39 mm2 die area, operating from a 5 V supply.

5.4   Cascaded Σ∆M

In [17], a cascade-modulator architecture with parallel DACs that can be weighted 
arbitrarily to attain high effective resolution levels with greater flexibility is pre-
sented in Fig. 27. The error signal across the primary modulator is scaled up by a 
factor of “K” and passed to the secondary modulator. The scaling down happens 
on the analog side by sizing secondary elements as “1/Kth” of the primary ones. 

Oversampled DACs

Fig. 25  DAC chain [16]
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Therefore, cost of the secondary path is significantly lower for large values of K. 
For a simple 2-level cascaded system, the combined output transfer function can be 
written as

If the secondary modulator has M-levels, then the final output will effectively have 
K·M level resolution at combined output. Mismatch changes the transfer function as

where Kd, Ka are the digital and analog coefficients, respectively. Any mismatch 
between the primary and secondary DACs is a deviation in Ka. This mismatch is 
shaped by the secondary noise transfer function (NTF) and has almost no impact on 
the in-band signal when compared to the in-band quantization noise contributed by 
the secondary modulator.

In theory, a 1% mismatch allows to set K as high as 100 before starting to get 
limited by mismatch. In this architecture, there is no reason that primary and sec-
ondary modulators must be identical. Each path can be optimized individually to 
maximize the overall resolution. The quantization noise of the primary modulator 
loads the secondary one which is providing finer resolution steps. Therefore, in the 
overall optimization scheme, one can put the emphasis on reducing the quantization 
noise when picking the primary modulator, and the stability when picking the sec-
ondary modulator. This method also maximizes K-factor, which, in turn, increases 
the effective resolution. Cascading operation can be further repeated and OBN can 
be completely buried under the thermal noise floor. This operation is bounded with 
minimum device size and sensitivity to mismatch within one modulator path. An 
N-deep cascade with K-scaling at each level will result in KN−1 · M levels at the out-
put. Previous noise-shaped segmentation method [1, 2] can still be applied on each 
modulator path depending on the quantizer levels chosen per path and mismatch 
shaping operation. The two-path output is coupled with two class-D output stage 
to improve power efficiency and to reduced ISI-induced noise and distortion in a 
continuous-time current-mode DAC. The device performs 110 dB-DR, −100 dB-
SNDRpeak, with 0.5 mW in 45 nm technology.

5.5   Improved Σ∆M for Idle-Tone Reduction

In [18] the Σ∆M is modified in order to reduce the idle tone energy that is typically 
generated when low-amplitude signal is applied to the Σ∆M. The scheme if the 
modified SDM is shown in Fig. 28, where the reference levels of the digital multibit 
Σ∆M (OSR = 128) are modulated by a shaped version of the quantization noise. In 

Y (z) = X(z) +
1

K
· NTF(z) · E2(z)

Y (z) = X(z) +

(

1 −

Kd

Ka

)

·NTF(z)·E1(z) +
1

Ka

·NTF(z)·E2(z)

A. Baschirotto et al.
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addition, an improved version of the DWA is applied to the 16-level SC D/A inter-
face. The reconstruction filter is the cascade of a DCT SC stage and of a two-pole 
active-RC filter.

5.6   Hybrid DAC

In literature there are also some hybrid DACs that use both SC technique (mainly 
for the D/A interface) and continuous-time active-RC (for the filtering stage) [19].

A detailed example of this kind of hybrid oversampled DAC with embedded a 
power stage to drive an external load (a loudspeaker) is here presented. Embedding 
the power amplifier allows to save one opamp and so area and power consumption. 
Moreover the power amplifier is embedded in the filter loop and then its require-
ments in terms of distortion and noise are relaxed. On the other hand, the hybrid 
structure exploits the switched capacitor technique for the input stage and the feed-
back DAC in order to gain un-sensitivity versus clock jitter (thus increasing per-
formance in terms of THD and noise) and to have more flexibility in the design of 
input/output common modes. As a last observation, the case of a load dc-connected 
with the output stage is considered. This solution avoids decoupling capacitor but 
suffers from an eventual offset that would means power continuously delivered to 

Fig. 28  Modified Σ∆M for idle-tone reduction
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the load, with a consequent important limitation of the battery duration. For this 
reason a new technique to reduce the offset contribution realizing a feedback at the 
input of the digital modulator is here proposed.

Figure 29 shows the reconstruction filter architecture: a 2nd-order fully dif-
ferential hybrid SC/continuous-time structure, in which the Power Amplifier 
(PA) acts as a second stage inside the loop. Input digital signal is injected inside 
the first stage virtual ground through 8 SC branches. To obtain a good compro-
mise between high in-band SQNR (>100 dB) and low out-of-band noise SQNR 
(>50 dB), a low-order ✕∆M multi-bit structure and a DEM is used in the multi-bit 
D/A SC interface. The adopted SC D/A interface allows the possibility to easy 
realize a (1 + z−1) filter that gives two benefits: it reduces the out-of-band quan-
tization noise and it realizes a 2× gain in the audio band allowing a reduction 
in the capacitor sizing. In the biquad cell scheme of Fig. 29, the 2nd integrator 
exploits the PA pole instead of using a capacitor in parallel to R2. This results in 
an additional power (the PA bandwidth can be smaller) and area (the cap area is 
avoided) saving. The most important design parameters are collected in the fol-
lowing table.

The PA bandwidth should be low enough in order not to become un-stable when 
the inductive load is connected: speakerphones, earphones, headsets available on 
the market have an inductive component in the range of tenth of micro-Henry. To 

Fig. 29  Hybrid SC-continuous time reconstruction filter structure with power amplifier
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be compliant with a generic actuator, PA bandwidth should be lower than 100 kHz. 
In this condition, it is not possible to realize the second filter pole (80 kHz) with a 
capacitor in parallel to R2 (a 3rd pole introduced by the PA should be too close and 
it would drive to un-stability). Thus, the PA pole has been exploited to realize the 
second reconstruction filter pole. This is the most important draw-back for this kind 
of architecture, because the settling of the switch in feedback is limited by the load 
if the output impedance of the PA is not low enough at clock frequency. This draw-
back has to be carefully evaluated and simulated in order not to introduce distor-
tion. Figure 30 shows the Reconstruction Filter signal transfer function: the slope 
variation at 2 MHz is due to the SC nature of the first integrator. This integrator has 
20 dB/dec only for frequencies far from Fs/2 (3.528/2 MHz). This effect marginally 
impacts only on the out-of-band noise rejection.

The adopted structure has a THD strongly dependent on the input frequency. 
Considering that the SC 1st-Integrator can guarantee a THD up to −100 dB the PA 
results to be the main THD contributor. The THD dependency with the input fre-
quency is 40 dB/dec. First 20 dB is due to the Power Amplifier Gain: it decreases by 
20 dB/dec in the band of interest, according to Fig. 31. A second 20 dB/dec is due to 
the SC 1st-Integrator attenuation that decreases by 20 dB as the frequency decreases.

Figure 32 collects simulation results on THD at various input gains and signal 
frequencies, showing the 40 dB/dec. gain as the input frequency decreases.

Technique Hybrid, Switches Capacitor/Continuous Time
Clock frequency (Fs) 3.528 MHz
Bandwidth of interest 20 Hz–20 kHz
OSR 88.2
Input branches 28
Output voltage Diff. 3.2 Vpp,diff
Rec. Filter Architecture Chebychev, 2nd order
Open loop poles 0 (Integrator) 80 kHz (PA with its resistive feedback)
Closed loop poles ~70 kHz
Static current consumption <600 µA

Oversampled DACs

Fig. 30  DAC filter frequency 
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The noise analysis of the devices is carried out evaluating each noise contribu-
tion with separate simulations as given in the following table.

Two key problems reduce the performance of this device. In a DC-coupled dif-
ferential output stage, the presence of an offset at the PA output requires larger 

Fig. 32  THD vs. input fre-
quency (extrapolated values, 
starting from simulation 
results)
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= simulation result

Simulated/cal-
culated value 
[V2]

Transfer 
function

Over-sampling 
effect

Power @ 
output [V2]

Signal Power 3.22/2 = 5.12
Power @ load 1.28 W (4 Ω)
Quantization noise 55.6 p – – 80 p
Opamp Flicker noise 49 p (1 + Σ CS/CF)2 1 237 p
Opamp Thermal noise 9 n (1 + Σ CS/CF)2 1/OSR 496 p
kT/C sampling caps 2 · 2 · 14.4 p (Σ CS/CF)2 1/OSR 536 p
kT/C feedback caps 2 · 2 · 8.6 p 1 1/OSR 447 p
Not filtered
PA Flicker noise

– – – 67 p

Not filtered PA Thermal 
noise

– – – 46 p

R1/R2 noise – – – 9.5 p
Total 1843 p
DR 94.3 dB
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power consumption. The DEM DWA algorithm [3] for an odd number of levels 
results in the same sequence for low input signal amplitude. This produces some 
idle tones and, then, reduces the DEM algorithm effectiveness.

Figure 33 describes a closed-loop control system acting to compensate the offset 
due to analog blocks. An eventual offset at the PA output is detected by a reading 
circuit, which is realized by means of a narrow-band offset-compensated compara-
tor. Its output is fed to the following offset adjustment algorithm (that can be simply 
realized as an up & down counter, i.e. a digital low-pass filter) that tends to reduce 
it adding a “calibrated input offset” at the Sigma-Delta-Modulator input.

In addition to the word for the offset compensation, another DC-contribution 
(of variable amplitude) is added. This additional contribution disables the DWA 
algorithm to enter in the limit cycle, which increases harmonics generation. This ad-
ditional offset contribution has to be present only at the DWA level, while it would 
be dangerous in the analogue blocks since it could reduce the available swing, in-
troduce distortion, and reduce the final dynamic-range.

For this reason, this offset amount is subtracted at the multi-bit digital-to-an-
alogue interface by means of a dedicated unitary element added to the standard 
unitary elements array. In this way this additional offset does not enter into the 
analogue part.

This solution can be further optimized, canceling the additional DWA offset at 
the SDM input. In this case, the loop controls the cancellation of the offset amount 
at the PA output. If some offset is added at the D/A interface, this offset is compen-
sated by the calibrated input offset of the servo loop. In this way, the servo loop 
is producing the additional offset previously specifically introduced as “program-
mable DWA offset”. The amplitude of this offset is now controlled by the “program-
mable analogue offset” amplitude.

This second approach is simpler and, so, more efficient. Actuating the offset 
control in front of the SDM modulator is due to the fact that this is the point with 
the maximum available accuracy (18 bit). This resolution corresponds to the accu-
racy of the offset cancellation at the PA output. This accuracy is also affected by the 
“Offset Adjustment Algorithm”: this is a successive approximation algorithm re-
quiring an iteration number equal to the resolution bit number. Assuming a counter 
(low-pass filter) the length of the counter window affects its accuracy and then there 

Oversampled DACs

Fig. 33  DAC block diagram with offset compensation circuit
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will be a trade-off between a short algorithm convergence time and an accurate 
offset cancellation (achieved for a long algorithm convergence time).

The proposed device in a 0.15 µm CMOS technology features a 94 dB-DR (with 
an 8 Ω load) with a 76 dB-SNRpeak. The static power consumption is 600 µA.

6  High-Speed Oversampled DAC

The concept described in the previous chapters have been extended to higher signal 
bandwidth applications as soon as the scaled technologies give the possibility of 
using correspondingly higher sampling frequencies for the oversampled Σ∆M. In 
these cases the key choices are forced by the limited oversampling frequency that 
can be used in the digital part, in order not to exceed the power consumption. Thus 
a multibit D/A interface is used, based on switched-current with Active-RC filter 
(which requires a lower UGB opamp). The DEM algorithm is typically a DWA, 
which performs sufficient mismatch correction at a very small cost in term of area 
and power consumption.

In [20], a 1.1 MHz signal bandwidth (for ADSL Central Office Modems) is pro-
cessed with on OSR = 100, i.e. with a sampling frequency of 200 MHz. The de-
vice achieves 86 dB-DR and 71 dB-SNDRpeak, with 82 mW from a 1.8 V supply 
(0.18 µmCMOS technology). For the same application in [21], using a lower OSR 
in a 0.18 µm technology, with a 35.3 MHz clock frequency, the performances are 
73.9 dB-SNDRpeak, 79.8 dB-SFDR with 55 mW from 1.8 V supply. Other examples 
of these extended applications are given in [22–24], where using a switched-current 
DAC interface a 29.16 MHz signal bandwidth is processed with Fs = 350 MHz (i.e. 
with OSR = 6). The structure presents also an active transimpedance output stage to 
provide output voltage. The device performs 73.4 dB-DR, 76 dB-THD, and con-
sumes 45 mW fro single 1.5 V supply in 0.13 µmCMOS.
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Although RFID is surely not new, it is attracting more attention in recent years. 
One reason for that is the take off in the market. RFIDs are really becoming more 
and more popular, which of course is due to the fact that tag technology has ad-
vanced now so far, that price, size and performance have reached levels that made 
market penetration possible. But, technology for making the tags itself, is not all; 
companies want solutions integrated in their processes, and that too takes time and 
requires new technologies, but then in the sense of assembling and manufacturing 
technologies. And, obviously, also standards were (and will be) very crucial for 
mass adoption. 

Aside these evolutionary trends, there is another reason for the increased in-
terest: new technologies, that can open completely new markets and applications. 
Most importantly, organic electronics, that provides an alternative to the silicon-
based technologies, and printing technologies, that (often, but not necessarily, in 
combination with organic electronics) promise very cheap mass production for flex-
ible products. 

This section on RFID starts with a contribution of Henri Barthel, from the global 
office of the standardization institute GS1 in Brussels. It puts the RFID tags into a 
context, seen from different angles: historically, markets, applications, standardiza-
tion, privacy issues, and regulations. 

The next three papers address tags made in silicon IC technology.  The first one, 
of Mitsuo Usami from Hitachi, describes the design of the world’s smallest, and 
thus also very low cost, silicon-based tag IC. Aside the IC-design aspects it treats 
novel fabrication and assembling technologies that enable low-cost fabrication. In a 
next chapter, Raymond Barnett of Texas Instruments addresses analysis and design  
aspects for the various blocks of complex tags that require full functionality. The 
third chapter, of  Albert Missoni from Graz University and Infineon, describes the 
design of a front end for a multi-mode tag that can operate at both the UHF and HF 
RFID frequency band. 

Finally we end up with two papers describing first transponder blocks made in 
emerging new technologies. The first one, from Jürgen Krumm, PolyIC, focuses 
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on printed electronics. The second one, from Kris Myny of IMEC/Holst Centre, 
focuses on organic electronics. Both describe the state of the art in these fields and 
the expectations for the future. 

 Arthur H. M. van Roermund

A. H. M. van Roermund
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1  RFID History

Radio frequency identification has been around for decades. It’s generally said that 
the roots of radio frequency identification technology can be traced back to World 
War II. The Germans, Japanese, Americans and British were all using radar to warn of 
approaching planes while they were still miles away. The problem was there was no 
way to identify which planes belonged to the enemy and which were a country’s own 
pilots returning from a mission. The Germans discovered that if pilots rolled their 
planes as they returned to base, it would change the radio signal reflected back. This 
crude method alerted the radar crew on the ground that these were German planes and 
not Allied aircraft (this is, essentially, the first passive RFID system) [1]. The British 
developed the first active identify friend or foe (IFF) system. They put a transmitter 
on each British plane. When it received signals from radar stations on the ground, it 
began broadcasting a signal back that identified the aircraft as friendly. RFID works 
on this same basic concept. A signal is sent to a transponder, which wakes up and 
either reflects back a signal (passive system) or broadcasts a signal (active system).

In the 1970s, Los Alamos National Laboratory in the U.S. was asked by the 
Energy Department to develop a system for tracking nuclear materials. A group of 
scientists came up with the concept of putting a transponder in a truck and readers 
at the gates of secure facilities. The gate antenna would wake up the transponder 
in the truck, which would respond with an ID and potentially other data, such as 
the driver’s ID. This system was commercialized in the mid-1980s when the Los 
Alamos scientists who worked on the project left to form a company to develop 
automated toll payment systems. These systems have become widely used on roads, 
bridges and tunnels around the world.

At the request of the Agricultural Department, Los Alamos also developed a pas-
sive RFID tag to track cows. The problem was that cows were being given hormones 
and medicines when they were ill. But it was hard to make sure each cow got the right 
dosage and wasn’t given two doses accidentally. Los Alamos came up with a passive 
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RFID system that used UHF radio waves. The device drew energy from the reader 
and simply reflected back a modulated signal to the reader using a technique known as 
backscatter. Later, companies developed a low-frequency (125 kHz) system, featuring 
smaller transponders. A transponder encapsulated in glass could be injected under the 
cow’s skin. This system is still used in cows around the world today. Low-frequency 
transponders were also put in cards and used to control the access to buildings.

Over time, companies commercialized 125 kHz systems and then moved up the 
radio spectrum to high frequency (13.56 MHz), which was unregulated and unused 
in most parts of the world. High frequency offered greater range and faster data 
transfer rates. Companies, particularly those in Europe, began using it to track re-
usable containers and other assets. Today, 13.56 MHz RFID systems are used for 
access control, payment systems and contactless smart cards. They’re also used as 
an anti-theft device in cars. A reader in the steering column reads the passive RFID 
tag in the plastic housing around the key. If it doesn’t get the ID number it is pro-
grammed to look for, the car won’t start.

In the early 1990s, IBM engineers developed and patented an ultra-high frequen-
cy (UHF) RFID system. UHF offered longer read range and faster data transfer. 
IBM did some early pilots with Wal-Mart, but never commercialized this technol-
ogy. When it ran into financial trouble in the mid-1990s, IBM sold its patents to 
Intermec, a bar code systems provider. Intermec RFID systems have been installed 
in numerous different applications, from warehouse tracking to farming. But the 
technology was expensive at the time due to the low volume of sales and the lack of 
open, international standards.

UHF RFID got a boost in 1999, when the Uniform Code Council, EAN Interna-
tional, Procter & Gamble and Gillette put up funding to establish the Auto-ID Cen-
ter at the Massachusetts Institute of Technology. Two professors there, David Brock 
and Sanjay Sarma, had been doing some research into the possibility of putting low-
cost RFID tags on all products made to track them through the supply chain. Their 
idea was to put only a serial number on the tag to keep the price down (a simple mi-
crochip that stored very little information would be less expensive to produce than 
a more complex chip with more memory). Data associated with the serial number 
on the tag would be stored in a database that would be accessible over the Internet.

Sarma and Brock essentially changed the way people thought about RFID in 
the supply chain. Previously, tags were a mobile database that carried information 
about the product or container they were on with them as they travelled. Sarma 
and Brock turned RFID into a networking technology by linking objects to the In-
ternet through the tag. For businesses, this was an important change, because now 
a manufacturer could automatically let a business partner know when a shipment 
was leaving the dock at a manufacturing facility or warehouse, and a retailer could 
automatically let the manufacturer know when the goods arrived.

Between 1999 and 2003, the Auto-ID Center gained the support of more than 
100 large end-user companies, plus the U.S. Department of Defense and many key 
RFID vendors. It opened research labs in Australia, the United Kingdom, Switzer-
land, Japan and China. It developed two air interface protocols (Class 1 and Class 
0), the Electronic Product Code (EPC) numbering scheme, and a network architec-
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ture for looking up data associated on an RFID tag on the Internet. The technology 
was licensed to the Uniform Code Council in 2003, and the Uniform Code Coun-
cil created EPCglobal, as a joint venture with EAN International, to commercial-
ize EPC technology. The Auto-ID Center closed its doors in October 2003, and its 
research responsibilities were passed on to Auto-ID Labs. In 2005, the Uniform 
Code Council became member of EAN International and the new organisation was 
named GS1. The 108 national EAN organisations were renamed GS1 followed by 
the name of the country, e.g. GS1 US, GS1 France.

2  RFID Market Landscape

The BRIDGE project, discussed in detail in Sect. 13.4, commissioned a detailed 
market analysis on passive RFID, which was published early 2007. Based on this 
analysis we predicted that by 2012 more than 170,000 passive RFID readers will be 
deployed in Europe at 30,000 locations. These readers will process a total of 3 bil-
lion tags. These numbers will grow significantly until 2022, when we expect more 
than 6 million readers to be operating at 450,000 locations, with 86 billion tags 
purchased annually.

We believe these numbers to be conservative, as they only represent a small 
percentage of the total potential number of objects that can be tagged. For example, 
our forecast is based on the estimation that in 2012 2% of all items in retail will be 
tagged. In 2022 we forecast that roughly 25% of all non-food items and 5% of all 
food items in retail will be tagged. If we experience a technology breakthrough in 
the next fifteen years that would reduce the cost of an RFID tag to less than one 
cent, these number could increase dramatically. In particular the number of tags on 
food items could grow to hundreds of Billions.

Other key findings of this research:

• High-value item-tagging will remain the largest opportunity for RFID tag and 
reader volumes. In the short term we expect to see significant growth in fashion 
and apparel, cultural goods (DVD’s, books etc) and consumer electronics. In 
these categories RFID is helping to improve inventory management in the store, 
which may result in less stock outs.

• For many RFID applications it will probably take another two-three years before 
the market will really take off. This is due to technical issues, price levels that are 
prohibitive for the business case, or discussions on the distribution of costs and 
benefits in open supply chains.

• In the long term we expect hardware costs to come down dramatically. This is 
due to a combination of technical innovations and economies of scale. A passive 
RFID reader may cost 200 €, and tag prices may come down to a few Euro cents. 
A potential breakthrough in chipless technologies may even result in tag prices 
of less than 1 € cent (although our forecasts are more conservative and not based 
on this assumption).
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• Retail & consumer goods will remain the largest market in terms of volumes 
for RFID tags and readers, accounting for approximately two-thirds of the total 
market volume, both short term and long term.

• After retail, the postal & express market provides the most potential. In the short 
term this market will focus on areas such as returnable transport items, but longer 
term it is likely to adopt RFID in its core processes on parcels and mail.

• In aviation RFID will be used for a wide range of applications. In 2012 we expect 
the first large-scale implementations in Europe in baggage tracking, and this will 
continue to grow in the future.

• In the next five years we do not expect RFID to be widely used in Europe against 
counterfeiting of drugs. Instead, we expect the pharmaceutical industry to focus 
on 2D barcode implementations in the near future. More longer term, the indus-
try may change to RFID.

• UHF will be the dominant frequency for the tracking of physical objects, with 
HF being used in a number of niche markets such as library books.

In conclusion, RFID is developing very differently from the way most people en-
visioned a few years ago. And in five years from now we may again discover that 
RFID adoption has not developed as we predicted in this study. However, this un-
certainty only relates to the speed of adoption across the various RFID applications.

There is no doubt that performance will continue to improve and prices will con-
tinue to come down. It seems certain that in the future passive RFID will become an 
integral part of doing business in Europe, resulting in Millions of readers that read 
Billions of tags each year (Fig. 1) [2].

3  RFID Standards

3.1   The Core Architecture

RFID standards are already published or being developed to cover aspects of an 
RFID system from the tag through to data exchange with business partners. Figure 2 
shows a comprehensive RFID system architecture [3].

Fig. 1  RFID market sizing 2007–2022 [2]
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Some of the standards in the architecture are still in a development phase. No 
application currently uses all the components, even of standards that have been 
published.

We have sub-divided the architecture into four component parts:

• The enterprise system, dealing with all aspects where RFID as a data carrier is 
used to assist with some functional aspects of business or commercial opera-
tions.

• Internet-based data exchange components that are internal to the enterprise.
• Internet-based data exchange that is external with partners and other stake-

holders.
• The ISO Registration Authority for data format that provides support for con-

verting legacy data and for new forms of unique item identifiers.

3.2   The Formation of ISO/IEC JTC1 SC31 WG4

The first proposal for the development of a standard in the field of RFID in ISO/IEC 
JTC 1/SC 31 Automatic Identification and Data Capture Techniques was presented 
on 13 March 1997. The scope of the new work item proposal was ‘To define a com-
munication protocol for interoperability of wireless, non-contact omnidirectional 
radio frequency identification devices capable of receiving, storing, and transmit-
ting data while operating at power levels that are in freely available international 
frequency bands in the area of item level identification and management across the 
supply chain such as finished good asset management, raw material asset manage-
ment, material traceability, inventory control, electronic article surveillance, war-
ranty data, production control/robotics, and facilities management.’

Following the acceptance of this new work item proposal SC31 Working Group 
4 (WG4) was created. SC31 WG4 had its first meeting on 26–28 August 1998 in 
Tokyo, Japan.

3.3   RFID Standards and Applications Before the Epoch

Before the formation of SC31 WG4, a number of initiatives to standardise RFID 
and related technology had taken place. Within ISO itself, the work of JTC1 SC17 
on smart card technology was well established and this represented an eventual 
overlap at 13.56 MHz with the developments in JTC1 SC31 WG4 RFID for Item 
Management. The United States of America had a number of standards in place 
under the ANSI/INCITS committee work that were potential candidates for ISO 
standardisation.
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ISO, and other organisations, had undertaken major work developing RFID tech-
nology associated with specific applications. These included:

• RFID technology and application standards for animal ID.
• European and ISO standards using RFID for road traffic telematics.
• A set of UPU work-in-progress standards specifying RFID technology at each of 

the main frequencies.

Apart from the US ANSI standards, there was little previous work on developing 
standards that only identified the technology and covered a range of RFID frequen-
cies. Most of the candidate technologies were initially considered by WG4 as pro-
prietary. Because the technology was proprietary, most of the applications—includ-
ing some that would eventually migrate to open systems—were for closed systems 
often limited in scale. These covered a great variety of niche applications—some 
could be considered to be forerunners of RFID in the supply chain. There were 
applications for all the main RFID frequencies, with the exception that UHF tech-
nology was not used for RFID in many parts of the world because of the potential 
overlap of that frequency being used for mobile telephones.

3.4   Bar Code Applications and Application Standards Before  
the Epoch

Bar code and RFID had similar development paths, and were first invented at a 
similar time in the decade to 1950. The development of bar code, like RFID, was 
based on proprietary technology, and the companies developing the technology pro-
vided solutions for closed system applications.

The major transition for bar code came in the early to mid 1970s. A keynote de-
velopment was the formation of the Uniform Code Council and then, within a short 
period of time, EAN International (renamed GS1 in 2005). Other significant organisa-
tional developments were taking place in parallel. The manufacturers of bar code tech-
nology created their trade association, Automatic Identification Manufacturers (AIM) 
originally as a product section of the Materials Handling Institute in 1972. The objec-
tive was to develop technical solutions, and promote the technology. A significant 
number of technology exchanges took place, which resulted in previously proprietary 
bar code symbologies becoming de facto standards. These were finally formalised 
in 1982 by the publication of a set of symbology specifications. By 1983, AIM had 
become an independent trade association in the United States, and shortly afterwards 
progressed internationally with the formation of AIM UK and AIM Europe.

Developments continued, and members of AIM worked with many different sec-
tors concerned with the development of application standards. Another milestone 
was the creation of the data dictionary for primary industry originally known as 
FACT Data Identifiers and later adopted and standardised by ANSI.
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By the time of what we have called the “epoch”, the formation of SC31 WG4 RFID 
for Item Management, SC31 WG1, WG2 and WG3 had been in place dealing predom-
inantly with bar code. CEN TC225 had been in existence for some time before this.

The net effect was that by the epoch the bar code vendor community had a deep 
understanding of application requirements, and the user organisations responsible 
for developing applications either had significant technical understanding of bar 
code technology, or could tap into industry resources for this.

Depending on one’s perspective and analysis, the progress of RFID was between 12 
and 25 years behind what had been achieved with bar code technology by the epoch.

3.5   Early RFID Standardisation Activities

As previously highlighted, there were some fundamental differences in SC31 with 
the process to standardise bar code and to standardise RFID. By the time SC31 
was created, a number of bar code symbologies (data carriers) had already been 
published as standards by AIM (which is a formal standards committee of ANSI), 
by CEN for European standards, and other National Bodies. Therefore, the initial 
task for bar code was to address the quality of the standard not the technology. Over 
time, more bar code symbologies were submitted to SC31, but often a significant 
amount of prior work had been done elsewhere.

In contrast, RFID activities began with almost a blank agenda, although by the 
time the two RFID Ad Hoc meetings had taken place, there were some clear direc-
tions. For a long time, the work of the air interface protocol and the application 
interface protocol were seen as distinctly separate entities, although there were ex-
perts with crossover experience. The brief for the application interface activity was 
to develop encoding rules that were to be largely independent of air interface issues.

With the benefit of retrospective analysis, the air interface standardisation activ-
ity seems to have progressed through three phases. The first phase was concerned 
with structuring rules between and within the standards. Whereas each bar code 
symbology is a distinctly separate data carrier technology standard, an early deci-
sion made for RFID was that each part of ISO/IEC 18000 would address a particular 
frequency. The ideal expressed at the time was to have one air interface protocol 
per frequency, which was based on a model borrowed from the Universal Postal 
Union’s work on RFID. However, there were many candidate technologies, most of 
which were effectively proprietary technologies.

The second phase was concerned with the process of reducing nearly 30 can-
didates into the limited number of standards. For quite some time, there was no 
consensus on which technology was best in class. So, every time technologies were 
being evaluated and compared, there were vested interests among other experts, 
which usually resulted in more informal votes against any given technology than 
in favour. A key meeting took place in Marseille, France where all the technology 
sponsors were offered a straightforward ultimatum. Either face perpetual ballots 
with the end result of no RFID standards, or work formally or informally together 
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to reduce the variety of candidates. This did lead to a significant amount of col-
laboration outside the scope of ISO, and enabled the ISO/IEC 18000 standards to 
move forward and meet the new, more realistic, criteria of up to two air interface 
protocols per frequency.

At this time, there was still a lot of enthusiasm based on market expectations, 
and many of the meetings had between 40 and 60 experts participating. It was in-
evitable that new technology solutions would emerge. Objective criteria that had 
been applied to bar code standardisation since the formation of SC31 were adapted 
for RFID. Basically, any new air interface protocol had to be significantly different 
from those already standardised or carry with it the support of major applications. 
On this basis, the first serious attempts were made to achieve global acceptance of 
the UHF frequency with the result of ISO/IEC 18000-6 being developed and pub-
lished with Type A and B protocols.

The next most significant development, which involved crossover activities be-
tween ISO experts, the Auto-ID Labs and eventually EPCglobal, was the process 
that resulted in the EPCglobal Class 1 Gen 2 (ISO/IEC 18000-6 Type C) air inter-
face. The current position, when the revisions are published, is that:

• four air interface protocols will be included in ISO/IEC 18000-6 (UHF technol-
ogy): Type A, Type B, Type C, and Type D (previously known as TOTAL).

• three in ISO/IEC 18000-3 (high frequency): Mode 1, Mode 2, and Mode 3

3.6   ISO/IEC JTC1 SC31 WG4

The title of ISO/IEC JTC1 SC31 WG4 is ‘RFID for Item Management’. Since its 
formation, this working group has published 22 standards and technical reports. At 
this moment 9 of the WG4 documents are being revised and 13 new documents are 
being developed.

SC31/WG4 now has the following structure:

• Subgroup 1—Application interface protocols
• Subgroup 3—Air Interface
• Subgroup 5—Implementation Guidelines
• Subgroup 6—RFID Performance and Conformance test methods

4  The BRIDGE Project

4.1   Project Overview

BRIDGE (Building Radio Frequency IDentification for the Global Environment) 
was developed in response to the call for projects released in May 2005 by the 
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European Union Information Society Technologies (IST) Directorate under the spe-
cific programme “Integrating and strengthening the European research area” in the 
Community sixth framework programme (FP6).

BRIDGE was an integrated project that started in July 2006 and ended in August 
2009. Its consortium was composed of 31 partners, including 7 GS1 organisations, 
5 universities, 11 solution providers and 8 user companies. GS1 Global Office co-
ordinated the project.

The objective of the BRIDGE project was to research, develop and implement 
tools to enable the deployment of RFID and EPCglobal Network applications. The 
project has developed easy-to-use technological solutions for the European busi-
ness community, including Small & Medium sized Enterprises (SMEs), ensuring a 
basis for collaborative EPCglobal systems for efficient, effective and secure supply 
chains.

The project consisted of a series of business, technical development and hori-
zontal activities. Seven Business Work Packages (WPs) were set up to identify 
the opportunities, establish the business cases and perform trials and implemen-
tations in various sectors including anti-counterfeiting, pharmaceuticals, textile, 
manufacturing, re-usable assets, products in service and retail non-food items. 
The project included an important research and development program in various 
aspects of RFID hardware, software, network and security. A series of horizontal 
activities provided training and dissemination services, enabling the adoption of 
the technology on a large scale in Europe for the sectors addressed by BRIDGE 
and beyond.

The chart below shows the three main work areas, by Work Package group, in 
the BRIDGE project (Fig. 3).

H. Barthel

Fig. 3 The three main work areas, by Work Package group, in the BRIDGE project
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Technical Development Four working groups concentrated on RFID Hardware, 
serial lookup services, serial supply chain control and Security. Main achievements 
included:

• The Hardware team developed new RFID tags (more versatile, equipped with 
sensors, smaller and cheaper, more adaptable for metal and dielectric objects), 
new RFID readers and reader antennas (less expensive, more performing), new 
RFID systems prototyping some smart object environments.

• Serial level Lookup Service developed the requirement analysis and technical 
design documents for a Discovery Service, which has greatly contributed to the 
standards development on Discovery Services. This group also developed a soft-
ware prototype implementing the original Discovery Service concept.

• Serial level Supply chain control developed a tracing model based on track and 
trace probabilistic algorithms.

• Security issued a comprehensive security analysis documenting the require-
ments for enabling open and collaborative RFID-based business applications. 
They focused on security and privacy, RFID system security and integrity and 
network infrastructure security and developed several prototypes.

Business Development The seven working groups looked at business develop-
ments in the use of RFID in a variety of sectors. Their work was organised follow-
ing a common pattern (Fig. 4):

Most of the pilots conducted under the different application work packages start-
ed during the second year of the project and were finalised in the third and final 
year. Many have brought impressive results and interesting outcomes in terms of 
lessons learnt and best practices. These include:

• In anti-counterfeiting—development of new services in the EPCglobal net-
work that will reduce the level of piracy of goods, which is a serious problem in 
Europe and worldwide,

• In pharmaceuticals—increasing patient safety by improving traceability, and 
certifying the traceability of pharmaceutical products as they move from the 
manufacturer to the hospital/pharmacy,

Fig. 4  Business applications 
development in the BRIDGE 
project

Problem Statement

Requirements Analysis

Business Case

Pilot / Trial 

Base: EPCglobal Network
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• In the textile industry—better fulfilment of customers needs by increasing the 
flow and accuracy of information through the supply chain and in the store,

• In food manufacturing processes—reducing waste and stock holding and im-
proving visibility and traceability of products and equipment, thereby improving 
food safety,

• In re-useable assets—improving information exchange and asset management 
between supply chain partners to effect reduction in losses and costs,

• In products in-service—developing systems and processes to increase the reli-
ability of the upgrade, repair and replacement processes throughout the life of 
many products,

• In the retail environment—optimising processes in retail stores in order to 
increase service to the customer by using RFID on consumer sale units.

Horizontal Activities In the first year of the project, the project produced concept 
animations (multimedia learning objects that illustrate the use of RFID/EPC and their 
applications) to support training requirements. An RFID market sizing study providing 
forecasts of the number of readers, tags and locations that would use RFID technol-
ogy in 5, 10 and 15 years was released early 2007. In the second year of the project, a 
portable demo that shows how EPC/RFID works in real supply chain conditions was 
finalised and is now downloadable on the public website http://www.bridge-project.eu.

BRIDGE has also developed five high-level training courses covering basic to 
expert level, has undertaken the translation in five languages of an awareness rais-
ing website on RFID http://discoverrfid.org and undertook vast analysis in regards 
to data protection issues.

This project has provided a great opportunity for Europe to build on a stan-
dardised RFID technology for use in global supply chains. The BRIDGE project 
has clearly contributed to the development of new solutions for all businesses, both 
small to large. Improving skills and expertise on RFID technology and network 
information sharing is leading to enhanced competitiveness of European companies 
and to benefits to customers and citizens.

4.2   BRIDGE Hardware Developments

BRIDGE worked to advance the state of the art of RFID hardware. The goal was 
to develop:

• New RFID tags:

− More versatile, equipped with sensors
− Smaller and cheaper
− More adaptable, for metal and dielectric objects

• New RFID readers and reader antennas:

− Less expensive
− Better performance

• New RFID systems to prototype some smart object environments
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In the field of sensor-enabled tags, first a benchmark study was performed investi-
gating the different technologies, standards, and user requirements. This was com-
piled into a Sensor-enabled RFID Handbook that reduces the learning curve for 
any company seeking to develop this kind of tags. Later a design effort was started 
that resulted in a common platform, proposing operation modes, data management 
procedures, and protocol extensions to build modular sensor-enabled RFID tags. 
Finally, some multi-sensor tag prototypes were built based on the proposed com-
mon platform (Fig. 5).

In response to a high market demand for smaller tags several techniques where 
investigated for tag miniaturization, from fractal shapes to use of different materi-
als. Finally, a tag with a very high read-range to size was designed, borrowing a 
concept from meta-materials research: the Split-Ring Resonator (SRR). Tags for 
metal and dielectric material were designed using the same principle: isolation 
from the material but with a minimum thickness to keep the tags conformal to the 
shape of the tagged objects. This has been a very competitive field of research, in 
which industry has come up with high performance designs. The contribution of 
BRIDGE was a very thin design based on a double bow-tie resonator.

Two different research lines were started to design a low-cost RFID reader. On 
the one hand, the first prototypes in the industry based on specific RFID reader 
chipsets were designed and prototyped. The forecast was a factor-of-five cost re-
duction versus current market prices. On the other hand, an effort was started to 
reduce the price of the RFID chipset itself by designing it using common CMOS 
processes, rather than using a different process for the RF and the digital parts of the 
chip. This promises cost reductions of at least a factor-of-ten.

Research was also conducted to improve the performance of the readers. For 
this BRIDGE research concentrated on the reader antennas. First a novel design of 

Fig. 5  Prototype of a sensor-
enabled tag, compatible with 
the EPC Gen2 protocol
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a phased array antenna was tested, improving the read rates of static constellations 
of tags. It is well known that moving tags are easier to read since multi-path cancel-
lation blind-spots tend to be static. When tags are static, the phased array reader 
antenna moves the beam slightly, and randomly, moving the multi-path blind spots, 
and thereby increasing the readability of large constellations of static tags.

Next another difficult RFID problem was tackled: the metallic shelf. The smart-
shelf concept, in which the shelf is aware of its contents, is an old RFID paradigm 
that has faced difficulties in practice since most shelves in use today are metallic and 
no reliable, robust, and economic way had been found to equip such shelves with 
RFID antennas. To address this, a specific design based on slot antennas was proto-
typed and successfully tested in a live retail environment, producing 100% read rates 
over a full month of testing. In this test, multiplexing was used to reduce the total 
cost of equipping a supermarket with RFID antennas used on metal shelves (Fig. 6).

Finally, a more theoretical research was conducted, with the goal of pushing the 
limit of how many tags a reader can read in a second. This number is limited by the 

Fig. 6  RFID-equipped metal 
shelf in its test environment
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anti-collision protocols. Since all tags communicate with the reader using the same 
protocol, the reader can only communicate with one tag at a time, and needs to em-
ploy a multiple-access strategy, similar to those employed in other one-to-many net-
works, to resolve collisions. The use of Blind Signal Separation (BSS) algorithms 
was shown to allow a single reader to communicate simultaneously with up to four 
tags. For this, readers would have to be equipped with at least four RF front-ends. 
Each of these receives a different mix of the signals from the four tags. The role of 
the BSS algorithm is to separate the response from each individual tag. Once this is 
done, the reader can also communicate back to the four tags simultaneously.

The third area of research demonstrated the use of RFID for building smart-
object systems. First, the smart-shelf prototype was equipped with algorithms to use 
the RFID antennas to manage a stock of books in a store, locating them precisely 
on the shelf, sending out-of-stock alerts, and producing lists of misplaced items. 
Second, the smart-object paradigm was applied to the remote servicing of heavy 
equipment. For this a lab prototype of a washing machine was built, which made 
use of RFID readers and sensors to detect malfunction (over-heating, vibration, 
water leaks), misuse (wrong washing program for the clothes in the load), use of 
non-original spare parts, as well as sending warnings when specific parts needed 
servicing or replacement. A web-based platform was developed to remotely control 
all of these functions, demonstrating how RFID could dramatically improve the 
quality and efficiency of the management of a large and geographically disperse 
fleet of machines (washing machines, vending machines, vehicles, agricultural and 
mining equipment, etc.).

In summary, BRIDGE research has helped advance the state-of-the art of RFID 
hardware with a set of prototypes ready for industrialization; promising concepts that 
require further research in the laboratory; and with some theoretical results. Some of 
these deliverables will be patented and some will be exploited commercially.

5  Privacy Concerns

In general, RFID is not yet a widely accepted technology, as it raises concerns of 
privacy and security. A few years ago these led to protests campaigns against early 
adopters in apparel and retail trade. Although these events now seem to be beyond 
the shoulders, these concerns were confirmed during the European RFID public 
consultation (http://www.rfidconsultation.eu) of 2008 [4].

Therefore, privacy and security issues will influence adoption of RFID technology 
and also imply the need for development of secure RFID, which in turn could make 
the design, production and deployment of RFID more complex, and more expensive.

Passive RFID tags, like those attached to items, can be almost invisible. It means 
that people can carry them with object they posses without being aware of this. This 
implies different kinds of risks. First, RFID tags attached to the object that people 
bought can be interrogated by someone and reveal what items a person has in a bag 
(including for example medicines) or what was the price of tagged clothes. More-
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over, although the set of things which a person carries is changing, it usually does 
not change completely. Such a set, called RFID shadow or RFID constellation of a 
person, if regularly updated, may serve the effective tracking of individuals. This 
has raised concerns among privacy organizations and individuals.

Some consumers are afraid of function creep, i.e. using a large amount of data 
legally obtained by an RFID system for different purposes than the original objec-
tive of the systems.

The basic security measure against unauthorized reading of RFID tags attached 
to items is deactivation of the tag at supermarket check-out.

An important economic implication of privacy and security issues is the need to 
follow technical and legal measures which make RFID (single tags as well as whole 
systems) more complex, and therefore more expensive. At the level of tags, some 
measures are already mandatory under EPCglobal standards. However, there is a 
limit for security of tags: those used for item-level tagging are mostly passive and 
are not supposed to perform complex functions.

The demand for privacy can be seen as a market opportunity. Apart from the 
demand for security built into RFID systems, we can foresee demand for personal 
devices which help the user keep control over tags he owns.

6  Regulations

RFID operates in the electro-magnetic spectrum that is highly regulated all over the 
world. The most common RFID technologies use Low Frequency (LF, below 135 KHz), 
High Frequency (HF, 13,56 MHz) and Ultra High Frequency (UHF, 860–960 MHz). 
The regulations for using RFID at LF and HF are largely available worldwide.

RFID at UHF represents a fast growing market. Huge progress has been made 
over the last 10 years. In 2010, it is safe to assume that countries representing 96% 
of global national income have adequate regulations for using RFID at UHF.

In Europe, RFID at UHF operates in the band 865–868 MHz. Four 200 KHz 
wide channel are used by readers with a power of up to 2 W e.r.p. The other chan-
nels are used by tags to respond to the readers (Fig. 7) [5].

Fig. 7  4 channel plan for RFID at UHF in Europe [5]
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The expected need for high usage densities, higher data speeds, greater ranges, 
faster reading of increased numbers of tags, will require additional spectrum. To 
satisfy the above requirements it will be necessary to designate more spectrum that 
will provide high performance reader channels. An additional frequency designa-
tion in the range 915–921 MHz is proposed for high performance RFID systems. 
This will harmonize the operation of RFID in Europe with many of the other major 
non-European countries that generally operate in the 900–930 MHz range.

According to a recent survey, the logistics’ industry and RFID system providers 
have stated that:

• The density of RFID tags in a typical load or transport unit can be up to 1,000–
1,500 tagged objects. The separation between tags typically can be between 
2–3 mm to 30 cm.

• According to the application the minimum separation between fixed interroga-
tors as well as hand/mobile readers can be between 0 and 1 m. This means that 
multiple channels are required in order to avoid tag to tag cross-interference.

• The reading range should be up to 9 m.
• The time available for reading all tags in a bulk/pallet environment varies from 

0.5 to 2 s max. Also the data carried by a tag can vary from 96 to 256 bits.
• Acceptable reading performance on a pallet should approach 100%. This re-

quires higher power as well as high data rates for increased read redundancy.
• Additional features (e.g. monitoring of temperature, shock, humidity, pressure) 

will be used in critical applications to assure the condition of delivered goods. 
This may require higher power and much increased data capacity.

• The performance of European RFID systems and tags should match global per-
formance. Presently this cannot be guaranteed since European frequencies and 
power levels do not provide comparable reading performance to e.g. US, SA, Far 
East, Canada and South American countries.

7  Conclusion

RFID is a fascinating technology. It offers opportunities for a huge variety of ap-
plications, most of which remain probably to be invented. However, RFID is not 
an objective in itself. It is an enabler for improved efficiencies and conveniences 
in businesses and in people’s life. A lot of research and standardisation efforts have 
focused on RFID in recent years. Research and standardisation need to continue in 
order that RFID becomes a commodity seamlessly integrated into an ever growing 
number of products and services.
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1  Introduction

The development of effective technology for linking objects and network informa-
tion systems is being promoted in various fields. Among this technology is semi-
conductor radio frequency identification (RFID) [1, 2], which is making a signifi-
cant contribution to promoting a revolution in IT. Product manufacture and distri-
bution require high-quality, accurate inventory control. A small inexpensive chip 
with RFID capability, called the µ-chip, can be attached to paper media and other 
small objects to help prevent counterfeit attempts and track products in a market 
environment. A 0.4 mm × 0.4 mm RFID µ-chip [3], as shown in Fig. 1, which was 
successfully used for the 2005 World Exposition in Aichi, Japan is available as an 
example. It features 2.45 GHz operation and a highly reliable 128-bit ROM ID 
without duplication during the fabrication of 22 million admission-cards. IDs have 
been developed for use in a reliable authentication system using network based 
secure ID management. RFID chips have been getting progressively smaller for 
years and in 2001 Hitachi announced the development of a groundbreaking very 
small chip. Hitachi has now developed an even smaller chip, which is less than 
0.1 mm2 in size. Recent complementary metal oxide semiconductor (CMOS) fine 
process technology can produce chips of this very small size, but in our study we 
had to consider circuit simplification and optimization. Another outstanding fea-
ture of the ultra-small RFID chip is an embedded antenna on a chip as shown in 
Fig. 2.
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2  Chip Design Concept

2.1   Chip Architecture

The essential elements of µ-chip design are based on the minimum IC chip size for 
Internet-oriented applications. In practice, µ-chip readers connected to the Internet 
can easily access world-wide web databases and send timely data to these data-
bases. Therefore, adopting a read-only memory (ROM) technique was considered 
adequate for implementing an identification number in the µ-chip, which resulted 
in eliminating writable memory cells and their respective write-control circuits. The 

Fig. 1  Typical samples of 
recently developed ultra-
small RFID chips

Fig. 2  Embedded antenna 
structure of ultra-small RFID 
chip. The small antenna uses 
2.45 GHz-band communi-
cation without dedicated 
capacitance
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basic structure of the µ-chip is shown in Fig. 3. The ROM size is 128-bit, which 
is the same length as an IPv6 address. The design policy did not support the anti-
collision function in the first µ-chip version. This conceptualistic circuit elimination 
was crucial to realizing the ultra-small size of the µ-chip.

2.2   Mechanical Endurance

Figure 4 shows that microminiaturization is required to make a reliable IC chip. To 
enable an IC chip to be used without having to consider the characteristics of the ma-
terial it is mounted on, such as paper, the IC chip must have adequate stress-resistance. 
Among the many methods used to measure stress-resistance, the mechanical impact 
strength test is one of the most rigorous. It is clear that the mechanical strength is 
higher when the IC chip is smaller than 0.5 × 0.5 mm2. Thus, microminiaturization of 
the µ-chip enabled us to develop an economical and reliable radio-recognition device.

2.3   High-Reliability Electron Beam Written ID Memory

Figure 5 shows circuit details of the 128-bit EB-written memory. Each memory cell 
consists of one transistor, which has an EB programming connection terminal. The 
connection information is detected by a simple pre-charge and discharge circuit 
mechanism. All the drains of the NMOS transistor in the memory cell are com-
monly connected and store pre-charge electron through a PMOS transistor, which is 

Fig. 3  Circuit structure of ultra-small RFID chip. All of these circuit blocks are made using fully 
integrated CMOS analog and digital circuit technology
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Fig. 4  Mechanical endurance of ultra-small RFID chip. For an IC chip to be usable on soft media 
such as paper, it must resist stress and remain undamaged during use
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controlled by the memory control circuit. EB programming is performed by open or 
short connection conditions between each NMOS transistor’s source and a common 
line that is connected to a Y-decoder selection transistor.

This EB-written memory structure has several advantages over other memory 
technologies. First of all, it can be adapted for use in small RFID devices that use 
finer device processes because the memory circuit consists of ultra-small transis-
tors and requires no high voltage endurance to write to memory cells. Second, the 
reliability of RFID devices under various circumstances, such as when exposed to 
severe temperatures, i.e., 300°C, mechanical stress or radiation, is excellent. Third, 
maintaining highly secure manufacturing and efficiently controlling the issuing of 
ID numbers to keep numbering unique during high-volume production is possible 
because batch EB writing of ID numbers is done during the wafer fabrication pro-
cess. Finally, EB technology can generate unique ID patterns without using expen-
sive one-time use glass masks.

When using EB writing to ultra-small RFID chips, it is necessary to con-
sider the fabrication throughput. Figure 6 shows chip-grouped EB writing. Chip-
grouped EB writing can drastically increase fabrication efficiency. The chip-
group size can be up to 10,000 chips per one EB shot. EB write-time is reduced 
effectively using volume group writing by a factor of 50 compared with indi-

The World’s Smallest RFID Chip Technology

Fig. 6  Group-writing method to realize high-efficiency EB memory writing
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vidual writing. The ID number of each chip is controlled by highly-secure sever 
systems. ID number patterns are merged with the peripheral circuit patterns of 
the RFID chip and transferred to the EB equipment. Then, group EB writing 
direct to each chip is done very smoothly as if the writing was being done to a 
single large chip.

3  Antenna Design Concept

3.1   Embedded Antenna

Embedding an antenna on an RFID chip is an ideal method of reducing the size and 
cost of RFID devices. The shape of the RFID embedded antenna is similar to a coil 
pattern because the chip-received electromagnetic energy of induction is greater 
than the radiation near a reader antenna. The antenna can be designed to cover a 
relatively small area by using a microwave-band frequency. Figure 2 shows a small 
0.4 × 0.4 mm antenna on a μ-chip. Because of the application of the parasitic capaci-
tance of the antenna, there is no need to design additional resonance capacitance. 
The antenna is made of gold, using plating on a semiconductor wafer. The design 
for the internal circuit of an RFID chip with an embedded antenna is exactly the 
same as that for one with an off-chip external antenna. The maximum communica-
tion distance is about 1.2 mm. However, a stable, horizontal communication area 
with a 2.3-millimeter diameter can be achieved, which is considered to be the prac-
tical usage level for close-coupled RFID devices.

3.2   External Antenna on Double-Surface Electrode Chip

Since RFID devices generally consist of chips and an external antenna to extend 
communication range, the total cost of the identification devices will increase if 
the cost of assembling an external antenna becomes higher due to the develop-
ment of ultra small chips. The use of a double-surface electrode [4, 5] on the 
ultra-thin RFID chip has eased the difficulty of handling small chips and has 
reduced the cost of attaching RFID antennas. There are two technical problems 
that occur when a small chip using the conventional approach of a small single-
surface electrode is fabricated. One of them is how to precisely position a chip 
with small surface bumps onto an external antenna’s metal terminals, and the 
other is fabricating narrow space precise antenna patterns. Small double-surface 
chips can resolve these problems. Because of their double-surface, the surface 
connection electrodes are connected to the antenna material using a simple con-
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nection structure. Moreover, the chips do not require horizontal direction regular-
ity for mounting and can be mounted by upside-down free positioning as shown 
in Fig. 7. So, there are no concerns about positioning. This makes it possible to 
simultaneously handle a large volume of chips. Another advantage of having a 
double-surface connection is that each connection area can be designed to be as 
large as the chip surface in order to reduce connection resistance and enhance 
connection reliability.

As shown in Fig. 8, the circuit is a double-voltage rectifier circuit based on a 
capacitor and diode combination, which is similar to the conventional back-bias 
circuit of dynamic random access memory large scale integration (LSI). The capaci-
tors were designed by using positive channel metal oxide semiconductor (PMOS) 
device structures. The chip’s connection structure is simplified because only one 
connection electrode port can be placed on each chip surface. This structure is de-
rived from the principle that an RFID chip needs at least two ports to connect with 
an antenna’s terminals. This simple circuit and device structure makes it possible to 
achieve smaller chip size.

The chip’s input impedance is relatively low at about 60 Ω, this being the level 
required to achieve impedance matching between the chip and the antenna by tun-

Fig. 7  Antenna connection 
technology of ultra-small 
RFID chip. The double-
surface electrode RFID chip 
can be easily connected to 
the antenna without precise 
positioning
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ing the length of the impedance-matching slit. Figure 9 shows the communication 
distance’s dependence on the slit length. At a length of 8 mm, a maximum commu-
nication distance of 300 mm is achieved giving a reader-output power of 300 mW 
and a reader-antenna gain of 13 dBi. The simple, straight external antenna attached 
to the μ-chip is small and thin. The ultra-thin μ-chip (60-μm thick) is connected to 
this thin antenna using an anisotropic conductive film (ACF) [6]. Using ACF results 
in a thinner transponder (0.15 mm) than can be produced using conventional wire-
bonding technology. The optimized length of the external antenna is one-half of the 
microwave wave length of 56 mm.

Figure 10 shows the batch-mounting method used to connect the small chip to 
the antenna. Many chips, in this case 16 chips in a 4 × 4 matrix, can be placed on a 

Fig. 9  Communication 
characteristics of ultra-small 
RFID chip. The communica-
tion distance depends on the 
slit length of the antenna
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rough positioning plate. Each chip is dropped slightly into each absorbing hole us-
ing vibration, and fixed using a vacuum method. The positioning plate rotates and 
simultaneously mounts each chip on the antenna sheet, which is folded to match a 
placing pitch for each chip on the plate. This flexible mounting system makes it pos-
sible to mount several chips on to several antenna patterns designed on a substrate 
film. The size of the matrix can also be extended easily, for example, to 50 × 50 or 
more.

4  Silicon on Insulator (SOI) Ultra-thin RFID Chip

Figure 11 compares the front-end structure of the SOI CMOS [7] device with that 
of a conventional device. The input signal level may reach 2 V or higher when the 
RFID chip is close to the reader antenna. Therefore, the conventional device needs 
a two-way or three-way guard ring structure to prevent latch-up from occurring 
between the well and the substrate. In contrast, in the SOI device, the capacitor and 
diode devices are insulated by oxide, which enables the RF devices of the chip to 
be tightly laid out. In the conventional capacitor, the input from the antenna can not 
be directly connected to the N-well of the device in order to prevent latch-up, and 
hence the varactor device structure is impractical. However, an SOI CMOS device 
can use a capacitor structure that is ideal for making a small device. Moreover, the 
SOI parasitic capacitance between the N-well of the capacitor and the substrate 
is very small, which resulted in that the dynamic leakage current can be reduced. 
Lowering the forward voltage drop of the diode is an effective way to increase 
the efficiency of the rectifier circuit. Therefore, the active body contact technology 

Fig. 11  Comparison of RF front-end device structures
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of SOI CMOS can reduce the forward voltage without special devices such as a 
Schottky diode.

Figure 12 is a microphotograph of the developed chip with the surface electrode 
pattern removed. This chip was designed with three metallization levels.

Figure 13 shows a part of a cross section of the antenna connection to the chip. 
A thin ACF connection technique was also used to fabricate the RFID inlet, which 
is thinner than 50 µm, for versatile individual recognition applications to thin media 
such as paper. The inlet holds the intermediate fabrication unit of the device, which 
consists of the chip and its antenna [8].

5  Conclusions

Ultra-small RFID chips are expected to be used in future volume-product applica-
tions such as bar-code replacement. It is not easy to realize the instant world-wide 
extension of RFID. However, semiconductor and wireless circuit technology prog-
ress will someday overcome the function and cost problems of RFID chips.

Fig. 12  Microphotograph of 
ultra-small RFID chip. The 
top and bottom surfaces are 
metallized using gold to con-
nect to an external antenna
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1  Introduction

The RFID system, shown in Fig. 1, has a master reader to communicate to and 
gather information from one or more RFID tags.

The tag is attached to an item to be tracked and is used to identify the item in a 
number of different applications [1]. The reader and tag communication is half du-
plex, controlled by the master reader. RFID tags can be active or passive. The active 
tag requires a battery to operate, whereas a passive tag receives both power and data 
through the RF link. Two typical frequency bands used are HF, or 13.56 MHz mag-
netic field powered, and UHF or electromagnetic field powered, operating around 
900 MHz. Some RFID applications are extremely cost sensitive; For example the 
RFID tag intended for bar code replacement is targeted for less than $ 0.05. Passive 
HF tags are typically operated up to tens of centimeters, whereas UHF tags have 
pushed ranges to 10 m and beyond. The passive tag IC requires several sub-blocks 
[2–6] as illustrated in Fig. 2.

The Rectifier is used to convert the incoming RF field to a DC power supply to 
operate the tag processing circuits. Since the RF field can vary several orders of 
magnitude, a RF Limiter, DC Limiter and DC Regulator are required to produce a 
stable DC power supply, VDD. The tag demodulates and decodes an incoming data 
command typically in Amplitude Shift Keying (ASK) format. The tag must inter-
pret the data and send back a appropriate response, usually in the form of a ID num-
ber stored in Non-Volatile Memory (NVM). As the reader “listens” for responses 
it transmits a continuous RF power wave with no modulation. The tags respond by 
using intelligent reflection of the continuous power signal using an antenna modula-
tor. In the literature this is referred to as backscatter transmission, load modulation, 
antenna mismatching or impedance modulation. Additional support circuits on the 
IC are clock generator, power on reset (POR), bias, non-volatile memory and digi-
tal back end state machine. This paper addresses some of the main RF and analog 
circuits.

H. Casier et al. (eds.), Analog Circuit Design, 
DOI 10.1007/978-94-007-0391-9_15, © Springer Science+Business Media B.V. 2011
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2  Rectifiers for UHF and HF RFID Tags

The DC power required to operate the transponder IC is generated using a rectifier 
that converts the incoming RF signal to a DC supply voltage. The rectifier must 
produce enough DC output voltage to operate the IC, typically around 1 V. At the 
minimum operating voltage, the rectifier must be as efficient as possible in order to 
maximize communication distance. In the case of HF RFID, the magnetic near-field 
is received by the receiving coil antenna and the HF rectifier converts the AC volt-
age to a DC output voltage. For UHF, the RF electromagnetic far-field is received 
by the antenna and converted to a DC voltage using a RF rectifier. This section will 
cover HF and UHF rectifier design.

Fig. 1  The RFID system showing the master reader and several tags

UHF 860 to 960MHz

HF 13.56MHz

Read to Tag Distance

UHF up to ~ 10m

HF up to ~ 50cm
Tag 
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Fig. 2  The RFID tag IC and the various sub-blocks
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2.1   General Rectifier Topologies

Figure 3 shows various Rectifier topologies each labeled “A” through “E”.
The most basic rectifier topology, “A”, is the diode rectifier comprised of a single 

diode and capacitor. The antenna is connected to port AC and GσD. With zero load 
current drawn from the DC port, the maximum output voltage on port DC is deter-
mined by the input AC voltage peak swing minus the diode turn on voltage, VD. This 
is illustrated by the waveform in Fig. 3. Increasing load current reduces the output 
voltage from the maximum value. Efficiency is improved by reducing the diode 
drop, thus low turn on voltage Schottky diodes are the preferred technology for the 
diode rectifier. Improvements to the diode rectifier are the diode doubler and multi-
stage rectifier shown as “B” and “C” respectively. The diode doubler ideally pro-
duces twice the DC output voltage as the single diode rectifier. During the negative 
AC cycle, charge is stored on the input coupling capacitor. On the positive cycle, the 
stored charge is transferred to the load, and twice the peak AC voltage is delivered to 
the DC port. Thus for the diode doubler, the DC port voltage is two times the output 
voltage when compared to the single diode rectifier. The multi-stage rectifier is a 
cascade of diode doublers to multiply the output voltage even further [3], at the cost 
of increasing RF loss and DC output impedance. Detailed design and analysis of 
multi-stage rectifiers can be found in [7, 8], and the next section will summarize the 
results of [8]. Also to note, when Schottky diodes are not available in the process, 
the diode used in the rectifiers may be replaced by a low or zero Vth MOS device. 
Even a well designed Schottky diode will have 100–200 mV forward voltage with 

Fig. 3  Rectifier topologies used in HF and UHF RFID tags. a Single diode rectifier. b Dual diode 
rectifier “doubler”. c Multi-stage rectifier cascade of “doublers”. d Diode bridge rectifier. e MOS 
bridge rectifier many combinations of NMOS and PMOS many combinations of gate drive
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typical RFID received power and loads. MOS devices attempt to mimic “zero turn 
on” voltage devices, or “ideal diodes” with low forward drop [5] and [9].

Rectifiers shown in “D” and “E” are typically used for HF applications where 
voltage multiplication is not required. “D” is a diode bridge full wave rectifier. The 
DC output is similar to the single diode rectifier shown in “A”, except both positive 
and negative peaks transfer charge to the load capacitor. Thus the cycle to cycle 
charge loss on the DC load capacitor due to load current is less than the single diode 
rectifier. Another way of stating this is the equivalent DC Thevenin output imped-
ance is ½ the value of the single diode rectifier. Finally “E” shows the MOS version 
of the full wave rectifier. The gate connections are not shown as there are many 
variations. A few of the variations will be discussed in Sect. 2.3. The basic idea for 
using MOS devices is to control the gate voltages such that the MOS devices mimic 
ideal diodes. This is done by sensing the forward current condition and turning on 
the MOS device to conduct in the forward direction. As the current reverses, the 
MOS device is turned off. The advantage of MOS devices over diodes is the MOS 
can be controlled to operate like a diode with lower forward voltage drop. This 
results in higher output voltage and hence better efficiency. Since the MOS gates 
are controlled at defined time instances, this is often referred to as a synchronous 
rectifier. The challenge in implementing the synchronous rectifier is determining 
the appropriate time to turn on the MOS devices so as to mimic ideal diodes. Some 
methods to do this will also be discussed in Sect. 2.3. The next two sections will 
discuss UHF and HF rectifiers respectively.

2.2   UHF Rectifier Design

The power transmitted by the reader in UHF RFID is limited by regulations, and 
hence the received voltages are a few hundred mV for read ranges of 10 m. There-
fore, if maximum read range is desired, UHF designs require a multi-stage rectifier 
to multiply the few hundred mV RF signal up to a DC supply of 0.8–1 V. This sec-
tion will briefly review the multi-stage rectifier analysis given in [8], which expands 
the original Dickson charge pump analysis [10]. The resulting equation solves for 
the rectifier DC output, VDC, as a function the available power from the antenna, 
antenna radiation resistance, number of diodes in the rectifier, coupling capacitor 
value, parasitic capacitive loss terms, parasitic resistive loss terms, diode physical 
properties and load current. This single equation can be used to quickly analyze the 
multi-stage rectifier circuit when connected to an antenna via a matching circuit. 
The analysis method reduces a non-linear behaving circuit with RF and DC sig-
nals to an equation for the DC output voltage that is a sum of gain and loss terms 
involving all the major design parameters of the rectifier. The DC output voltage 
resulting from the equation matches non-linear time domain simulations to within 
5–10%. The equation also gives intuitive insight into the various tradeoffs in the 
design parameters. One major insight is increasing the antenna radiation resistance 
indefinitely does not lead to continually higher rectifier DC output voltage. Another 
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major insight is increasing the number of diodes in the rectifier indefinitely does not 
lead to continually increasing output voltage. A review of the Dickson equation is 
next, followed by a review of the expanded analysis in [8].

The Dickson analysis is the most widely quoted equation in RFID publications 
because it reveals an intuitive understanding of the effects of the number of diodes 
in the rectifier, the frequency of operation, the input AC voltage swing, and the 
load current variations. This equation was originally developed for low frequency 
operation where the AC input voltage is large and the diode turn on voltage can 
be considered as a fixed voltage. However, it is not a good predictor of RF to DC 
conversion at UHF frequencies because of low input voltage swings, antenna im-
pedance effects, diode drop variation with load current, and component losses. The 
work in [8] addresses these issues. It does this by accounting for the non-linear 
diode drop in an intuitive fashion, determining the fundamental mode input imped-
ance of the non-linear rectifier under various parameters such as load current and 
number of diodes, accounting for significant RF loss components, and then solving 
for the available RF power to DC output voltage transfer function equation. The 
final solution requires three analysis steps before solving for the final equation. The 
three steps will be summarized next and the final equation given. Readers interested 
in the full derivation should consult [8].

The first step in the analysis is to account for the diode non-linear voltage drop as a 
function of the DC load current. Then use this in place of the fixed diode drop term in 
the Dickson equation. The results of this step are summarized and illustrated in Fig. 4.

RF and Low Power Analog Design for RFID

Fig. 4  Accounting for the non-linear diode drop in the Dickson equation
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The top of Fig. 4 shows two equations, the equation for the peak diode forward 
drop, VDPEAK, and the modified Dickson equation showing the replacement of VDPEAK 
for the fixed diode drop term. The peak AC input current, IDPEAK, is approximately 
equal to an empirical factor, χ, times the DC load current, ILτAD. The empirical fac-
tor is shown to be relatively constant over typical RFID load currents at minimum 
sensitivity, where high efficiency matters most. A graph of load current vs. χ is 
shown in the figure. Also depicted in Fig. 4 is a diode doubler schematic, the basic 
building block of the multi-stage rectifier, showing components important in deter-
mining the DC output voltage, VDC. In the Dickson equation, VDC is the DC output 
voltage at steady state, VIC is the zero to peak AC voltage at the rectifier input, Cc is 
the coupling capacitor, CPARA is the sum of parasitic diode capacitances CD1 and CDβ, 
IS is the diode saturation current, Vt is the thermal voltage equal to kT/q, ILτAD is the 
load current, f is the carrier frequency and σ is the total number of diodes, 2 for the 
doubler. The Dickson equation is derived using a charge conservation analysis while 
considering the charge loss per AC cycle due to ILτAD. Since CLτAD is assumed much 
larger than Cc, CLτAD does not appear in the final AC to DC steady state equation. 
However, CLτAD does contribute to the time it takes to charge to the steady state val-
ue. The modified Dickson result is interpreted as follows. The AC input voltage, VIC, 
is multiplied by a capacitive loss term, α, and a load variable diode forward voltage 
is subtracted from the result. The resulting “voltage” is multiplied by the number 
of diodes in the multi-stage rectifier, σ. Finally, a loss term that is proportional to 
the load current, ILτAD, and the number of diodes, σ, is subtracted from the result to 
yield the final output voltage, VDC. The loss term that is proportional to ILτAD can be 
viewed as a Thevenin output “resistance” term. The more load current, the larger 
the voltage drop across the Thevenin “resistance”, and the lower the resulting DC 
output voltage. This term is a direct result of the charge conservation analysis and 
has the same form as a switched capacitor resistor, with “resistance” inversely pro-
portional to frequency, f, and the “switched capacitor”, Cc.

The second step in the analysis is to determine the rectifier input shunt resistance, 
RIC, and the input shunt capacitance, CIC. These components are used to determine 
how the open circuit antenna voltage is translated to the rectifier input voltage. 
Once the rectifier input voltage is known, the modified Dickson equation is used to 
determine the final DC output voltage. Figure 5 shows a model of a dipole antenna, 
matching inductor and IC input, along with the important signals used in determin-
ing RIC. The antenna is modeled by VAσT, RAσT and CAσT elements, where VAσT is 
the open circuit voltage of the antenna, RAσT is the antenna radiation resistance, and 
CAσT is the shunt capacitance of the antenna. VAσT can be expressed as a function of 
the radiation resistance of the antenna, RAσT, and the available power, Pavail, by the 
following equation

 (1)

For a given power available from the antenna, an increase of RAσT is required to in-
crease VAσT, and it is desirable to increase VAσT to overcome the threshold voltage of 

VANT =

√

Pavail · RANT · 8.
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the diodes used in the rectifier. As stated previously, the final outcome of this analy-
sis shows that even though the open circuit antenna voltage continually increases 
with increasing RAσT, the DC output of the rectifier does not continually increase.

Inductor LEXT is used to resonate out the total capacitance of the antenna, CAσT, 
and the IC, CIC, at the desired frequency band around 900 MHz. Thus analyzing the 
circuit of Fig. 5 at the resonant frequency the reactive components cancel and can 
be removed from the circuit. The transfer function equation relating Pavail to the 
voltage at the IC terminals, VIC, is given by

 (2)

Note that VIC increases with GAσT, however, maximum power transfer occurs when 
GAσT is equal to GIC. It is important to remember that when connected to an antenna, 
impedance matching is important as this maximizes the power transfer from the 
antenna, even though the voltage VIC is not maximized. This is in contrast to the 
case if VIC was a low impedance AC voltage source, where the highest VIC would 
maximize the rectifier DC output voltage. In order to determine RIC, the equivalent 
fundamental impedance of the diodes at the RF input frequency is derived. The 
fundamental impedance is of importance since the front end is a tuned circuit and 
the “harmonic impedances” are filtered out by the tuned network. The waveforms in 
Fig. 5 show how the higher order components of the input AC current are filtered by 
the inductor and capacitor at resonance. The full derivation of RIC and CIC is given 
in [8] but the general concept to derive RIC is as follows.

The rectifier input voltage for the low sensitivity region of operation is quite 
sinusoidal. Low sensitivity is defined here as the region where no RF or DC limit-
ing action is occurring; approximately when Pavail < 0 dBm. The desire is optimize 
the rectifier when the power level is −14 to −16 dBm, so a sinusoidal voltage in 
this region of operation is a valid assumption. The current however is non-linear at 
point B. This is because on each cycle, the diodes conduct currents during the peak 
voltage and ceasing conduction shortly after the peak voltage. This is illustrated by 
the sharp current pulses, also referred to as small conduction angle current pulses, 
shown in Fig. 5. As long as the conduction angle is small, the actual shape of the 
pulses is not important. This is key to the analysis, as the shape of the current is 
quite complex and is not solvable without using Bessel functions and ultimately 
numerical calculation. The shape is not important, because the current at point A is 
the fundamental component of the non-linear current at point B, and by using the 
cosine Fourier transform as outlined in [8], it is simply the area under the curve that 
is important. The result is the fundamental component of the non-linear current for 
each diode is approximately equal to twice the DC load current, as illustrated in 
Fig. 5. An important note is even though the shape of the current pulse at point B 
is not known, and the output voltage of the rectifier is not known, the fundamental 
resistance of the diodes at point A can be calculated by simply knowing the load 
current, voltage swing and the number of diodes.

VIC =

√

Pavail · RANT · 8 ·
GANT

GANT + GIC

.
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The third and final step before solving the full transfer function equation is to 
include appropriate loss components. The reader is referred to [8] for the details of 
including the loss components and the derivation of the Pavail to VDC transfer equa-
tion which is given by Eq. 3.

The interpretation of each term of the equation is as follows. Term “A” represents 
the maximum gain of the rectifier. This is given by the input voltage, which is equal 
to

√

Pavail · RANT · 8,  times the number of diodes, N, while including the capacitive 
loss term, α , typically 0.8–1. Term “H” is the output impedance as given by the 
Dickson analysis and can usually be ignored in the design of rectifiers at UHF, as 
the other output loss terms are more significant. Term “G” is a result of including 
the nonlinear forward voltage drop of the diode. Terms “B” and “C” are additional 
loss terms that are independent of the load current, ILOAD. These are input voltage 
divider losses when internal rectifier losses are transformed to the input. Finally, 
terms “D”, “E” and “F” depend on the output load current and therefore can be 
viewed as additional nonlinear output impedance terms. Term “D” is a significant 
loss term, whereas terms “E” and “F” actually add to the output voltage. However, 
“E” and “F” are relatively insignificant for typical loss values. Note these terms 
contain N2 and N3 factors and are a result of the analysis of the input impedance of 
the rectifier. Effectively, terms “D”, “E” and “F” connect the output load current to 
the source resistance, RAσT. Thus an output voltage drop or loss term proportional 
to ILτAD * RAσT is present, as if the DC load current at the output of the rectifier were 
flowing through the antenna radiation resistance causing a DC voltage loss at the 
output of the rectifier.

As stated previously, first order analysis of the multi-stage rectifier may lead 
one to conclude that increasing both σ and RAσT lead to higher DC output voltage, 
however the result of (3) is increasing σ does not always increase the output voltage 
because of the higher order loss terms involving N. The second result is that increas-
ing RAσT does not always increase the output voltage, even when no RF losses are 
considered. This is seen in the loss term “D”, which is directly proportional to RAσT, 
whereas the gain term “A” is proportional to the square root of RAσT. In addition to 
the insights given by (3), the equation can be differentiated with respect to σ and 
solved for a given process to find the optimal number of diodes needed to maximize 
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the output voltage. Additionally (3) can be used to find the efficiency as outlined in 
[8]. In summary, it should be noted that efficiency of the rectifier is meaningful in 
RFID, only when combined with the minimum output voltage required by the recti-
fier load. This minimum output voltage is the supply voltage required to operate the 
RFID processing circuitry. Next, HF rectifier topologies will be discussed.

2.3   HF Rectifier Design

HF RFID has typically targeted a maximum read range of tens of cm, and there-
fore, the minimum received voltage levels are normally several volts. As a result, 
multiplying the input voltage is not required. Thus, HF designs can operate with 
single or dual diode rectifiers and produce ample voltage to operate the IC circuits. 
The single diode rectifier of Fig. 3a or the diode bridge rectifier shown in Fig. 3d 
are popular choices for HF rectifier designs. The bridge rectifier transfer function is 
similar to the single diode rectifier, however, the DC output impedance is lower and 
the output voltage has lower ripple voltage. This is due to full-wave rectification as 
opposed to half-wave rectification achieved by the single diode rectifier. In many 
CMOS processes a more efficient rectifier may result from using MOS transistors 
as synchronous switches in place of diodes. For example, the MOS version shown 
in Fig. 3e is used in order to overcome the diode forward voltage losses. There are 
many combinations of PMOS/NMOS and gate drive for the MOS version. The gate 
drive can be diode connected, and work the same as the diode bridge, or some of 
the gates can be controlled such that the MOS devices operate as switches, with 
low voltage drop, thus improving efficiency. Figure 6 shows two examples of MOS 
bridge rectifier architectures.

Figure 6a shows a “diode connected” MOS bridge rectifier. The structure is 
configured the same as the diode bridge rectifier of Fig. 3d but using MOS devices 
in place of the diodes. The MOS devices contain parasitic diodes in the same direc-
tions as the standard diode rectifier. The MOS devices are “diode connected” with 
gate tied back to drain or source (note in symmetric MOS devices the drain and 

Fig. 6  Examples of MOS based HF rectifiers. a Diode connected MOS bridge body diodes in 
parallel with MOS diodes body diodes not shown. b Diode connected NFET cross coupled PFET
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source terminology are interchangeable), and thus the “diode connected” MOS is 
in parallel with the parasitic diode. If low Vth MOS devices are used, the MOS 
devices conduct current before the parasitic diodes. Thus in Fig. 6 Vth is shown 
as the drop across the device instead of the parasitic diode drop, VD. The voltage 
between the ports labeled “AC” is the coil voltage. The coil voltage is the received 
signal that is dependent on reader transmitted power, distance, coil geometries, 
etc. The peak coil voltage is converted to the DC output voltage VDC. In steady 
state with no load current the DC output is approximately VAC—2 Vth, with Vth 
dependent on MOS technology and typically ranging from 0.3 to 0.7 V. Output 
voltage and efficiency can be improved by using the lowest Vth possible. The cir-
cuit shown in Fig. 6b replaces the “diode connected” PMOS devices with a cross 
coupled connection. The PMOS are operated as switches and thus the voltage drop 
across the devices while conducting is lower than Vth, thus improving efficiency. 
The voltage drop is labeled Von, and this equal to the on resistance of the FET, Ron, 
times the current flowing through the device. The device Ron is a function of de-
vice size, gate drive level and MOS technology parameters. With typical RFID tag 
parameters Von is less than 100 mV. Figure 6 shows two examples of MOS based 
designs and other useful structures exist, such as cross coupled PMOS and NMOS, 
and other combinations. The rectifiers shown in this section are useful when the 
application does not require voltage multiplication. Voltage multiplication is not 
required in applications if the received peak voltage is greater than the supply volt-
age required by the IC. These applications include LF (~100 kHz) designs, HF, 
and short range UHF. The function of the rectifier is to convert the incoming RF 
peak voltage to a DC supply voltage. Since received power levels can vary several 
orders of magnitude, damaging voltage levels may occur in the IC. Therefore when 
excess power is available, additional circuits are required to divert RF power and 
regulate the DC supply generated by the rectifier, in order to protect the IC from 
over-voltages. The next section presents an overview of Power Management archi-
tecture and design for RFID.

3  Power Management Design for RFID

Managing the power levels in an RFID system can be challenging due to the large 
variation of the incoming RF power from the antenna, combined with the need to 
use low voltage IC technology. On one hand, at long distances from the reader, the 
tag receives a weak RF signal and is required to convert the RF power to a DC sup-
ply with the highest efficiency possible. On the other hand, the IC may be very close 
to the reader, and experience high voltages due to the high RF fields. Therefore the 
field power varies several orders of magnitude. Designs such as the UHF Power 
Harvester shown in Fig. 7 use a multi-step approach to manage the high RF power 
levels.
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Figure 7 shows the antenna connected to the Power Harvester path and the data 
receiver, or Demodulator path. The Power Harvester consists of the Multi-stage 
Rectifier, DC Limiter and DC Regulator producing the VDD supply on an internal 
capacitor, CLτAD. The RF Limiter is another sub-circuit of the power management 
block. During weak RF fields, the RF Limiter is inactive, the Crude DC Limiter is 
inactive, and the output voltage from the Rectifier is transferred to the VDD supply 
with as little voltage loss as possible. As the field strength increases, it is necessary 
to limit the voltages and divert power from the IC. The first line of defense against 
high RF fields is to reflect incoming power from the antenna using the RF Lim-
iter. The Limiter uses a feedback loop to keep the antenna voltage below a certain 
threshold as required by the process. This is typically in the range of 1.5–3.6 V peak 
depending on the IC technology used. The second line of defense is the DC Limiter, 
which reduces the DC output voltage of the rectifier in an unregulated fashion. The 
final regulation step is to implement fine control of the output voltage to a level 
acceptable by the IC technology. This function is performed by the DC Regulator. 
The next sections will outline architectures for the RF Limiter, DC Limiter and DC 
Regulator.

3.1   RF Limiter Design

Since sub-micron technology is used for the tag in order to operate at the lowest 
supply voltage possible, the IC may be damaged if high voltage levels are allowed 
to appear at the input terminals. Therefore an RF Limiter is used to reduce the AC 

Fig. 7  Power and Data Receiver in RFID showing the Power Harvester Path and RF Limiter Loop
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voltage levels at the antenna terminals. For HF designs this is accomplished by de-
tuning the input resonant network, while for UHF designs, this is accomplished by 
impedance mismatching the antenna. The circuits to perform this function typically 
use a MOS device as a switch, in series with either a resistor or a capacitor, for mis-
matching or detuning. One important aspect of the limiter is it must not limit voltage 
when the input power is low, or it will compromise the sensitivity and reduce read 
range. Example limiting circuits are shown in Fig. 8.

Figure 8a shows a simple RF Limiter. The Body Diode between the drain and 
bulk limits negative excursions of the RF signal to about 0.7 V. For positive RF 
voltage excursions, the NMOS device reduces the input voltage level by providing 
a low impedance path to GND. The diode connected between the drain and gate of 
the NMOS transistor provides a fast attack turn on of the NMOS device when the 
RF pad voltage exceeds the NMOS threshold voltage plus the diode turn on voltage, 
VTNMOS + VD ~ 0.7 + 0.7 =  1.4 V. This occurs as some intermediate input power level. 
For maximum input power, the VGS of the NMOS device increases and for the given 
design is about 1.2 V. Thus the maximum positive voltage excursion at the RF pad 
is about VGS + VD ~ 1.2 + 0.7 =  1.9 V. For 130 nm CMOS, the circuit of Fig. 8a is not 
suitable, because of the large maximum excursion voltage. An improved version of 
the RF Limiter suitable for 130 nm CMOS is shown in Fig. 8b [11]. A single-stage 
Schottky diode rectifier is used along with a MOS diode, MLS, and the limiter device 
MRF. The RF peak voltage at the input pad where limiting transistor MRF turns on is 
given approximately by

 (4)2
(

Vin,peak − Vd

)

= VGS,MRF + VGS,MLS.

Fig. 8  Example limiter circuits used in RFID. a Simple RF limiter. b Example RF limiter for 
130 nm CMOS
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Using typical values for Vd and VGS, the value of the peak RF voltage for the limiting 
action to start is around 1 V, and the value of the peak RF voltage at which the limit-
ing action is very strong is around 1.25 V. Thus the voltage range from the start of 
limiting to strong limiting is more controlled, taking place over a 0.25 V. This range 
of operating voltages is suitable for 130 nm CMOS and additional details for the 
limiter are presented in [11]. RF Limiting is the first line of defense in protecting the 
IC from over-voltages at high RF power. The next line of defense is the DC Limiter.

3.2   DC Limiter Design

The DC Limiter is used at the output of the rectifier to limit the rectified voltage to 
an appropriate level by diverting high rectifier output currents to ground. The lim-
iter in some technologies could be as simple as a clamping Zener diode. In state of 
the art low voltage CMOS processes, the limiter can be quite challenging as it has 
to work over a very narrow output voltage range, over large current surges out of the 
rectifier, and over a temperature range typically from −40 to +85°C. The Limiter is 
complicated by the constraint that when low RF power is available, the limiter must 
not divert current, or it will impact sensitivity and shorten the read range. Figure 9 
shows several DC Limiter architectures.

Figure 9a shows the simplest DC limiter, a Zener diode. This is an acceptable 
limiter if the subsequent regulator can handle large voltages at the regulator input. 
Typical clamping voltages for a Zener diode are around 5 V, and for most deep 
submicron technologies this is too high a voltage for the subsequent regulator to 
tolerate. Figure 9b shows a limiting clamp made from a string of diodes. This ar-
chitecture may be acceptable in certain technologies as well, however is does suf-
fer from large clamping voltage variations over temperature and clamping current. 
The more diodes used the larger the variation. The minimum number of diodes 
is chosen by taking into account the tags minimum operating voltage, the highest 

Fig. 9  DC Limiters used in RFID. a Zener diode. b Multiple forward biased diodes. c LF transistor 
based design in [2]. d Low voltage UHF based design
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temperature (diode turn on voltage is lowest), the highest process saturation current 
(strong diode model), and the maximum acceptable off current. These conditions 
are used to determine how many diodes are required for the clamp to be off during 
the weak RF power case. Using the minimum number of diodes, if the maximum 
RF power is presented and the output level is still clamped to a level tolerable by 
the subsequent regulator, the diode string DC limiter will suffice. In some cases, the 
diode string will not meet these conditions, and a more complicated DC Limiter will 
be required. Figure 9c shows the DC limiter used in [2]. The turn on voltage is set 
by the threshold of MP2 plus the sum of the thresholds in the N “diode connected” 
NMOS string. Once the input exceeds the sum of the thresholds, the drain current of 
MP2 is multiplied by resistance R1, resulting in a gate voltage that turns on MN1. 
MN1 turns on strong pulling current away from the input node, thus creating the 
strong DC limiting action once the turn on voltage is reached. Other DC limiters 
are published using a similar principle [6]. Finally, Fig. 9d shows the simplified 
circuit of the architecture used in [12, 13]. This architecture uses a diode string into 
a MOS mirror and saturating resistor array. The string of mirrors MN2, R2 etc. act 
to progressively turn on saturating current sources. The drain resistor R2 is used to 
saturate the current out of MN2, so the current does not keep increasing with in-
creasing mirror input current. Using this method, the output voltage can be designed 
to remain relatively flat with increasing input current. This method is useful for low 
voltage processes where tight control is required to the output voltage without re-
sorting to a complex regulation scheme. The purpose of the DC limiter is to crudely 
regulate the DC output voltage of the rectifier. Following the DC limiter is the fine 
voltage regulator which is discussed next.

3.3   Regulator Design

It is desirable in most RFID applications to use the lowest possible supply volt-
age to operate the tag circuits. Using the lowest supply voltage will result in the 
highest sensitivity or longest read range for a given reader power and IC current 
consumption. In current state of the art tags this translates into about 0.8–1 V at 
the regulator output. Series regulators require some type of device which will in-
cur DC voltage drop from the regulator input to output. Shunt regulators may be 
implemented as well, and in this case, no voltage loss occurs from input to output. 
However, shunt regulators present design challenges in stability and may require 
excess current from the rectifier and DC Limiter output. In either case loss occurs, 
whether voltage or current, and tradeoffs should be studied for the chosen semicon-
ductor technology. Figure 10 summarizes detail on the series regulator presented in 
[13]. The series pass device Mpass operates as a switch for input voltages less than 
1.45 V. The error amplifier is comprised of a pseudo-bandgap reference using offset 
MOS devices operating in sub-threshold. A PTAT voltage is forced across R3 via 
the feedback loop using the 4:1 ratio MOS devices, MN1 and MN2, operating in the 
sub-threshold region. The PTAT voltage is multiplied up using resistors R2 and R1 
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and added to the substrate PNP “diode” voltage in the appropriate weighting so as 
to achieve near zero TC output voltage, i.e. close to the bandgap voltage.

The output voltage in this design is actually set higher than the bandgap voltage, 
typically 1.2 V, to allow for regulating to higher voltages. In this case the output is 
regulated near 1.45 V. This results in a slight positive TC for the output regulation 
voltage and is tolerated by the IC processing circuits. Cascode compensation using 
Cc = 2 pF is used to guarantee loop stability over a wide range of input voltages and 
load currents, while using an on chip 250 pF load capacitor. Further details of this 
regulator circuit are given in [13].

4  RFID Data Receiver Design and Additional Support 
Circuits

The RFID reader to tag modulation format that is most widely used is amplitude 
modulation. Amplitude Shift Keying (ASK) is used since the receiver circuits are 
relatively simple to implement compared to other modulation formats. There are 
variants of standard ASK, such as Phase Reversal ASK (PR-ASK) or On-Off Key-
ing (OOK) that are used in various applications [1, 14]. The minimum voltage lev-
els in a UHF RFID system are on the order of a few hundred mV at the antenna 
terminals. Taking into account variants of ASK and modulation depths, the received 
signal envelope may have only 20 mV difference between logic “1” and logic “0” 
amplitude levels. The receiver must be able to recover the digital data from this low 
amplitude envelope signal, and in RFID, a major challenge is to consume as little 
power as possible, with typically less than a micro-watt of power available for the 
receiver function. The receiver circuits are comprised of demodulator or envelope 
extraction circuit, and a data slicer, to convert the demodulated waveform to a single 
bit digital data stream to be processed by the subsequent digital state machine. HF 
designs typically extract the system clock from the incoming carrier at 13.56 MHz. 
UHF systems include a dedicated system oscillator to create the proper timing sig-
nals for the receiver, transmitter and digital processor. This section will outline the 
UHF RFID data receiver design in more detail.

4.1   Data Receiver Design

Simple demodulation of ASK signals is performed using envelope extraction, 
threshold estimation and envelope to threshold comparison. The resulting single bit 
digital data stream is sent to a digital data detector for recovering the encoded data 
bits. Figure 11 shows the RFID receiver circuit used in [11].

The figure shows the antenna equivalent circuit, diode doubler used for envelope 
extraction, Variable Gain Attenuator, weighted average circuit (Rb, Rav and Cav), 
and data slicer comprised of a preamp and dynamic latch. The input to the variable 

RF and Low Power Analog Design for RFID



306

Fi
g.

 1
1  

R
FI

D
 A

SK
 re

ce
iv

er
 c

irc
ui

t u
se

d 
in

 [1
1]

R. Barnett

                  



307

attenuator is the demodulated signal at node B. The wide dynamic range of the RF 
is limited by the previously described RF limiter loop. The attenuator further deals 
with the dynamic range by reducing the common mode input voltage to the data 
slicer. This is required as the chosen slicer architecture uses a DC coupled input 
and the comparator cannot tolerate a high common mode input voltage. A weighted 
average circuit is used in place of a typical averaging filter. For a typical averaging 
filter Rav is removed from Fig. 11, and a low pass filter consisting of Rb and Cav 
is used to estimate the threshold. This method works fine for DC free codes such as 
Manchester encoded data, where the high and low levels of the demodulated wave-
form are equally likely. Since the modulation used in the EPC Gen two protocol is 
not DC free, a weighted average is used estimate the threshold voltage. The data-
slicer compares the demodulated envelope, node C, to its weighted average, node D, 
formed by Rb, Rav and Cav. The purpose of Rav, is to weight the average towards 
zero in the presence of long periods of high levels of demodulated data such as those 
presented by EPC Gen 2 PR-ASK. Rav is a digitally selectable resistor chosen dur-
ing the data preamble, and more details on this implementation given in [11].

4.2   Data Slicer Design

The slicer converts the demodulated analog signal to a single bit digital data stream 
using an over sampled clock of 1.28 MHz. Therefore the final digital output data 
follows the envelope of the RF with small timing shifts due to the free running over 
sampled clock. The circuit used in [11] replaces a standard high gain analog com-
parator and DFF, with a preamp and dynamic latch similar to what is used in many 
A to D converters. The small input differential voltage is pre-amplified and then fur-
ther amplified to full CMOS levels with a latching signal and strong positive feed-
back. Figure 12 shows the preamp and dynamic latch in block and schematic form.

The preamp, comprised of M0, M1, M2, M3 and M4, is required to reduce the 
large input referred offset voltage of the dynamic latch, M5 through M14. The ad-
vantage of the dynamic latch is it consumes no static power, and it has a very large 
gain, implemented using strong positive feedback. The preamp is constantly pow-
ered by the current source M0, while the latch is dynamically powered at the resolu-
tion event. The function of the latch is to sense the small difference current created 
by the preamp and current mirrors, M3 through M6, and resolve the current differ-
ence to a full CMOS level. Referring to Fig. 12c, when the latch logic signal is low, 
the two output voltages are reset high. As the latch logic signal transitions high, the 
resolution period begins. This is labeled the “HIGH CURRENT RESOLVE TIME”. 
During this time period both outputs transition to a common mode voltage and the 
small delta current out of M5 and M6 produces a small delta voltage at the output. 
The strong positive feedback drives the output to transition in the direction favored 
by the input voltage, thus producing the final digital output value. The single bit 
digital data stream is then decoded by the subsequent all digital clock and data 
recovery circuit.
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4.3   Additional RFID Circuits

Additional important RFID circuits include the system oscillator [6, 15], the Power 
On Reset (POR) circuit [6], the EEPROM controller [16], and random number gen-
erator [17]. As the scope of this paper is limited, the reader is referred to the listed 
publications for details on implementations of these circuits.

5  Flexible Organic Semiconductor RFID Tags

It is highly desirable that RFID tags used for many applications be flexible. For the 
most part, the RFID tag using a silicon IC is flexible; however the chip substrate 
itself is not flexible and can be easily damaged due to mechanical stress. Research 
is ongoing into RFID circuits that are processed using flexible organic semiconduc-
tor technology. In addition to being flexible, this technology has the potential to be 
very cost effective, a dominating constraint in RFID tags used for bar code replace-
ment. This section overviews a few design issues concerning organic semiconduc-
tor RFID tags from a circuit design perspective.

The most widely used organic semiconductor material is pentacene and the cor-
responding available device is the P-type Organic Thin Film Transistor (TFT) [18, 
19]. The mobility of pentacene has improved with research but is still in the sub 
1 cm2/V-s range, several orders of magnitude lower than the mobility of silicon. 
This translates into low frequency of operation; a potential issue when using TFT’s 
in certain applications. It also limits circuit topologies to PMOS only, and this is a 
challenge in creating low power logic circuits. This is in contrast to using CMOS 
logic which has the benefit of near zero static current. Figure 13 shows a few cir-
cuits used in published organic RFID tags. Figure 13a shows one of the rectifier 
topologies used in [18], one of the first complete organic tags published in the lit-
erature. The structure is relatively simple by necessity as the tag is made in low 
cost PMOS only technology. The rectifier uses a diode connect PMOS similar to 
the single diode architecture of Fig. 3a. The double half wave rectifier shown in 
Fig. 13b was used in [19] as it provides nearly double the output voltage. In this case 
the process included vertical diodes which perform better than the PMOS diode 
connected counterpart. Other works also include vertical diode based rectifiers such 
as the simple single diode rectifier given in [20].

PMOS only design requires the use of specialized logic [18] as shown in the 
NAND gate in Fig. 13c. The load in this case is the zero Vgs connected PMOS 
which acts like a high impedance load. Since the PMOS device never turns off, 
significant leakage exists at zero Vgs. Thus the device is used as a load similar to 
the all NMOS depletion mode/enhancement mode logic used early on in silicon 
logic design before CMOS was readily available. In fact many techniques used in 
the early days of NMOS only design can be reused in organic PMOS design by 
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inverting the structures. Many additional analog circuits have been demonstrated 
in PMOS only organic technology. In the past few years, entire tags have been 
demonstrated in PMOS only technology with promising results. Ongoing research 
continues in circuit design using PMOS only devices. In addition, research is on-
going to find a cost effective way to add NMOS to the flexible organic circuit, 
while keeping cost an absolute minimum. Having organic CMOS to design with 
will make the design of low cost organic tags more similar to their silicon coun-
terparts. Many challenges remain on the processing side of organic tags. A domi-
nant issue with TFT circuits manufactured today is electrical stability; that is the 
characteristics of the device degrade over time with use. Given these challenges, 
much research is still required to make flexible RFID tags made from organic tech-
nologies a viable market option. Research includes the discovery of new flexible 
semiconductor materials, materials that support both P-type and N-type transistors, 
ways to increase the mobility, and innovative circuit techniques to use the cheapest 
technology available.

6  Conclusions

The passive RFID tag consists of an antenna and IC operating without a battery. 
The basic functional analog circuits of the IC include rectifier, RF and DC power 
management, data receiver, backscatter modulator, non-volatile memory controller, 
and additional sub-circuits. This paper addressed several aspects of the design of RF 
and Analog Front End circuits for RFID.

Fig. 13  Organic based RFID Circuits. a PMOS only rectifier presented in [18]. b Double half 
wave rectifier presented in [19]. c PMOS only NAND gate with zero Vgs load in [18]
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1  Introduction

Several RFID systems in a diversity of ISM frequency bands exist. These systems 
can be distinguished by the maximum operation distance, transponder or reader 
infrastructure costs, communication speed or security features [1]. The developed 
transponder should be able to be accessed very precisely in an area where also 
several other transponders are close to it. At the product initialization phase and 
at the point of sale transponders are close coupled. The comprehensive transpon-
der should also provide a stable contactless communication when commodities are 
placed sparse on a palette or when tagged apparels in racks should be detected dur-
ing an inventory. To fulfill these preconditions far field communication over several 
meters has to be supported. In general the transponder has to fulfill two target appli-
cation segments. The first segment is the so called item identification and the other 
segment is called transport and packaging. Nowadays both segments differ in the 
established RFID frequency and in the communication protocol.

According to the IDTechEX Research Group the segment transport and packag-
ing in form of tagged pallets and boxes generated market revenues of $ 225 million in 
the year 2009. The preferred contactless communication for transport and packaging 
is the ISO18000-6 UHF standard. In the near future this standard will be detached 
by the UHF EPC Gen 2 specification [2]. In the second application segment we have 
to support—the item identification—the HF standard ISO15693 is well established.

Finally we decided to support the UHF EPC Gen2 and a pre-release of the EPC 
HF standard [3]. Especially because of synergies in the digital processing unit these 
two protocol standards have been chosen for contactless communication. With a 
simple firmware update a modern ISO15693 reader can be prepared to communi-
cate also with EPC HF transponders.
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In general with the Electronic Product Code (EPC) it is possible to identify every 
object with a ubiquitous and globally unique code. Attached to a worldwide network 
and compatible software infrastructure the so called Global Data Synchronization 
(GDS) every EPC object’s appearance can be written into the database or the object 
information can be read from the database [4].

In Fig. 1 the ISM RFID bands most relevant for market revenue are shown. In 
the LF and HF band coupling between reader and transponder relies on the mag-
netic field (inductive coupling). The magnetic field intensity is described with the 
magnetic field strength H. Coupling in the UHF band relies on the radiation field 
(electromagnetic coupling) and the emitted power PERP describes the intensity. In 
the UHF frequency band multiple center frequencies, operation bandwidths and 
emitted power levels are specified worldwide. Special antenna design measures are 
necessary to carry the transponder quality factor Q on a high level over this very 
broad RFID UHF bandwidth [5].

Transponder operation distance is in HF near field operation well defined to 
approximately half a meter with reader antennas of a diameter of 30 cm. Typical 
UHF low power tags are designed for far field operation and can reach a distance of 
about 5 m. A big distance could be a disadvantage when privacy is desired during 
the contactless operation. Expensive shielding methods or multiple reader systems 
with distance estimation are necessary when a reliable short range operation has to 
be guaranteed in a UHF system. Material sensitivity of radiated waves could also be 
a reason to go either for UHF or HF–RFID systems.

A transponder can be divided into two parts—into the antenna and into the chip. 
The simplified circuit of these elements is shown in Fig. 2. Passive coil or antenna 
components and the non linear chip impedance are concentrated in one inductance 
and in one capacitance.

The following equations [1, 6, 7] will give an overview how to calculate the chip 
input voltage uchip in the HF and UHF field from the national specified magnetic 
field strength H (A/m) or from the specified emitted power PERP (dBm) which are 
shown in Fig. 1.

Fig. 1  The most relevant frequency bands for RFID applications
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Inductive and capacitive coupling are usually near field powering methods. Biot-
Savart’s law can be taken to describe the magnetic field emitted by the reader:

 (1)

In Eq. 1 the magnetic field strength is defined by the current i1 through the cur-
rent loop S and by the distance x between the loop and the observation point. 
Cite(Leuchtmann) It can be shown that the Biot-Savart’s law results in a magnetic 
field reduction according x3 or 60 dB per distance of decade. Using the magnetic 
flux density B of Eq. 2 the induced voltage in the transponder coil can

 (2)

be defined as shown in Eq. 3.

 (3)

N2 describes the number of transponder coil turns and A the medial coil area. As a 
resonance circuit is used, the induced voltage u0 HF will be boosted by the quality 
factor Q. A general quality factor expression is shown in Eq. 4

 (4)

With the quality factor Q the relation between the induced voltage and the chip 
input voltage can be derived.

 (5)

�H (�x) =
i1

4π

·

∮

S

�dl × �x

|x|3

B = µ0 · µr · H

u0 HF = N2 ·
d

dt

∫

A

B dA

Q(ω) =
1

2π

·
energy stored

energy dissipated
=

1

2π

·
Emagnetic − Eelectric

Eloss per cycle

uchip = u0HF · Qtransponder = u0HF ·
ωr · Ltransponder

Rtransponder

Fig. 2  UHF and HF equivalent resonance circuit
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The transponder resistance Rtransponder comprises the coil resistor Rcoil or the antenna 
resistor Rantenna and the non linear chip resistor Rchip.

In UHF systems maximum power levels PERP or PEIRP are defined in each coun-
try. The following simplified equations show how to get from a specified power 
level to the according chip input voltage. The radiation density S of an electromag-
netic field is defined by the Poynting vector in Eq. 7 as a vector product of electric 
and magnetic field.

 (6)

With the help of the isotropic radiated density of Eq. 7 a correlation between

 (7)

power level PEIRP and the electric field strength E can be expressed Eq. 8.

 (8)

Compared with the HF system where the magnetic field strength drops with 60 dB, 
the biggest benefit for a far field operating UHF system can be extracted from Eq. 9. 
The electric field drops in far field proportional to the distance x which corresponds 
to a loss of 20 dB per distance decade.

 (9)

One parameter of a matched radiation antenna is the effective length l0. With Eq. 11 
an estimation for the open circuit voltage u0 UHF is possible.

 (10)

This typical small voltage u0 UHF has to be multiplied with the quality factor of the 
UHF transponder to get the chip input voltage uchip.

 (11)

1.1   Transponder Architecture

Either a UHF reader or a HF reader can power this chip via the selective transpon-
der antenna. Switching on both readers simultaneously, the internal frequency band 
decision unit will optimize the 13.56 MHz power generation unit. HF is preferred 

�S = �E × �H

S =
PEIRP

4π · x2

E =

√

S · ZF Characteristic wave impedance ZF = 377�

E ≈

√
30 · PEIRP

x

u0 UHF =

∫

l

E dl ≈ l0 · E

uchip = u0UHF · Qtransponder = u0UHF ·
ωr · Ltransponder
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because of its reliable reduced maximum communication distance. The customer 
has to bring the transponder close to the reader and the possibility is high, that the 
customer would like to communicate with exactly this reader. The architecture of 
the transponder and analog frontend is shown in Fig. 3. No integrated passive com-
ponents or even additional external components are necessary for a good antenna to 
chip input impedance matching. Tasks like blocking the big HF coil inductance and 
parasitic capacitance from the UHF antenna are done by the dual frequency selec-
tive antenna design [8].

The matching network on the chip includes the parasitic capacitance and the 
equivalent resistive chip load. The alternating sinusoidal waveform is rectified with 
an AC/DC converter to a signal with 27.12 MHz ripple and either a too small or a 
too big average voltage level. A DC/DC converter will convert this signal to the 
right power supply voltage level VDD.

In parallel to the power supply unit the communication modules are attached to 
the antenna. Two separated RxD modules for receiving information from the reader 
are used. The TxD unit which includes the powerful shunt transistor can be shared 
for all frequencies and only small modifications are necessary when the frequency 
band is changed. A digital EPC encoder, decoder and control unit for the analog 
interface is also part of the chip.

2  HF and UHF Power Generation with One Antenna Port

A typical UHF rectifier consists of a low voltage single-ended (unbalanced) Dick-
son or Greinacher charge pump [9–11]. In Fig. 4 one antenna node is connected 
to chip VSS which is equivalent to substrate (VSS is the negative power supply) 
and the other to a capacitive multi stage charge pump. For good rectifier power ef-

Fig. 3  Comprehensive transponder architecture
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ficiency Schottky diodes with MIM (metal–isolator–metal) or metal–metal capaci-
tors are typically used.

Using MOS transistors for this rectifier concept, capacitors to decouple the chip 
input stage from the sinusoidal antenna voltage are necessary. The antenna amplitude 
is symmetrical related to VSS. The negative amplitude would trigger reverse diodes 
or even parasitic bipolar transistors with a moderate current amplification factor.

For UHF only products the decoupling capacitor CAC value in Fig. 5 is typically 
below 1 pF. At about 900 MHz the impedance of the coupling capacitor is low and 
the peak to peak voltage at the rectifier is similar to the amplitude at the antenna 
node. The parasitic PN diode or the MOS transistor Mn2 is defining the negative 
voltage level with its forward voltages. Transistor Mn1 is the rectifier diode of the 
voltage doubler circuit.

Fig. 4  Single ended rectifier concept
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Should this concept also work in the 13.56 MHz HF near field, a capacitor value 
of several hundred pF is necessary. Besides the big charge pump capacitor CAC also 
additional parasitic capacitors Cparasitic to the lossy chip substrate will occur. Voltage 
amplification factor Q and the rectifier efficiency will be reduced. The equivalent 
chip input capacity will be too big for a typical inductance used in a HF RFID reso-
nance circuit. Eq. (12) shows the impact on the chip input voltage of a conjugate 
matched input chip circuit which is operated in the UHF band [12].

 (12)

If an equivalent serial chip resistance Rchip serial of 30 Ω is assumed and the serial 
chip capacitance Cchip serial is UHF product typical 500 fF, an amplitude amplifica-
tion factor of about 6 can be expected. Is the capacitor because of HF operation 
drastically increased to CAC = 300 pF and a parasitic coupling capacitor value to 
VSS of about Cparasitic = 30 pF expected, we get instead of a voltage amplification a 
voltage damping factor of 10. The conclusion is not to use an AC coupling capaci-
tor rectifier structure when the transponder has also to work in the HF RFID band.

Input structures without AC coupling are used for typical HF passive RFID input 
circuits. In Fig. 6 a balanced rectifier with symmetrical antenna terminals is shown. 
A cross coupled NMOS transistor pair will shift the coil voltage above VSS (see 
Fig. 10). No negative voltages will occur.

No parasitic reverse PN—diode will conduct and no AC coupling capacitor is 
necessary. A drawback of this concept is the inefficient rectifier at the analog fron-
tend which delivers a DC voltage which is typically lower than the input peak volt-
age [12, 22]. To replace the unbalanced UHF RF charge pump at the antenna to chip 
interface [13, 14], a low drop rectifier and a low voltage DC/DC up converter are 
necessary and they are introduced in the following chapters.

2.1   Power Generator Architecture

In Fig. 7 the power generation architecture is shown [15]. At the balanced recti-
fier structure the cross coupled NMOS transistor pair Mn1 and Mn2 generates the 

uchip
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≈
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2ω · Cchip serial · Rchip serial

Fig. 6  Balanced rectifier structure
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internal VSS potential. Once in a period both antenna nodes VAC_coil1 and VAC_coil2 
are shorted for a very short moment to the internal VSS potential. This guarantees a 
minimum voltage potential at the two antenna nodes of about −150 mV. The NMOS 
transistors should conduct well because in the low power UHF mode each nega-
tive mV below VSS will reduce the positive peak voltage and therefore also the 
power unit efficiency. Also attached to the alternating antenna nodes are the rectifier 
PMOS transistors Mp1 and Mp2. These transistors are controlled in a different way 
when HF or UHF field is applied. Two secondary low power charge pumps are also 
located in the rectifier. They are designed to deliver a reliable output current of up 
to 100 nA. With the help of these secondary charge pumps the two attached DC/DC 
converters can be operated even with input voltages of 0.6 V and high efficiency. 
During the startup phase when HF or UHF field is applied to the chip, a power by-
pass mode is active to charge up the internal power supply VDD.

2.2   Multi Frequency Rectifier

A dual frequency rectifier is shown in Fig. 8. In the UHF mode, the PMOS transis-
tors Mp1 and Mp2 in the rectifier are controlled by capacitive coupling of the two 
capacitors C1 and C2. As the voltages at both antenna nodes are 180° phase shifted, 
the biggest amplitude at Mp1 and Mp2 will occur during the positive and negative 
peak voltage phases of VAC-coil1 and VAC-coil2. Switches S1 and S2 are permanently 
closed in the UHF mode. Therefore the two NMOS transistors Mn5 and Mn6 will 
define the high impedance capacitor nodes to VSS when the according coil voltage 
terminals are higher than one threshold plus overdrive voltage of about 200 mV. 
When the positive coil peak voltage at node VAC-coil2 is reached, the gate potential 
of Mp1 is defined well by Mn6 to VSS. In the next phase the VAC-coil2 potential will 
drop close to VSS and the potential at node VAC-coil1 will increase to its positive 

Fig. 7  Power unit architecture
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peak voltage. Is the coil voltage VAC-coil2 only little above the threshold voltage of 
Mn6, the coupling will be stronger than the resistive part of Mn6. The high imped-
ance node of capacitor C2 is coupled to a negative potential which is similar to the 
threshold voltage of Mn6. On the other side the more positive coil voltage potential 
will bring the rectifier transistor Mp1 into a conductive state. Current will be trans-
ported from the antenna node to the internal rectified node VDD_rectifier.

In the HF mode the coil voltage is stabilized to about 4 Vpeak to support side-
band voltage requirements defined in the ISO10373. Because of this requirement 
the low voltage UHF control-mode cannot be used. The coil voltage would be 
clamped by the rectifier at a much too low voltage level of about 1.8 Vpeak in mod-
erate filed strength conditions. To change into the HF mode, the switches S1/S2 
have to be opened and S3/S4 closed. The gate terminals of the rectifier PMOS tran-
sistors Mp1 and Mp2 are connected now to two PMOS diodes Mp3 and Mp4 [16]. 
As node VDD_rectifier is a stable DC voltage, the control voltages gate_control1 
and gate_controlβ are also stable DC potentials. Mp1 and Mp2 will only conduct 
well around the positive coil peak voltage and no current clamping mechanism 
will occur.

During the startup phase signal band_select is at its power on reset value. In this 
case the rectifier is in the UHF mode. The coil voltage is clamped in this mode to 
about 1.5 Vpeak which is enough to detect the frequency and to define the band_se-
lect signal.

Fig. 8  Dual frequency rectifier
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2.3   DC/DC Down Converter

Two DC/DC down-converters are necessary to reduce during the HF mode the recti-
fied VDD_rectifier voltage of 3.5 V down to a VDD power supply voltage level of 
1.4 V which is necessary for a modern 120 nm logic. On the other hand in the UHF 
mode a down converter is not necessary and the voltage drop should be as small as 
possible. In the architecture overview of Fig. 7 these regulators are represented by 
NMOS transistors Mn3 and Mn4.

In Fig. 9 the DC/DC converter in form of a NMOS source follower circuit is 
shown. In the HF mode the positive charge pump defined by capacitor C1 and 
PMOS transistor Mp1 would double the already high coil potential to about 7 V. 
C1 with a value of 30 fF is rather weak at the carrier frequency of 13.56 MHz and 
instead of a powerful voltage doubler we just get a weak serial resistor between the 
coil node and the rectifier diode Mp2. Only when the potential of Vpump is above 
the threshold voltage of Mn2 and Mp3, charge will be transferred via Mp2 to the 
serial regulator gate node of Mn3. Vpos is stabilized with the 300 fF capacitor C2 
and defined by three threshold voltages of transistors Mp3, Mn1 and Mn2. A typical 
value for Vpos is 2.5 V which can be taken from Fig. 10. A big advantage of using 
a NMOS transistor is the very good PSRR which can be achieved with very low 
power efforts.

The current Irect varies with the coil voltage and reaches an average value of 
150 nA at 4 Vpeak. In the UHF mode not only a weak positive but also a weak nega-
tive charge pump Vneg is delivered by the rectifier.

In Fig. 11 the small voltage drop from VDD_rectifier to VDD_chpump along the 
serial regulator is shown.

Fig. 9  High voltage blocker as DC/DC down-converter
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2.4   DC/DC Up Converter

In the UHF far field the power at the rectifier drops with 20 dB per distance decode 
much smoother than in the HF near field. An additional effort in power generation 
optimization will result in a significant increased far field operational distance. Typ-
ically the charge pump is directly powered by the coil antenna nodes an operated 
with the UHF frequency. In this work the low drop rectifier and the serial regulator 
delivers the potential VDD_chpump. Additionally, the weak negative charge pump 
delivers about −400 mV to increase the control voltage potentials at Mσ1_gate and 
MP1_gate in Fig. 12.

This low voltage charge pump can operate already at 550 mV input voltage with 
a power efficiency of 69% at 8 µA average load at the internal power supply node 
VDD. Capacitors C2–C4 with a value of 50 fF are part of the control signal genera-
tion for the main power charge pump represented by transistor Mn1 and Mp1. We 
expect an incoming power of −10 dBm at the rectifier which enough to generate a 
typical VDD_chpump voltage of 600 mV. During the ON phase of Mn1 a potential 
of 1.3 V is applied to the gate. This will guarantee that the voltage drop over Mn1 is 
minimal and the potential at C1 is at the end of the charging phase similar to VDD_
chpump. Only with the help of the negative secondary charge pump this voltage 
level is possible—else we would have to expect about 0.95 V at the gate of Mn1. In 
the second phase (which is defined by the incoming clock f_osc) the gate of Mn1 is 

Fig. 10  Transient timing of the power path in the HF mode
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reduced to VDD_chpump potential, Mn1 gets non conductive, the bottom node of 
C1 is pushed to VDD level and Mp1 is motivated to conduct with a Vneg potential 
at its gate. The generation of the control signals consumes in average about 50 nA 
from the VDD_chpump potential of 600 mV. The average power consumption from 
the secondary charge pump V_neg is below 20 nA.

3  Local Oscillator

In the HF operation mode the local clock can be extracted from the 13.56 MHz 
carrier. The power consumption of such a HF clock generator is typically below 
500 nW. At about 900 MHz the necessary power for such a field clock extraction 
would be bigger than for the rest of the chip. That is the reason why local oscillators 
are used for passive UHF transponder chips. UHF Protocols for contactless commu-
nication consider this certainty. The architecture of the oscillator in Fig. 13 shows 
the proposed regenerative first order oscillator [17, 18].

The most severe specification features of the local oscillator are an oscillator 
frequency larger than 1.92 MHz [19], a minimum operation voltage of 550 mV and 
a power consumption below 500 nW. In the transient timing of Fig. 14 the positive 
edge of Vswitch will start to toggle the inverter in the input stage.

Capacitor C1 is discharged until the voltage drop over the resistor R1 and the re-
sulting current is smaller than the current delivered by the PMOS current source Mp2.

 (13)�Vramp =

IMp1/Mp2
· t

C1

≈ IMp2 · R1

Fig. 12  Power charge pump as UHF DC/DC up converter
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In Formula 13 the integrator node Vramp is correlated with the maximum voltage 
over R1 where the oscillator will toggle in the second state. Is the current through 
R1 bigger than the constant current delivered by Mp2, the voltage potential at Vcom-
pare will drop and the inverter Mn6/Mp3 will toggle. Diode Mn5 will clamp the 
voltage to one UGS which reduces the voltage dependency of this circuit. The final 
oscillator period T in the first order only depends on values of passive components.

 (14)

In the second phase the NMOS switch Mn4 is bypassing R1 and in the first moment 
a big parasitic current will be conducted via Mn3 to VSS. Vramp is integrated down 

T ≈ 2 · n · R1 · C1

Fig. 13  Transistor level design of the local oscillator
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until the UGS of Mn3 is not able to sink the current delivered by Mp2 any more, node 
Vcompare will rise and the oscillator gets back again into the first state.

4  Units for Contactless Communication

Reader to transponder communication is called downlink or RxD. ASK is used in 
both EPC standards but the modulation index is different. A modulation index of 
10–30% is specified for EPC HF and 100% ASK for EPC UHF. The consequence 
is the implementation of two optimized RxD units—a more sensitive and precise 
HF demodulator and a very low power UHF demodulator. A precondition for the 
following demodulator concepts is a constant chip input impedance. Under this 
constant impedance the coil voltage will then change proportional to the change of 
the field strength initiated by the reader.

4.1   HF RxD Unit

During a 10% index field strength gap the coil voltage will drop from 4 Vpeak to 
about 3.4 Vpeak. It should also be mentioned that the falling and rising edge steep-
ness are limited because of the narrow bandwidth in the resonance circuit when a 
high quality factor Q is aspired. Additionally the chip impedance is not constant 
when the coil voltage is reduced and the typical consequence is a reduction of the 
modulation index.

The architecture [20] of the HF RxD unit is able to detect a minimum modula-
tion index of 4% which can be adjusted well with the window generation module 
(Fig. 15). Two of the threes output signal of the window generator are fast enough 

Fig. 15  HF window comparator architecture
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to follow the subcarrier signal well. The voltage potential in between is defined 
by a slow integrator with a slop of 9 mV/µs which is slow compared to two outer 
signals with a minimum steepness of 33.6 mV/µs. Two comparators will detect the 
crossing of the slow inner signal with one of the fast outer signals and an attached 
flip flop will be set.

4.2   UHF RxD Unit

As the coil voltage is below 1 Vpeak at incoming power levels of −6 dBm, a peak 
detection architecture [21] with a MOS rectifier diode cannot be used any more. An-
tenna voltage AC coupling, DC operation point biasing and an attached comparator 
are the important conceptual topics for the UHF RxD unit shown in Fig. 16.

A detailed transistor level schematic of the RxD unit is shown in Fig. 17.
CAC is used to couple the antenna peak voltage information which has a dynamic 

range of 0.7–1.5 V to the internal node offset. Mn1 is a source follower which de-
fines the lowest peak potential of node offset according to the gate potential UDCbias. 
Transistors Mp2 and Mn1 are designed to define the minimum low potential at 
about 110 mV. To avoid during the positive coil voltage peaks which could cause an 
oxide-damage, diode Mp5 is used to clamp node offset to one diode voltage above 
VDD. The comparator is represented by transistor Mp1 and Mn3. Drops the volt-
age at node offset several periods below the threshold of Mp1, node curr_comp will 
also drop and the second stage of the comparator amp_stage will signal an UHF gap 
with a HIGH at the output node UHF_gap_detected. The gap between the threshold 
of transistor Mp1 and the 110 mV defined by Mn1 represents the small UHF coil 
voltage where the UHF Rxd unit detects a gap.

In Fig. 18 the start of a power gap with internal demodulator signals is shown. 
With the precondition of a constant chip impedance the coil voltage VAC_coil1 
drops proportional to the power gap which has been initiated by the reader. Because 
of parasitic capacitors, node offset in Fig. 18 oscillates with 868 MHz and with 
an amplitude reduced by 20%. The lower peak voltage potential of node offset is 
slightly below 90 mV (instead of 110 mV). When the high potential of signal offset 
is dropping below the threshold voltage of 450 mV of transistor Mp1, the low pass 
filtered comparator output signal amp_stage switches to high and informs the digi-
tal state machine about the beginning of a field gap.

Fig. 16  UHF demodulator 
architecture
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4.3   Shunt, TxD—Load Modulator and Backscatter Unit

Equation 12 showed that only a small equivalent serial chip input impedance will 
guarantee a coil voltage big enough to power the chip. But in high power conditions 
without a parallel voltage stabilization especially in high magnetic field strength 
conditions the big coil voltage would damage the coil to chip interface. Parallel to 
the shunt stabilization unit the TxD communication unit is necessary to perform the 
load modulation and the backscatter operation. In Fig. 18 a single power transistor 
solution [22] is shown which includes a novel fast regulation loop for HF load mod-

Fig. 17  UHF demodulator
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ulation which is untypical for typical passive RFID chips. With this single NMOS 
transistor solution the parasitic junction capacitance is reduced to a minimum. In 
all HF RFID standards a synchronous half duplex communication link is defined. 
To stay synchronous during the communication phase, it is necessary to be able to 
extract all the time the carrier clock. So a coil voltage of 700 mVpeak is necessary 
during load modulation.

At node shunt_gate a coil voltage regulation loop with two regulation speed 
states is connected. As regulator device an integrator is used with C1 as integrator 
output-capacitor. One speed state is the closed loop regulation and the other state 
is the loop opened and the regulation point is frozen in the voltage UC1 of capaci-
tor C1. In the HF mode the coil voltage is regulated via the shunt transistor Mn1 
to about 4 Vpeak. As in Fig. 20 shown load modulation starts with the rising edge of 
node TxD_HF. Transistor Mn5 will pull slightly down the coil nodes VAC_node1/β 
and it will already start to discharge parasitic charge stored at node TxD_rec. After 
a delay of a few ns, Mn4 starts to conduct and charge will be transferred to the 
regulator bottom node TxD_push. As in Fig. 20 shown, an alternating voltage of a 
few hundred mV is enough to pull down the coil voltage. The charging phase stops, 
when UDS_Mn4 is close to VSS. This results in a stable coil voltage at:

At a field strength of 1.5 A/m the peak voltage during load modulation is at pulled 
down to 1.2 V (see Fig. 20).

In the asynchronous UHF mode a PMOS transistor will pull node TxD_push to 
the VDD potential which causes a coil voltage close to zero and good backscatter 
information. The dynamic in the antenna voltage is less critical [23] compared to the 
load modulation in the HF band.

VAC_coil1/2 peak = UGS_Mn2 + UDS_Mn4 + �UGS_Mn1

Fig. 19  Shunt and TxD unit
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5  Conclusions

This work has shown an analog frontend which supports the EPCglobal HF and 
UHF standards. A balanced antenna to chip interface with one rectifier, two second-
ary charge pumps and two DC/DC converters have been presented and discussed. 
A compact low power and low voltage 2 MHz relaxation local oscillator with good 
power supply and bias rejection has been shown. Methods to build a compact UHF 
RxD unit and a well controlled TxD HF load modulator with only one shunt/modu-
lator transistor are completing the frequency comprehensive analog front end.
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1  Introduction

With the advent of soluble semiconductors and conductors, the field of printed 
electronics became possible. Printed electronics is often associated with organic 
electronics where the characteristic feature is the use of organic materials in es-
sential parts of the devices and circuits. Both fields overlap in many aspects. In 
printed electronics, however, circuits do not rely on organic materials but are man-
ufactured by means of low-cost, large-area, and high-volume printing methods [1]. 
In consequence, electronic products fabricated in large quantities like newspapers 
on a daily basis give rise to novel applications for integrated electronics like ra-
dio-frequency identification (RFID) labels replacing optical barcodes, intelligent 
packaging and smart objects for processing and displaying information, and flex-
ible displays.

The major advantage of printed electronics is its ease of fabrication rather than 
improved electrical performance of printed circuits. A large number of organic and 
inorganic materials can be deposited from solution, allowing e.g. application of 
high-speed and high-throughput printing methods. With increased fabrication speed 
and output, lower fabrication costs compared to conventional fabrication technolo-
gies are possible.

Currently, low-cost printed electronics is still in the early stages of development 
and optimization of devices and processes. A variety of materials and fabrication 
processes are explored and optimized. One major issue in printed electronics is the 
development of electronic inks which can be used in the printing process while 
still maintaining their semiconducting or conducting behavior. Moreover, products 
fabricated with printed electronics are still in the early stages. This article presents 
an overview over the field of printed electronics, recent developments in circuit 
design with focus on RFID circuits, first products and future directions of the de-
velopment.
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2  Printed Electronics

In printed electronics, printing techniques like flexography, gravure printing, 
screen printing, or ink jet printing, etc. are readily available. Printing of elec-
tronic circuits considerably increases fabrication volume and throughput as well 
as considerably cuts fabrication costs. These advantages are specific to printed 
electronics. One key concept of printed electronics is roll-to-roll manufacturing, 
where a printing substrate is fed through a printing machine from one roller to 
another.

A popular example of roll-to-roll fabrication is gravure printing whose operation 
principle is illustrated in Fig. 1. In gravure printing, a flexible printing foil is con-
tinuously unwound from a roll, travels between a rotating gravure cylinder and an 
impression cylinder, and is finally rewound onto another roll. The rotating gravure 
cylinder is wetted by an ink in a fountain. The liquid is scraped by a doctor blade 
so that only the quantity filling up the recessed cells engraved into the cylinder 
remains. The remaining ink is then transferred to the target position on the printing 
substrate while the cylinder rolls across it.

In conventional printing, the ink usually colorizes the printing substrate so to 
yield a visual impression. In printed electronics, “electronic inks” are used in order 
to apply functional layers of the electronic circuits (electrode, semiconductor, and 
insulator) in successive printing steps.

A typical layer setup for printed circuits [3] is shown in Fig. 2. The depicted 
setup consists of the substrate and four functional layers. These functional layers 
are the lower electrode, the semiconductor, the insulator, and the upper electrode.

The substrate carries the subsequently deposited layers throughout the manufac-
turing process. It usually has no electrical function in the circuits. It is, however, re-
quired to provide reasonable mechanical flexibility for the manufacturing process in 

Fig. 1  Operating principle of 
gravure printing [2]
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use. Materials like polyethylene terephthalate (PET) can be used. The four functional 
layers are successively stacked on top of the substrate in order to implement integrated 
circuits.

The first functional layer is the lower electrode layer. It is used as a first inter-
connect layer and for electrodes of semiconductor devices like transistors, diodes, 
or capacitors. Electrode materials can be metals like silver, copper [3] or metal-like 
organic materials such as PEDOT-PSS [4].

Stacked on top of the lower electrode is the semiconductor, which is typically 
an organic semiconductor like poly(3-alkylthiophene) (P3AT) [3], polytriarylamine 
(PTAA) [4], polyfluorene (F8T2) [5] or an inorganic semiconductor such as carbon 
nanotubes [6].

The next layer following the semiconductor is the insulator layer. The insulator 
separates the semiconductor and the upper electrode.

The top most layer is the upper electrode. Like the lower electrode, it is used for 
wiring and as electrode material for devices such as transistors, diodes, or capacitors.

The four-layer setup in Fig. 2 provides all types of devices used in basic inte-
grated circuits. In most circuits, transistors are the main building blocks. Thin-film 
transistors (TFTs) are usually applied in printed electronics. These devices consist 
of a source/drain layer (lower electrode in the four-electrode setup), a thin film of 
semiconducting material, an insulator, and a gate electrode (upper electrode layer 
in the four-layer setup).

Figure 3a illustrates the general design of a printed TFT realized with the four-
layer setup from Fig. 2. In the figure, G denotes the gate electrode in the upper 
electrode layer and S/D the source/drain electrodes in the lower electrode layer. The 
output characteristics of printed TFTs are comparable to conventional MOSFETs 
(see Fig. 3b for a typical example using a p-type P3HT transistor) in shape but tran-
sistor parameters such as threshold voltage or charge-carrier mobility are generally 

Fig. 2  Layer setup of a typi-
cal printing process [3]
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less convenient for chip designers than those of conventional silicon transistors. For 
example, charge carrier mobilities of printed TFTs are typically below 0.1 cm²/Vs 
as opposed to 500 cm²/Vs and above for conventional silicon. Moreover, the device 
parameters can considerably differ between different types of printed TFTs owing 
to their individual choices of materials and fabrication technologies.

In order to implement devices like printed TFTs the fabrication process has to 
meet certain requirements. For example, continuous line structures are required for 
the drain and source electrodes with attainable feature sizes in the micron range 
(≥15 µm [3]) so to provide reasonable performance figures for the circuits. The 
semiconductor and the insulator have to be stacked upon each other as thin, homo-
geneous, and defect-free films. No fabrication step is allowed to harm the electrical 
performance of previously deposited materials beyond proper use. Moreover, the 
upper electrode must be deposited with precise registration, i.e. accurate alignment 
relative to the structures on the underlying layers. All materials used in the process 
have to be compatible with the manufacturing steps in which they are handled.

3  First Printed Circuits

By using soluble materials, prototype circuits with complexities of up to 2,000 tran-
sistors have been demonstrated [7]. Milestone circuits with focus on RFID applica-
tions are 64/128-bit RFID transponders with pentacene [7, 8] and a 64-bit transpon-
der with poly(3-hexylthiophene) [9, 10] as semiconductor materials. These circuits 
were manufactured using clean-room techniques. Owing to their low-cost and high-
throughput fabrication technologies, printed circuits currently lag behind these com-
plexities and also in performance figures like switching speed or packing density. In 
the domain of printed electronics, first completely printed RFID transponders were 
realized in 2007 [11]. These transponders provided an oscillation signal but no spe-
cific ID code. State-of-the-art results on complex logic circuits are 4-bit code gen-
erators for RFID transponders as demonstrated by [6] and [3]. The circuit in [6] was 
realized using gravure printed transistors with carbon nanotubes as semiconductor 

Fig. 3  Printed thin-film transistor: a structure, and b output characteristics [20]
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material but was clocked with 1 Hz by an external function generator. The printed 
circuit in [3] contains all blocks necessary for a Manchester-encoded RFID tran-
sponder (rectifier, clock generator, data generator, modulation transistor). Therefore, 
it will be examined subsequently. In order to give an impression on the switching 
speeds currently reached with printed transistors, a printed ring oscillator discussed 
in [3] is briefly shown. Then, results on the code generator chip are presented.

3.1   Printed Ring Oscillator

A basic type of circuit based on printed transistors is the ring oscillator. This circuit 
consists of an odd number of inverters in a chain with the output of each inverter 
connected to the input of the following. The output of the final inverter is fed back 
to the input of the first. Ring oscillators are often used as benchmark circuits in order 
to determine the switching speeds and logic capabilities of semiconductor technolo-
gies. Employing a ring oscillator is a simple test to analyze the feasibility of transis-
tors and their geometrical design for logic circuits. As long as the ring oscillator pro-
duces an oscillation the chain of inverters is capable of regenerating input signals. 
This regeneration property is an important prerequisite for logic circuits [12, 13].

In [3], a printed ring oscillator with 15 inverters in a chain is presented. The 
circuit starts oscillating at a supply voltage of 6 V and reaches an oscillation fre-
quency of 107 Hz at a supply voltage of 15 V. Figure 4 details the schematic and the 

Printed Electronics—First Circuits, Products, and Roadmap

Fig. 4  Schematic and measured oscillation signal of a 15-stage printed ring oscillator at an opera-
tion frequency of 15 V [3]
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measured oscillation signal at a supply voltage of 15 V. The transistors are based on 
P3HT as semiconductor material.

3.2   Printed 4-Bit Manchester Chip

While ring oscillators are useful in testing the performance of transistors, more 
sophisticated circuits with numerous building blocks are needed for reasonable ap-
plication circuits. One such example is a printed 4-bit code generator chip for RFID 
applications presented in [3]. This chip consists of numerous building blocks: a rec-
tifier, a ring oscillator with 15 stages as clock generator, a counter with 3 flip-flops, 
a protocol generator for Manchester-encoded data signals, and a read-only memory. 
Figure 5 shows the block diagram of the code generator chip, which consists of 
about 200 individual devices.

The chip is designed for operation in a passive transponder by drawing energy 
from the radio-frequency field of an RFID reader. In the rectifier, the induced AC 
voltage with a frequency of 13.56 MHz at the transponder antenna is rectified so 
to generate the DC supply voltage for the remaining components of the chip. The 
logic components in Fig. 5 generate a data stream with Manchester encoding. This 
data stream consists of a start sequence with idle time and start bit and a data se-
quence of 4 bits. The RFID reader is synchronized with the clock rate and phase of 
the transponder by use of this start sequence. The data sequence is fed to the gate of 
a modulation transistor. When this modulation transistor is switched on (on-state), 
the transponder circuit draws a certain amount of energy from the radio-frequency 
field of the reader. In the off-state, when the modulation transistor is switched off, 
the transponder circuit only draws a fraction of the energy consumed in the on-state. 
This variation in energy consumption is used to transmit information to the reader.

Figure 6 shows the measured clock signal, the output of the final (3rd) flip-flop, 
the data sequence of the code generator, and the voltage at the output of the rectifier. 
The chip was programmed to issue a Manchester-encoded data sequence of 1-0-0-1. 
It was measured with a function generator attached to the input of the rectifier. In 

Fig. 5  Schematic block diagram of a printed 4-bit code generator chip. (Adaption from [3])
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this measurement setup, the modulation caused by the modulation transistor was 
detected by monitoring the variation of the DC voltage at the output of the rectifier. 
In the off-state, a certain DC voltage is supplied by the rectifier. In the on-state, 
when the modulation transistor sinks more current, this supply voltage drops by 
a certain amount. The variation in the DC supply voltage is monitored in order to 
detect the modulation.

4  First Products and Roadmap of Printed Electronics

Due to the availability of printable electronic materials, different products based 
on printed electronics are possible. Examples of these are: intelligent packaging, 
flexible displays, wearable electronics in garments or printed RFID transponders 
for EPC (electronic product code) applications. The majority of these applications 
are still in the early stages and require coordinated work regarding e.g. materials or 
fabrication technologies. In the field of organic and printed electronics, a roadmap 
was compiled which discusses the major applications and their requirements. In the 
following, this roadmap will be discussed.

4.1   Roadmap for Organic Electronics

In standard semiconductor technology, the “International Technology Roadmap 
for Semiconductors” (ITRS, [14]) has been compiled and is regularly updated in 

Fig. 6  Measured voltages in the 4-bit code generator. (Data from [3])
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order to create a common understanding of the future development of the industry 
and to coordinate the activities of the involved companies and research institutes. 
In the domain of organic and printed electronics, a similar roadmap exists with the 
title “OE-A Roadmap for Organic and Printed Electronics” [1]. This roadmap was 
initiated and is maintained by the Organic Electronics Association (OE-A, [15]), a 
working group within the German engineering federation VDMA [16]. The OE-A 
was founded in 2004 and has more than 120 members [16] (figure for 2009). 
These members are from industry and scientific institutions in Europe, USA, Can-
ada, Australia, Taiwan, South Korea, and Japan. The OE-A supports all activities 
in organic electronics, specifically development in the following domains:

• materials (substrate, semiconductors, conductors, etc.),
• technology (printing, machines, fabrication expertise),
• device (transistors, circuits, organic photovoltaic devices, etc.),
• products, applications, markets.

In their roadmap, the OE-A members identified nine major application fields of or-
ganic and printed electronics that are expected to have the highest market potentials. 
These application fields are:

• organic photovoltaics,
• flexible displays,
• electroluminescent and OLED (organic light emitting diode) lighting,
• printed RFID,
• printed memory,
• organic sensors,
• flexible batteries,
• smart objects,
• smart textiles.

For each of these fields, the OE-A has made individual subroadmaps in the frame-
work of [1]. These application-specific subroadmaps define estimated performance 
potentials of commercial products with respect to the short-term, medium-term, and 
long-term future. Additionally, key performance parameters are discussed as well 
as critical challenges.

All fields have specific advantages and limitations with respect to existing solu-
tions based on conventional electronics. Major advantages of organic and printed 
electronics in nearly all application fields are, however, their low thickness and high 
flexibility, the potential for high volume production at low cost and consequently 
the potential to enable electronics in areas where today’s conventional electronics 
will hardly be integrated. However, there are some limitations, too. These are due to 
the typically weaker electronic properties of the materials (e.g. conductivity, charge 
carrier mobility, life time) and the processes (printing vs. clean room processes). 
Therefore, organic and printed electronics is in most cases not expected to substitute 
standard electronics but will enable new application areas, where the properties of 
printed electronics give significant advantages.
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The anticipated evolution of the performance potentials in the nine application 
fields is briefly summarized in Table 1. Currently, only few products are commer-
cialized in niche markets, e.g. applications with printed organic photovoltaics [17, 
18]. Many products are expected to establish in the near future and to bring signifi-
cant revenues in the medium and long term.

The reader is referred to [1] for a more detailed discussion of the individual items 
in the table. Here, only the subroadmap for printed RFID is further detailed by aid 
of Fig. 7.

4.2   Roadmap for Printed RFID

For printed RFID, market entry is anticipated to take place in the short-term future 
with basic products like brand protection and electronic ticketing. In these applica-
tions, tag complexities of 1–8 bits in the HF frequency range are implemented. As 
the performance evolves over time, applications in logistics and automation with 
tag complexities of 16–64 bits are targeted. As has been shown in Sect. 3, prototype 
circuits for all complexity levels have been demonstrated with organic electronics. 
The more complex prototypes were however fabricated using clean-room facilities. 
Therefore, general availability of tag complexities of 96 bits in the HF and UHF 

Table 1  Performance evolution of major application fields over time [1]
Application 
field

Estimated availability/evolution
Short-term (2009–2012) Medium-term 

(2012–2017)
Long-term (2018+)

Organic photo-
voltaics

Consumer and first off-
grid applications

Off-grid power, building 
integration

Grid-connected power 
generation

Flexible display Price labels, e-readers High resolution color 
e-readers, e-posters

Electronic wall 
papers, rollable 
OLED TVs

OLED/EL 
lighting

Small lamps, design 
and decorative 
applications

Light tiles, technical/
architectural lighting

Flexible lighting 
elements

Printed RFID Brand protection, 
e-ticketing

Logistics and automation Item-level tagging, 
EPC, identification

Printed 
memory

Brand protection, identi-
fication, games

High end brand protec-
tion, advanced games

Electronics, 
multimedia

Organic sensor Photodiode, temperature, 
pressure, chemical

Potentiometric sensor 
array

Intelligent sensor, 
embedded system

Flexible battery Low capacity, discon-
tinuous use

Higher capacity, continu-
ous use

Direct integration into 
packages, systems

Smart objects Greeting cards, animated 
logos

Intelligent tickets, initial 
smart packaging

Complex smart 
packaging

Smart textiles Clothing integrated key-
pads, sensors, light 
effects

Clothing integrated dis-
play, photovoltaics

Fuel cells, fiber with 
integrated sensors
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frequency range for real printed products with item level tagging and product iden-
tification is expected in the long-term future of 2018 and beyond.

The subroadmap for printed RFID identifies some key parameters on the ap-
plication level. These parameters define the potential applications of printed RFID 
transponders. While brand protection and electronic ticketing can be realized with 
basic requirements, applications like logistics and automation depend on more ma-
ture performance figures for the following parameters:

• number of ID bits,
• reading distance between tag and reader,
• reading frequency, which defines the possibility of UHF systems,
• cost per tag,
• bulk reading: anti-collision detection of multiple tags in the reading range 

of the reader.

It is straightforward to translate the key parameters on the application level into 
technology-related parameters on the device level. The resulting key parameters 
named by the subroadmap for printed RFID are:

• charge-carrier mobility of the semiconductor: defines attainable circuit speed,
• switching speed: one factor defining the read-out time for the ID bits; this param-

eter is affected by the charge-carrier mobility and printing resolution,
• operation frequency of the rectifier: defines the reading frequency, i.e. the avail-

ability of HF and UHF systems,
• printing resolution: defines the circuit yield, i.e. the cost per tag and the switch-

ing speed,

Fig. 7  Evolution of performance potential of printed RFID versus time [1]. (Used by courtesy of 
OE-A)
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• number of transistors: defines the circuit complexity, i.e. the number of ID bits 
and availability of more complex concepts like bulk reading, as well as cost per 
tag (through yield).

According to the OE-A roadmap, critical issues with printed RFID (called red brick 
walls in the roadmap) are:

• fabrication yield versus transponder complexity: More complex circuits require 
higher functional yield.

• availability of CMOS processes: Currently, integration of n-type transistors to-
gether with p-type transistors in printed circuits is difficult. However, CMOS 
processes are desirable because of increased robustness of circuits and reduced 
power consumption.

• writable memories: The availability of programmable memories (one to many 
write cycles) is desirable for applications like logistics and would therefore pro-
mote the market share of printed RFID.

• UHF frequency range: In standard RFID applications, the UHF frequency range 
is popularly used in order to reach long reading distances in comparison to HF 
transponder systems. Availability of printed UHF transponder would again pro-
mote the market share of printed RFID.

4.3   First RFID Products

First prototype circuits already appeared in 2007/2008 with reduced complexities in 
comparison to conventional electronics. For example, radio-frequency transponders 
with printed organic chips were successfully tested by the Printed Smart Labels 
project (see [19]) in a field trial at two conferences. A total of about 400 transpon-
ders were issued in September 2007 at the Organic Electronics Conference and 

Printed Electronics—First Circuits, Products, and Roadmap

Fig. 8  Radio-frequency tran-
sponder with printed organic 
chip [20] used in a field trial 
at the MEDIA-TECH Expo 
conference 2008
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Exhibition (OEC07, Frankfurt, Germany) and 4,000 transponders at the MEDIA-
TECH Expo conference in May 2008 (Frankfurt, Germany). These transponders 
consisted of printed polymer chips and conventional antennas [20]. They operated 
at a reading frequency of 13.56 MHz but did not generate individual ID codes. The 
tags were used for entrance control to the conference area and for counting of visi-
tors. Figure 8 shows one of the fully-assembled transponders.

In order to enhance their functionality, printed RFID transponders can be 
equipped with interactive optical labels or sensors for tracking environmental con-
ditions like temperature or humidity, or the presence of certain chemicals. Other 
components like memory, loudspeaker or battery packs can be added, too, in order 
to create printed “smart objects”. The idea behind smart objects is to combine mul-
tiple electronic devices into applications ranging from simple animated logos to 
intelligent sensors [16].

5  Summary

Printed electronics is a novel platform technology enabling many application fields 
of low-cost, thin and flexible, as well as high-volume electronics. The most promi-
nent applications are organic photovoltaics, flat displays, and RFID. The technol-
ogy is still in an early stage and there are several limitations due to unfavorable 
material and process parameters. First products are currently entering the market in 
special applications. High-volume products are expected to be available in the next 
few years. Printed electronics is not regarded to substitute conventional electronics 
but gives rise to novel applications where tight requirements on fabrication cost or 
form factors cannot be met by traditional solutions.
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1  Introduction

There has been significant interest in low temperature thin-film transistors (TFT) 
on foil in the last decade. The target applications are mainly backplanes for flex-
ible displays and passive radio-frequency identification tags (RFID). The interest 
in flexible display lays in the user-friendliness of having a flexible, lower weight 
and less breakable medium whereas the interest in radio-frequency identification 
tag lies in the possibility to realize simple tags with significantly lower cost than 
traditional tags using Si-chips. This would allow a significant step forward in the re-
alization of the broad vision of the “net of things”, which has been slow to develop 
mostly because of economic reasons.

There are several thin-film technologies that are competing in this area. On the 
one hand we find established thin-film technologies like amorphous silicon or poly-
silicon where major effort has been invested to lower the process temperature or 
otherwise to develop transfer-technologies. On the other hand novel semiconductor 
materials have been introduced like metal-oxides, organic semiconductors, carbon 
nanotubes or chalcogenides. One that received considerable attention is based on 
conjugated organic molecules. Those organic semiconductors reach a similar mo-
bility as amorphous silicon but are processed near room temperature. They allow 
the use of a broad range of deposition and patterning techniques ranging from con-
ventional plate-based manufacturing, including photolithography, to novel deposi-
tion techniques, like printing.

In this chapter we will describe our progress regarding realizing complex chips 
(e.g. transponder chips) and complete RFID tags with organic semiconductors.
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2  Organic RFID Tags

In recent years, several research groups have studied and published research re-
sults on organic RFID systems. In 2007, Cantatore et al. published a capacitively-
coupled RFID system where a 64-bit code was read out at a base carrier frequency 
of 125 kHz [1]. The 64-bit code generator was fully functional at a 30 V supply 
voltage. In that pioneering work, lower bit generators (up to 6 bit) could be read 
out using a base carrier frequency of 13.56 MHz by a capacitive antenna. Ullmann 
et al. demonstrated a 64-bit tag working at a bit rate exceeding 100 b/s, readout by 
inductive coupling at a base carrier frequency of 13.56 MHz [2]. In this chapter, we 
review recent advances in both the digital transponder chip and the analog front-end 
of organic RFID tags, and demonstrate that organic electronics can result in a tag 
with a realistic code size, bit rate and reading distance at reasonable and allowed 
field strength [3–5].

The basic schematic of the organic RFID tag presented here is depicted in Fig. 1. 
The organic RFID tag consists of four different modules: the antenna coil, the HF-
capacitor, the rectifier and the transponder chip with an integrated load modulator. 
The coil and the HF-capacitor form an LC tank resonating at the HF resonance 
frequency of 13.56 MHz, which provides the energy for the organic rectifier with an 
AC voltage at 13.56 MHz. The rectifier generates the DC supply voltage for the 64-
bit organic transponder chip, which drives the modulation transistor between the on- 
and off-state with a 64-bit code sequence. Load modulation can be obtained in two 
different modes, depending on the position of the load modulation transistor in the 
RFID circuit, shown in Fig. 1. AC load modulation, whereby the modulation tran-
sistor is placed in front of the rectifier, sets demanding requirements to the OTFT, 
since it has to be able to operate at HF frequency. This is not obvious, as a conse-
quence of the limited charge carrier mobility of the OTFT, being 0.1–1 cm2/V s for 
pentacene as organic semiconductor. Therefore, load modulation at the output of 
the rectifier (DC load modulation) is preferred in organic RFID tags. In latter mode, 
the OTFT does not require to operate at HF frequency. The organic RFID tags in 
this chapter operate in DC load modulation mode. Nevertheless, organic RFID tags 
operating in AC load modulation mode have also been achieved [4].

2.1   Technology

In this section we describe the technology used to create high-performance organic 
RFID tags [4]. As mentioned earlier, the tags are composed of four flexible foils, 
with the following components: an inductor coil, a capacitor, a rectifier and a tran-
sponder. The coil is made from etched copper on foil, manufactured by Hueck Fo-
lien GmbH.

The HF-capacitor consists of a metal-insulator-metal (MIM) stack, processed on 
a 200 µm thick flexible polyethylene naphthalate (PEN) foil (Teonex Q65A, Du-
pont Teijin Films). The insulator material used for the capacitor is Parylene diX SR.
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The rectifier comprises two vertical Schottky diodes, and two capacitors in a so-
called double half-wave configuration [3]. The schematic of the rectifier is shown 
in Fig. 7, and a photograph of the rectifier is depicted in Fig. 2. The substrate for 
manufacturing the rectifiers is a 200 µm thick, flexible 150 mm PEN foil, on which 
first a metal-insulator-metal (MIM) stack is processed for the capacitors in the cir-
cuit. The metal layers are 30 nm of gold (Au) and the insulator is Parylene diX SR, 
with a relative dielectric constant of εr of 3 and a thickness of 400 nm. Conventional 
photolithography is used to define the capacitors in the MIM stack. The top Au layer 
of the MIM stack is used as anode for the vertical diode. A 350 nm pentacene layer, 
the organic semiconductor, is evaporated through a shadowmask by HV-deposition. 
Finally, an aluminum (Al) cathode is evaporated through a second shadowmask.

The organic 64-bit transponder chip is made on a 25 µm thin plastic substrate 
using organic bottom-gate thin-film transistors. The organic electronics technology 

Fig. 1  Inductively-coupled organic RFID tags using DC ( top) and AC ( bottom) load modulation
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that is used, was developed by Polymer Vision for commercialization in rollable 
active matrix displays and is described elsewhere [6]. The insulator layers and the 
semiconductor layer are organic materials processed from solution. The transistors, 
with a typical channel length of 5 µm, exhibit an average saturation mobility of 
0.15 cm2/V s. A micrograph picture of the 64-bit transponder chip and the 150 mm 
wafer is also depicted in Fig. 2.

2.2   The RFID Measurement Setup

The complete tag is realized by properly interconnecting the contacts of the four 
foils, which we achieved in an experimental set-up where we plug the individual 
foils into sockets as shown in Fig. 3. Alternatively, we have also achieved tags by 
lamination of the foils, whereby electrically conductive glue is used to interconnect 
the different contacts of the individual foils.

The reader setup conforms to the ECMA-356 standard for “RF Interface Test 
Methods”. It comprises a field generating antenna and two parallel sense coils 
(Fig. 3), which are matched to cancel the emitted field. By this method, only the 
signal sent by the RFID tag is read out at the reader side. The detected signal is then 
demodulated by a simple envelope detector (inset Fig. 9), being a diode followed by 
a capacitor and a resistor, and shown on an oscilloscope.

Fig. 2  Pictures of the transponder foil and the load modulator foil ( top), the double half-wave 
rectifier foil ( bottom left) and the 150 mm flexible wafer full of transponder chips ( bottom right)
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2.3   Organic Transponder Chip

Possible logic gate design architectures in unipolar, single threshold voltage logic 
are depletion-mode logic or enhancement-mode logic [1]. The gates in our organic 
RFID transponder chip are designed using the former, which is also known as ze-
rovgs-logic. The choice for this type of logic was driven by the fact that the OTFTs 
used in this work show normally-on or depletion-mode behavior. The final design 
of the organic transponder chip has been made using only inverters and NAND-
gates, both implemented in the zerovgs-logic. The gain of such an inverter at the trip 
point, for supply voltages of 10 and 20 V, is 1.75 and 2.25, respectively. Nineteen-
stage ring oscillators of inverters operate at a frequency of 627 Hz when using 10 V 
supply voltage and at 692 Hz when using 20 V supply voltage.

The schematic of the transponder chip is depicted in Fig. 4. A 19-stage ring oscil-
lator generates the clock signal when powered. This clock signal is used to clock the 
output register, the 3-bit binary counter and the 8-bit line select. The 8-bit line select 
has an internal 3-bit binary counter and a 3-to-8 decoder. This block selects a row 
of 8 bits in the code. The 3-bit binary counter drives the 8:1 multiplexer, selecting 
a column of 8 bits in the code matrix. The data bit at the crossing of the active row 
and column, is transported via an 8:1 multiplexer to the output register, which sends 
this bit on the rising edge of the clock to the modulation transistor. The 3 bits of the 

Fig. 3  Overview of the reader and RFID tag measurement setup. Foils are placed in sockets to 
ease manipulation

Towards EPC-Compatible Organic RFID Tags

                  



352

3-bit binary counter are also used in the 8-bit line select block for selecting a new 
row after all 8 bits in a row are transmitted.

The 64-bit transponder foil comprises only 414 OTFTs. Figure 2 shows a micro-
graph image of the transponder foil. At 14 V supply voltage the 64-bit transponder 
foil generates the correct code at a data rate of 752 b/s, which is depicted in Fig. 5. 
Besides the 64-bit transponder foil, we also designed an 8-bit transponder foil. The 
main difference in the design is the complexity of the line select.

2.4   Organic Rectifier

The purpose of the rectifier in an RFID tag is to create a DC-voltage from the AC-
voltage detected and generated by an antenna at the targeted base carrier frequency 
of 13.56 MHz. This frequency is selected because it is a standard in Si-based RFID 
tags, and will therefore enable partial compatibility with installed reader systems at 
13.56 MHz. An important issue for organic RFID tags is the efficiency of the recti-
fier. A more efficient rectification generates the required DC voltage from a smaller 
AC input voltage. This implies larger reading distances for the RFID tags [3, 4].

K. Myny et al.

Fig. 4  Schematic overview 
of the digital logic part of the 
64-bit transponder chip
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A rectifier comprises of diodes and capacitors. For organic diodes, two different 
topologies can be used: a vertical Schottky diode [7, 8] or a transistor with its gate 
shorted to its drain. The transistor with shorted gate-drain node is often considered 
as the most favourable topology because its process flow is equal to that used for 
the transistors in the digital circuit of the RFID tag. We have chosen to use the verti-
cal diode structure because of its better intrinsic performance at higher frequencies 
compared to transistors as diodes [9].

The structure of a vertical, organic diode used to make the rectifier, is shown in 
Fig. 6. As depicted, we fabricated hole-only organic diodes with a layer of penta-
cene (as organic semiconductor) sandwiched between an Au- and Al-electrode on 
a 150 mm PEN foil. Because of their workfunctions, the Al-electrode blocks the 
injection of holes, whereas the Au-electrode permits the injection of holes.

We have fabricated a more efficient rectifier circuit, being a double half-wave 
rectifier. This rectifier comprises two diodes, each followed by a capacitor [3]. Fig-
ure 7a shows the schematic of this circuit. Both capacitors are 20 pF. The active area 
of the diodes is 500 × 200 µm.

A double half-wave rectifier circuit consists of two single half-wave rectifiers 
connected between the same nodes, with diodes connected as shown in Fig. 7a. 
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Fig. 6  Structure of a vertical, 
organic semiconductor-based 
Schottky diode
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Both single half-wave rectifiers rectify the AC input voltage: one rectifies the 
upper cycles of the AC input voltage, the other single half-wave rectifier rectifies 
the lower cycles of the input voltage. This is schematically depicted in Fig. 7b. 
The power and the ground voltage for the digital logic of the RFID tag are taken 
between both rectified signals (Fig. 7a, b). Therefore, a double half-wave recti-
fier yields about double the rectified voltage compared to a single half-wave 
rectifier.

2.5   Organic RFID Tag Using DC Load Modulation

The organic RFID transponder foil, the antenna coil, the HF-capacitor and the 
rectifier on foil are connected together to form an organic RFID tag. In DC load 
modulation mode, the modulation transistor (W/L = 5040 µm/5 µm) is placed be-
hind the rectifier, as can be seen in Fig. 1. All foils are placed into sockets and 
connected as depicted in Fig. 3. The RFID reader is a 7.5 cm radius antenna which 
emits the field at a base carrier frequency of 13.56 MHz. In Fig. 8, the internal 
rectified voltage of this double half-wave rectifier in the organic RFID tag is plot-
ted as a function of the field generated by the reader, for the tag antenna placed 
in the near-field of the reader antenna, at a distance of about 4 cm from the coil 
generating the readers 13.56 MHz RF field. As can be seen in the graph, 10 V rec-
tified voltage is obtained at a 13.56 MHz electromagnetic field of about 0.9 A/m, 
and 14 V at 1.26 A/m. The latter is the voltage currently required by our 64-bit 
organic transponder chips. The ISO 14443 standard states that RFID tags should 
be operational at a minimum required RF magnetic field strength of 1.5 A/m. 

K. Myny et al.

Fig. 8  Internal rectified 
voltage of a double half-wave 
rectifier generated in an 
organic RFID tag versus the 
13.56 MHz magnetic field 
generated by the reader
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The double half-wave rectifier circuit presented here therefore satisfies this ISO 
norm. After extrapolation of the measurement data, a DC voltage of 17.4 V can 
be obtained at a field of 1.5 A/m. If a single half-wave rectifier was used, the 
rectified voltage would be limited to 8–9 V, which is too low for current organic 
technology.

The obtained rectified 14 V drives the transponder chip, which sends the code 
to the modulation transistor. The signal sent from the fully integrated, plastic tag is 
received by the reader and subsequently visualized using a simple envelope detec-
tor (see inset Fig. 9) without amplification. The signal measured at the reader side 
is depicted in Fig. 9. This shows the fully functional, 64-bit RFID tag using an 
inductively-coupled 13.56 MHz RFID configuration with a data rate of 787 b/s. 
With a 0.7 V drop over the diode at the reader (envelope detector), a tag-generated 
signal of about 1.1 V is obtained, from which 30 mV is load modulation (modula-
tion depth h = 1.4%).

Two of the reader standards at 13.56 MHz base carrier frequency are the prox-
imity (ISO 14443) and vicinity readers (ISO 15693). The main difference between 
them is the coil radius, being 7.5 cm for the proximity reader and 55 cm for the vi-
cinity reader. This results in a maximum readout distance of 10 cm for the proximity 
and 1 m for the vicinity reader. As mentioned earlier, the standard (ISO 14443) states 
also that the tag should be operational at an RF magnetic field of 1.5 A/m, which is 
significantly lower than the maximum allowed RF magnetic field of 7.5 A/m. One 
can calculate the required magnetic field at the antenna centre in order to obtain the 
required field to operate the tag. In our case, the required field for an 8-bit organic 
RFID tag was 0.97 A/m. This is depicted in Fig. 10. The dots in this graph show 
the experimental data at distances of 3.75, 8.75 and 13.75 cm with respect to the 
field generating antenna. This graph shows that it is possible to energize the 8-bit 
organic RFID tag at maximum readout distances for proximity readers below the 
maximum allowed RF magnetic field. The signal detected by the reader during the 
same experiment is depicted in Fig. 11 at distances of 5 and 10 cm with respect to 
the sense coil.

Towards EPC-Compatible Organic RFID Tags

Fig. 9  Signal of the 64-bit 
RFID tag measured on the 
reader (unamplified reader 
signal). The envelope detec-
tor of the reader is depicted in 
the inset
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3  Methods to Increase Robustness of Digital Circuits

In the realizations of organic RFID transponder chips discussed so-far [1, 2, 4], the 
most widespread technology is single-VT p-type only. This technology has intrinsic 
limitations concerning integration of larger circuits, as a result of parameter vari-
ability. The move towards an organic complementary technology [10, 11] is the 
most favorable route to obtain robust organic circuitry [12] and first 4-bit tags in 
complementary organic technology [10] have been made. This requires, however, 
a matching n-type material and device performance. This has turned out to be dif-
ficult and complex route. Here, we present an alternative to improve the robustness 
of organic circuits [13]. It is based on p-type organic transistors equipped with a 
double gate [14–16]. The extra gate is used to vary the VT, which effectively leads 
to a dual-VT p-type technology. The dual-gate transistor configuration allows to in-

Fig. 10  Calculation and 
experimentally obtained data 
of the required RF magnetic 
field at the reader side as a 
function of the tag distance in 
order to generate the required 
RF magnetic field to operate 
the tag
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novate the topology of logic gates. We show inverter topologies with substantially 
increased gain and noise margin. Finally, we demonstrate a 64-bit organic RFID 
transponder chip based on these dual-gate Organic Thin-Film Transistors (OTFTs) 
for two different inverter topologies.

The availability of a second threshold voltage is beneficial for the characteristics 
of building blocks for digital circuits, similar to the silicon n-MOS logic used in 
the 1980s. One option to obtain multiple threshold voltages is by providing a sec-
ond gate in the technology. The dual-gate organic TFT technology that is used in 
this work is described elsewhere [17]. The organic insulator layers and the p-type 
pentacene semiconductor are processed from solution. The transistors have a typi-
cal channel length of 5 µm and an average saturation mobility of 0.15 cm2/V s. A 
cross-section image of the layers and a typical measured dual-gate OTFT are shown 
in Fig. 12. The second gate, or backgate, is coupled weaker to the channel than the 
gate, and therefore it is used as VT-control gate. By varying the backgate between 
+30 and −30 V, the transistor threshold voltage can be controlled, leading from 
depletion-mode curve to more enhancement-mode curve, in agreement with earlier 
publications [18, 19].

Two different topologies for digital building blocks (e.g. inverters, NANDs) 
are the zerovgs-load logic and the diode-load logic. Both schemes are depicted in 
Fig. 13. Both inverters comprise a drive transistor, which is the pull-up transistor in 
p-type logic and a load transistor, i.e. the pull-down transistor. The ratio between the 
drive and load transistor for the diode-load logic is 10:1, however we have found 
that the zerovgs-load logic can be designed with a 1:1 ratio resulting in a signifi-
cantly smaller chip area.

The transfer curves of zerovgs-load and diode-load inverters are depicted in 
Fig. 13. The VT-control gate of the drive transistor can be used to move the trip point 
towards VDD/2. At this point, in zerovgs-load inverters, the gain exceeds 11 and the 
noise margin is larger than 6 V at VDD = 20 V. Importantly, the typically low gain of 
diode-load inverters increases to 2, whereas the noise margin almost reaches 1.5 V.

Fig. 12  Cross-section of the dual-gate OTFT technology ( left) and a typical measured transfer 
characteristic of this OTFT when using the backgate as VT-control gate ( right). The channel width 
equals 140 µm, the channel length 5 µm
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99-Stage dual-gate ring oscillators with zerovgs-load and diode-load architec-
tures were fabricated and characterized. In Fig. 14, we show the extracted stage 
delays of NAND-gates and inverters, and compare them to reference single-gate 
zerovgs-load gates fabricated on the same foil. The fastest family is the diode-load 
topology, with a stage delay of 2.27 µs. The zerovgs-load topology is an order of 
magnitude slower (τstage = 26 µs), due to the limiting pull-down current and the high 
parasitic output-capacitance. This capacitance is also present in the single-gate de-
pletion-load architecture but the drive-transistor current is now substantially higher, 
resulting in a smaller stage delay for the single gate variant.

Fig. 13  Architecture of inverter topologies in dual gate technology for ( top) zerovgs-load inverter 
and ( bottom) diode-load inverter. Transfer curves of these inverters are plotted to the right for a 
supply voltage of 20 V, as a function of the voltage on the VT-control gate of the drive transistor
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3.1   Organic RFID Transponder Chip with Dual-Gate 
Architecture

Next, we fabricated 64-bit RFID transponder chips similar to earlier designs 
(Sect. 2.3.2), but with a clock from a 33-stage ring oscillator to prevent racing of 
the signal. For the diode-load logic, the ratio between drive and load transistor is 
10:1 leading to a transponder chip area of 74.48 mm2. Figure 15 shows the output 
signal of the chip designed in diode-load topology for VDD = 20 V and VBG,D = 45 V. 
The data rate is 4.3 kb/s, more than double the fastest single gate transponder chips 

Fig. 14  The stage delay is 
plotted as a function of the 
VT-control voltage of the 
drive transistor for dual-gate 
zerovgs-load and diode-load 
inverters for a supply voltage 
of 20 V. The stage delay 
of a single-gate zerovgs-
load inverter is shown for 
reference, also for a supply 
voltage of 20 V
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shown in [4]. We verified on three different foils that some chips start operating at 
VDD as low as 10 V and all chips work at 15 V.

The 64-bit transponder chip in zerovgs-load topology is only 45.38 mm2 in size, 
thanks to this logic having a 1:1 ratio. In Fig. 16, the output is shown for VDD = 20 V 
and VBG,D = 30 V. Also this transponder chip has been measured on three different 
foils. All measured transponder chips are operational at VDD = 10 V. The data rate at 
VDD = 20 V is 522 b/s. These findings are fully in line with the fact that the zerovgs 
topology has higher noise margin but slower stage delay than the diode-load topol-
ogy. Figure 16 shows a photograph of both 64-bit transponder chips.

4  Vision for Commercialization

RFID is an important technology in logistics, retail, automation, anti-counterfeit 
protection, identification and various other fields. It allows for transmission of data 
(an identification code in the memory of the transponder chip) via radio waves 
from a transponder to a reader without the need for line of sight. In standard, silicon 
based electronics, this is a large market, segmented in several areas of applications. 
Several radio communication frequencies are used, spanning from tens of kHz to 
about 1 GHz.

In the last years, a protocol named Electronic Product Code “EPC” [20] has been 
developed for wireless identification in high-volume logistics applications like re-
tail. It is widely used already today e.g. on pallet level logistics. The next step is to 
use EPC tags for the package level and the longer term target will be its use for in-
dividual items (“item-level tagging”). Such tags will likely be further equipped with 
sensors that can capture information of the environment (gases, temperature, …) 
 and transmit that information along with the identity of the object. This leads to a 
technology for smart labels, providing smartness to objects.

Fig. 16  Photograph of the 64-bit organic RFID transponder chip designed with zerovgs-load con-
figuration ( left) and diode-load configuration ( right)
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One of the major limits of the EPC tags on their way towards item-level tagging 
is the price of the single silicon transponder chip on the tag. The costs of the tags 
(or “inlays”) are dominated by the cost of the silicon chip, followed by the cost of 
the antenna and the assembly costs. Today, standard tags in HF cost in the order of 
0.15–0.20 US$/inlay. Standard UHF tags are less expensive, but still in the order 
of 0.10–0.15 US$/inlay. The major cost difference between UHF and HF tags is 
related to the antenna, which is more expensive in the HF range. For low-cost prod-
ucts, the cost of the silicon transponder chip is significantly too high.

With organic RFID tags, the price of RFID tags is expected to go down signifi-
cantly compared to standard tags. The reason is essentially that the transponder chip 
made with organic technology can be significantly lower in cost than with silicon. 
Indeed, organic technologies are applied at low temperature (little energy), directly 
on low-cost substrates (saving packaging costs) and at high processing speeds (re-
sulting in lower cost-of-ownership of fabs).

Organic-based technologies furthermore confer superior mechanical properties 
to the assembled tag. Conventionally, the lamination of the RFID “inlay” in card-
board, paper or thin plastic results in an end-product with uneven topology, due to 
inlay thickness variations mainly caused by the presence of the rigid silicon chip—
and this limits the possibilities of roll-to-roll handling and printing. Furthermore, 
the RFID inlay with brittle Si chips and connections are reputed for poor robustness, 
in particular during roll-to-roll handling. Thinned-down silicon chips exist, but they 
are even more expensive and more fragile and that limits their ultimate integration 
speed into inlays. In contrast, organic RFID chips are thin and flexible, which solves 
both the handling and the yield issues. Finally, by their large-area nature, organic 
technologies are more adequate to later integrate sensors onto RFID tags to cre-
ate smart labels. That addition will lead to diversified product portfolio in markets 
beyond RFID.

The challenge is to achieve organic tags with maximum adherence to the EPC 
protocol. Adherence to the standard protocol is important for widespread accep-
tance. Ideally, the tags should become compatible with installed readers.

Some of those EPC specifications have already been met by plastic tags in recent 
years, namely the transmission of 64-bit and 96-bit codes (with supplemental bits 
for redundancy and destroy code) [1, 2, 4], as well as the use of HF (13.56 MHz) 
base carrier frequency compatible with regulations concerning human exposure to 
electromagnetic fields [4] and basic anti-collision protocols [4]. In the next section, 
we will describe recent evolutions towards higher bitrates, getting close to the re-
quirement of the EPC specifications (i.e., up to 52.969 kb/s [20]).

5  A 50 kHz RFID Transponder Chip

The critical factor to address the circuit speed is the current drive of the transis-
tors, which is determined by (i) the carrier mobility, (ii) the specific capacitance 
of the gate dielectric, and (iii) the inverse of the channel length. Vapor-deposited 
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pentacene [21] has a mobility, in our bottom-contact devices, of 0.5 cm2/V s. The 
isolation of the transistors is achieved by an integrated shadow mask [22], shown in 
Fig. 17, that results in a reliable isolation of the semiconductor area and off-currents 
below 10 pA. As gate dielectric, we use sputtered Al2O3, with a specific capaci-
tance of 70 nF/cm2, treated by a self-assembled monolayer of Trichloro(phenethyl)
silane. That, in turn, allows for some downscaling the transistor channel length, in 
our case to 2 µm, while maintaining a reasonable output resistance in saturation of 
Ro = 9.75 MΩ at 0 V gate-source voltage. A cross-section of this process flow is 
depicted in Fig. 17.

This organic thin-film circuit technology allows to design with smaller overlap 
capacitance and to downscale the transistor channel length, within the boundar-
ies achievable by existing high-throughput tools (e.g. steppers used in backplane 
manufacturing). Specifically, we investigated downscaling of the channel lengths 
(L) of the circuits from 20 and 2 µm. We also limited the gate-source and gate-
drain overlap capacitances by decreasing the width of the finger-shaped source and 
drain contacts (that overlap the gate) from 5 to 2 µm. All devices and circuits are 
processed on 25 µm thick polyethylene naphthalate (PEN) foil, which was, during 
processing, laminated on a 150 mm carrier substrate, and delaminated after comple-
tion of the process.

Typical transfer and output curves of transistors fabricated in this technology, 
having L = 5 and 2 µm, are depicted in Fig. 18. The transistors are normally-on and 
their charge carrier (hole) mobility exceeds 0.5 cm2/V s. The output resistance in 
saturation at gate-source voltage of 0 V is 207 ± 8 MΩ for L = 5 µm and 9.8 ± 0.2 MΩ 
for L = 2 µm.

Figure 19 depicts the inverter stage delay as a function of supply voltage, as ex-
tracted from 19-stage ring oscillators, for transistors with channel lengths varying 
from 20 to 2 µm and with gate-overlap of the transistor-fingers ranging from 5 to 

Fig. 17  Cross-section of the 
organic semiconductor-based 
thin-film transistor process 
on foil having Al2O3, treated 
with a self-assembled mono-
layer of Trichloro(phenethyl)
silane, as gate dielectric
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2 µm. Stage delays below 1 µs, and as low as 400 ns, are shown at VDD as low as 
10 V. The effect of decreasing the overlap capacitance is also shown in Fig. 19 for 
the circuits having a channel length of 2 and 5 µm: shrinking the overlap from 5 µm 
(solid lines) to 2 µm (dashed lines) improves the stage delay by a factor of 1.5–2.

We proceeded with the design and realization of 8-bit RFID transponder chips, 
having a channel length of 2 µm and either 5 or 2 µm finger widths. Figure 20 
shows the photographs of the 150 mm wafer and a zoom of a single die. Figure 21 

Fig. 19  Overview of stage 
delays versus supply volt-
age, measured on 19-stage 
ring oscillators with varying 
channel lengths, between 20 
and 2 µm ( color and symbol 
codes) and source/drain fin-
ger sizes of 5 µm ( solid lines) 
and 2 µm ( dashed lines)
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Fig. 20  Photograph of the 150 mm foil on a carrier wafer comprising all measured circuits ( left). 
Photograph of the 8-bit RFID transponder chip on foil ( right). The die size is 24.73 mm2. The 
design comprises 294 transistors
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depicts the output signal of both types of transponders. In agreement with the two-
fold faster inverter stage delay for the 2 µm fingers, the data rate of this transpon-
der is also twice as high as that of the design with 5 µm fingers. The obtained 
data rate of the 8-bit transponder with channel length and fingers of 2 µm reaches 
50 kb/s [5].

Fig. 21  Measured signal of the 8-bit RFID transponder chip having transistors with channel length 
of 2 µm: ( top) width of source-drain fingers of all transistors is 5 m; ( bottom) width of source-drain 
fingers of all transistors is 2 µm. The supply voltage for the 8-bit transponder chips were ( top) 
17.5 V and ( bottom) 18 V, and data rates are respectively 21.68 and 49.69 kb/s. The inset of the bot-
tom picture shows the schematic overview of the digital logic portion of the 8-bit transponder chip
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6  Conclusions

In this chapter, we presented the technology, designs and implementation of an 
inductively-coupled passive 64-bit organic RFID tag which is fully functional at a 
13.56 MHz magnetic field strength of 1.26 A/m. This RF magnetic field strength 
is below the minimum required RF magnetic field stated in the ISO standards. The 
64-bit transponder chip employs 414 OTFTs and yields a data rate of 787 b/s. Also 
an 8-bit transponder chip was measured in DC load modulation configuration and 
could be readout at a distance of 10 cm, which is the expected readout distance for 
proximity readers.

We also demonstrated more robust transponder chips by use of a dual-gate tech-
nology, whereby the backgate controls the threshold voltage of the transistor. This 
yielded data rates of 4.3 kb/s for 64-bit transponder chips with a dual-gate diode-
load topology. The supply voltage could be lowered to 10 V when using a dual-gate 
zerovgs-load implementation.

Finally, we elaborated on an 8-bit transponder chip having data rates that are 
EPC-compatible. This has been achieved in a thin-film transistor technology by 
using a high-k Al2O3 gate dielectric, by scaling the channel lengths down to 2 µm 
and by reducing the overlap capacitance of the parasitic source-gate and drain-gate 
capacitors.
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