


Signals and Communication Technology

For further volumes:

http://www.springer.com/series/4748



Hermann Rohling
Editor

OFDM

Concepts for Future Communication
Systems

123



Editor
Hermann Rohling
Institut für Nachrichtentechnik
Technische Universität Hamburg-Harburg
Eißendorfer Str. 40
21073 Hamburg
Germany
e-mail: rohling@tu-harburg.de

ISSN 1860-4862

ISBN 978-3-642-17495-7 e-ISBN 978-3-642-17496-4

DOI 10.1007/978-3-642-17496-4

Springer Heidelberg Dordrecht London New York

� Springer-Verlag Berlin Heidelberg 2011

This work is subject to copyright. All rights are reserved, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilm or in any other way, and storage in data
banks. Duplication of this publication or parts thereof is permitted only under the provisions of
the German Copyright Law of September 9, 1965, in its current version, and permission for use
must always be obtained from Springer. Violations are liable to prosecution under the German
Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does
not imply, even in the absence of a specific statement, that such names are exempt from the
relevant protective laws and regulations and therefore free for general use.

Cover design: eStudio Calamar, Belin/Figueres

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



v

The contents of this book is based on the work of the Priority Pro-

gram TakeOFDM (SPP1163), funded by the German Research Foun-

dation (Deutsche Forschungsgemeinschaft, DFG).



vii

Preface

Dear readers, dear friends,

The Orthogonal Frequency-Division Multiplexing (OFDM) digital transmission
technique has several advantages in broadcast and mobile communications appli-
cations. Therefore, the German Research Foundation (DFG) funded a so-called
priority program “Techniques, Algorithms, and Concepts for Future OFDM Sys-
tems” (TakeOFDM), which started in 2004. The main objective of this research
program is to study the specific research topics in a collaborative work between
experts and young scientists from different universities.

In broadcast applications like Digital Audio Broadcast (DAB), Digital Video
broadcast (DVB-T), Digital Radio Mondiale (DRM), and single-cell WLAN sys-
tems,
eral years. However, in wireless and wireline communications there is still need for
further research and optimization. The OFDM transmission technique has gained a
lot of attention in research, and it has proven to be a suitable choice in the design of
digital transmission concepts for mobile applications, such as the Long Term Evolu-
tion (LTE) standard, which is the system proposal for the fourth generation (4G) of
mobile communication systems. The OFDM transmission method, specific medium
access techniques, cellular networks with full coverage, and multiple antenna systems
have been playing an important and ever-growing role in the 4G development.

Since 2004, more than 15 different universities in over 40 specific research projects
have been contributing to the TakeOFDM program, covering a large variety of de-
tailed aspects of OFDM and all related system design aspects. This TakeOFDM
research project led to several PhD theses and is a basis for the young generation of
excellent scientific researchers and staff. The results have been exchanged in several
workshops, conferences, and direct cooperations. Besides topics regarding the phys-
ical layer, such as coding, modulation, and non-linearities, a special emphasis was
put on system aspects and concepts, in particular focusing on cellular networks and
multiple antenna techniques. The challenges of link adaptation, adaptive resource
allocation, and interference mitigation in such systems were addressed extensively.
Moreover, the domain of cross-layer design, i.e., the combination of physical layer
aspects and issues of higher layers, was considered in detail.

This book summarizes the main results and gives an overview of the combined re-
search efforts which have been undertaken in the past 6 years within the TakeOFDM

gratitude to the German Research Foundation (DFG) for their generous funding,
continuous support and fruitful collaboration throughout the lifetime of the Take-
OFDM project. Moreover, my sincere thanks go to all scientists for their excellent
work on a high scientific level and their valuable contributions over the last years.

the OFDM transmission technique is already mature and operational for sev-

I would like to express mypriority program. he program,As a coordinator of t
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The aim of this book is to give a good insight into these efforts, and provide the
reader with a comprehensive overview of the scientific progress which was achieved
in the framework of TakeOFDM. I am convinced that also in the future, these results
will facilitate and stimulate further innovation and developments in the design of
modern communication systems, based on the powerful OFDM transmission tech-
nique.

Prof. Dr. Hermann Rohling Hamburg, June 2010
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1 Introduction

H. Rohling, Hamburg University of Technology, Germany

In the evolution of mobile communication systems, approximately a 10 years pe-
riodicity can be observed between consecutive system generations. Research work
for the current 2nd generation of mobile communication systems (GSM) started in
Europe in the early 1980s, and the complete system was ready for market in 1990.
At that time, the first research activities had already been started for the 3rd gener-
ation (3G) of mobile communication systems (UMTS, IMT-2000) and the transition
from second generation (GSM) to the new 3G systems was observed around 2002.
Compared to today’s GSM networks, these UMTS systems provide much higher data
rates, typically in the range of 64 to 384 kbit/s, while the peak data rate for low mo-
bility or indoor applications is 2 Mbit/s. With the extension of High Speed Packet
Access (HSPA), data rates of up to 7.2 Mbit/s are available in the downlink. The
current pace, which can be observed in the mobile communications market, already
shows that the 3G systems will not be the ultimate system solution. Consequently,
general requirements for a fourth generation (4G) system have been considered in
the process of the “Long Term Evolution” (LTE) standardization. These require-
ments have mainly been derived from the types of service a user will require in
future applications. Generally, it is expected that data services instead of pure voice
services will play a predominant role, in particular due to a demand for mobile IP
applications. Variable and especially high data rates (100 Mbps and more) will be
requested, which should also be available at high mobility in general or high vehicle
speeds in particular (see Fig. 1.1). Moreover, asymmetrical data services between
up- and downlink are assumed and should be supported by LTE systems in such a
scenario where the downlink carries most of the traffic and needs the higher data
rate compared to the uplink.

To fulfill all these detailed system requirements, the OFDM transmission tech-
nique applied in a wide-band radio channel has been chosen as an air interface for
the downlink in the framework of LTE standardization due to its flexibility and
adaptivity in the technical system design. From the above considerations, it already
becomes apparent that a radio transmission system for LTE must provide a great
flexibility and adaptivity at different levels, ranging from the highest layer (require-
ments of the application) to the lowest layer (the transmission medium, the physical
layer ,i.e., the radio channel) in the ISO-OSI stack. Today, the OFDM transmission
technique is in a completely matured stage to be applied for wide-band communi-
cation systems integrated into a cellular mobile communications environment.



2 1 I ntroduction

Figure 1.1: General requirements for 4G mobile communication systems

Transmitter

Receiver

Figure 1.2: Multipath propagation scenario

1.1 Radio Channel Behavior

The mobile communication system design is in general always dominated by the
radio channel behavior [19] [25]. In a typical radio channel situation, multi-path
propagation occurs (Fig. 1.2) due to the reflections of the transmitted signal at
several objects and obstacles inside the local environment and inside the observation
area. The radio channel is analytically described unambiguously by a linear (quasi)
time-invariant (LTI) system model and by the related channel impulse response
h(τ) or, alternatively, by the channel transfer function H(f). An example for these
channel characteristics is shown in Fig. 1.3, where h(τ) and H(f) of a so-called
Wide-Sense Stationary, Uncorrelated Scattering-channel (WSSUS) are given.

Due to the mobility of the mobile terminals, the multipath propagation situation
will be continuously but slowly changed over time which is described analytically
by a time-variant channel impulse response h(τ, t) or alternatively by a frequency-
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Figure 1.3: Power delay profile (left) and channel transfer function of a WSSUS
Channel

selective and time-dependent radio channel transfer function H(f, t) as it is shown as
an example in Fig. 1.5. All signals on the various propagation paths will be received
in a superimposed form and are technically characterized by different delays and
individual Doppler frequencies which finally lead to a frequency-selective behavior of
the radio channel (see Fig. 1.4). The other two system functions, the Delay Doppler
function, ν(τ, fD) and the Frequency Doppler function, U(f, fD) can be used as an
alternative description of the radio channel behavior. The Delay Doppler function
ν(τ, fD) describes the variation of the channel impulse response related to certain
values of the Doppler frequency fD. This means, the channel delays change due
to alteration of the relative speed between a mobile terminal and the base station.
The Frequency Doppler function U(f, fD) models the same effects for the channel
behavior in the frequency domain.

( , )h t�

( , )
D

U f f

( , )H f t( , )
D

v f� Transfer FunctionDelay Doppler Function

Impulse Response

Frequency Doppler Function

Figure 1.4: Relationships between different system functions

The radio channel can roughly and briefly be characterized by two important
system parameters: the maximum multipath delay τmax and the maximum Doppler
frequency fDmax which are transfered into the coherence time TC and the coherence
bandwidth BC of the radio channel:

TC =
1

fDmax
, BC =

1

τmax
(1.1)

Over time intervals significantly shorter than TC , the channel transfer function can
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be assumed to be almost stationary. Similarly, for frequency intervals significantly
smaller than BC , the channel transfer function can be considered as nearly constant.
Therefore, it is assumed in this chapter that the coherence time TC is much larger
compared to a single OFDM symbol duration TS and the coherence bandwidth BC

is much larger than the distance ∆f between two adjacent subcarriers:

BC ≫ ∆f, ∆f =
1

TS
, TS ≪ TC (1.2)

This condition should always be fulfilled in well-dimensioned OFDM systems and
in realistic time-variant and frequency-selective radio channels.

Figure 1.5: Frequency-selective and time-variant radio channel transfer function

There are always technical alternatives possible in new system design phases.
However, future mobile communication systems will in any case require extremely
large data rates and therefore large system bandwidth. If conventional single carrier
(SC) modulation schemes with the resulting very low symbol durations are applied
in this system design, very strong intersymbol interference (ISI) is caused in wide-
band applications due to multi-path propagation situations. This means, for high
data rate applications, the symbol duration in a classical SC transmission system
is extremely small compared to the typical values of maximum multi-path delay
τmax in the considered radio channel. In these strong ISI situations, a very powerful
equalizer is necessary in each receiver, which needs high computation complexity in
a wide-band system. These constraints should be taken into consideration in the
system development phase for a new radio transmission scheme. The computational
complexity for the necessary equalizer techniques to overcome all these strong ISI
in a SC modulation scheme increases quadratically for a given radio channel with
increasing system bandwidth and can be extremely large in wide-band applications.
For that reason alternative transmission techniques for broadband applications are
of high interest.
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Alternatively, OFDM can efficiently deal with all these ISI effects, which occur in
multi-path propagation situations and in broadband radio channels. Simultaneously,
the OFDM transmission technique needs much less computational complexity in the
equalization process inside each receiver. The performance figures for an OFDM
based new air interface and for next generation of mobile communications are very
promising even in frequency-selective and time-variant radio channels.

1.2 Basics of the OFDM Transmission Technique

If a high data rate is transmitted over a frequency-selective radio channel with a
large maximum multi-path propagation delay τmax compared to the symbol dura-
tion, an alternative to the classical SC approach is given by the OFDM transmission
technique. The general idea of the OFDM transmission technique is to split the
total available bandwidth B into many narrowband sub-channels at equidistant fre-
quencies. The sub-channel spectra overlap each other but the subcarrier signals are
still orthogonal. The single high-rate data stream is subdivided into many low-rate
data streams for the sub-channels. Each sub-channel is modulated individually and
will be transmitted simultaneously in a superimposed and parallel form. An OFDM
transmit signal therefore consists of N adjacent and orthogonal subcarriers spaced
by the frequency distance ∆f on the frequency axis. All subcarrier signals are mu-
tually orthogonal within the symbol duration of length TS, if the subcarrier distance
and the symbol duration are chosen such that TS = 1

∆f
. For OFDM-based systems,

the symbol duration TS is much larger compared to the maximum multipath delay
τmax. The k-th unmodulated subcarrier signal is described analytically by a complex
valued exponential function with carrier frequency k∆f, g̃k(t), k = 0, . . . , N − 1.

g̃k(t) =

⎧

⎨

⎩

ej2πk∆ft ∀t ∈ [0, TS]

0 ∀t �∈ [0, TS]
(1.3)

Since the system bandwidth B is subdivided into N narrowband sub-channels, the
OFDM symbol duration TS is N times larger than in the case of an alternative SC
transmission system covering the same bandwidth B. Typically, for a given system
bandwidth, the number of subcarriers is chosen in such a way that the symbol
duration TS is sufficiently large compared to the maximum multi-path delay τmax of
the radio channel. Additionally, in a time-variant radio channel, the Doppler spread
imposes restrictions on the subcarrier spacing ∆f . In order to keep the resulting
Inter-Carrier Interference (ICI) at a tolerable level, the system parameter of the
subcarrier spacing ∆f must be large enough compared to the maximum Doppler
frequency fDmax. In [18] the appropriate range for choosing the symbol duration TS

as a rule of thumb in practical systems is given as (cf. Eq. (1.2)):

4τmax ≤ TS ≤ 0.03
1

fDmax

(1.4)

The duration TS of the subcarrier signal g̃k(t) is additionally extended by a cyclic
prefix (so-called guard interval) of length TG, which is larger than the maximum
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multi-path delay τmax in order to avoid ISI completely which could occur in multi-
path channels in the transition interval between two adjacent OFDM symbols [17].

gk(t) =

⎧

⎨

⎩

ej2πk∆ft ∀t ∈ [−TG, TS]

0 ∀t �∈ [−TG, TS]
(1.5)

The guard interval is directly removed in the receiver after the time synchro-
nization procedure. From this point of view, the guard interval is a pure system
overhead. The total OFDM symbol duration is therefore T = TS + TG. It is an
important advantage of the OFDM transmission technique that ISI can be avoided
completely or can be reduced at least considerably by a proper choice of OFDM
system parameters.

The orthogonality of all subcarrier signals is completely preserved in the receiver
even in frequency-selective radio channels, which is an important advantage of
OFDM. The radio channel behaves linearly and in a short time interval of a few
OFDM symbols even time-invariant. Hence, the radio channel behavior can be
described completely by a Linear and Time Invariant (LTI) system model, charac-
terized by the impulse response h(t). The LTI system theory gives the reason for
this important system behavior that all subcarrier signals are orthogonal in the re-
ceiver even when transmitting the signal in frequency-selective radio channels. All
complex-valued exponential signals (e.g., all subcarrier signals) are eigenfunctions of
each LTI system and therefore eigenfunctions of the considered radio channel, which
means that only the signal amplitude and phase will be changed if a subcarrier signal
is transmitted over the linear and time-invariant radio channel.

The subcarrier frequency is not affected at all by the radio channel transmission,
which means that all subcarrier signals are even orthogonal in the receiver and at
the output of a frequency-selective radio channel. The radio channel disturbs only
amplitudes and phases individually, but not the subcarrier frequency of all received
sub-channel signals. Therefore all subcarrier signals are still mutually orthogonal in
the receiver. Due to this important property, the received signal which is superim-
posed by all subcarrier signals can be split directly into the different sub-channel
components by a Fourier transform and each subcarrier signal can be restored by a
single-tap equalizer and demodulated individually in the receiver.

At the transmitter side, each subcarrier signal is modulated independently and
individually by the complex valued modulation symbol Sn,k, where the subscript
n refers to the time interval and k to the subcarrier signal number in the consid-
ered OFDM symbol. Thus, within the symbol duration time interval T the time-
continuous signal of the n-th OFDM symbol is formed by a superposition of all N
simultaneously modulated subcarrier signals.

sn(t) =
N−1
∑

k=0

Sn,kgk(t − nT ) (1.6)

The total time-continuous transmit signal consisting of all OFDM symbols se-
quentially transmitted on the time axis is described by Eq. (1.7):
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s(t) =
∞

∑

n=0

N−1
∑

k=0

Sn,kej2πk∆f(n−nT )rect

(

2(t − nT ) + TG − TS

2T

)

(1.7)

The analytical signal description shows that a rectangular pulse shaping is applied
for each subcarrier signal and each OFDM symbol. Due to the rectangular pulse
shaping, the spectra of all the considered subcarrier signals are sinc-functions which
are equidistantly located on the frequency axis, e.g., for the k-th subcarrier signal,
the spectrum is described in Eq. (1.8):

Gk(f) = T · sinc [πT (f − k∆f)] (1.8)

The typical OFDM spectrum shown in Fig. 1.6 consists of N adjacent sinc-
functions, which are shifted by ∆f in the frequency direction.

( )S f

f

Figure 1.6: OFDM spectrum which consists of N equidistant sinc functions

The spectra of the considered subcarrier signals overlap on the frequency axis, but
the subcarrier signals are still mutually orthogonal, which means the transmitted
modulation symbols Sn,k can be recovered by a simple correlation technique in each
receiver if the radio channel is assumed to be ideal in a first analytical step:

1

TS

∫ TS

0
gk(t)g∗

l (t)dt =

⎧

⎨

⎩

1 k = l

0 k �= l
(1.9)

Sn,k =
1

TS

∫ TS

0
sn(t)g∗

k(t)dt =
1

TS

∫ TS

0
sn(t)e−j2πk∆ftdt (1.10)

where g∗

k(t) is the conjugate complex version of the subcarrier signal gk(t). Eq. (1.11)
shows the correlation process in detail:

Corr =
1

TS

∫ TS

0
sn(t)g∗

k(t)dt =
1

TS

∫ TS

0

N−1
∑

m=0

Sn,mgm(t)g∗

k(t)dt

=
N−1
∑

m=0

Sn,m
1

TS

∫ TS

0
gm(t)g∗

k(t)dt =
N−1
∑

m=0

Sn,mδm,k = Sn,k (1.11)

In practical applications, the OFDM transmit signal sn(t) is generated as a time-
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discrete signal in the digital baseband. Using the sampling theorem while considering
the OFDM transmit signal inside the bandwidth B = N∆f , the transmit signal must
be sampled with the sampling interval ∆t = 1/B = 1/N∆f . The individual samples
of the transmit signal are denoted by sn,i, i = 0, 1, . . . , N − 1 and can be calculated
as follows (see Eq. (1.7)):

s(t) =
N−1
∑

k=0

Sn,kej2πk∆ft

s(i∆t) =
N−1
∑

k=0

Sn,kej2πk∆fi∆t

sn,i =
N−1
∑

k=0

Sn,kej2πik/N (1.12)

Equation (1.12) above exactly describes the inverse discrete Fourier transform
(IDFT) applied to the complex valued modulation symbols Sn,k of all subcarrier
signals inside a single OFDM symbol.

Figure 1.7: OFDM system structure in a block diagram

The individually modulated and superimposed subcarrier signals are transmitted
in a parallel way over many narrowband sub-channels. Thus, in each sub-channel,
the symbol duration is large and can be chosen much longer than the maximum
multi-path delay of the radio channel. In this case, each sub-channel has the property
to be frequency non-selective.

Figure 1.7 shows the general OFDM system structure in a block diagram. The
basic principles of the OFDM transmission technique have already been described
in several publications, e.g., [19], [27]. In the very early and classical multi-carrier
system considerations like [20], [26], narrowband signals have been generated in-
dependently, assigned to various frequency bands, transmitted, and separated by
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analog filters at the receiver. The new and modern aspect of the OFDM trans-
mission technique is that the various subcarrier signals are generated digitally and
jointly by an IFFT in the transmitter and that their spectra strongly overlap on
the frequency axis. As a result, generating the transmit signal is simplified and the
bandwidth efficiency of the system is significantly improved.

The received signal is represented by the convolution of the transmitted time
signal with the channel impulse response h(t) and an additive white Gaussian noise
term:

rn(t) = sn(t) ∗ hn(t) + nn(t) (1.13)

Due to the assumption that the coherence time TC will be much larger than
the symbol duration TS, the received time-continuous signal rn(t) can be separated
into the orthogonal subcarrier signal components even in frequency-selective fading
situations by applying the correlation technique mentioned in Eq. (1.10):

Rn,k =
1

TS

∫ TS

0
rn(t)e−j2πk∆ftdt (1.14)

Equivalently, the correlation process at the receiver side can be applied to the time-
discrete receive signal at the output of an A/D converter and can be implemented
as a DFT, which leads to Eq. (1.15):

Rn,k =
1

N

N−1
∑

i=0

rn,ie
−j2πik/N (1.15)

In this case rn,i = rn(i∆t) describes the i-th sample of the received time-continuous
base-band signal rn(t) and Rn,k is the received complex-valued symbol at the DFT
output of the k-th subcarrier.

If the OFDM symbol duration T is chosen much smaller than the coherence time
TC of the radio channel, the time-variant transfer function of the radio channel
H(f, t) can be considered to be constant within the time duration T of each mod-
ulation symbol Sn,k for all subcarrier signals. In this case, the effect of the radio
channel in multi-path propagation situations can be described analytically by only a
single multiplication of each subcarrier signal gk(t) with the complex transfer factor
Hn,k = H(k∆f, nT ). As a result, the received complex valued symbol Rn, k at the
DFT output can be described analytically as follows:

rn(t) = sn(t) ∗ hn(t) + nn(t)

rn,i = sn,i ∗ hn,i + nn,i

Rn,k = Sn,k · Hn,k + Nn,k (1.16)

where Nn,k describes an additive noise component for each specific subcarrier gen-
erated in the radio channel. Eq. (1.16) shows the most important advantage of
applying the OFDM transmission technique in practical applications. It encom-
passes the complete signal transfer situation of the OFDM block diagram including
IDFT, guard interval, D/A conversion, up- and down-conversion in the RF part,
frequency-selective radio channel, A/D conversion and DFT process in the receiver,
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neglecting non-ideal behavior of any system components.
The transmitted Symbol Sn,k can be recovered, calculating the quotient of the

received complex valued symbol and the estimated channel transfer factor H̃n,k:

Sn,k =
Rn,k − Nn,k

Hn,k
, S̃n,k = Rn,k

1

H̃n,k

(1.17)

It is obvious that this one tap equalization step of the received signal is much easier
compared to a single carrier system for high data rate applications. The necessary
IDFT and DFT calculations can be implemented very efficiently using the Fast-
Fourier-Transform (FFT) Algorithms such as Radix 2, which reduces the system
and computation complexity even more. It should be pointed out that especially the
frequency synchronization at the receiver must be very precise in order to avoid any
Inter Carrier Interferences (ICI). Algorithms for time and frequency synchronization
in OFDM based systems will be described in a later chapter of this book.

Besides the complexity aspects, another advantage of the OFDM technique lies in
its high degree of flexibility and adaptivity. Division of the available bandwidth into
many frequency-nonselective subbands gives additional advantages for the OFDM
transmission technique. It allows a subcarrier-specific adaptation of transmit pa-
rameters, such as modulation scheme (PHY mode) and transmit power (e.g., Water
Filling) in accordance to the observed and measured radio channel status. In a multi-
user environment the OFDM structure offers additionally an increased flexibility for
resource allocation procedures as compared to SC systems [21]. The important
system behavior that all subcarrier signals are mutually orthogonal in the receiver
makes the signal processing and the equalization process realized by a single tap
procedure very simple and leads to a low computation complexity.

1.3 OFDM Combined with Multiple Access

Schemes

A very high degree of flexibility and adaptivity is required for new mobile commu-
nication systems and for the 4G air interface. The combination between multiple
access schemes and OFDM transmission technique is an important factor in this
respect. In principle, multiple access schemes for the OFDM transmission technique
can be categorized according to OFDM-FDMA, OFDM-TDMA, OFDM-CDMA and
OFDM-SDMA [1] [22]. Clearly, hybrid schemes can be applied which are based on
a combination of the above techniques. The principles of these basic multiple access
schemes are summarized in Fig. 1.8, where the time-frequency plane is depicted and
the user specific resource allocation is distinguished by different colors.

These access schemes provide a great variety of possibilities for a flexible user spe-
cific resource allocation. In the following, one example for OFDM-FDMA is briefly
sketched (cf. [7]). In the case that the magnitude of the channel transfer function
is known for each user the subcarrier selection for an OFDM-FDMA scheme can be
processed in the BS for each user individually which leads to a multi user diversity
(MUD) effect. By allocating a subset of all subcarriers with the highest SNR to each
user the system performance can be improved. This allocation technique based on
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Figure 1.8: OFDM transmission technique and some multiple access schemes

the knowledge of the channel transfer function shows a large performance advan-
tage and a gain in Quality of Service (QoS). Nearly the same flexibility in resource
allocation is possible in OFDM-CDMA systems. But in this case the code orthog-
onality is destroyed by the frequency-selective radio channel resulting in multiple
access interferences (MAI), which reduces the system performance.
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2 Channel Modeling

M. Narandžić, A. Hong, W. Kotterman, R. S. Thomä, Ilmenau Univer-
sity of Technology, Germany
L. Reichardt, T. Fügen, T. Zwick, Karlsruhe Institute of Technology
(KIT), Germany

In the OFDM signalling concept, the wide-band radio-communication channel is
effectively utilized as a collection of narrow-band channels. Basic system parameters
like the number of subcarriers N and symbol duration T are selected to mitigate
the key channel impairments: Inter-Symbol-Interference (ISI) induced by frequency
selectivity and loss of subcarrier orthogonality due to time selectivity [51]. There-
fore, a proper channel model is required both for system design and for performance
evaluation. Additionally, when Channel-State-Information (CSI) is available during
system operation, transmission characteristics, such as the signal constellation or the
allocated power, could be adaptively adjusted at transmitter per subcarrier in or-
der to maximize total throughput. Further improvements of the spectral efficiency
could be obtained by simultaneous transmission and/or reception from/by multi-
ple antenna elements. Additionally to time and frequency, this concept known as
MIMO (Multiple-Input-Multiple-Output) exploits the spatial propagation dimension
or, more specific, multiplicity of energy propagation paths. Since the reachable spec-
tral efficiency is tightly related to the signal correlation across the antenna array [15],
the proper representation of correlation levels becomes essential for the analysis of
MIMO systems. In order to obtain an antenna-independent representation of the
channel that implicitly comprises correlation properties, geometry-based models are
generally used.

In this chapter, the necessary concepts for representation of the multidimensional
radio-channel are summarized. Data collected during multidimensional channel
sounding and post-processed by high-resolution parameter estimation algorithms of-
fer the most detailed insight into radio-propagation mechanisms. In that way, joint
space-time-frequency representations being consistent with measurements can be ob-
tained (Section 2.1). On the other hand, when an appropriate description of the EM
environment is available (in the form of databases defining geometry and material
properties), the EM field could be predicted by use of the Geometrical or Uniform
Theory of Diffraction (GTD/UTD), as explained in Section 2.2. Note that for tuning
and verification of ray tracing/launching procedures, sounding experiments are still
required. For system design and performance evaluation, site-independent modeling
with lower complexity is preferred. For this purpose, stochastic characterization of
different radio-environment classes could be combined with geometry based propa-
gation aspects. This results in the class of Geometry-based Stochastic (GbS) channel
models that are described in Section 2.3. In order to properly reproduce space-time
channel evolution, this class of empirical models uses stochastic characterization of
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Large-Scale Parameters (LSPs) as explained in Subsection 2.3.1. The radio channels
corresponding to specific propagation/deployment scenarios are given as examples
of listed general modeling classes. The characteristics of a radio-link that is estab-
lished between vehicle and stationary or moving objects, analyzed by ray-tracing
tools, are presented in Subsection 2.2.2. Subsection 2.3.2 introduces GbS model for
relay-links, based on a stochastic representation of channel LSPs. Specific aspects of
spatially-distributed transmission corresponding to cooperative downlink are given
in Subsection 2.3.3. Due to some inherent weaknesses regarding the representation
of spatio-temporal evolution, so called analytical models were not considered.

2.1 Joint Space-Time-Frequency Representation

The multidimensional channel transfer function can be equivalently expressed using
the system functions [4] in either faded domains (r-space, t-time, f -frequency) or
resolved domains (Ω-directions, ν-Doppler shift, τ -delay) [27]. The physical models
being discussed here only use resolved domains for channel analysis and synthe-
sis, equivalent to characterization by constituent Multi-Path-Components (MPCs).
Then, the point-to-point propagation channel (i.e. link) is represented as an antenna
response to a set of MPCs (usually conveniently grouped into clusters [9], [20]):

H(rT x, rRx, t, f) =
∑

i

FT
T x(ΩT x

i )αiFRx(ΩRx
i )ej2π(τif+νit). (2.1)

Interaction between antennas and MPCs is through the complex, polarimetic an-
tenna response

Fr(Ω) = [Fθ(Ω)Fϕ(Ω)]T · ejk(Ω)(r−r0), (2.2)

where Fθ and Fϕ represent projections onto corresponding unitary vectors of the
spherical coordinate system. The exponential term in (2.2) defines the phase shift
of MPCs coming from direction Ω w.r.t. the phase center at r0. The given repre-
sentation covers all spatial degrees of freedom: transversal movement and antenna
rotation, as well as any array geometry for the MIMO case. A single MPC corre-
sponds to a homogeneous plane wave that within narrow frequency bandwidth can
be characterized by the following parameters:

p = [ΩT x, ΩRx,α, τ, ν], (2.3)

where ΩT and ΩR describe Directions-of-Departure (DoD) and Arrival (DoA),
respectively. Due to the inability (in the general case) to represent the Power-
Directional-Spectrum as a product of marginal spectra on departure and arrival,
joint characterization of DoD and DoA is to be used - as suggested by the double-
directional modeling concept [50], [38]. The complex 2-by-2 matrix α ∈ C2×2 is used
to jointly describe MPC magnitude, MPC phase, and cross-polarization effects.

The necessary parameters, normally for a large number of MPCs, could be esti-
mated from appropriate multidimensional channel sounding data. These data are
gathered during wide-band measurement experiments with specially designed an-
tenna arrays and real-time channel sounding devices [49], [26], [7], [8].
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2.1.1 Multidimensional Channel Sounding

In a broader sense, multidimensional sounding comprises investigations into the
spatio-temporal structure of a radio channel, aiming to resolve not only the tempo-
ral delay of incoming waves (signal components) but also their angular directions
at transmission and at reception as well as their polarizations. Especially the com-
bination of angular resolution and polarimetric state is potentially very costly and
laborious to record and process at its full extent. Many antenna elements are neces-
sary for high-resolution results, both to fully cover the angular domain and to create
the required apertures. Providing coverage in a particular direction demands that
antenna elements still have sufficient sensitivity in that direction. Aperture, required
for resolution, means that (sensitive) elements are to be spread over space. A popu-
lar shortcut like using single-polarized antenna elements leads to biased results [32].
Additionally, for accurate parameter estimation, calibration of every antenna ele-
ment in the measurement array is mandatory, providing complex radiation pattern
Fr(Ω) of (2.2), required to estimate parameters of resolved MPCs in (2.1), in order
to relate these to observed faded dimensions. Restricting Ω to the azimuthal cut,
another popular saving, also means to risk grossly distorted estimates [32].

Characterization of propagation delay requires nearly instantaneous measure-
ments, meaning the time needed for a measurement over bandwidth or over the
full delay span should be considerably shorter than the time it takes the channel to
change. Pseudo-random noise sequences, multi-sine tone bursts, or fast frequency-
sweeps can be used, each with its own advantages and disadvantages. If the repeti-
tion rate is high enough, also the Doppler spectrum or time variability can be deter-
mined without aliasing. The temporal and spatial dimension have to be measured
jointly, but measuring all antenna elements simultaneously and all transmit-receive
combinations in parallel is deemed technically infeasible (exception: the 16×4 paral-
lel sounding in [41]). Therefore, the antenna combinations are multiplexed, making
use of one and the same temporal sounding unit. The multiplexing units themselves
are still a technical challenge, due to requirements on switching speed, damping
losses, feed-through, frequency transfer, delay, and power handling (especially on the
transmit side). Seen these imperfections, the multiplexing units should be calibrated
too. Synchronization of transmit and receive side, which are often too far apart for
synchronization through a cable connection, requires two free-running clocks of very
high stability; typically Rubidium or Cesium standards.

So, what is needed? A dedicated channel sounder with calibrated dedicated multi-
plexing equipment both at transmit and receive side, calibrated dedicated antennas,
stable (atomic) clocks, and a high-speed data logger. As an example for the latter,
the COST2100 urban reference scenario “Ilmenau” had to be measured at a mod-
est trawling speed of 3 m/s, in order not to exceed the maximum sustained data
transfer rate of 1.2 Gbit/s, the product of snapshot rate, number of transmit-receive
combinations, impulse response length, and number of bits per time sample [48].

2.1.2 Extraction of Parameters for Dominant MPCs

The estimation procedure of MPC parameters from channel sounding data requires
the use of so called high-resolution algorithms , like, e.g., Maximum Likelihood
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Estimation [60], ESPRIT (Estimation of Signal Parameters via Rotational Invari-
ance Techniques) [44], [52], SAGE (Space-Alternating Generalized Expectation-
maximization) [14], or RIMAX [53], [46], [32]. An alternative to measurements
is the extraction of model parameters by means of ray tracing (Section 2.2).

Both methods could provide reliable (reality matching) parameters for only a lim-
ited number of MPCs: the measurement-based estimation due to the limited number
of space-time-frequency observations [46] and the limited precision of antenna cali-
bration [32], and ray-tracing due to the limited precision of the radio-environment
model. The remaining part, usually associated with diffuse scattering, is typically
characterized by stochastic means both during parameter estimation [46], [32] and
ray generation [10].

2.2 Deterministic Modeling

Deterministic models are used for site-specific channel modeling; they consist of
an environment model and a wave propagation model. The environment model
describes position, geometry, material composition and surface properties of the
wave propagation relevant objects and obstacles (e.g. trees, houses, vehicles, walls,
etc.). The well-known Maxwell equations [3] always form the basis for all investi-
gations of electromagnetic fields. In practical applications an analytic solution of
the Maxwell equations, due to the computation time, is not possible. Also numeric
approximation methods, like, e.g., the Parabolic Equation Method (PEM) or the
Finite Difference Time Domain Method (FDTD) [21], [57], [59] fail for efficiency
reasons with problems, which are larger than some wavelengths in the examined
frequency range. Substantially less complexity and computing time is achievable
with geometric-optical models [30], [5], [56], [2], [25], [35], [17], [16]. These models
are based on iterated approaches, which use the border behavior of electromagnetic
fields for high frequencies [37]. The use of these procedures makes substantial simpli-
fications of the description of the wave propagation possible. This allows to compute
electrically very large problems very efficient and exactly.

2.2.1 Relevant GTD/UTD Aspects

The modern geometrical optics (GO) is an important representative of these iterated
procedures, and it forms the basis for the uniform geometrical theory of diffraction
(UTD). The validity of the GO does not alone depend on the frequency. A further
condition is, that the scattering objects contained in the propagation vicinity are
large in relation to the wavelength. Additionally the surface texture is not allowed
to change over a wavelength. Further the material properties of the propagation
medium must be constant within the range of a wavelength [37]. This is fulfilled in
good approximation for frequencies above 1 GHz.

Due to its flexibility and accuracy geometric-optical models are already today in
use. They are able to calculate, a place-dependent prognosis of the full-polarimetric
field strength and/or receiving power in the regarded propagation area. Besides this
a complete narrow- and wide-band description of the mobile channel is possible, why
they find increased use in system simulations [12], [36].
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Figure 2.1: With Ray-tracing calculated wave propagation in a high-speed train sce-
nario [29].

2.2.2 Vechicle2X Channel Modeling

The realistic channel representation at very high participant velocities in combina-
tion with high data rate transmission and MIMO-OFDM techniques can be obtained
by a ray-optical description of the multi-path propagation. In the context of the key
program TakeOFDM of the Deutsche Forschungsgesellschaft (DFG) such a channel
model for high-speed train communication was developed (Fig. 2.1) [29]. A detailed
description of the vehicle’s vicinity is essential for a proper modeling of the wave
propagation. This includes the track, on which the vehicles are driving, and the
environment adjacent to the track. E.g. in the surrounding of train tracks possible
objects are noise barriers, trees, signs, bridges, and pylons, whereas in urban or sub-
urban areas buildings are more probable. A new map generator has been developed
for this ray-tracing simulator. With this, it is possible to import standard CAD
(Computer Aided Design) data with the STL (Standard Triangulation Language)
format. In the map generator the electrical parameters like the permittivity ǫr, per-
meability μr and the standard deviation of the surface roughness σ are assigned to
the objects and it is possible to shift, scale or rotate them. Furthermore it is possible
to define velocities for the objects to create a time series of snapshots of the scenario
to simulate the time-variant behavior of the channel. For the channel simulations
each object can be equipped with a receiver and a transmitter. The position of
the corresponding antennas as well as the antenna pattern and orientation can be
chosen arbitrarily. An accurate description of the multi-path wave propagation in
the aforementioned scenarios is required to produce realistic time series of Channel
Impulse Responses (CIRs).

At the Institut für Hochfrequenztechnik und Elektronik a three-dimensional ray-
tracing algorithm has been developed and implemented [36]. The results of the
applied ray tracing algorithms have been verified by measurements in different sce-
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Figure 2.2: Considered multi-path effects: reflection (left), diffraction (middle), and
scattering (right).

narios and have shown to reach a very high accuracy [18], [29]. Ray-optics are
based on the assumption, that the wavelength is small compared to the dimen-
sions of the modeled objects in the simulation scenario. If this is the case, different
multi-path components, characterized by different types of propagation phenomena
(e.g. reflection, diffraction, scattering (Fig. 2.2)), can be considered. Each multi-
path is represented by a ray, which may consecutively experience several different
propagation phenomena. As propagation phenomena multiple reflections, multiple
diffractions and single scattering are taken into account. Mixed propagation paths
containing reflections and diffractions are possible as well. The modified Fresnel re-
flection coefficients, which account for slightly rough surfaces, are used to model the
reflections. Diffractions are described by the Uniform Theory of Diffraction (UTD)
and the corresponding coefficients for wedge diffraction. To describe scattering, e.g.,
from trees, the surface of scattering objects is subdivided into small squared tiles.
Depending on the energy, which is incident on the surface of the objects, each tile
gives rise to a Lambertian scattering source. The adjustment of ray-optical mod-
els to the reality takes place via the exact modeling of the environment and the
physical wave propagation. This means that measurements are not needed for the
alignment of model parameters but only for the verification of the model. Investi-
gations for the accuracy of deterministic channel models are subject of numerous
publications [30], [28], [24], [11], [33], [2], [45], [47], [36], [29].

A realistic evaluation of the behavior of a communication system is however only
possible if a multiplicity of spatial scanning points are used in the system simulation.
Due to the complexity of geometric-optical models a substantial computing and
expenditure time must be taken into account. The main advantage in contrast to
other channel models is that spatially-colored multi-user interference, one of the
most limiting factors for the achievable performance in multi-user MIMO-systems,
is inherently considered [19].

2.3 Stochastic Driving of Multi-Path Model

When designing a wireless transmission system, it is useful to evaluate its perfor-
mance over at least a minimum number of channel realizations. These could be
generated by deterministic propagation models described in the previous section,
however, their high computational complexity prohibits the intensive link or sys-
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tem level simulations required during system design. Thus, procedures with a lower
computational complexity that could emulate a whole class of radio-propagation
environments (i.e. propagation scenario) are preferred. These requirements have
led to the Geometry-based Stochastic (GbS) channel models where generated multi-
path components are not directly related to any particular (or very detailed) radio-
environment. Instead, the channel realizations are determined as realizations of a
multidimensional random process that characterizes all aspect of physical plane-wave
propagation.

The stochastic generation of multipath can be done in several different forms. We
would distinguish two classes according to the use of the scattering (or interacting)
objects during the physical model synthesis. E.g. it is possible to place interacting
objects in a 2D/3D coordinating system, and to perform their abstraction in the
form of multipath clusters as in the COST 273 model [8]. By assigning visibility
regions [1] to each of the clusters, a simplified ray-tracing engine is obtained. The
randomness in this approach is attained by random selection of visibility regions and
the intra-cluster structure. An alternative would be to fully remove scatterers from
the model synthesis. In this case multipath components are no longer related to
particular scatterers, but are generated in the so called parametric domain instead.
This term relates to the parameters of multipath components as given by (2.3).
Typical representatives are the 3GPP Spatial-Channel-Model [54], the channel model
developed in the WINNER project [31], and the reference model for evaluation of
IMT-Advanced radio interface technologies [34].

2.3.1 Usage of the Large-Scale Parameters for Channel
Characterization

The consequence of the environment abstraction introduced by parametric domain
synthesis is that the evolution of a space-time model can not be implicitly given
by relative distances of scattering objects. Instead, the channel dynamic is repre-
sented by correlated realizations (over space-time) of so called Large-Scale Param-
eters (LSPs). The term LSPs is used to denote a group of channel parameters
that typically experience notable change only over distances exceeding several wave-
lengths. The relative MPC positions in parametric space (2.3) define the MPC
structure , that can be described by the power distribution over resolved channel
dimensions. Since (dis)appearance of a small portion of MPCs have minor effect
on the marginal (e.g. delay and directional) spread parameters, they could be ex-
ploited for abstraction of large-scale channel behavior. The main role of the LSPs
is, therefore, to describe the joint distribution of the MPC power over different do-
mains (direction, polarization, delay, Doppler, etc.) as observed at the same instant
and additionally to describe space-time channel evolution. The set of relevant LSPs
established within the SCM/WINNER models is listed in Table 2.11.

Using the concept of correlated random LSPs it is easy to repeat stochastic proper-
ties of parameters being observed during channel sounding and therefore this enables
the straightforward scenario-based representation. By performing the measurement

1Please, note that the Doppler shift is not explicitly parametrized, but for a given velocity vector
it will be implicitly determined by the directions of departure and arrival
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Table 2.1: Large-Scale Parameters of SCM/WINNER model.

LSP Name Acronym Power distribution. . .

Shadow Fading SF around mean transmission loss
Delay Spread DS over delay domain

Directional (Angular) Spread AS over angular domain:
- at departure and arrival
- over azimuth and elevation

Narrowband K-factor K btw. LoS and NLoS clusters
Cross polarization Ratio XPR btw. co- and cross-polar MPCs

experiment with particular antenna deployment in a given scenario it is possible to
define empirical multipath model. This process is illustrated in Fig. 2.3.

a Multidimensional channel sounding,

b High-resolution estimation of joint MPC parameters,

c Statistic characterization of LSPs and their space-time dependencies,

d Guided random positioning of MPC in parameter space, according to random
realization of multivariate LSP process,

e Determination of antenna array response to given multi-path structure.

Figure 2.3: Generation of empirical, scenario-based multipath channel model

LSPs Viewed as Correlated Multivariate Random Process

General methods for generation of random variables (RVs) with targeted first-order
(i.e. probability distribution) and second-order (auto-correlation over time) statis-
tics have been suggested in literature [6], [13]. These methods reproduce statistical
behavior of a random process w.r.t. its realization over time, by using a transforma-
tion of the Gaussian autoregressive process. In order to avoid complex matching of
correlations between original and transformed domain the LSPs are first mapped into
new variables (transformed LSPs) having Gaussian distributions and the subsequent
analysis of LSP inter-dependence is performed in transformed domain [54], [31]. For
LSP Pi with cumulative distribution function (cdf) Fi, the necessary mapping2 could
be determined in the form of Pi = F −1

i (Φ(Qi)), where Qi designates the transformed

2The solution of an inverse problem, [43]
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Figure 2.4: System layout defined by positions of communication terminals.

LSP with normal cdf Φ. Using a linear transformation

Q = Cξ + b (2.4)

of the standard multivariate normal process ξ with distribution Nξ(0M×1, IM×M) a
process Q = [Q1, Q2, . . . , QM ]T with the targeted covariance matrix CCT could be
easily reproduced.

Dependence of Covariance Matrix on System Layout

The channel model of a system with K coexisting links should generate K · M

correlated LSPs, where M is the number of LSP’s per each link. The corresponding
full covariance matrix CCT would have, for each time instant, size M · K × M · K.
This matrix characterizes the correlations between all LSPs describing all coexisting
links, however its proper synthesis is not trivial due to strong dependence upon
the system layout. The problem can be addressed by proper decomposition of the
transformation matrix, C, according to link-level3 and layout-level correlations . The
link-level correlations correspond to cross-correlations of the LSPs characterizing the
same link, and according to the proposed simplification they will not change over
space-time. On the other hand, the layout-level correlations explicitly depend on the
relative position of the terminals at both link ends. Depending on at which link’s end
a terminal displacement occurs, it is possible to distinguish intra-site and inter-site
correlations (Fig. 2.4). Since two different links with single common end could not
simultaneously exhibit both correlation types, the intra-site (Ri = Rj) and inter-
site (ri = rj) correlations could be conveniently combined for given system layout.
These correlations are typically expressed in the form of layout-dependent correlation
coefficient ρXY (L) = σXY√

σXX σY Y

, where σXY = E[(X − E[X])(Y − E[Y ])] denotes

covariance between LSPs X and Y . The geometry parameters L are determined
from the vectors defining the relative position of mobile terminals (di, dj) = (ri −

3A single link realization, when compared to itself, could be considered as a special case in system
layout, where there is neither displacement of the mobile terminal nor of the base station.
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R, rj − R) or base stations (Di, Dj) = (Ri − r, Rj − r) w.r.t. to single common
position (Fig. 2.4). The set of relevant parameters L for intra-site correlations could
be reduced to Euclidean distance between mobile terminals dMT = ||ri − rj || [31].
The characterization of inter-site correlations , however, requires a more complex
parameter space L = [Θ, ∆D, DBS, ∆H ]T [40] being defined at Fig. 2.4.

2.3.2 Relaying

In wireless communication systems, the nodes with a relaying capability are inte-
grated into conventional networks in order to provide a ubiquitous coverage with
high data rates, especially in the areas with a high shadowing [42]. In relay net-
works, intermediate Relay-Stations (RSs) are introduced into the communication
between a base station and a mobile terminal. If station labeled as BS1 has re-
lay functionality, than the Fig. 2.4 can be interpreted as an example of the basic
three-station structured relay network [55]. The purpose of intermediate RS (BS1)
would be to forward received signals from BS2 toward mobile terminal MT1, and
vice versa [58]. The introduction of intermediate RSs results in a meshed topology
of relay networks, and brings new challenges in channel modeling. Moreover, char-
acterizing and modeling of the relationship between meshed links, is one of the most
crucial points in the channel modeling of relay networks . The correlation proper-
ties between meshed links can be captured in the form of the intra- and inter-site
correlations of large scale parameters [22], as discussed in previous subsection. The
observed correlation properties for relay measurements in Ilmenau inner city, could
be summarized as follows [23]:

1. The de-correlation distance (used to characterize intra-site correlations) of SF,
DS as well as XPR decrease with a reduced BS height. This confirms that
even the intra-site correlation could exhibit more complex layout dependence.

2. The inter-site correlation of LSPs is high when two BSs/RSs are near to each
other but a MT is far away from both.

3. The larger the difference in the height of two BSs/RSs, the lower the inter-site
correlation.

4. The inter-site correlation decreases for larger angular separation of BSs, Θ.
Figure 2.5 shows the experimental results for inter-site correlation coefficient
of XPR. Note, that measured correlation does not decrease monotonically
neither with angular nor distance separation ∆D.

2.3.3 Cooperative Downlink

One of the main goals behind the physical modeling is to make the channel represen-
tation as independent from the system aspects as possible. However, when charac-
terizing the cooperative downlink (e.g. (−D1, −D2) from Fig. 2.4) it is not possible
to disregard the influence of the receiver’s limited dynamic range on perceived LSPs
of the cooperative links [39]. Namely, the perception of power spreading expressed
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Figure 2.5: Dependence of XPR correlation coefficient from network layout param-
eters, ρ(Θ, ∆D).

by DS or AS depends on the effective dynamic range of the particular radio-link, as
shown in Fig. 2.6. Consequently, the characterization of inter-site correlations be-
tween cooperative links requires previous adjustment of effective dynamic ranges4.
These will depend on the total power received from all cooperative links, and in
general they will be lower for the weaker links. If peak power level differences, ∆P

are statistically characterized for particular multi-link configurations and targeted
scenario, they can be included into model as an additional LSP [39]. During model
synthesis the randomly generated values of ∆P will define the effective dynamic
ranges, and the parameters of spread-related LSP distributions should be modified
accordingly.

One of the implications of receiver perceived channel representation is that reci-
procity (normally assumed in channel modeling) will not be preserved. In a mesh
network, the link between two communication sinks, each having other spatially
distributed links too, will be experienced differently by the two sinks because of the
unequal influence of the additional (distributed) links at both sides.

4When measured separately each link will be characterized according to the dynamic range of the
measurement equipment, what is not relevant for reception of simultaneous signals.
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3 Link-Level Aspects

3.1 OFDM Data Detection and Channel

Estimation

P. A. Hoeher, University of Kiel, Germany

3.1.1 Introduction

OFDM is a popular multicarrier transmission technique employing orthogonal sub-
carriers. It has been successfully applied in data modems, audio and video broad-
casting systems, wireless local area networks, cellular radio, and is a suitable can-
didate for next generation wireless and wireline systems. Inherent advantages of
OFDM include its ease of implementation (due to FFT processing), its robustness
against multipath fading (due to a guard interval/cyclic extension), and its band-
width efficiency (due to the ability of adaptive power and bit loading) [1]. Multi-user
MIMO systems based on OFDM are currently under intensive investigation. How-
ever, the bit error performance degrades if orthogonality can not be maintained.
Reasons for this include fast fading, phase jitter, frequency offset, delay spread ex-
ceeding the guard interval, and nonlinear distortions. All these effects cause crosstalk
between the subcarriers. In contrast to multicarrier transmission techniques with
non-orthogonal subcarrier signals (such as multicarrier systems with Gaussian pulse
shaping), all subcarriers interfere with each other. The problems are especially se-
vere in the presence of a “dirty RF” receiver design [2]. As a consequence, optimum
reception is prohibitive if orthogonality is lost. Particularly challenging are issue like
data detection, channel estimation, and synchronization. These topics have been ad-
dressed in our working group. In this chapter, we tackle two specific topics: Data
detection in the presence of nonlinearities, and a contribution towards graph-based
joint soft-output data detection and soft channel estimation.

3.1.2 Data Detection in the Presence of Nonlinear
Distortions

Nonlinear distortions are mainly caused by the high power amplifier (HPA), since
OFDM is characterized by a large peak-to-average-power ratio in conjunction with
an orthogonal design. It is well known from numerous papers that due to nonlin-
ear distortions (i) the bit error probability degrades and (ii) the spectral mask is
difficult to maintain, see, e.g., [3–10], since the power density spectrum is signif-
icantly widened. Hence, in most current OFDM systems either expensive, highly
linear amplifiers are being used and/or a large power back-off is chosen to maintain



34 3 Link-Level Aspects

quasi-orthogonality. Particularly in future mobile terminals, it is desirable to apply
low-cost amplifiers operating at a fairly small power back-off in order to maintain
power efficiency. Therefore, the influence of nonlinear distortion is inevitable unless
some form of compensation is done.

Compensation techniques can be classified into techniques applied at the transmit-
ter side and at the receiver side. Predistortion is a popular compensation technique
applied at the transmitter side [11–15]. The main idea of predistortion is to shape
the transmitted data symbols (“data predistortion”) or the input signal of the HPA
amplifier (“signal predistortion”) so that the output signal of the HPA is less dis-
torted. Predistortion does not reduce the information rate and does not increase the
transmit power. Due to predistortion, the power density spectrum of the transmit
signal improves. The bit error performance also improves, but only slightly since
clipping can not be avoided. Therefore, in most publications on predistortion a large
power back-off is assumed.

An alternative to predistortion are peak-to-average power reduction (PAPR) tech-
niques applied at the transmitter side [16]. PAPR can be achieved by clipping & fil-
tering, channel coding, interleaving, or by dropping or loading some carriers, among
other techniques. As opposed to predistortion, PAPR either comes at the expense
of transmit signal power increase, bit error rate increase, data rate loss, and so on.

At the receiver side, linear as well as nonlinear equalization/detection techniques
can be applied. With nonlinear equalization/detection techniques the bit error per-
formance can be enhanced significantly, see, e.g., [17–20], even in the presence of a
small power back-off. However, the out-of-band radiation is not affected, of course.
The main challenge is the derivation of cost-efficient baseband algorithms.

In this work, we simultaneously use a memoryless polynomial-based (signal) pre-
distorter at the transmitter side and a low-cost nonlinear detector at the receiver
side [21]. The predistorter reduces the out-of-band power, whereas the nonlinear
detector improves the bit error rate. Since maximum-likelihood detection is pro-
hibitive, reduced-state symbol detection is considered. The predistorter is not only
useful for spectral shaping, but also in order to reduce the computational complexity
of the nonlinear detector and to provide more robustness concerning an incomplete
knowledge of the characteristics of the nonlinearity at the receiver side. All pro-
cessing is done at complex baseband. A related (simultaneous) concept has been
proposed in [18, 20] for OFDM systems and in [11, 15] for single-carrier systems. It
is demonstrated that by means of predistortion the computational complexity of the
nonlinear detector can be significantly reduced. For a QPSK/OFDM system, the
performance loss with respect to the linear case can be made negligible even in the
presence of a small power back-off, without needing iterative processing.

Transmission Model

Throughout this work, the equivalent discrete-time channel model in complex base-
band notation is used. Vectors are written in bold face.

An OFDM signal can be calculated by means of an inverse discrete Fourier trans-
form (IDFT):

s[n] = IDFTN{a[n]}, (3.1)
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where N is the number of subcarriers, a[n] is the nth data vector of length N ,
and n is the time index after serial/parallel (S/P) conversion. According to the
central limit theorem, the quadrature components of the OFDM signal are Gaussian
distributed, i.e., the amplitude is Rayleigh distributed. Therefore, in the presence
of a nonlinear HPA a large power back-off is needed in order to avoid crosstalk
between all subcarriers (“intercarrier interference”), unless predistortion, peak-to-
average power reduction, or nonlinear detection is applied.

In this work, a memoryless, quasi time-invariant nonlinearity is assumed. If we
denote the modulated OFDM signal as s[k]

.
= A[k] exp(jφ[k]), where k is the time

index before serial/parallel conversion, A[k] the amplitude of the transmit signal
and φ[k] the phase, the output signal of the HPA can be modeled as

sHP A[k] = g(A[k]) exp(j[φ[k] + Φ(A[k])]). (3.2)

The real-valued functions g(A[k]) and Φ(A[k]) are called AM/AM and AM/PM
conversion, respectively. In order to provide a fair comparison among transmission
schemes with different nonlinearities, the same output back-off (OBO) is considered.

Predistortion

Memoryless predistortion has been investigated in many papers as a potential so-
lution to decrease the nonlinear distortion caused by a HPA, see, e.g., [11]- [15].
Naturally, this technique tries to invert the nonlinearity of the HPA. The output
samples of the predistorter can be written as

sp[k] = f(A[k]) exp(j[φ[k] + Ψ (A[k])]), (3.3)

where f(A[k]) and Ψ (A[k]) are the AM/AM and AM/PM conversion of the predis-
torter, respectively. The combination of a given memoryless HPA and the corre-
sponding predistorter results in

sHP A[k] = g(f(A[k])) exp(j[φ[k] + Ψ (A[k]) + Φ(f(A[k])]). (3.4)

Ideal predistortion is characterized as

g(f(A[k])) =

{

α A[k] if α A[k] ≤ A0

A0 otherwise

Ψ (A[k]) + Φ(f(A[k])) = 0, (3.5)

where α is a real-valued constant (α > 0). In this case, the combination of the HPA
and the corresponding predistorter (i.e., the overall transmitter-side nonlinearity) is
equivalent with the so-called soft envelope limiter.

Throughout this work we assume that the AM/PM conversion of the HPA is
negligibly small and does not have to be compensated, i.e., Ψ (A[k]) = 0. The
AM/AM conversion of the predistorter is modeled by a polynomial as

f(A[k]) = f1 A[k] + f2 A2[k] + · · · + fL AL[k]
.
= f AT [k], (3.6)



36 3 Link-Level Aspects

where L is the order of the polynomial, f
.
= [f1, f2, . . . , fL], and A[k]

.
= [A[k], A2[k],

. . . , AL[k]]. To find the coefficient set, f , we apply the least mean square algorithm
proposed in [13], which minimizes the mean squared error between the input and
output amplitudes of the combined predistorter and HPA:

J(f)
.
= E

⎧

⎪⎪⎨

⎪⎪⎩

(

g(f AT [k])
︸ ︷︷ ︸

|sHP A[k]|

−α A[k]

)2

⎫

⎪⎪⎬

⎪⎪⎭

. (3.7)

In (3.7), averaging is done over time. The coefficient set can be calculated recursively
according to

f [k + 1] = f [k] − µ∇f J(f [k]) (3.8)

= f [k] + µA[k]g′(f [k]AT [k])
(

|sHP A[k]| − αA[k]
)

,

where ∇f denotes the gradient, g′(.) is the derivative of g(.) and µ a (small) positive
step size. A suitable choice for the initial coefficient set is f [0]

.
= [1, 0, . . . , 0]. The

steady-state coefficient set is denoted as f∞
.
= lim

k→∞
f [k]. Convergence is obtained af-

ter a few thousand iterations. Since the AM/AM conversion is quasi time-invariant,
computations may be done off-line or from time-to-time only, leading to a negligible
computational complexity.

A drawback of this particular adaptation algorithm is the fact that g′(.) and
hence g(.) has to be known a priori. Since g′(.) is well-behaved, it can easily be
approximated, however. At least one alternative technique exists, where g′(.) does
not have to be calculated [14].

Predistortion can only compensate the smooth nonlinearity before the saturation
point. The bit error performance in conjunction with predistortion can not be
better than that of a linear transmission scheme in conjunction with a soft envelope
limiter, because the predistorter can not invert clipping. Therefore, we apply an
additional nonlinear detector in order to improve the bit error performance further.
The proposed nonlinear detector is a simplified version of the maximum-likelihood
receiver. It is particularly useful if the output back-off is small, i.e., if the power
efficiency is high.

Nonlinear Detection

In the remainder, the transmitted signal is assumed to be distorted by additive white
Gaussian noise. The received samples can then be written as

r[k] = sHP A[k] + w[k]. (3.9)

Conceptionally, the maximum-likelihood (ML) receiver for the transmission scheme
under investigation computes all possible OFDM signals. These signal hypotheses
are passed through the nonlinear function gNL(.) representing the HPA (eventu-
ally including the predistorter). The signal hypothesis causing the smallest squared
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Euclidean distance with respect to the received samples is finally selected [19]:

âML[n] = argmin
ã[n]

{

‖ r[n] − gNL (IDFTN{ã[n]}) ‖2
}

. (3.10)

If the overall nonlinearity, gNL(.), is perfectly known at the ML receiver, the bit
error performance does not degrade compared to the corresponding linear system.
Unfortunately, the computational complexity of the ML receiver is O(MN ), where
M is the cardinality of the symbol alphabet and N the number of subcarriers. Even
for a moderate number of subcarriers, the computational complexity is prohibitive.

This motivates us to derive a reduced-complexity receiver, providing an adjustable
trade-off between complexity and performance. The simplest version corresponds to
the conventional OFDM receiver ignoring nonlinear distortions, whereas the most
complex version corresponds to the ML receiver, assuming that the overall nonlin-
earity is known at the receiver.

The following two effects motivate the receiver structure under investigation:

• In the presence of severe nonlinear distortions, some subcarriers are more dis-
torted than others, even in the absence of additive noise.

• In the case of non-binary data, it may happen that even for the same subcarrier
some decisions are reliable, whereas other decisions are unreliable. For the
example of QPSK, the inphase component of the received sample (after DFT)
of a certain subcarrier may be close to the decision threshold, whereas the
quadrature component of the same subcarrier may be more reliable.

For these reasons, in [21] we proposed to identify those bit decisions, which are
close to the corresponding decision threshold. The proposed reduced-state symbol
detector (RSSD) differs from the ML receiver in the fact that only hypotheses for the
“weakest” bit decisions (i.e., bit decisions near the corresponding decision threshold)
are evaluated. Since a memoryless nonlinearity is assumed, the computations can
be done on an OFDM symbol basis. For more details see [21].

Numerical Results

The numerical results presented in this section are based on the following set-up: In
the transmitter, an OFDM signal with N = 128, 256, or 512 subcarriers is generated.
All subcarriers are QPSK modulated. A solid-state power amplifier according to [3]
with p = 2 is used, where p controls the smoothness of the transition from the linear
region to the saturation level. A predistorter according to (3.6) of order L = 5 with
three non-zero coefficients f1, f3, and f5 is applied optionally. Only the steady-state
coefficient set f∞ is considered. The channel model under consideration is an AWGN
channel. The signal-to-noise ratio per information bit, Eb/N0, shown in the following
figures does not include the output back-off. At the receiver, the proposed RSSD
with H = 2 or H = 4 hypotheses is applied. As a benchmark, the performance
of the conventional OFDM receiver (which ignores nonlinear distortions) is shown
as well. In all numerical results, 4x oversampling is performed in order to avoid
aliasing.
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In Fig. 3.1, the influence of the number of subcarriers with/without predistortion
is studied. At the receiver, the proposed RSSD with H = 2 hypotheses is used. For
gNL(.) the overall transmitter-side nonlinearity is assumed. As expected, the perfor-
mance degrades with an increasing number of subcarriers, independently whether a
predistorter is used or not. The most important result of Fig. 3.1 is the observation
that the predistorter has a positive influence on the performance of the RSSD, par-
ticularly if the number of hypotheses (and hence the computational complexity) is
small.
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Figure 3.1: Raw BER performance of a QPSK/OFDM system with/without non-
linear distortion (N = 128, 256, and 512 subcarriers, OBO = 3.16 dB,
reduced-state symbol detector with H = 2 hypotheses, with/without
predistorter).

In Fig. 3.1, no modeling errors are considered in the RSSD. In order to study
the influence of modeling errors, Fig. 3.2 displays the bit error performance for
an RSSD with complete knowledge and partial knowledge of the transmitter-side
nonlinearity, respectively. At the transmitter, no predistortion is applied. Complete
knowledge means that an SSPA with known OBO is available in the RSSD. By
partial knowledge we mean that a soft envelope limiter with known OBO is assumed
in the RSSD. Two different output back-offs and two different number of hypotheses
are considered. It can be noticed that the performance difference for complete and
partial knowledge is negligible. In case of predistortion there would be even less
degradation, since the modeling error would be smaller. This demonstrates the
robustness of the proposed nonlinear detector.
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Figure 3.2: Raw BER performance of a QPSK/OFDM system with/without non-
linear distortion (N = 128 subcarriers, OBO = 2.67 dB and 3.16 dB,
no predistorter, reduced-state symbol detector with H = 2 and H = 4
hypotheses, complete and partial knowledge of SSPA).

3.1.3 Joint Data Detection and Channel Estimation

In most OFDM systems, coherent data detection is applied, which a few exceptions
like Digital Audio Broadcasting (DAB). In order to support coherent detection,
training symbols (pilot symbols) known at the receiver side are commonly used.
In wireless OFDM systems, the training symbols may be either multiplexed within
the data symbols in time and frequency domain, as firstly proposed in [22], or
superimposed onto the data symbols, as suggested in [23]. For space limitations, we
restrict ourself to the first case, since this technique became common in most state-of-
the-art wireless OFDM systems. The main idea is to distribute the training symbols
in time and frequency domain. Assuming that the fading process is bandlimited
in time domain (since the Doppler power spectral density is typically bandlimited)
and time-limited in frequency domain (since the delay power profile of a multipath
channel is typically time-limited). Given initial estimates at the positions of the
training symbols, the channel coefficients (channel gains) can be reconstructed at
the data positions by means of interpolation or filtering [24]. A significant number
of papers on related techniques have been published.

The main drawback of training-based channel estimation is the overhead: any
additional training symbol has an impact on power efficiency and bandwidth ef-
ficiency. If channel coding is not taken into account for channel estimation, the
minimum number of training symbols is dictated by the sampling theorem [22, 24].
The training overhead is often acceptable in SISO systems, but in MIMO systems
the required training overhead grows proportionally with the number of transmit
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antennas [25, 26]. Hence, any means to reduce the number of training symbols is
highly desirable particularly in MIMO systems.

Receivers that jointly estimate the channel coefficients and detect the information-
carrying data symbols typically reduce the required training overhead [27, 28] and
were adapted to OFDM in [29]. Unfortunately, the computational complexity of
conventional joint data detection and channel estimation techniques is typically sig-
nificant. Iterative receivers that utilize the turbo principle partly solve the prob-
lem by taking reliably detected data symbols as pseudo training symbols into ac-
count [30–32]. However, these iterative receivers require tentative channel estimates
based on training symbols and are therefore unable to reduce the training over-
head. More recently, soft-output data detection in conjunction with soft channel
estimation based on iterative message passing over a general factor graph has been
applied to single-carrier MIMO systems for the case of block-fading channels [33]. A
substantial reduction of training overhead at modest computational complexity has
been reported.

In this work, the graph-based soft data and channel estimation technique in [33]
is extended and applied to MIMO-OFDM for time-varying frequency-selective chan-
nels. The key idea is to extend the underlying factor graph to two dimensions (2D)
with only linear increase in complexity [34]. Towards this goal, code constraints
are taking into account, i.e., the redundancy of the channel code is used to improve
data detection and channel estimation. Initial channel estimates at training symbol
locations are dispersed through the factor graph by a message exchange in time and
frequency domain. We observe that in conjunction with channel coding the train-
ing overhead may be substantially reduced, even violating the sampling theorem,
which plays an important role when code constraints are not taken into account.
In the limit only one training symbol per transmit antenna is sufficient for proper
convergence of the message passing algorithm.

Transmission Model

A MIMO-OFDM system with N subcarriers and K OFDM symbols per frame is
considered. The equivalent discrete-time MIMO channel model with NT transmit
and NR receive antennas is given by

yn[k][l] =
NT∑

m=1

hn,m[k][l] xm[k][l] + wn[k][l]

= hn,m[k][l] xm[k][l] +
NT∑

i=1,i�=m

hn,i[k][l] xi[k][l]

︸ ︷︷ ︸

MAI

+ wn[k][l]
︸ ︷︷ ︸

AWGN

(3.11)

where k ∈ {0, 1, . . . , K−1} is the time index and l ∈ {0, 1, . . . , L−1} is the subcarrier
index. The channel coefficient between the nth Rx antenna and the mth Tx antenna
is denoted as hn,m[k][l]. The data symbols transmitted by the mth transmit antenna
are denoted as xm[k][l], and wn[k][l] is an additive white Gaussian noise sample with
zero mean and variance σ2

w. The channel coefficients are assumed to be wide-sense
stationary with zero mean.
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Graph-Based Receiver Structure

Factor graphs are graphical models that have been adopted to a variety of problems
in digital communications [35, 36]. In combination with the sum-product algorithm
for message exchange, powerful channel estimators have been derived for example
in [33, 37, 38].

The objective of joint data detection and channel estimation is to estimate two
variables, the data symbols xm[k][l] and the channel coefficients hn,m[k][l]. Provided
that encoded data symbols are sufficiently interleaved, adjacent data symbols will be
independent in time and frequency domain. The corresponding factor graph for two
transmit and two receive antennas is displayed in Fig. 3.3 with the unknown data
symbols (symbol nodes) and channel coefficients (coefficient nodes) in circles and the
received (known) symbols yn[k][l] (observation nodes) in rectangles. Without loss of
generality the time and subcarrier index are omitted in Fig. 3.3, thus representing
one subcarrier at one time index.

y1 y2

x2

h11

h21

h12x1

h22

Figure 3.3: Structure of a factor graph with two Tx and two Rx antennas for one
subcarrier at one time index ignoring channel coding.

If channel coding is applied in time and/or frequency domain, the corresponding
connections of the data symbols can be either (i) directly implemented as a part
of the factor graph or (i) separated from the factor graph. In case (i), Fig. 3.3
would also incorporate connections to code nodes, whereas in case (ii) the factor
graph remains unchanged. A large variety of channel codes have been successfully
implemented in factor graphs, cf. [39].

The key idea of the proposed 2D channel estimator is to connect the channel co-
efficients of neighboring time indices and subcarriers via so-called ∆-transfer nodes.
Hence, messages can be exchanged in time and frequency domain throughout the
graph. Figure 3.4 illustrates these connections for a time-varying frequency-selective
fading channel. For simplicity, the symbol nodes and observation nodes are omitted,
since their connections are not affected by changing channel conditions. Also, the
indices n and m are dropped.

∆-Transfer Nodes

Information about the channel coefficients and data symbols can be exchanged
throughout the graph by means of the sum-product algorithm [35]. The ∆-transfer
nodes introduced in the previous section describe the relation of neighboring channel
coefficients, hence converting the message of a channel coefficient h[k][l] to h[k +1][l]
and h[k][l] to h[k][l + 1], respectively. The time and frequency indices will be omit-
ted in the following in order to improve readability. A neighboring coefficient in
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∆t

∆f ∆f

∆t

∆f

h[0][0] h[1][0] h[2][0]

h[0][1] h[1][1] h[2][1]∆t ∆t

Figure 3.4: Simplified structure of a factor graph for 2D channel estimation for three
time indices and two subcarriers.

either time or frequency domain is marked with a prime. Information exchange via
a transfer node can be modeled as follows:

µh′ = µh σ2
h′ = σ2

h + σ2
∆, (3.12)

where ∆ is defined as
∆

.
= h − h′. (3.13)

∆ can be approximated by a Gaussian probability density function:

∆ ∼ N
(

0, σ2
∆

)

. (3.14)

The mean value µh represents the estimate of a channel coefficient and the variance
σ2

h can be interpreted as its reliability information. The exchange of information
about the channel coefficients is started at the training positions. The correspond-
ing mean values are then distributed throughout the graph. The reliability of the
estimated coefficients decreases with increasing distance to the training positions.
The variance σ2

∆

.
= E

{

|h−h′|2
}

can be pre-computed for a given Doppler bandwidth
and a given maximum propagation delay, respectively.

Information Exchange at Coefficient Nodes

A coefficient node is connected with two ∆-transfer nodes in each domain and one
observation node as illustrated in the left part of Fig. 3.5. Suppose the channel
coefficient receives the messages pi ∼ CN (µi, σ2

i ), i = 1, . . . , 5. The messages
leaving a coefficient node are generated as depicted in the right part of Fig. 3.5.

Figure 3.5: Information exchange at a channel coefficient node.

Information exchange at symbol nodes can be performed as in [33]. For further
information, see [34].
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Summary

The presented concept can nicely be extended in several directions. For example,
one may take additional dimensions into account, such as correlated Tx antennas
and/or correlated Rx antennas. Also, imperfections due to “dirty RF” can be con-
sidered. Furthermore, co-channel interference or adjacent channel interference can
be compensated in this framework.
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3.2 Spreading

J. Lindner, University of Ulm, Germany

3.2.1 Introduction

Spreading is a well known technique which can cope with the frequency-selective
behavior of common wireless transmission channels. At the transmit side no knowl-
edge of the current channel is needed. For OFDM this means that the energy of the
symbols to be transmitted is spread across subcarriers. If subcarriers are faded out
by the channel, then the receiver can still recover the symbols on the remaining un-
affected subcarriers, i.e., the frequency diversity of the channel can be exploited. In
1993 various system variants based on these ideas came up, see, e.g., [1] and also [2].
It is straightforward to apply the spreading concept to MIMO-OFDM to get access
to both, spatial and frequency diversity, while keeping the transmission rate con-
stant. For spreading there is no rate loss like in case of orthogonal space-time codes,
see, e.g., [3]. The drawback is that spreading causes mutual interference between
subcarriers and antenna signals and powerful detection methods must be used in the
receiver [4]. This project dealt with finding proper spreading schemes for MIMO-
OFDM allowing to achieve best BER performance while keeping the complexity in
limits.

Spreading can be represented by a multiplication of the symbol vector to be trans-
mitted with a spreading matrix U . Figure 3.6 shows this as part of a vector trans-
mission model. Further blocks represent the MIMO-OFDM channel matrix H and

x
HH UHH

x̃

n

U

Figure 3.6: Block transmission model with spreading.

its matched filter matrix HH as well as the despreading matrix UH . n is a sam-
ple vector of the assumed additive white Gaussian noise vector process. H is an
(N nR) × (N nT ) matrix containing the transfer functions of channel impulse re-
sponses between all nT transmit and nR receive antennas, and N is the number of
OFDM subcarriers [6]. The influence of the MIMO-OFDM channel including the
matched filter matrix can be described by an equivalent channel matrix (on symbol
basis)

R
MO

=
1

nR

HHH. (3.15)

Spreading and despreading can be included by defining

R
S

= UHR
MO

U. (3.16)
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n
c

x̃x
R

Figure 3.7: Transmission model using the equivalent channel matrix on symbol basis.

This leads to an equivalent matrix vector transmission model which is given by

x̃ = R x + nc. (3.17)

In the following R belongs either to the unspread case (R
MO

) or spread case (R
S
),

and nc is the colored noise vector with correlation matrix 2N0R. Figure 3.7 shows in
a qualitative way an example for R = R

MO
(i.e. for the unspread case). Spreading

techniques do not eliminate the interference between symbol vector components, so
in general R is not a diagonal matrix. Thus vector equalization is needed.

3.2.2 MC-CDM and MC-CAFS

For MC-CDM the symbols are spread only in frequency direction. The spreading
matrix can be described as

U
MC−CDM

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

S 0 0 · · · 0
0 S 0 · · · 0
...

. . . . . . . . .
...

0 · · · 0 S 0
0 · · · 0 0 S

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (3.18)

where S is an N × N spreading matrix with SHS = I, which is repeated nT times
on the main diagonal, i.e., each S block corresponds to one transmit antenna. One
example for an orthogonal spreading matrix S is the normalized Walsh Hadamard
matrix. As can be seen in (3.18), each symbol is spread only over the subcarriers of
one transmit antenna. Therefore the maximum achievable diversity for MC-CDM
is L nR, where L denotes the number of channel taps. The scheme can easily be
adapted to any number of transmit antennas.

Multi-carrier cyclic antenna frequency spreading (MC-CAFS) defines a family of
spreading matrices that make use of the frequency as well as the spatial dimension
offered by the MIMO channel [7]. The spreading matrices spread over all transmit
antennas, and in addition, each symbol is spread over a set of subcarriers (frequen-
cies) for each transmit antenna. The frequency sets are different for each antenna.
MC-CAFS can achieve full diversity, which is nT nR L. The structure of the spread-
ing matrices U

MC−CAF S
can be found in [6] [7]. To exploit full diversity while

maintaining the orthogonality of the spreading matrix, the number of frequencies
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Figure 3.8: Equivalent channel matrix for unspread MIMO-OFDM. a) R
MO

for nT =
nR = 4, N = 8 subcarriers, and L = 4 paths. (b) Absolute value of the
diagonal elements of R

MO
.

B, over which each symbol is spread, should fulfill the following conditions:

L ≤ B ≤ N/nT . (3.19)

Figures 3.8 to 3.10 demonstrate the effect of spreading on the equivalent channel
matrix R for a frequency-selective time-invariant channel with L = 4 taps. Figure
3.8 is for the unspread case. Although the probability of a deep fade is reduced by
the multiple receive antennas and maximum ratio combining, the elements on the
main diagonal have a large variance. With MC-CDM spreading (see Fig. 3.9) we
can observe that the diagonal elements have the same value within each transmit
antenna block, but vary from block to block. This is due to the fact that the symbol
energy is spread over all frequencies of each antenna separately, but no spreading in
antenna direction is applied. The new scheme, i.e., MC-CAFS, includes spreading in
frequency and space direction. If the parameters of the spreading matrix are chosen
properly, it is possible to achieve constant diagonal elements on the main diagonal
of R as can be seen in Fig. 3.10. This means, the matched filter bound (MFB)
coincides with the AWGN performance.

3.2.3 Simulation Results

Figures 3.11 and 3.12 show a comparison of different spreading schemes for uncoded
and coded transmissions, respectively. The channel was a block fading channel
staying constant during one OFDM symbol block, but changes independently from
block to block. For equalization, a soft Cholesky equalizer (SCE) [8] was used. The
results for uncoded transmission in Fig. 3.11 show that exploiting additional diversity
by spreading improves the performance substantially compared to unspread OFDM.
MC-CAFS outperforms MC-CDM both for a channel length of L = 2 and L = 4
due to the additional transmit antenna diversity. Figure 3.12 shows the results
for coded transmissions using a convolutional code with memory 2 and iterative
equalization and decoding. The results for code rate 3/4 in Fig. 3.12 b) were obtained
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Figure 3.9: Equivalent channel matrix for MC-CDM: a) spreading matrix
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by puncturing the rate 1/2 mother code from Fig. 3.12 a). The gain obtained
through spreading increases as the code rate increases. Also the BER reduction of
MC-CAFS compared to MC-CDM is larger for code rate 3/4. These results show
that the channel code alone cannot exploit the maximum diversity even though the
symbols of the codewords are interleaved over the whole codeword, covering many
MIMO-OFDM symbols. More results and further details can be found in [6], where
also the case of precoding in the transmitter is considered.

Figure 3.11: BER for MIMO-OFDM with spreading and equalization using SCE,
4PSK, N = 32, and nT = nR = 4.

3.2.4 Concluding Remarks

Spreading can help to exploit frequency as well as spatial diversity, but the spreading
scheme must be designed properly. Multi-carrier cyclic antenna frequency spreading
(MC-CAFS) can achieve excellent performance with higher transmission rates than
with channel coding only (i.e. pure COFDM), but powerful detection schemes must
be applied in the receiver, e.g., an SCE equalizer in a turbo loop with soft-in-soft-
out decoding. Compared to orthogonal space-time codes, where the rate is at most
1, the rate of MC-CAFS is – independent of the current channel – the maximum
rate, which is identical to the number nT of transmit antennas. If the MIMO-OFDM
channel does not have the potential for spatial multiplexing, zero or small eigenvalues
of the channel matrix R occur. As a result, the BER performance decreases, but
the transmission rate remains always constant. This is comparable to MC-CDM (or
MC-CDMA) if subchannels are faded out, because the subchannel gains of OFDM
correspond directly to the eigenvalues in case of MIMO-OFDM. Spreading is a very
general concept. This contribution is based on the work of Doris Yacoub [5–7]. More
about this topic and its relation to general space-time or space-frequency coding
and also dispersion codes can be found in [9]. The author thanks Matthias Wetz for
preparing some parts of this text.
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a) code rate 1/2
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Figure 3.12: BER of MIMO-OFDM 4PSK with convolutional code, memory 2, nT =
nR = 4, N = 32, and L = 4.
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3.3 Iterative Diversity Reception for Coded

OFDM Transmission Over Fading Channels

M. Matuszak, R. Urbansky, University of Kaiserslautern, Germany

3.3.1 Introduction

Time- and frequency-selective fading resulting from time-variant multipath propaga-
tion can be mitigated by forward error correction (FEC) channel coding in combina-
tion with time and frequency interleaving. In broadband systems coded orthogonal
frequency-division multiplexing (COFDM) is a well-known implementation of this
concept, which is applied, e.g., in digital terrestrial video broadcasting (DVB-T),
Digital Audio Broadcasting (DAB), and Digital Radio Mondiale (DRM) [1] [4].

A bandwidth of 1.5 MHz for DAB or 8 MHz for DVB-T enables efficient frequency
interleaving to mitigate fading. However, DRM is restricted to a bandwidth of up
to 20 kHz for compatibility to existing services [3]. In addition, DRM transmission
especially in short-wave bands is characterized by time varying ionospheric fading.
Whereas fast fading is covered by time interleaving, long-term frequency-selective
fading severely affects transmission, since a narrow bandwidth results in a high
percentage of subcarriers with low signal-to-noise ratio (SNR), which may exceed
FEC capabilities.

Diversity techniques also allow to mitigate fading [5]. COFDM systems, e.g., can
inherently utilize delay diversity or path diversity in single frequency networks, pro-
vided the OFDM guard interval covers the maximum path or delay spread [1]. In
addition, for narrow-band systems like DRM, antenna diversity, polarization diver-
sity and especially frequency diversity may also be taken into account. Receiver
concepts for frequency or antenna diversity usually apply combining techniques, like
selection combining, equal gain combining or maximum ratio combining (MRC).
In general, these methods combine the properly equalized and synchronized analog
signals before FEC decoding.

We proposed a different approach: since diversity transmission of FEC encoded
data can be regarded as a parallel concatenated coding scheme which allows for
turbo decoding, we combine the received and appropriately equalized signals in an
iterative decoding process, see Fig. 3.13 [3].

Propagating extrinsic information in terms of log-likelihood-ratio (LLR), the turbo
diversity (TD) scheme delivers additional iteration gains compared to MRC [2].
This requires that the constituent component codes, usually punctured convolutional
codes (CC), have to be chosen appropriately by applying extrinsic information trans-
fer (EXIT) chart methods. Instead of CC, codes can be also applied, where again
these methods have been used [7]. The project focuses mainly on LDPC codes as
constituent codes, because they are known to approach the Shannon limit as close
as Turbo codes (TC) [8] and efficient soft-input soft-output decoding algorithms
are available.
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Figure 3.13: Iterative diversity receiver for OFDM systems.

3.3.2 Turbo Diversity

A soft-input soft-output (SISO) decoder which allows for propagating extrinsic in-
formation is the key element of the turbo decoding principle [6]. Therefore, an
optimum maximum-a-posteriori symbol-by-symbol estimator like the Bahl-Cocke-
Jelinek-Raviv (BCJR) algorithm for turbo codes or the sum-product algorithm [7]
for LDPC codes have be applied, calculating for each bit ck the LLR conditioned on
the received sequence

Λ (ck|r) = ln (P (ck = 1|r) /P (ck = 0|r)) (3.20)

According to the turbo decoding principle, extrinsic information Λe is exchanged
between the decoding stages, where for Λe any a-priori information has to be sub-
tracted from the BCJR output reliability information, see Fig. 3.13.

The iteration process can be visualized by EXIT charts, where the mutual infor-
mation (MI) of one decoder is plotted versus its a-priori input, i.e., the MI of the
other decoder [9]. Using optimum decoders, the knowledge of the MI contained in
its a-priori information is sufficient to derive the MI of Λe delivered by this decoder.

Figure 3.13 motivates the similarity of TC and TD. Consequently, EXIT chart
methods considering the constituent LDPC codes allow for analyzing the iteration
process of TD. In this case EXIT functions are derived from the parameters of LDPC
codes, namely coefficients of degree distributions of variable nodes λ(x) and of check
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nodes ρ(x), denoted here shortly as (λ, ρ) [7]. Properties of TD can be examined
using a scenario with two diversity paths, where the SNR of both paths differ by
∆SNR dB.

3.3.3 Optimization for Turbo Diversity

Proper LDPC code selection is the crucial issue of TD system design. Here we
assume identical codes for both diversity branches. In the consecutive, different
code optimization methods are considered.

The idea of the design method No. 1 is depicted in Fig. 3.14. The tunnel between
the EXIT function of the first decoder TD1,n and the inverse EXIT function T −1

D2,n

should be open. Taking into account the criterion of the minimal area gives rise to
the definition of the first design method [2].
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Figure 3.14: Idea of design method No. 1: area between EXIT functions of both
decoders should be minimal.

Design method No. 2 makes use of the fact that for better SNR values the inverse
EXIT function of the second decoder T −1

D2,n calculated from (λ, ρ) “shifts” to the
lower part of the EXIT chart. Hence, if it is feasible for a bad SNR value to shift
an EXIT curve to the lower part of EXIT chart, then (λ, ρ) of the resulting EXIT
function is expected to improve the performance of the iteration process. Besides,
the requirement of an opened tunnel between TD1,n and T −1

D2,n will not be affected
by this procedure.

The input LDPC code parameters for the proposed method No. 2 are (R, dcmin
,

dcmax) where R is the code rate, dcmin
and dcmax are minimum and maximal acceptable

check node degree in the Tanner graph of the LDPC code, respectively [7]. Using
these parameters and exploiting relations to the code rate, other parameters (dlmax ,
λ2min

, λ2max , d−
c , i, λ2, λj , j) can be obtained, from which the last five are related
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to the code rate as follows [3]:

R = 1 −

1
d−

c

λ2

2
+ λi

i
+ λj

j
+ 1−λ2−λi−λj

dlmax

(3.21)

Method No. 2 proceeds in an iterative way and utilizes N five-dimensional parameter
vectors A = (dc, i, λ2, λj, j) serving for determination of a specified number of MI
values (Ie, Ia), and a search is made for the best vector which fulfills a certain
condition at each iteration. This condition reads as follows: the sum of distances
of MI values corresponding to a vector A for a low SNR value to the predefined
straight line should be minimal. The line is placed in the lower part of the EXIT
chart and is selected from a group of parallel lines at each iteration according to the
procedure presented in the Fig. 3.15. The best vector at each iteration participates
in the next iteration and the parameter vector selection takes places using methods
of differential evolution [7]. As a result, LDPC code parameters are achieved for
which an T −1

D2,n for a certain SNR value is shifted to the preferred area (lower) of the
EXIT chart as opposed to initial LDPC code parameters in the first iteration.

Figure 3.15: Design method No. 2: if
∑

i ai < 10−9 or there is no improvement in
the following iteration, points (Ie, Ia) serve as solution. (a) If all points
(Ie, Ia) lie above the blue solid line, the same line is used in the next
iteration (b) If one of the points (Ie, Ia) lies below the blue solid line,
the blue dashed line will be used in the next iteration.

3.3.4 Performance Evaluation

Turbo Diversity vs. MRC

Figure 3.16 demonstrates the performance gain of TD compared to MRC for an
SNR difference of ∆SNR = 4 dB and ∆SNR = 6 dB. To assess TD in a COFDM
framework we have focused on a system design considering the DRM broadcasting
standard, mode B, spectrum occupancy 0 [10] and 16-QAM. For LDPC codes at BER
= 10−3, the performance gain after 25 iterations of a turbo loop and 10 iterations of
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the LDPC decoder compared to MRC with 250 LDPC decoding iterations is in the
order of 1.5 dB and 3 dB, for ∆SNR = 4 dB and ∆SNR = 6 dB, respectively. In
the case of turbo codes, where only 10 iterations of a turbo loop and 10 iterations
of the inner decoder were considered in order to ensure a comparable computational
effort, TD outperforms MRC by ca. 1.5 dB.
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Figure 3.16: BER performance of MRC and TD using LDPC codes, turbo codes and
RSCC (CC) for a DRM-based scenario.

LDPC Code Design

Wiener filter
The performance analysis was carried out for an OFDM scenario in which the

channel profile followed “US Consortium” with path delays (1, 0.7, 1.5, 2.2 ms),
path gains (1, 0.7, 0.5, 0.25) and normalized Doppler frequency fD = 0.05. Channel
estimation was implemented using the Wiener filter method [11] and LDPC codes
of rate 3/4 and block length 9000 were used.

EXIT characteristics are depicted for both code design techniques in Fig. 3.17
a), where the corresponding LDPC code parameters are (λ2= 0.198, λ4= 0.2441,
λ5= 0.1421, λ29= 0.093, λ30= 0.151, λ34 = 0.1715, ρ19= 0.1655, ρ20= 0.8345) and
(λ2= 0.441, λ30= 0.5589, ρ16= 0.2644, ρ17= 0.7356), respectively. The resulting
EXIT functions of method No. 2, for low SNRs are wider opened than EXIT func-
tions of method No. 1, what can be understood as better performance for a lower
number of iterations. Despite of another design criterion for method No. 2, the area
between resulting EXIT functions is smaller than for method No. 1, which is related
to a lower distance to channel capacity.
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Figure 3.17: Performance analysis of Turbo Diversity with optimized LDPC codes
for different code design methods a) EXIT functions, b) BER perfor-
mance of TD with difference between diversity paths ∆SNR = 4 dB
and ∆SNR = 6 dB

Comparing the performance of these methods for the first and the second scenario
(Fig. 3.17 b) ), considering BER=10−3 it can be seen that for TD method No. 2
outperforms method No. 1. For LDPC codes with blocks of 9000 bits this gap is
nearly 0.9 dB. Superiority of method No. 2 does not depend on the fading scenario
but it should be mentioned that LDPC codes achieved by means of the method No.
2 turn to be worse for the system without TD (only one path) and on Additive
White Gaussian Noise channel.

3.3.5 Summary

In this contribution we investigated Turbo Diversity as an iterative decoding concept
for diversity systems which outperforms MRC in single carrier and OFDM systems.
Additional gains are achieved by using optimized LDPC codes as constituent codes.
Two different criteria were proposed for the LDPC code design adapted to TD with
OFDM. The method using the design goal to position the inverse EXIT function in
the preferred area outperforms the classical criterion aimed at minimal area between
EXIT functions. Despite of the fact that the area between EXIT characteristics does
not have first priority in our new method, this area turns out to be less than in the
case of the classical method, thus fulfilling both criteria in a better way and reducing
the distance to channel capacity. The new method is better suited for different
fading scenarios and block lengths of LDPC codes, what proves its robustness. For
practical applications of TD the new method to design constituent LDPC codes
delivers a robust approach for different fading scenarios and block lengths of LDPC
codes.



60 3 Link-Level Aspects

Bibliography

[1] R. van Nee and R. Prassad, OFDM for Wireless Multimedia Communications,
Artech House Publishers, Norwood, MA., USA, 2000.

[2] M. Matuszak, W. Sauer-Greff and R. Urbansky, “Iterative Diversity Receiver
Concept for Narrow-Band OFDM Systems,” in Proc. 13. International OFDM
Workshop, pp. 251-255, Hamburg, Germany, 2008.

[3] M. Matuszak, W. Sauer-Greff and R. Urbansky, “EXIT Chart Based LDPC
Code Design for Iterative Diversity Receivers in OFDM Systems with Fading
Channels,” in Proc. 14. International OFDM Workshop, pp. 20-24, Hamburg,
Germany, 2009.

[4] A. Dittrich, T. Schorr and R. Urbansky, “Diorama - A MATLAB Based Open
Source Software Radio for Digital Radio Mondiale (DRM),” in Proc. 10. Inter-
national OFDM-Workshop, pp. 391-395, Hamburg, Germany, 2005.

[5] A. Paulraj, “Diversity Techniques,” in J.D. Gibson (Ed.) The Mobile Commu-
nication Handbook, pp. 166-176, CRC Press, Boca Raton, FL., USA, 1996.

[6] J. Hagenauer, “Das Turbo-Prinzip in Detektion und Decodierung,” in ITG-
Fachberichte, Vol. 146, pp. 131-136, 1998.

[7] T. Richardson, M. Shokrollahi and R. Urbanke, “Design of Capacity-
Approaching Irregular Low-Density Parity-Check Codes,” IEEE Trans. on
Inform. Theory, Vol. 47, No. 2, pp. 619-637, Febr. 2001.

[8] L. Bahl, J. Cocke, F. Jelinek and J. Raviv, “Optimal Decoding of Linear Codes
for Minimizing Symbol Error Rate,” IEEE Trans. on Inform. Theory, Vol. 20,
No. 2, pp. 284-287, March 1974.

[9] S. ten Brink, “Convergence Behavior of Iteratively Decoded Parallel Con-
catenated Codes,” IEEE Transactions on Communications, Vol. 49, No. 10,
pp. 1727-1737, Oct. 2001.

[10] European Telecommunications Standard Institute (ETSI), Digital Radio Mon-
diale (DRM); System Specification, ETSI ES 201 980 V2.1.1, Sophia Antipolis
Cedex, France, 2004.

[11] C. Sgraja and J. Linder, “Estimation of Rapid Time-Variant Channels for
OFDM using Wiener Filtering,” in Proc. IEEE International Conference on
Communications (ICC), Vol. 4, pp. 2390-2395, AK., USA, May 2003.



3.4 MMSE-based Turbo Equalization Principles 61

3.4 MMSE-based Turbo Equalization Principles

for Frequency Selective Fading Channels

M. Grossmann, R. Thomä, Ilmenau University of Technology, Germany

3.4.1 Introduction

Turbo equalization [1–11] is one of the most promising techniques to implement
powerful equalizers, without requiring high computational complexity, for coded
communication systems with frequency-selective fading channels. The complexity
advantage of turbo equalizers is due to the separation of channel equalization and
decoding into two basic processors, while the high performance is achieved by ex-
changing soft information between these two components in an iterative manner.
The turbo equalization approach was originally proposed in [1], utilizing a maximum
a posteriori probability (MAP) algorithm for iterative equalization in frequency-
selective fading channels. However, because of its exponentially increasing complex-
ity, the MAP-based equalizer is only practical for simple modulation formats, like
binary phase shift keying (BPSK), and for channels with less multi-path components.
In [2], the optimal MAP algorithm has been replaced by a low-cost alternative based
on the soft cancellation (SC) and minimum mean-squared error (MMSE) principle.
The SC-MMSE filtering approach in [2], originally proposed for detection of random
coded code-division multiple-access (CDMA) signals, has been applied to channel
equalization in [3], and to multiple-input multiple-output (MIMO) channel equaliza-
tion in [4]. Recently, the SC-MMSE turbo concept has also been used to equalization
of OFDM systems in time-varying channels [5].

In this contribution, we discuss three extensions of the basic SC-MMSE filter-
ing concept for turbo equalization. In particular, we first propose a novel fre-
quency domain (FD) turbo equalizer for MIMO-OFDM transmissions with insuf-
ficient guard interval. The SC-MMSE-based equalizer exploits the banded structure
of the FD channel matrices, allowing the implementation of the equalizer with a
complexity which is only linear in the number of sub-carriers. We then present a
hybrid turbo equalizer, suitable for multi-user OFDM transmissions with spatially-
correlated channels, that combines SC-MMSE filtering and MAP-detection. Finally,
we propose a nonlinear MMSE-based turbo equalizer for single-carrier spatially-
multiplexed MIMO transmissions with high-rate codes.

3.4.2 System Model

Consider the discrete-time baseband equivalent model of a cyclic-prefix (CP) as-
sisted block transmission single-/multi-user system with M receive antennas, and U
active users, each equipped with K transmit antennas in Fig. 3.18. The transmis-
sion scheme of the u-th user is based on bit interleaved coded modulation, where the
information bit sequence is independently encoded by a binary encoder, and mapped
to complex symbols according to the applied mapping scheme. The encoded sym-
bol sequence is then grouped into several blocks, OFDM modulated, and finally
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transmitted over the frequency-selective multiple-access MIMO fading channel.

Encoder Interleaver
Symbol
Mapper

DeInterleaver Decoder Interleaver

Equalizer/

λ1(n)

ζ1(n)

b1(n)

b̂1(n)

DeInterleaver Decoder Interleaver
λU (n)

ζU (n)

b̂U (n)

Encoder Interleaver
Symbol
Mapper

bU (n)

Demapper

Figure 3.18: Structure for a coded single-/multi-user MIMO system with turbo
equalization.

At the receiver side, iterative processing for joint equalization and decoding is
performed. The receiver consists of an equalizer and several single-user channel
decoders. Within the iterative processing, the extrinsic LLR sequences {λu(n)} and
{ζu(n)} of the coded bits {bu(n)} are exchanged between the equalizer and both
decoders, each separated by the interleaver and deinterleaver in their iteration loop,
following the turbo principle [2].

3.4.3 MMSE Turbo Equalization Principles

MMSE Turbo Equalization for MIMO OFDM Transmission with
Insufficient Cyclic Prefix

In single-user MIMO-OFDM transmissions, the CP, located between neighboring
OFDM symbols, should be longer than the expected length of the channel impulse
response, to maintain orthogonality among sub-carriers. However, in channels with
some far clusters, the maximum excess delay may exceed the length of the CP,
resulting in a loss of sub-carriers’ orthogonality. The related inter-block and inter-
carrier interference severely degrades the performance of the standard MIMO-OFDM
receiver [12]. Several approaches have been proposed to cope with this problem [13],
[14]. Among all these equalization schemes for OFDM and MIMO-OFDM, one of the
the most promising approaches is the iterative (turbo) SC-MMSE equalizer of [6].
The equalizer utilizes the soft feedback from channel decoding for the separation
of the spatially multiplexed streams jointly with the cancellation of inter-block and
inter-carrier interference. However, for transmissions with a large number of sub-
carriers, the receiver has still a high complexity. In [7], an MMSE turbo equalizer
that exploits the banded structure of the FD channel matrices has been proposed.
The equalizer in [7] uses a sliding window to enforce this banded structure, resulting
in a complexity which is only linear in the number of sub-carriers.

The performance of the proposed turbo receiver was evaluated using measurement
data-based off-line simulations. The measurements were performed in a macro cell
environment. The major specifications of the measurement campaign, the measure-
ment device and setup are summarized in [15]. The main MIMO-OFDM simulation
parameters follow the extended specification of the 5 GHz wireless LAN standard
in [16]. A single-user MIMO-OFDM transmission (U = 1) with K = M = 2 an-
tennas and 64 sub-carriers were assumed. Channel coding was performed with a
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Figure 3.19: (a) Complementary CDF of channel delay spread (τrms) for different po-
sitions of the measurement route. (b) BER performance versus average
Eb/N0 for the measured channel at position Rx19, 16-QAM transmis-
sion.

rate-1/2 convolutional code. The OFDM symbol duration was set to TS = 4µs and
the length of the cyclic prefix to Tc = 0.8µs.

Figure 3.19 (a) shows the complementary cumulative probability density function
(CDF) of the root-mean-squared channel delay spread for different positions of the
measurement route. As observed from Fig. 3.19 (a), the delay spreads at position
Rx19 are significantly large and exceed in some cases the length of the cyclic prefix
of the MIMO-OFDM system, compared to other locations.

The BER performance of the proposed turbo receiver at location Rx19, referred to
as ’rec. #1’ for different values of the FD window length q is shown in Fig. 3.19 (b).
As a reference the BER performance of the conventional MIMO-OFDM receiver
(q = 0) and the non-banded SC-MMSE turbo receiver, referred to as ’rec. #2’, are
also shown. It can be seen that with q = 8, the performance of the banded SC-
MMSE turbo equalizer is very close to the non-banded turbo equalizer. Thus, the
proposed technique works with properly chosen q values even in environments with
relatively large channel delay spreads.

Hybrid MMSE Turbo Equalization

The SC-MMSE turbo detector in [3], [6] achieves excellent performance in frequency-
selective spatially-uncorrelated Rayleigh multiple-access fading channels. However,
the performance of the detector drops significantly in scenarios where the users’
channels are spatially correlated [9]. In [9], a hybrid turbo detection approach based
on group-wise SC-MMSE filtering combined with MAP signal detection for OFDM
multi-user systems has been proposed. The technique in [9], referred to as Hy SC-
MMSE-MAP turbo detection, offers a design flexibility in terms of complexity in
computation and robustness against spatial correlation of the users’ channels.

The Hy SC-MMSE-MAP detector separates the U users into H disjoint groups
{G1, G2, ..., GH}, such that each group contains Gh integers corresponding to user
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Figure 3.20: (a) EXIT chart projection for each user of the conventional SC-MMSE
and the proposed Hy SC-MMSE-MAP turbo detector with (H ; Gmax) =
(6; 3) for a random channel realization at 5 dB Eb/N0. (b) BER per-
formance of the SC-MMSE and Hy SC-MMSE-MAP turbo detector for
BPSK transmission.

indexes. A trellis-based user grouping algorithm is used to allocate the user signals
that have a high pairwise receive correlation into one group. For each group Gh, soft
cancellation of multiple-access components that originate from the remaining H − 1
groups is performed by utilizing the extrinsic information fed back from channel
decoding. For further suppression of residual interference components, group-wise
SC-MMSE filtering is applied, jointly detecting the users’ signals in one group. Based
on a Gaussian approximation of the MMSE filter output signals, MAP (symbol) de-
tection of the user signals in each group is then performed. The extrinsic LLRs on
the coded transmit bits calculated for each user are then forwarded to the corre-
sponding channel decoder. Note that the computational complexity for the MAP
part of the detector is at an exponential order of the group size, which may dominate
the required computational effort. On the contrary, for small group sizes, the most
computationally complex part is due to the inversion of the MMSE filtering matrix.
It should also be mentioned here that when each user is regarded as one group by
itself, i.e., H = U , the Hy SC-MMSE-MAP turbo detector becomes equivalent to
the SC-MMSE turbo detector of [3], [6].

The convergence property of the proposed receiver was analyzed by extrinsic in-
formation transfer (EXIT) charts [8]. An OFDM system in a Rayleigh fading en-
vironment having U = 8 active users, each having a single transmit antenna, and
M = 8 uncorrelated receive antennas was considered, where three of the eight users’
channels are significantly spatially correlated (correlation coefficient of ρ = 0.95)
and the remaining users’ channels are close to orthogonal (ρ = 0).

Figure 3.20 (a) illustrates the EXIT curves for each user of the conventional
SC-MMSE and the Hy SC-MMSE-MAP detector with (H ; Gmax) = (6; 3), where
Gmax = max Gh. Note that the two-dimensional EXIT curves for each user were
obtained from the multi-dimensional EXIT surfaces of the detector by the projec-
tion technique [17]. As observed in Fig. 3.20 (a), the Hy SC-MMSE-MAP detector
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improves significantly the convergence threshold for the three highly correlated user
signals which stems from the group selection that allocates those users into one
group. This indicates that the proposed detector can achieve better performance in
the presence of high spatial channel correlation.

In addition to the EXIT analysis, simulations were carried out to evaluate the
BER performance of the proposed detector. The effect of the group size on the BER
performance of the Hy SC-MMSE-MAP detector for BPSK transmission with rate-
1/2 convolutional codes is shown in Fig. 3.20 (b). For comparison, the performance
of the conventional SC-MMSE detector in the spatially-correlated fading channel
and in a spatially-uncorrelated fading channel are shown as well, and are referred
to as SC-MMSE and SC-MMSE (ref), respectively. It is shown that Hy SC-MMSE-
MAP can achieve the same performance as the conventional SC-MMSE detector in
uncorrelated fading channels, even when strong correlation among the user signals
exists.

Nonlinear MMSE Turbo Equalization using Probabilistic Data
Association

In [11], a FD SC-MMSE turbo equalizer for spatial multiplexing single-carrier MIMO
systems based on the framework of nonlinear MMSE (NMMSE) estimation was de-
rived. It is shown that the computation of the NMMSE estimate of the coded
transmitted symbols involves a sum of terms, which grows exponentially in the
number of sub-carriers and transmit antennas. To reduce the complexity in compu-
tation, the probabilistic data association (PDA) filtering idea [18] is adopted, where
the composite inter-symbol and multiple-access interference component is approxi-
mated by a multivariate Gaussian random process. The expression resulting from
this Gaussian approximation can be iteratively solved following the PDA principle.
As a result, the structure of the proposed turbo equalizer, denoted as PDA FD
SC-MMSE turbo equalizer in the following, is similar to the FD SC-MMSE turbo
equalizer of [10]. However, with the presented method, internal iterations within the
equalizer following the PDA principle are used to improve the NMMSE estimates.

The BER performance of the proposed PDA FD SC-MMSE equalizer after 10
turbo iterations, five internal iterations in each turbo iteration, is shown in Fig.
3.21. For comparison, the performance of the conventional FD SC-MMSE equalizer
is shown as well, and is referred to as FD SC-MMSE (ref). For the simulations, we
considered a single-user K = M = 2 MIMO system utilizing constraint length three
convolutional codes [19] with rates r = 7/8, 2/3, and 1/2. A spatially-uncorrelated
Rayleigh fading environment with equal average power delay profile was assumed.
The length of the CP was set to the maximum channel delay. As observed in Fig.
3.21, the PDA FD SC-MMSE equalizer outperforms the FD SC-MMSE equalizer,
where the larger the rate r the larger the performance gain. Moreover, the FD
SC-MMSE equalizer using the rate r = 7/8 code fails to converge for channels with
less channel multi-path components for high Eb/N0 values. In contrast, the addi-
tional internal iterations of the PDA FD SC-MMSE equalizer improve the conver-
gence threshold, and hence, it can achieve better performance. Thus, the proposed
equalizer significantly improves the convergence properties over the FD SC-MMSE
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Figure 3.21: BER performance of the FD SC-MMSE and the proposed PDA FD
SC-MMSE turbo equalizer utilizing convolutional codes with rates r =
7/8, 2/3, and 1/2 for BPSK transmission over spatially-uncorrelated
Rayleigh fading channels with 32-path components (solid curves) and
2-path components (dotted curves).

technique, although they both have the same order of computational complexity.

3.4.4 Summary

We have discussed three possible extensions of the basic SC-MMSE filtering concept
for turbo equalization. First, we have proposed a low-complexity SC-MMSE-based
turbo equalizer for MIMO-OFDM transmissions with insufficient guard interval.
The equalizer exploits the banded structure of the FD channel matrices, resulting in
a complexity which is only linear in the number of sub-carriers. We also have pro-
posed a hybrid turbo equalizer, Hy SC-MMSE-MAP, that combines SC-MMSE fil-
tering and MAP-detection. Numerical results show that Hy SC-MMSE-MAP offers
robustness against the users’ channel correlation over the conventional SC-MMSE
turbo detector in spatially-correlated multiple-access fading channels. The third
turbo equalizer proposed, PDA FD SC-MMSE, is based on the PDA filtering con-
cept in the framework of NMMSE estimation. It has been shown through simulations
that PDA FD SC-MMSE significantly improves the convergence properties over the
conventional FD SC-MMSE technique for transmission with high-rate codes.
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3.5 Peak-to-Average Power Ratio Reduction in

Multi-Antenna Scenarios

R. Fischer, C. Siegl, University of Erlangen-Nürnberg, Germany

3.5.1 Introduction and Overview on PAR Reduction
Schemes

Regardless its considerable advantages, like, e.g., simple equalization, high adap-
tivity, etc., orthogonal frequency-divsion multiplexing (OFDM) has one significant
problem: due to the superposition of a large number of individual components within
the (inverse) discrete Fourier transform ((I)DFT), the complex amplitude OFDM
transmit signal tends to be Gaussian distributed. Hence it exhibits a very large
peak-to-average power ratio (PAR) [29].

Denoting the discrete-time transmit symbols (after the IDFT of length D) by ak,
k = 0, . . . , D − 1, the PAR is defined as1 (E{·} denotes expectation)

PAR
def
=

maxk=0,...,D−1 |ak|2

E{|ak|2}
(3.22)

As common, the probability that the PAR of an OFDM frame exceeds a given
threshold PARth serves as performance measure. Via the complementary cumulative
distribution function (ccdf) of the PAR Pr{PAR > PARth} (Pr{·} denotes proba-
bility), clipping probabilities can be assessed. Noteworthy, for conventional OFDM,
assuming Gaussian time-domain samples, the simple approximation

Pr{PAR > PARth} = 1 − (1 − e−PARth)D ≈ D e−PARth (3.23)

holds [28].
Future OFDM transmission systems will use multiple antennas, especially to in-

crease data rate (spatial multiplexing). In such systems, the PAR problem even gets
worse, since here the PAR of all NT transmit signals should be simultaneously as
small as possible. Hence, the worst-case PAR

PAR
def
= max

µ=1,...,NT

PARµ =
maxµ=1,...,NT, k=0,...,D−1 |aµ,k|2

E{|a2
µ,k}

. (3.24)

is as reasonable parameter, where aµ,k denotes the samples and PARµ the PAR at
the µth transmit antenna. As NTD instead of D time-domain samples are present
the same ccdf of PAR as in (single-antenna) OFDM with NTD carriers results, which
is worse than that for D carriers.

The occurrence of large signal peaks substantially complicates implementation of

1We consider a standard discrete-time OFDM system model. Insertion of the cyclic prefix, pulse
shaping, and modulation to radio frequency are not taken into account. However, using an
oversampled DFT, the samples ak very closely reflect the continuous-time transmit signal [45,
46, 58] and hence are sufficient to assess PAR reduction algorithms.
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the analog radio frequency frontend at the transmitter side since amplifiers operating
linearly over a wide dynamic range have to be employed. Undeliberate clipping of
peaks by non-linear amplifiers will, on the one hand, cause signal distortion and
hence lower the power efficiency of the transmission system. On the other hand,
and even more critical, any non-linear operation on the continuous-time transmit
signal will cause intolerable out-of-band radiation which, in the last resort, may lead
to a violation of spectral masks imposed by standards bodies.

The obvious solution to this problem would be to operate the amplifiers with
sufficiently large power back-offs. This, however, also leads to very power-inefficient
transmission systems. A much more preferable answer to the PAR problem of OFDM
is to apply some algorithmic control to the transmit signal. Basically, the idea of
PAR reduction schemes is to only generate OFDM frames with low, or at least
tolerable PAR.

Since the mid 1990s, a variety of PAR reduction algorithms has been developed.
Even though they are all based on (i) introducing new degrees of freedom for restric-
tion to or selection of suited candidate OFDM signals and (ii) implicitly or explicitly
adding redundancy, very different approaches are present in literature. The most
relevant (among others) PAR reduction principles are (for a more detailed overview
see, e.g., [33]):

Redundant Signal Representations: Multiple transmit signals are created
which represent the given data. From that the “best” representation is selected.
Here, in particular selected mapping (SLM), e.g., [2, 27, 28, 30, 47, 57] and partial
transmit sequences (PTS), e.g., [8, 24, 31, 48] have to be mentioned.

Tone Reservation: Here, some carriers are not used for data transmission but
are selected via an algorithmic search, e.g., [41, 54].

Clipping (and Filtering): The transmit signal is passed through a non-linear,
memoryless device. Combinations of clipping and filtering are also popular, e.g.,
[26, 43, 50, 51].

Constellation Expansion: The signal constellations in the carriers are warped;
deviations from the regular QAM grid are allowed, especially for points at the
perimeter of the constellation, e.g., [40].

Coding Techniques: Here, an algebraic code construction over the carriers is
used, e.g., [34, 38, 52, 53] to exclude undesired frames.

(Trellis) Shaping Techniques: Employing a signal shaping algorithm operating
over the frequency domain symbols, the signal envelope can be influenced, e.g.,
[35, 44, 49].

When additionally employing multi-antenna or multiple-input/multiple-output
(MIMO) techniques, PAR reduction methods tailored to this situation should be
utilized, instead of simply performing single-antenna PAR reduction in parallel, as
done, e.g., in [27]. The fundamental idea behind PAR reduction in MIMO OFDM
can be paraphrased with “redistributing the peak power over the antennas”. The
gain of MIMO PAR reduction is an increased slope of the ccdf curves, i.e., the
probability of occurrence of large signal peaks can significantly lowered compared to
single-antenna schemes. In this regard, MIMO approaches show a similar behavior
as do MIMO techniques with respect to error rate: the slope of the respective
performance curves is increased; some kind of diversity gain is achieved.
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In this chapter, the main ideas and algorithms for MIMO PAR reduction will
be reviewed and the achievable gains over single-antenna techniques will be briefly
discussed.

3.5.2 PAR Reduction Schemes for MIMO Transmission

In this section, we give an overview over PAR reduction schemes for MIMO trans-
mission. Thereby, we have to distinguish two basic scenarios: on the one hand, we
consider point-to-point MIMO transmission achieving spectral multiplexing gain,
where the signals can be processed jointly at transmitter and receiver. On the other
hand, variants for the point-to-multipoint situation, i.e., the broadcast channel, where
joint signal processing is only possible at the transmitter side are briefly discussed.
In the multipoint-to-point scenario (multiple-access channel) no joint optimization
of the transmit signals can be performed, hence this case is not amenable for MIMO
approaches.

SLM- and PTS-Type PAR Reduction

Much work has been invested in generalizing the SLM principle [28] to the point-to-
point MIMO setting, e.g., [2, 4, 5, 7, 9, 11, 12, 15, 18, 27, 42]. The extension of PTS to
MIMO transmission is addressed in [8, 10].

Ordinary and simplified SLM

In ordinary SLM [27] SISO SLM is applied NT times in parallel. For each of the
parallel OFDM frames the best mapping out of U possible is individually selected. In
simplified SLM a restriction to select the lth candidate over all antennas is imposed.
In total, in both cases complexity per antenna is determined by the U IDFTs.

It can be shown that the asymptotic behavior of the ccdf is given const · e−PARth U ,
which is the same as in single-antenna SLM. Both schemes do not achieve any MIMO
gain.

Directed SLM

The first scheme, directed SLM, tailored to the MIMO situation has been presented
in [2,4]. Main idea is to invest complexity only where PAR reduction is really needed.
Instead of performing U trials for each of the NT transmitters, the fixed budget of
NTU IDFTs (same as in ordinary SLM) is used to successively improve the currently
highest PAR over the antennas. Complexity is hence adaptively distributed over the
antennas.

In the first step the PARs of the NT initial (original) OFDM frames are calculated.
Then, in each successive step, the OFDM frame with instantaneously highest PAR
is considered. Calculating a next candidate, a reduction of PAR is tried. This
procedure is continued until the same number of IDFT and PAR calculations have
been carried out.
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Using this technique, the ccdf of PAR has the asymptote const·e−PARth (NTU−(NT−1)),
hence compared to above the exponent is multiplied by a factor of almost NT; “di-
versity gain” is achieved.

Instead of performing directed SLM over the spatial dimension (MIMO OFDM), it
can also be applied to single-antenna schemes when constituting frames in temporal
direction [7], or even over space and time, cf. [9]. The gains are basically proportional
to the total size of the hyper frames, i.e., the product of number of antennas and
temporal frame length.

MIMO SLM based on Reed–Solomon Codes or the Simplex Code

The successive candidate generation and assessment can be circumvented if, given
NT initial OFDM frames, a number of NTU candidates is generated in parallel, from
which the NT best are selected for transmission.

Such schemes, based on Reed–Solomon codes or the Simplex code for creating
the candidates have been developed in [11, 12, 15]. Thereby, the codes are arranged
over the NT OFDM frames rather than over the carriers—these frames constitute
the systematic symbols, the additional candidates are the parity symbols in the
encoding process. A combination of the principles of multiple signal representation
with selection and the use of channel coding is present.

The Reed–Solomon code scheme achieves exactly the same performance (and the
same “diversity gain”) as directed SLM but all signal generation and assessment can
be done in parallel. The Simplex code scheme is only slightly inferior.

Noteworthy, besides multi-antenna transmission, the Reed–Solomon code scheme
can advantageously be applied in packet transmission, which, moreover, exhibits ap-
pealing similarities with incremental redundancy check schemes in automatic repeat
request (ARQ) applications.

MIMO PTS

Similar to SLM, the concept of PTS, where the candidates are different linear
combinations of so-called partial transmit sequences, can also be extended to the
MIMO situation, see [8, 10]. The same ordinary, simplified, and directed concepts
from SLM can be used in PTS as well. Moreover, spatial permutations of the partial
sequences is another degree of freedom.

Comparing PTS and SLM based on the same required computational complexity,
PTS offers somewhat better performance, as this method is able to assess more
candidates with a lower number of IDFTs.

Successive Schemes

In some situations it is sufficient that the PAR stays below a tolerable limit, e.g.,
depending on the radio frontend some PAR value may still be acceptable. Here,
complexity (and battery power) can be saved if candidate generation and assessment
is done successively and stopped if the tolerable value is reached. Such successive
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PAR reduction schemes have been proposed in [16, 19, 23] and already mentioned
in [4].

Given the tolerable PAR, PARtol, the average number of assessed candidates can
be calculated. Main result is that this number is simply given by the inverse
of the cdf of PAR of the underlying original OFDM scheme, i.e., n̄ = 1/(1 −
Pr{PAR > PARtol}), which using the Gaussian approximation calculates to n̄ =
(1 − e−PARtol)−D. Noteworthy, for PARtol equal to the so-called “critical PAR value”
PARtol = log(D) (cf., e.g., [59]) and reasonably large number D of carriers, average
complexity amounts to only n̄ = e = 2.71828 . . . (Euler’s number). Hence, us-
ing successive PAR reduction approaches, on average only very low computational
complexity is required to achieve significant gains.

PAR Reduction for Downlink Transmission

Compared to PAR reduction in point-to-point MIMO systems, schemes applicable
in point-to-multipoint scenarios (broadcast channel) are a much more challenging
task. Since no joint receiver side signal processing is possible, at the transmitter
side only operation for candidate generation/modification can be applied which can
individually be reversed in each of the receivers.

Among the above discussed schemes, only simplified SLM can be used for the
broadcast channel. Consequently, adopted PAR reduction algorithms have been
developed [5,14]. The selected sorting technique uses the presence of the transmitter
side pre-equalization, specifically, the application of (sorted) Tomlinson–Harashima
precoding (THP) [32]. Modifying the order of the successive encoding in THP, which
is present in each carrier individually and which operates over the spatial (user)
dimension, the PAR of the OFDM frames at the antenna array can be influenced.
Since the choices of the ordering interact and the ordering in each carrier affects
all antenna signals, no directed or successive approach can be designed. In turn,
in the broadcast case no diversity gain compared to single-antenna transmission is
possible.

Other Optimization Criteria

Besides PAR reduction, other optimization aims for OFDM transmission may be
of interest, e.g., average transmit power, cubic metric, or out-of-band power. In
general, the aim in future OFDM systems will be to generate signal with certain
desired properties. This deliberate generation of signals is commonly referred to as
signal shaping [32]; PAR reduction is one particular instance thereof.

Concentrating on point-to-point MIMO systems, the extension of the above schemes
to the more general aim of signal shaping is easily possible. Employing the SLM
approach of candidate generation and selection, due to this selection step any crite-
rion of optimality can be taken into account. Therefore, the signal parameter to be
optimized has to be expressed mathematically, defining a selection metric.

Work on the optimization of other criteria than the PAR can be found in [3, 17],
where out-of-band power reduction is aspired and power-amplifier-oriented metrics
have been introduced. The even more general framework of probabilistic signal
shaping in MIMO OFDM has been presented in [23].
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Representation of Side Information

In most of the above discussed PAR reduction algorithms, the transmission of side
information to characterize the selected candidate / performed signal modification is
required. Only with this knowledge, at the receiver the initial data can be recovered
from the received OFDM frame (by inverting the applied “mapping” used in SLM).
The side information problem has been addressed, e.g., in [25, 36, 37, 39, 55, 56].
However, up to now, only very few approaches, e.g. [30], exists in literature where
no explicit side information is necessary.

The embedding of explicit side information has been studied in [22], where it
is shown that spending only a few carriers to represent the required redundancy is
sufficient to extract it with very high reliability and without noticeable deteriorating
effect on the error rate of the data bits. In [20,21] an implicit transmission of the side
information via rotations has been proposed. According to some defined pattern,
the QAM constellations in the carrier are left as they are or rotated by 45◦. No
increase in transmit power occurs, and the rotation pattern—directly representing
the side information bits—can be detected highly reliable with almost no additional
effort.

3.5.3 Numerical Results

Figure 3.22 shows the PAR reduction performance of directed SLM in terms of the
ccdf. Various numbers NT of transmit antennas are studied. The ccdfs of the original
signal (single- and multi-antenna case) and the one of ordinary SLM (individual
parallel application of single-antenna SLM) serve as reference. Directed SLM (which
is as efficient as the Reed–Solomon code version) outperforms the individual parallel
application of the respective PAR reduction scheme. The benefit of the directed/RS
code approach is that its performance increases the more transmit antennas are
used. In contrast to that, for the original signal or oSLM the PAR statistics gets
worse with the number of transmit antennas. The benefit of directed SLM can also
be observed by considering the asymptotic slopes (large PARth) of the ccdf curves.
For single-antenna SLM, the slope of the ccdf of ordinary SLM is determined by the
number U of a assessed signal candidates. Applying directed SLM offers an increase
of the slope by (approximately) a factor of NT, compared to ordinary SLM when
assessing the same total number of signal candidates. This effect is similar to the
diversity order (slope of bit error rate curves) when considering digital transmission
over flat-fading MIMO channels.

3.5.4 Summary

Over the last years, the field of PAR reduction for OFDM has experienced a re-
naissance. In particular PAR reduction in MIMO schemes has gained enormous
interest and a huge number of publications has appeared in journals and confer-
ence proceedings. However, transferring the MIMO concepts back to single-antenna
transmission—most simple by establishing hyper frames over time—new interesting
schemes also for conventional OFDM have been designed. In the future, a still rapid
growth of this research field is anticipated. In particular, the deliberate generation
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Figure 3.22: Ccdf of PAR of ordinary and directed SLM; D = 512, M = 4, U = 16.

of OFDM signals exhibiting some desirable properties via signal shaping to adapt
the transmission systems even closely to the specific demands at hand is its very
infancy.
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3.6 Single- vs. Multicarrier Transmission in

MIMO and Multiuser Scenarios

R. Fischer, C. Stierstorfer, University of Erlangen-Nürnberg, Germany

3.6.1 Introduction

Since the invention of orthogonal frequency-division multiplexing (OFDM), the ques-
tion has arisen whether multicarrier (MC) or singlecarrier modulation is superior or
preferable over the competitor. In [25, 36] it has been shown, that in principle
OFDM and singlecarrier pulse amplitude modulation (PAM) with decision-feedback
equalization (DFE) can achieve the same transmission rate and both can utilize the
capacity of the underlying channel (cf. also [22, 29]).

Since the fundamental insight (e.g., [28,30]) that by using antenna arrays in trans-
mitter and receiver, hence creating a multiple-input/multiple-output (MIMO) chan-
nel, spectral efficiency and thus data rate can dramatically be increased, this question
has been posed again: is MIMO OFDM or singlecarrier MIMO the better choice?
Moreover, this comparison is not only of interest in point-to-point MIMO (multi-
antenna) transmission, but as well for multipoint-to-point scenarios (multiple access
problem, uplink) and for point-to-multipoint scenarios (broadcast channel, down-
link), when the transmission paths exhibit intersymbol interference (ISI) and thus
call for some kind of equalization.

In this chapter, we briefly compare single- and multicarrier MIMO transmission
with respect to the achievable performance. Besides the study of information- and
communication-theoretical bounds, the consequences on the code design when em-
ploying practical channel coding schemes are discussed, too.

3.6.2 Point-to-Point MIMO Transmission

In this section, we concentrate on point-to-point MIMO transmission, e.g., using
antenna arrays in both transmitter and receiver, each with NT antennas. When
considering transmission over MIMO ISI channels, two sources of (self) interference
occur: interference of the parallel data streams (spatial or multi-user interference
(MUI)) and intersymbol (temporal) interference. The possible equalization schemes
can be characterized by how they deal with these two types of interferences.

The first approach for transmission over MIMO ISI channels is to treat MUI and
ISI jointly, i.e., to perform combined spatial/temporal equalization. An attractive
scheme is DFE over space and time (MIMO DFE), see [27]. Here, by applying a
feedforward filter, the end-to-end impulse response is shaped such that it exhibits
spatial and temporal causality, i.e., symbols transmitted at some time instant should
only interfere with receive symbols at subsequent time instances and symbols trans-
mitted at the same time instance over the antennas should also only interfere with
receive symbols for antennas with larger labels (spatial/temporal causality). Then,
the symbols are processed in a zig-zag fashion over space and time, taking already
detected symbols (via feedback) into account. Neglecting error propagation in the
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feedback loop, MIMO DFE decouples the MIMO ISI channel into a set of NT par-
allel (near AWGN) channels with individual signal-to-noise ratios. Details on this
MIMO DFE can be found in [1, 27].

The competing approach is to treat MUI and ISI separately. In MIMO systems
temporal equalization can be performed by applying an OFDM transmitter and
OFDM receiver (using a (inverse) discrete Fourier transform ((I)DFT) of length D)
to each transmit and receive antenna, respectively. Thereby, the MIMO ISI channel
is decomposed into a set of D independent flat fading MIMO channels. Then, for
each of this parallel flat fading MIMO channels (the tones), spatial equalization is
performed individually, e.g., by (sorted) DFE (aka V-BLAST) [28] per carrier. In
this situation, in total NTD parallel, independent (almost AWGN) channels, each
with its own signal-to-noise ratio, result.

Both strategies hence result in a set of parallel channels with varying reliability. In
such cases, performance can be (significantly) improved by applying an optimized,
nonuniform distribution of total rate and total power to the parallel channels. In
particular, the loading algorithm given in [24] results in averaged channels; the SNR
of each channel is then given by the geometric mean of the initial channels.

Main result of [5] is that only when using this type of loading, single- (joint spa-
tial/temporal DFE) and multicarrier modulation (OFDM with DFE per carrier)
perform the same. This result holds for both, uncoded error rate, as well as achiev-
able sum capacity. If loading is not active, the SC scheme significantly outperforms
the MC approach as, due to the combination in the feedforward filter, the SC schemes
is able to utilize the full diversity offered by the channel. Without loading, OFDM
exhibits only the diversity order one, that of flat fading channels. Employing rate
and power loading is hence the key that both systems provide the same performance.

3.6.3 Up- and Downlink Scenarios in Multiuser

Transmission

We now turn to the situation of multiuser communications, i.e., K individual users
want to communicate with a central base station (using NT ≥ K antennas). Having
the uplink-downlink duality [19,33–35] in mind, both cases can be treated similarly to
a large extent. Compared to the problem discussed above, in the multiuser setting,
not (only) the sum capacity of the error rate is of interest but the rate regions, i.e.,
the region of admissible rates of the users have to be considered.

First, transmission in the multipoint-to-point scenario (uplink), where a multiple
access channel (MAC) is present, is studied. Here, the same receiver-side joint equal-
ization schemes as in the point-to-point situation above can be used, as none of them
requires joint transmitter-side operations. Consequently, the SC spatial/temporal
DFE and the MC OFDM/DFE per carrier systems achieve the same sum rate.

However, when assuming perfect feedback in the DFE, the user detected last in
each carrier of the MC scheme “sees” an interference-free (clean) channel. Hence,
with respect to the rate of a particular user it is best to detect this user last in
each carrier.2 This user then has a rate as if there were no interference at all.

2In most situations a global sorting in the DFE part of the OFDM scheme is sufficient. Sorting
per carrier offers a higher degree of freedom for rate distribution between the users but does



3.6 Single- vs. Multicarrier Transmission 83

0 0.5 1 1.5 2
0

0.5

1

1.5

2

R1 [bit/use] −→

R
2

[b
it
/u

se
]
−
→

0 0.5 1 1.5 2
0

0.5

1

1.5

2

R1 [bit/use] −→

R
2

[b
it
/u

se
]
−
→

Figure 3.23: Uplink rate regions for exemplary 2 × 2 channel realization with four
taps and equal gain power delay profile. Left: MIMO–DFE (light gray),
MIMO–OFDM (dark gray); Right: MIMO–DFE (light gray), MIMO-
–OFDM (dark gray), MIMO–OFDM with water-filling (black); ZF ap-
proach (solid), MMSE approach (dashed).

Maximum-ratio combining can be used, leading to the maximum SNR among all
receiving strategies [31] and hence to the maximum rate; no further increase is
possible. In particular the feedforward processing in the SC scheme results in lower
SNRs and rates. Hence, the bounds on the maximum individual rates of the users
are lower in the SC scheme compared to the MC scheme (ignoring the loss due
to the guard interval). Consequently, the rate regions of MC schemes are larger
than those of SC schemes. The decoupling of temporal and spatial equalization is
proved to be advantageous over a joint equalization by spatial/temporal DFE, both
in performance and flexibility.

In Fig. 3.23, the achievable rate regions for an exemplary channel realization are
depicted for both single- and multi-carrier transmission. Zero-forcing approaches are
compared to the respective minimum mean-squared error (MMSE) variants. The
advantages of a power allocation according to the water-filling principles can be also
recognized.

Second, we turn to the point-to-multipoint scenarios (downlink), i.e., a broad-
cast channel (BC) is present. Basically, the transmission system for the downlink
(joint transmitter side processing) can be obtained from the uplink system (joint
receiver side processing) by flipping the entire structure. The DFE (either joint
spatial/temporal or per carrier) is now replaced by Tomlinson-Harashima precoding,
the simplest implementation of the optimum philosophy of Costa precoding [23].
When applying the uplink-downlink duality the encoding ordering in THP is the
reversed decoding ordering of DFE, cf. [33] and the channel impulse responses as
well as the temporal processing have to be time-reversed, cf. [8].

Moreover, in contrast to the uplink scenario with a per user power constraint, in
downlink transmission only a total power constraint is active. Hence, the distribution

not offer additional gains in enlarging the rate region.
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Figure 3.24: Downlink rate regions for exemplary 2 × 2 channel realization with
four taps and equal gain power delay profile. Left: MIMO–DFE (light
gray), MIMO–OFDM (dark gray); Right: MIMO–DFE (light gray),
MIMO–OFDM (dark gray), MIMO–OFDM with water-filling (black);
MMSE approach (dashed).

of the sum power on the users is an additional degree of freedom, and the rate region
of the downlink scenario is given by the convex hull over the union of the uplink rate
regions for all admissible power distributions [34]. The dominate face (rate tuples
of maximum sum rate) of the uplink rate region immediately gives the dominate
face of the downlink rate region; hence in the downlink case SC and MC approaches
support the same sum rate. However, as the uplink rate region is larger for the MC
setting, the downlink rate region is also larger for the MC system (OFDM with DFE
per carrier) compared to the SC scheme (joint spatial/temporal DFE). Noteworthy,
both approaches are clearly superior to frequency-division multiplexing in disjoint
frequency bands (orthogonal transmission of the users).

In Fig. 3.24 the respective rate regions are shown for downlink transmission.

3.6.4 Aspects of Channel Coding

The application of channel coding schemes is the most prominent way to increase
power efficiency of a digital transmission systems. When designing coding schemes
for (point-to-point) MIMO OFDM, the particular characteristics of this approach
have to be taken into account.

A stated above, the combination of OFDM and some spatial equalization scheme
per carrier (e.g., DFE) leads to a set of NTD parallel, independent, approximately
AWGN channels, each with its own signal-to-noise ratio. When coding over these
channels, a situation similar to that when transmitting over a flat-fading channel
is present. From information theory it is known, that in principle a single code,
averaging over the fading states is sufficient to approach channel capacity, e.g., [17,
20]. However, using practical codes, the situation changes.

Additionally, it is well known that in OFDM transmission performance of uncoded
transmission can be significantly increased by employing rate and power loading
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utilizing so-called loading algorithms, e.g., [12,24]. However, loading is based on (at
least partial) channel state information (CSI) at the transmitter and hence is not
always applicable. Moreover, loading and channel coding interact and depend on
each other.

It has been shown [3] that bit-interleaved coded modulation (BICM) [21] is a well-
suited solution to improve reliability for highly bandwidth efficient transmission as
long as no rate and power loading is used. Furthermore, large signal constellations
should be avoided, i.e., the rate of the employed channel code has to be selected
carefully and taking the required signal constellation for achieving a certain spectral
efficiency into account (this holds for BICM in general and is not restricted to MIMO
OFDM).

As soon as rate and power loading can be applied, BICM cannot be recommended.
Here, the relevant performance measure is the parallel decoding capacity. Unfortu-
nately, this quantity cannot be (significantly) improved by loading; some power
loading strategies, well-suited for uncoded transmission, even lead to a decrease in
capacity and hence are useless in coded transmission. In contrast to BICM, trellis-
coded modulation (TCM) [32]—due to the uncoded bits—does only provide gains in
combination with rate and power loading. However, neither conventional BICM nor
TCM can achieve convincing performance in MIMO OFDM. Uncoded but loaded
transmission offers already good performance a the price of requiring partial TX
CSI.

When transmitter-side CSI is available, BICM can be improved by adapting the
employed bit interleaver [9,10]. Taking the actual SNRs of the parallel channels and
the used mapping into consideration, a set of equivalent bit levels can be established;
the entire modulation scheme is broken down into its fundamental building blocks.
Based on the capacities of these equivalent binary channels, the interleaver is then
designed such that within the relevant decoding window an optimized (equalized)
metric arrangement is present. Such an interleaver design shows gains over both,
conventional interleaving and BICM with rate and power loading. Concerning CSI,
only the interleaver sequence has to be exchanged between transmitter and receiver
and the additional complexity is almost negligible. Moreover, the capacities of these
equivalent binary channels can also be utilized to perform bit-loading in uncoded
transmission very efficiently, see [12, 13]. Finally, a bit-interleaver design for coded
multicarrier transmission using rate and power loading is also possible using the tool
of equivalent binary channels [14].

3.6.5 Summary

In summary it can be stated that MIMO OFDM is an attractive transmission scheme
for future communication systems. In point-to-point applications, singlecarrier mod-
ulation with joint spatial/temporal DFE performs as good as MIMO OFDM with
suited rate and power loading (uncoded transmission; the losses due to the guard
interval and error propagation in the DFE are ignored). Both approaches offer
the same sum rate. The situation changes when multipoint-to-point or point-to-
multipoint scenarios are considered. Here, the rate region (which is the relevant as-
sessment factor) is always larger for the multicarrier scheme. Moreover, the OFDM
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scheme inherently offers much more flexibility and adaptivity.
However, the advantages of OFDM are paid with the price of increased demands on

the channel coding schemes. Without coding or loading, OFDM exhibits very poor
performance. Rate and power loading requires CSI at the transmitter. Coding over
parallel, independent channel with strongly varying quality is also a challenging task;
the popular approach of bit-interleaved coded modulation gets worse for very large
signal constellations, which, however, are required in MIMO OFDM. Again, having
transmitter-side CSI available, using an adapted interleaver, solves the problem of
coding for MIMO OFDM to a large extent.
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3.7 Successive Bit Loading Concept

H. Rohling, C. Fellenberg, Hamburg University of Techology, Germany

3.7.1 Introduction

The Orthogonal Frequency-Division Multiplexing (OFDM) transmission technique
is mainly applied in multi-path propagation and frequency-selective radio channels,
where each subcarrier has an individual transfer factor Hn. Therefore, the subcarri-
ers can have different bit error probabilities if the same modulation scheme is applied
to all subcarriers.

It is assumed in this section that the subcarrier specific channel transfer factors
Hn are perfectly known at the transmitter side for adaptive modulation purposes.
The radio channel transfer factors Hn are continuously measured by the channel
estimation procedure. The noise random variables Nn are expected to be additive
white Gaussian noise with variance σ2. If all subcarriers are transmitted with the
same normalized transmit power, the subcarrier-specific signal-to-noise ratio (SNRn)
values are calculated in decibel as follows:

SNRn = 10 · log10

|Hn|2

σ2
(3.25)

In this frequency-selective channel, an adaptive modulation technique based on a
bit loading procedure can be applied to improve the system performance. Subcarriers
with a large SNRn can carry more bits than others. That subcarrier which has the
highest SNRn value (Fig. 3.25) will carry the largest number of bits at the end of
the loading procedure.

Figure 3.25: SNR values for each subcarrier in a frequency-selective radio channel

One of the first proposals for bit loading algorithms in OFDM-based transmission
systems was presented in [1], which achieves either maximum capacity or minimum
transmit power. Although this algorithm yields good performance, it is not optimal
in the sense of minimizing the BER. Furthermore, the computation complexity of
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the proposed algorithm is very high. Therefore, in recent years several other bit
loading algorithms have been proposed which have lower complexity, e.g., [3–9].
Most of them are based on a final rate prediction for each subcarrier, followed by an
iterative adjustment to the radio channel conditions.

Alternatively, the proposed bit loading scheme is going to load the bits successively
[1, 7] on a bit by bit basis, while the computation complexity is very low. It is
important to note that this loading procedure directly achieves the minimum BER.

The discussed bit loading algorithm can be considered as a bottom-up procedure
with a stepwise and successive bit-by-bit loading scheme. The loading algorithm
was inspired by and can be compared with the well-known Huffman source coding
scheme [2]. In this case, the source coding scheme also has a successive structure,
which is based on the fact that symbols with the lowest probability will be assigned
to the longest codeword. After each coding step, the successive structure can be
applied in an unchanged form to the remaining set of source symbols.

In comparison to the Huffman source coding algorithm, the proposed bit loading
procedure is based on the fact that the subcarrier with the largest SNRn value
will carry the largest number of bits relative to all other subcarriers. Furthermore,
after each loaded bit, the loading procedure can be applied to the next step in an
unchanged form but for the remaining bits and the remaining SNR values. Selecting
the subcarrier with the lowest BER is equivalent to a maximum search of that
subcarrier with the largest remaining SNR. Therefore, the meaning of remaining
SNR on each subcarrier is very important for the considered loading scheme. It will
be defined and discussed in section 3.7.3.

3.7.2 System Model

An OFDM-based transmission system with N subcarriers is considered. The ra-
dio channel is assumed to be frequency-selective and is modeled by a Wide Sense
Stationary Uncorrelated Scattering (WSSUS) stochastic process. In case of a sin-
gle subcarrier, Fig. 3.26 shows the BER curves for several and different well-known
modulation schemes.

It is important to note that the BER curves are nearly parallel to each other.
Therefore, it is assumed in this paper and for the successive loading algorithm that
the SNR differences between adjacent BER curves are approximately constant in-
dependently of the considered BER. The SNR differences (∆SNR(bn)) between the
adjacent BER curves are summarized in Table 3.1. The variable bn describes the
number of bits which have been loaded so far onto subcarrier n.

Table 3.1: SNR differences (∆SNR(bn)) between adjacent BER curves
bn modulation schemes ∆SNR(bn)

1 BPSK -> QPSK 3 dB
2 QPSK -> 8QAM 4.6 dB
3 8QAM -> 16QAM 2.1 dB
4 16QAM -> 32QAM 3.2 dB
5 32QAM -> 64QAM 2.8 dB
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Figure 3.26: BER curves for a single subcarrier and different modulation schemes in
an uncoded transmission system

For each OFDM symbol a fixed number of bits Btarget is assigned which is the sum
of all bits bn per subcarrier n.

Btarget =
N∑

n=1

bn (3.26)

The proposed bit loading algorithm minimizes the resulting BER, has a successive
structure and an extremely low computational complexity, respectively.

3.7.3 Bit Loading Algorithm

The total number of bits Btarget and the subcarrier-specific SNR values are the input
parameters of the loading algorithm, Fig. 3.27. Additionally, the results of Table 3.1
and the SNR differences (∆SNR(bn)) are used in the following loading procedure.

bit loading algorithm
n

SNR
n

b

target
B

bit loading algorithm
n

SNR
n

b

target
B

Figure 3.27: Overview of bit loading algorithm

The loading procedure is characterized by a successive bit-by-bit loading. The
current status of the loading scheme is described by the number of bits bn which
have been loaded onto the different subcarrier n so far.

The general objective of the successive loading procedure is that in each step,
the next bit should be loaded onto that subcarrier which has the lowest BER. In
the first step and for the first loaded bit, the task to select the subcarrier with the
lowest BER is equivalent with the task to find the subcarrier with the largest SNR.
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However, when the first bit is loaded, the SNR on that subcarrier will be modified.
The remaining SNRn for subcarrier n and loaded bit number bn is denoted by

SNRrem(n, bn). (3.27)

Due to the assumed parallel behavior of the BER curves, this remaining SNR can
be calculated as follows:

SNRrem(n, 1) = SNRrem(n, 0) − 3 dB

SNRrem(n, 2) = SNRrem(n, 1) − 4.6 dB

SNRrem(n, 3) = SNRrem(n, 2) − 2.1 dB

SNRrem(n, 4) = SNRrem(n, 3) − 3.2 dB

SNRrem(n, 5) = SNRrem(n, 4) − 2.8 dB

SNRrem(n, 6) = −∞ (3.28)

With this definition and understanding of remaining SNR values, again the sub-
carrier with the lowest BER is equivalent to the subcarrier with the largest remaining
SNR. Therefore, in each loading step the sequence SNRrem(n, bn), n = 1, · · · , N is
considered and the largest value is selected. In this case, the loaded bit has the
lowest BER due to the following relation:

BER [QPSK(SNRrem(n, 1))] = BER [BPSK(SNRrem(n, 0) − 3 dB]

BER [8QAM(SNRrem(n, 2))] = BER [BPSK(SNRrem(n, 0) − 7.6 dB)]

BER [16QAM(SNRrem(n, 3))] = BER [BPSK(SNRrem(n, 0) − 9.7 dB)]

BER [32QAM(SNRrem(n, 4))] = BER [BPSK(SNRrem(n, 0) − 12.9 dB)]

BER [64QAM(SNRrem(n, 5))] = BER [BPSK(SNRrem(n, 0) − 15.7 dB)]

This set of equations proves the equivalence between minimum BER and max-
imum remaining SNR search. Therefore, independently of how many bits have
already been loaded onto subcarrier n, the remaining SNR value, SNRrem(n, bn), for
subcarrier n can be directly compared with all other remaining SNR values in the
next maximum search.

In a mathematical description, the bit loading procedure can be designed and
explained as follows: The next bit will always be loaded onto that subcarrier which
has the largest SNRrem(n, bn). After the loading decision and subcarrier selection,
the SNR value of this subcarrier will be modified by the SNR differences as shown
in Table 3.1 to get the new remaining SNR value for bn = 1, 2, . . . , 5.

SNRrem(n, bn) = SNRrem(n, bn − 1) − ∆SNR(bn) (3.29)

The successive bit loading scheme has the following recursive structure:
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1. Initialize bn = 0 and SNRrem(n, 0) = SNRn for all n = 1, . . . , N

2. Select that subcarrier which has the largest remaining SNR value
SNRrem(i, bi)

3. Load the next bit onto the selected subcarrier with index i: bi = bi +1

4. Calculate the remaining SNR value SNRrem(i, bi)

SNRrem(i, bi) = SNRrem(i, bi − 1) −

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

3.0 dB, if bi = 1

4.6 dB, if bi = 2

2.1 dB, if bi = 3

3.2 dB, if bi = 4

2.8 dB, if bi = 5

5. Repeat step 2 to 4 until
∑

bn = Btarget

This loading scheme has a pure bottom-up and successive structure. The BER is
minimized and the bit loading procedure results in the number of bits bn loaded onto
subcarrier n. The transmit power is assumed to be identical for each subcarrier.

3.7.4 Results

An OFDM-based transmission system with N = 256 subcarriers is considered. The
radio channel is assumed to be frequency-selective and will be simulated by a WSSUS
model. Three different loading algorithms are analyzed and compared with a non-
adaptive modulation procedure. In addition to the proposed loading algorithm, the
algorithm described in [3] (maximum capacity) and the algorithm described in [4]
(minimum SER) are considered in the simulation.

The resulting BER performance for this bit loading algorithm and for a bandwidth
efficiency of 2 bit/s/Hz in an uncoded system is shown in Fig. 3.28. The transmit
power is assumed to be uniformly distributed over all loaded subcarriers.

In comparison to the non-adaptive modulation scheme, all adaptive bit loading
algorithms achieve tremendous gains. The proposed bit loading procedure has an
advantage of 0.2 dB in SNR compared with the loading scheme described in [4].
The resulting computation complexity of this new bit loading procedure is very low
since only the calculation of SNR differences and some sorting procedures have to
be performed.

Although the described bit loading procedure is optimum in the sense of minimum
BER, the subcarriers will have different bit error probabilities at the end of the load-
ing procedure due to the subcarrier-specific remaining SNR values, SNRrem(n, bn−1).

BERn = BER[BPSK(SNRrem(n, bn − 1))] (3.30)

However, the proposed bit loading algorithm can be extended by an additional
power loading scheme. The objective of the power loading scheme is to have the
same BER on all subcarriers.
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Figure 3.28: BER performance curves for different bit loading schemes in an uncoded
system; bandwidth efficiency = 2 bit/s/Hz

The subcarrier-specific remaining SNR values, SNRrem(n, bn − 1), are considered
for the additional power loading procedure. First, the maximum remaining SNR is
calculated.

SNRrem,max = max
i

(

SNRrem(i, bi − 1)
)

(3.31)

The transmit power of each subcarrier is boosted by a scaling factor an until all
subcarriers have the same BER. The scaling factor an in decibel is determined as
follows:

an = SNRrem,max − SNRrem(n, bn − 1). (3.32)

This power loading procedure is illustrated in Fig. 3.29 and 3.30 as an example
with 10 subcarriers, different remaining SNRrem(n, bn −1) values, and resulting BER
figures, respectively.
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Figure 3.29: Remaining SNRrem(n, bn −1) and resulting BER for a uniform transmit
power distribution

Figure 3.29 shows the resulting BER for each subcarrier if a uniform transmit
power is assumed. The BER can be directly calculated by the subcarrier-specific
remaining SNR value.
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After the bit loading procedure, the transmit power is boosted by the scaling
factor an to get the same BER for each subcarrier. The resulting BER values are
shown in Fig. 3.30.
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Figure 3.30: Subcarrier specific SNRrem(n, bn − 1) with power loading based on the
scaling factor an procedure

In Fig. 3.31, the results of a joint bit and power loading scheme are depicted. A
clear difference in BER performance between the loading algorithms for a bandwidth
efficiency of 2 bit/s/Hz can be observed. The proposed loading procedure has a
0.3 dB better performance compared to the loading scheme described in [4].
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Figure 3.31: BER performance curves for the joint bit and power loading algorithms
in an uncoded system, bandwidth efficiency = 2 bit/s/Hz

3.7.5 Summary

A new successive bit loading algorithm has been proposed which directly minimizes
the resulting BER. Furthermore, this scheme has a very low computational com-
plexity. An important point is the calculation of the remaining SNR. Independently
of how many bits have been already loaded onto the different subcarriers, the values
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of remaining SNR can be directly compared with each other and can be used for a
maximum search.

Therefore, it is possible to assign the next bit to that subcarrier which has the
largest remaining SNR. In this case, the resulting BER is minimized and the pro-
posed loading algorithm shows a difference of 0.2 dB in the BER performance com-
pared with [4]. This is a small difference in system performance, but the computa-
tional complexity of this loading scheme is very low. In each step of the bit loading
procedure, a single difference must be calculated and a maximum search is necessary.

This bit loading scheme can be extended by an additional power loading proce-
dure based on the introduced logarithmic scaling factor an. In this way, the BER
performance is improved by 0.3 dB.
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3.8 Adaptive Transmission Techniques

A. Czylwik, University of Duisburg-Essen, Germany

3.8.1 Introduction

The concept of adaptive modulation and coding is very well established for twisted
pair communications. The corresponding method is discrete multitone transmission,
see, e.g., [1]. In DMT, different modulation schemes with different bandwidth ef-
ficiencies are used in order to most efficiently transmit via the frequency-selective
twisted pair channel. The process of distribution of information on the different
subcarriers is called bit-loading, where the optimum bitloading method is described
in [2]. The information bits are distributed in a way that the bit error probabilities
are as small as possible and almost equal for each subcarrier.

In principle, this concept can also be applied for transmission via multipath radio
channels. Besides the aspect that DMT transmission is a baseband concept, the only
fundamental difference is the time variance of the radio channel. Therefore, it has
been proposed to use adaptive modulation techniques also for radio communications
[3].

Because of small-scale fading, the capacity of time-variant radio channels varies
also with time. For strong multipath propagation it can be assumed that each
subcarrier shows approximately Rayleigh fading statistics. The correlation between
fading of subchannels decreases with increasing frequency separation. Thus, for a
broadband channel these fluctuations cancel out partly so that the fluctuations of
the overall broadband channel are reduced. It has been shown in [4], [5] that the
remaining fluctuations of the channel capacity depend on the relation between avail-
able bandwidth and coherence bandwidth of the channel. For a system bandwidth
significantly larger than the coherence bandwidth of the channel, the remaining
fluctuations are proportional to the square root of the system bandwidth.

In case of time-variant channels with corresponding time-variant capacity, two
different adaptation concepts can be applied. One possibility is to keep the trans-
mission quality (bit error probability) constant and let the data rate fluctuate. The
other possibility is to keep the data rate constant and let the transmission quality
fluctuate. Since most transmission services require a piecewise constant data rate
corresponding to a given transmission frame, only the case of constant data rate and
fluctuating bit error probability is considered in the following. An overview about
adaptive multicarrier modulation can be found in [6].

3.8.2 Adaptive Modulation and Coding

For single input single output (SISO) systems, by adaptive modulation a substantial
gain compared with fixed modulation can be obtained. Simulation results show
that performance gains of up to 12 dB can be achieved. If adaptive modulation is
utilized, additional adaptive coding does not yield significant improvements, since by
adaptive modulation the bit error probabilities for all subcarriers are approximately
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equalized. Therefore, forward error correction coding needs not to be adapted to
the slightly different performances of subchannels.

3.8.3 Adaptive MIMO Transmission

Using multiple antennas on both sides of the radio link is an efficient method to
increase the achievable data rate. A combination of OFDM and MIMO transmission
has the advantage that MIMO techniques can be directly applied on frequency-flat
subchannels. No simultaneous equalization and MIMO processing is necessary.

A first step towards adaptive MIMO transmission can be done by selecting a
specific MIMO transmission method and adapting the modulation scheme. In [7]
eigenmode transmission has been investigated as a fixed MIMO scheme. Since eigen-
mode transmission divides the MIMO channel into independent parallel channels,
the eigenmodes can be used to create a second dimension of transmission channels
in addition to the dimension of the frequency domain subchannels of OFDM. There-
fore, bit-loading bit loading can be done with respect to both dimensions: OFDM
subchannels and MIMO eigenmodes. It has been shown that for realistic channel
conditions, the strongest eigenmodes exhibit the largest channel capacity, so that,
for example, it is sufficient to distribute the information bits on the two strongest
eigenmodes and neglect the others. An example for adaptive eigenmode transmis-
sion via a 4 × 4 MIMO picocell channel is shown in Fig. 3.32. It can be observed
that the performance cannot be improved when distributing bits versus more than
the two strongest eigenmodes.
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Figure 3.32: Bit error ratio (BER) performance with adaptive bit allocation over
eigenmodes and subcarriers for a 4 × 4 MIMO picocell channel.

A more elaborate method of adapting the MIMO method is to combine different
MIMO transmission methods by selecting that method which shows the best perfor-
mance in the given transmission scenario. In general, there are three fundamental
methods to use the MIMO concept in mobile radio communications.

• If the transmission channel shows poor quality (e.g. in case if transmitter and
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receiver are far away from each other), diversity concepts can be used to reduce
error probabilities while transmitting with small data rates.

• If the channel is in good condition (including sufficient scattering), spatial
multiplexing may be used to increase data rates.

• Finally, if the channel is in a quite good condition, but there is severe co-
channel interference, multiple antennas may be used for beamforming in order
to suppress the interference.

A criterion has to be elaborated which tells the system when to switch between
the different MIMO transmission modes. A simple and very practical method for
choosing the MIMO method is the exponential effective SNR mapping (EESM) ap-
proach [8] which has been originally developed for non-adaptive SISO-OFDM trans-
mission. The EESM approach maps the N subcarrier SNRs γk at the receiver in
case of a frequency-selective channel to an effective SNR γeff :

γeff = −β ln

(

1

N

N∑

k=1

e−
γk
β

)

(3.33)

The effective SNR γeff is calculated in such a way that the bit error ratio (BER)
of the OFDM system with the frequency-selective channel equals the BER of a
frequency-flat AWGN channel with the SNR γeff . Therefore, the EESM method
maps the performance of a frequency-selective channel to single value which is used
as an interface between link and system level simulations. The EESM method can
be extended to adaptively bit-loaded OFDM transmission systems with convolu-
tional coding and soft decision decoding [9]. Furthermore, it can also be efficiently
adapted to different MIMO schemes: In [10] the EESM approach is extended to
space-frequency coding as well as spatial multiplexing.

The performance of adaptive MIMO transmission with bit interleaved convolu-
tionally coded modulation has been analyzed in [11] and [12]. In Figs. 3.33 and 3.34
different adaptive 2 × 2 MIMO-OFDM techniques are compared with the average
normalized channel capacity C/B:

• Spatial multiplexing (SM) with VBLAST detection and per antenna rate con-
trol (PARC) and fixed modulation on all subcarriers.

• Transmit diversity realized by rate 1 space-frequency coding (SFC) with fixed
modulation on all subcarriers.

• Adaptive MIMO transmission (switching between SM and SFC) with fixed
modulation on all subcarriers.

• Adaptive MIMO transmission (switching between SM and SFC) with opti-
mized bit-loading.

The MIMO schemes are adapted for each OFDM block (symbol) - this means that
for all subcarriers the same MIMO scheme is used. Obviously, for a multipath-rich
channel and high SNR values (see Fig. 3.33) spatial multiplexing results in a higher



3.8 Adaptive Transmission Techniques 101

information rate. In case of a channel with a small amount of propagation paths and
large spatial correlation, space-frequency coding clearly outperforms spatial multi-
plexing. Adaptive MIMO transmission shows a performance at least as good as SM
or SFC. It can be observed that – independent of the channel – bit-loading results
in an additional performance gain.
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Figure 3.33: Comparison of adaptive MIMO transmission methods with fixed MIMO
transmission. [12]. Channel type I: multipath-rich MIMO channel with
low spatial correlation.
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Figure 3.34: Comparison of adaptive MIMO transmission methods with fixed MIMO
transmission. [12]. Channel type II: MIMO channel with a small
amount of multipath contributions and large spatial correlation.
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3.8.4 Signaling of the Bit Allocation Table

For a system with adaptive modulation, the use of different modulation schemes for
the individual subcarriers is summarized in a so-called bit allocation table (BAT).
The information of the BAT has to be synchronized between transmitter and re-
ceiver. A simple straight-forward solution of this synchronization is described in
the following for a time division duplex system (TDD): The transmitter selects the
modulation schemes based on its channel measurements carried out in the reverse
link. Together with the payload data the transmitter transmits also the BAT via
a signaling channel so that the receiver can use the same BAT. In order to reduce
the signaling overhead, adjacent subcarriers can be grouped together so that the
same modulation scheme is used for each group of subcarriers. Assuming that the
total number of available data subcarriers is NDSC, by grouping pairs/triplets of
subcarriers the number of subcarrier groups is NDSC/2 and NDSC/3, respectively.

On the other hand, if subcarriers are grouped, the adaptation of modulation
schemes becomes less flexible so that a degradation of the bit error probability
results (see Fig. 3.35) [13].
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Figure 3.35: BER for different subband group sizes.

For a system with 64 subcarriers, NDSC = 48 data subcarriers and five modulation
schemes (no modulation, BPSK, QSPK, 16-QAM and 64-QAM) the required amount
of signaling is investigated. The channel is modeled as a Rayleigh fading channel
with Jakes’ Doppler spectrum and AWGN. It is assumed that blocks of 10 OFDM
data symbols are transmitted. The number of signaling bits depends on the coding
scheme and is shown in Fig. 3.36:

• In a trivial coding method, 3 bits are needed to select one out of 5 modulation
schemes (⇒ 3 × 48 = 144 bit/frame – curve 1).
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• Combining pairs of subcarriers and encoding the corresponding 52 = 25 alter-
natives jointly by 5 bits (⇒ 5 × 24 = 120 bit/frame – curve 2).

• For triplets of subcarriers, the lower bound of signaling overhead when com-
bining multiple subcarriers is almost reached: Corresponding 53 = 125 alter-
natives can be encoded jointly by 7 signaling bits (curve 3). (⇒ 7 × 16 = 112
bit/frame – curve 3).

• If Huffman coding is used, the signaling overhead can be further reduced. With
Huffman coding the average codeword length becomes random with an average
of 1.811 bit per subcarrier and transmission frame. (⇒ 1.811 × 48 = 86.9
bit/frame – curve 4).

• A further reduction of the signaling overhead is achieved by using state-
dependent Huffman encoding, which takes advantage from the correlation
of BATs between subsequent transmission frames. In average, the signal-
ing overhead is reduced to 1.068 bit per subcarrier and transmission frame.
(⇒ 1.068 × 48 = 51.3 bit/frame – curve 5).

• Using state-dependent Huffman coding not only with respect to time but also
with respect to frequency yields an average signaling overhead of 0.56 bit per
subcarrier and transmission frame. (⇒ 0.56 × 48 = 26.9 bit/frame – curve 6).

• When grouping pairs of subcarriers and using the same modulation scheme for
these pairs, the signaling overhead is approximately halved. The lower bound
corresponding to curve 3 is shown in curve 7.

• Grouping pairs of subcarriers and using state-dependent Huffman coding which
utilizes the correlation of modulation schemes in subsequent transmission frames,
results in curve 8.

• Grouping pairs of subcarriers and using state-dependent Huffman coding to
jointly take into account the correlation in time and frequency domain, yields
curve 9.

These simple source encoding approaches of the signaling information shows that the
amount of signaling information can be reduced dramatically when the correlation
of the signaling information is utilized.

3.8.5 Automatic Modulation Classification

Instead of transmitting the BAT by signaling channels in a more or less efficiently
encoded way, an alternative approach is to blindly estimate the BAT at the receiver
[14]. Blind estimation of the BAT completely avoids any signaling overhead and is
therefore very attractive for a system with adaptive modulation.

For several decades, automatic modulation classification algorithms have been
mainly investigated for military applications with a focus to distinguish between
different modulation types – however, in this application field the classification of
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Figure 3.36: Cumulative distribution function of the signaling-to-data-bit ratio
(SDBR).

different digital QAM schemes has not been considered. There are only a few con-
tributions which discussed the application in adaptive OFDM systems [15–17].

Three different types of information which are available at the receiver, can be
used for the BAT estimation process:

• The received complex symbols are created by scaling and rotating one of the
known QAM constellation diagrams. From observing the received noisy com-
plex symbols, the constellation diagram can be estimated.

• For a TDD-based system, the approximate reciprocity between the uplink and
the downlink channel can be exploited. In case of ideal reciprocity and no
channel estimation error, transmitter and receiver could carry out the same
bit loading algorithm so that they independently find the same BAT.

• A given service is usually frame-oriented so that the number of data bits per
transmission frame is fixed and known at the receiver.

In [14, 18, 19] optimized classification algorithms have been studied intensively.
Maximizing the likelihood function of the received symbols with respect to all hy-
potheses of possible modulation schemes results in a classifier which does not take
into account the approximate reciprocity of the channel. An improved classifier
based on a maximum-a-posteriori approach is derived in [19]. It takes into account
the strong correlation of channel transfer functions in the uplink and the downlink.
Furthermore, an approximate maximum a-posteriori classifier with significantly less
computational effort is proposed in [18]. In Fig. 3.37 corresponding simulation re-
sults show the probability of incorrect classifications. In addition Fig. 3.38 shows
the resulting packet error probability (PER) if blind modulation classification is
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used. Obviously, using the approximate maximum-a-posteriori (AMAP) approach
shows only a small degradation compared with adaptive modulation and perfect
BAT knowledge. If the length of the transmission frame is larger, a further reduced
degradation can be observed.
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Figure 3.37: Probability of incorrect classifications of the BAT for different auto-
matic modulation classification algorithms: ML = maximum likeli-
hood approach, MAP = maximum-a-posteriori approach, AMAP =
approximated maximum-a-posteriori approach. Parameters: FFT size
N = 64, guard interval Ng = 16, bandwidth B = 20 MHz, band-
width efficiencies: 0, 1, 2, 4, 6 bit/symbol, average bandwidth effi-
ciency: 4 bit/symbol, pairs of subcarriers are grouped, frame length:
K = 10 OFDM symbols ⇒ modulation classifications are based on
20 received symbols, channel model: IEEE 802.11a indoor with delay
spread τds = 100 ns and Doppler frequency fdop = 10 Hz.

3.8.6 Summary

The capacity of an OFDM mobile radio link can be significantly increased using
adaptive transmission techniques. For SISO systems, adaptive modulation can be
utilized in order to adapt the transmission scheme to the radio channel as good as
possible. In case of systems with multiple antennas, in addition to the modulation
scheme also the MIMO scheme can be adapted to the radio channel.

The main drawback of adaptive modulation is that requires synchronization be-
tween transmitter and receiver with respect to the modulation scheme. If signaling
is used for synchronization, the amount of signaling can be significantly reduced by
using simple source coding concepts. As a very interesting alternative, synchroniza-
tion can be realized by blind estimation of modulation schemes at the receiver, so
that no signaling at all is necessary.
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eters see Fig. 3.37).
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4 System Level Aspects for Single
Cell Scenarios

4.1 Efficient Analysis of OFDM Channels

N. Grip, Luleå University of Technology, Sweden
G. E. Pfander, Jacobs University Bremen, Germany

4.1.1 Introduction

Narrowband finite lifelength systems such as wireless communications can be well
modeled by smooth and compactly supported spreading functions. We show how
to exploit this fact to derive a fast algorithm for computing the matrix represen-
tation of such operators with respect to well time-frequency localized Gabor bases
(such as pulse shaped OFDM bases). Hereby we use a minimum of approximations,
simplifications, and assumptions on the channel.

The derived algorithm and software can be used, for example, for comparing how
different system settings and pulse shapes affect the diagonalization properties of an
OFDM system acting on a given channel.

4.1.2 The Channel Matrix G

A Gabor (or Weyl-Heisenberg) system with window g and lattice constants a and b
is the sequence (gq,r)q,r∈Z

of translated and modulated functions

gq,r
def
= TraMqbg

def
= ei2πqb(x−ra)g(x − ra).

For OFDM communications applications, information is stored in the coefficients of
the transmitted signal s =

∑
q,r∈Z cq,rgq,r. In order to guarantee that the coefficients

can be recovered from s in a numerically stable way, s and its coefficients should
be equivalent in the sense that for some nonzero and finite A, B independent of

s, A ‖s‖2 ≤ ‖c‖2 ≤ B ‖s‖2 with ‖c‖2 def
=
∑

q,r |cq,r|
2 and ‖s‖2 def

=
∫
R |s(t)|2 dt. This

means that the sequence of functions (gq,r)q,r∈Z
is a Riesz basis for the function space

L2(R) of square integrable functions. This guarantees the existence of a dual basis
(g̃q,r) that also is a Gabor basis. Such bases are also called biorthogonal, or, in the
special case g̃ = g (or equivalently A = B = 1 [4]), orthonormal.

In communications applications, s is sent through a channel with linear channel
operator H . With ∗ notation for complex conjugate, the receiver typically tries

to reconstruct the transmitted coefficients cq,r = 〈s, g̃q,r〉
def
=
∫
R s(t)g̃∗

q,r(t) from the
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received signal Hs using some (possibly other) Gabor Riesz basis (γq′,r′). A standard
Riesz basis series expansion [4, 6] with this basis gives

Hs =
∑

q′,r′∈Z

〈Hs, γq′,r′〉 γ̃q′,r′ =
∑

q′,r′∈Z

〈
H
∑

q,r∈Z

cq,rgq,r , γq′,r′

〉
γ̃q′,r′

=
∑

q′,r′∈Z

⎛
⎝ ∑

q,r∈Z

cq,r 〈Hgq,r, γq′,r′〉

⎞
⎠ γ̃q′,r′, =

∑

q′,r′∈Z

(Gc)q′,r′ γ̃q′,r′,

where G is the coefficient mapping (cq,r)q,r �→
(∑

q,r∈Z cq,r 〈Hgq,r, γq′,r′〉
)

q′,r′

with

biinfinite matrix representation (the channel matrix)

Gq′,r′;q,r = 〈Hgq,r, γq′,r′〉 ,

and with indices (q′, r′) and (q, r) for rows and columns respectively. The matrix
elements are usually called intercarrier interference (ICI) for p = p′ and q �= q′.
Similarly, the matrix elements are called intersymbol interference (ISI) when p �=
p′. Recovering the transmitted coefficients corresponds to inverting G, which is
unreasonably time-consuming unless g and γ can be chosen so that G is diagonal or
at least has fast off-diagonal decay.

We call H time-invariant if it commutes with the time-shift operator Tt0
f(t) =

f(t − t0) for any t0, that is, if Tt0
H = HTt0

. Linear and time-invariant H are convo-
lution operators, for which it is well-known that the family of complex exponentials
ei2πξt are “eigenfunctions” in the sense that for the restriction of such functions to
an interval [0, L], that is, s(·) = ei2π〈ξ,·〉χ[0,L](·), there is some complex scalar λξ such
that if h lives on [0, Lh], then Hs = λξs in the interval [Lh, L]. Thus G can easily be
diagonalized by using Gabor windows g = χ[0,L], γ = χ[Lh,L] and lattice constants
such that the resulting Gabor systems (gk,l) and (γk,l) are biorthogonal bases [6].
This trick is used in wireline communications, where the smaller support of γ is
obtained by removing a guard interval (often called cyclic prefix) from g. See, for
example, [4, Section 2.3] for more details and further references.

In wireless communications, due to reflections on different structures in the envi-
ronment, the transmitted signal reaches the receiver via a possibly infinite number
of different wave propagation paths. Because of the highly time varying nature of
this setup of paths and the corresponding channel operator, we can at most hope
for approximate diagonalization of the channel operator. In fact, two different time-
varying operators do in general not commute, so both cannot be diagonalized with
the same choice of bases. Thus, diagonalization is usually only possible in the fol-
lowing sense: Typically, (Hgq,r) is a finite and linearly independent sequence, and

thus a Riesz basis with some dual basis
(
H̃gq,r

)
, so for true diagonalization of G, we

would have to set γq′,r′ = H̃gq,r, but then γq′,r′ would typically not be a Gabor basis
or have any other simple structure that enables efficient computation of all γq′,r′

and all the diagonal elements 〈Hgq,r, γq′,r′〉. Hence, for computational complexity
to meet practical restrictions we have to settle for “almost dual” Gabor bases (gq,r)
and (γq′,r′), such as the Gabor bases proposed in [7]. We are primarily interested in
bases that are good candidates for providing low intersymbol and interchannel in-
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terference (ISI and ICI). As proposed in [7], we expect excellent joint time-frequency
concentration of g and γ to be the most important requirement for achieving that
goal.

For such g and γ we propose a fast algorithm for computing G in Section 4.1.4,
based on a channel operator model described in Section 4.1.3. Our model is de-
terministic, so a typical example use is in coverage predictions for radio network
planning [1, Section 3.1.3]. The algorithm computes the ISI and ICI dependence on,
for example, pulse shaping and threshold choices from input data. It depends on
describing a particular channel, that we assume to be known, for example, from mea-
surements or computed from ray tracing, finite element or finite difference methods
(described with more references in [1]). Moreover, the performance of a communica-
tion system is usually evaluated by means of extensive Monte-Carlo simulations [1],
which also might be a potential future application where fast algorithms are required.

4.1.3 Common Channel Operator Models

The channel operator H maps an input signal s to a weighted superposition of time
and frequency shifts of s:

Hs(·) =
∫

K×[A,∞)
SH(ν, t) ei2πν(t−t0)s( · − t) d(ν, t) , K compact.

This standard model is usually formulated for so-called Hilbert–Schmidt operators
with the spreading function SH in the space L2 of square integrable functions (e.g.,
in [8,9]) or for SH in some subspace of the tempered distributions S ′ (e.g., in [10,12]).
The weakest such assumption is that SH ∈ S ′, which restricts the input signal s to
be a Schwartz class function.

Alternatively, one can assume s to be in the Wiener amalgam space W (A, l1) = S0

(also named the Feichtinger algebra), which consists of all continuous f : R → C for

which (with ‖g‖1

def
=
∫
R |g(x)| dx and ̂ denoting Fourier transform)

∑

n∈Z

‖(f(·)ψ(· − n))̂‖1 < ∞

for some compactly supported1 ψ having integrable Fourier transform and satisfying∑
n∈Z ψ(x − n) = 1. We write S ′

0 for the space of linear bounded functionals on S0.
S0 is also a so-called modulation space, described at more depth and with notation
S0 = M1,1 = M1 and S ′

0 = M∞,∞ = M∞ in [3, 6].
Since the space S ′

0(R × R) includes Dirac delta distributions, this model includes
important idealized borderline cases such as the following:

Line-of-sight path transmission: SH = aδν0,t0
, a Dirac distribution at (ν0, t0)

representing a time- and Doppler-shift with attenuation a.

Time-invariant systems: SH(ν, t) = h(t)δ0(ν).

Moreover, S ′
0 excludes derivatives of Dirac distributions, corresponding to complex-

valued Hs with no physical meaning [11, Sec. 3.1.1]. Further, S0 is the smallest

1A function is said to have compact support if it vanishes outside some finite length interval.
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Banach space of test functions with some useful properties like invariance under time-
frequency shifts [6, p. 253], thus allowing for time-frequency analysis on its dual S ′

0

which is, in that particular sense, the largest possible Banach space of tempered
distributions that is useful for time-frequency analysis. One more motivation for
considering spreading functions in S ′

0 is that Hilbert–Schmidt operators are compact,
hence, they exclude both invertible operators (including line-of-sight channels) and
small perturbations of invertible operators, which are useful in the theory of radar
identification and in some mobile communication applications. For results using a
Banach space setup, see for example [9, 12].

Nevertheless, for narrowband finite lifelength channels such as those typical for
radio communications, all analysis can be restricted to the time window and fre-
quency band of interest. We show in [5] that the full system behavior within this
time-frequency window can be modeled with an infinitely many times differentiable
spreading function SH(ν, t) that vanishes for frequencies ν outside some finite inter-
val and which has subexponential decay as a function of t. That a function f has
subexponential decay means that for 0 < ε < 1 there is some Cε > 0 such that

|f(x)| ≤ Cεe
−|x|1−ε

for all x ∈ R.

Hence we can with negligible errors also do a smooth cutoff to a compactly supported
and infinitely many times differentiable spreading function. A big advantage of this
Hilbert–Schmidt model is that Fourier analysis can be applied without the need of
deviating into distribution theory.

4.1.4 Computing the Channel Matrix G

For ǫ > 0 we define the ǫ-essential support of a bounded continuous function f : R →
C to be the closure of the set {x : |f(x)| ≥ ǫ · maxx |f(x)| }. For communications
applications with Q carrier frequencies, at least Q samples of every received symbol
are needed in the receiver. Thus a hasty and naive approach to computing the
matrix elements could start with a Q × Q matrix representation of H for computing
the samples of Hgq,r. If up to R neighboring transmission symbols have overlapping
ǫ-essential support, then we need to compute (RQ)2 matrix elements 〈Hgq,r, γq′,r′〉,
which, with this approach, would require R2 · O(Q5) arithmetic operations with Q
typically being at least of the size 256–1024 in radio communications, and with R = 4
for ǫ = 10−6 and the optimally well-localized Gaussian windows that we have used
for the applications described in [5]. This is a quite demanding task, so therefore
more efficient formulas and algorithms were derived in [5] for the Hilbert–Schmidt

channel models described in last section. With notation IC,B
def
=
[
C − B

2
, C + B

2

]
,

the resulting model is based on the following assumptions about compact supports
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and index sets for the involved functions:

supp ĝ ⊆IΩc,Ω, Tg
def
= 1

Ω
, Tγ

def
= 1

Ω+ω
,

supp SH ⊆Iωc,ω × IC,L, supp Ĥg ⊆ supp γ̂ ⊆ IΩc+ωc,Ω+ω,

K, M ⊂Z, |K| < ∞, |M| < ∞ and

g(mTg) =γ(kTγ) = (Hg)(kTγ) = 0 for k ∈ Z \ K and m ∈ Z \ M.

The analysis takes place in an interval IC0+t0,L0
containing the support of all per-

turbed basis functions Hgq,r. We refer to [5] for details, but in short, the algorithm

is based on a smooth truncation of ŜH(ν, ·) to a band of width 1/T ′′ containing the
full transmission frequency band, in which SH(ν, ·) can be fully represented by sam-
ple values Sn,p, from which the spreading function Sq

H experienced by the functions
(gq,r)r can be computed:

Ŝq
H(·, t)(t0) = ω0T

′′χIC0,L0
(t − t0)

∑

p∈P

ei2πΩc,q(t−pT ′′) sincΩ(t − pT ′′)×

×
∑

n∈N

Sn,pe
i2π

t−t0−pT ′′

L0 , (4.2)

with Ωc,q being the centerpoint of the support of ĝq,r and sincΩ(x)
def
= sin(πΩx)

πx
ex-

tended continuously to R. Using (4.2), we can compute the samples (Hgq,r)(kTγ) =
Tg
∑

m∈Z f(mTg) (Sq
H(·, kTγ − mTg))̂(−mTg) and finally the matrix element

〈Hgq,r, γq′,r′〉 using the formula

〈u, v〉L2(R) = T
∑

k∈Iu

u(kT )vbpf(kT )

for functions with supports

supp û ⊆ ICu,B, supp v̂ ⊆ ICv ,B, ICuv ,Buv

def
= ICu,B ∩ ICv,B �= ∅, T = 1

B

and with vbpf being defined by its Fourier transform v̂bpf(ξ)
def
= v̂(ξ)χICuv,Buv

(ξ).

As explained in [5], this way the full matrix G can be computed in R2 ·O(M2 ·Q2)

arithmetic operations with M
def
= |M|, which can be compared to the R2 · O(Q5)

operations of the more naive and straightforward matrix computation approach
described above.

Bibliography

[1] E. Bonek, H. Asplund, C. Brennan, C. Bergljung, P. Cullen, D. Didascalou,
P. C.F. Eggers, J. Fernandes, C. Grangeat, R. Heddergott, P. Karlsson, R.
Kattenbach, M. B. Knudsen, P. E. Mogensen, A. F. Molisch, B. Olsson, J.
Pamp, G. F. Pedersen, I. Pedersen, M. Steinbauer, M. Weckerle, and T. Zwick,
Antennas and Propagation, chapter 3, pages 77–306, John Wiley & Sons, 2001.



114 4 System Level Aspects for Single Cell Scenarios

[2] B. Delyon and A. Juditsky, “On minimax wavelet estimators,” Appl. Comput.
Harmon. Anal., 3(3):215–228, 1996.

[3] H. G. Feichtinger and G. Zimmermann, “A Banach space of
test functions for Gabor analysis,” in Hans G. Feichtinger and
Thomas Strohmer, editors, Gabor Analysis and Algorithms, chap-
ter 3, pages 123–170. Birkhäuser, Boston, MA, USA, 1998. WWW:
http://www.uni-hohenheim.de/∼gzim/Publications/bsotffga.pdf.

[4] N. Grip, Wavelet and Gabor Frames and Bases: Approximation, Sampling and
Applications, Doctoral thesis 2002:49, Luleå University of Technology, SE-971
87 Luleå, 2002, WWW: http://pure.ltu.se/ws/fbspretrieve/1334581.

[5] N. Grip and G. Pfander, “A discrete model for the efficient anal-
ysis of time-varying narrowband communication channels,” Mul-
tidim. Syst. Sign. Process., 19(1):3–40, March 2008. WWW:
http://pure.ltu.se/ws/fbspretrieve/1329566.

[6] K. Gröchenig, Foundations of Time-Frequency Analysis, Birkhäuser, 2000.

[7] G. Matz, D. Schafhuber, K. Gröchenig, M. Hartmann, and F. Hlawatsch, “Anal-
ysis, optimization, and implementation of low-interference wireless multicarrier
systems,” IEEE Trans. Wireless Comm., 6(5):1921–1931, May 2007. WWW:
http://ibb.gsf.de/homepage/karlheinz.groechenig/preprints/matz_twc05.pdf.

[8] G. Matz and F. Hlawatsch, “Time-frequency transfer function calculus (sym-
bolic calculus) of linear time-varying systems (linear operators) based on a gen-
eralized underspread theory,” J. Math. Phys., 39(8):4041–4070, August 1998,
(Special issue on Wavelet and Time-Frequency Analysis.)

[9] G. E. Pfander and D. F. Walnut, “Measurement of
time-variant linear channels,” IEEE Trans. Inform. The-
ory, 52(11):4808–4820, November 2006, WWW: 5
http://www.math.jacobs-university.de/pfander/pubs/timevariant.pdf.

[10] G. E. Pfander and D. F. Walnut, “Operator identification and Feichtinger’s al-
gebra,” Sampl. Theory Signal Image Process, 5(2):183–200, May 2006, WWW:
http://www.math.jacobs-university.de/pfander/pubs/operatoridentfei.pdf.

[11] S. Rickard, Time-frequency and time-scale representations of doubly spread
channels, Ph.D. dissertation, Princeton University, November 2003. WWW:
http://sparse.ucd.ie/publications/rickard03time-frequency.pdf.

[12] T. Strohmer, “Pseudodifferential operators and Ba-
nach algebras in mobile communications,” Appl. Com-
put. Harmon. Anal., 20(2):237–249, March 2006, WWW:
http:///www.math.ucdavis.edu/∼strohmer/papers/2005/pseudodiff.pdf.



4.2 Generic Description of a Link 115

4.2 Generic Description of a

MIMO-OFDM-Radio-Transmission-Link

R. Amling, V. Kühn, University of Rostock, Germany

4.2.1 Introduction

As more and more mobile devices are supporting multiple air interfaces it is necessary
to choose the best radio access system for a requested service. Therefore, several
quality parameters are needed to accomplish an automatic selection of the optimal
access network. In order to prevent mobile devices from complex calculations a
generic model is regarded to be useful. This model should allow the prediction of
important parameters like error rate, data rate and latency as reliably as possible
based on a usually imperfect channel estimation and related system parameters.

The focus of this project is the analysis of a multiple-input multiple-output (MIMO)
link in combination with orthogonal frequency-division multiplexing (OFDM). Chan-
nel coding, interleaving and further system parameters have been taken from the
LTE-specifications. As the first half of the project time has elapsed, this summary
presents only the results of a coded single-input single-output (SISO) OFDM system.

4.2.2 System Model
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Figure 4.1: System model of MIMO-OFDM link

A typical OFDM link as depicted in Fig. 4.1 is considered. The binary information
sequence d ǫ{0, 1}Nd×1 is encoded using one of the following three forward error
correction schemes [1–3].

Code 1: convolutional code, constraint length Lc = 3, code rate Rc = 1
2
, generators

G = [7; 5]8

Code 2: convolutional code, constraint length Lc = 9, code rate Rc = 1
2
, generators

G = [561; 715]8
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Code 3: parallel turbo code, constraint length Lc = 4, code rate Rc = 1
3
, generators

G = [13; 15]8

After encoding, a random bit interleaver is employed. The encoded and interleaved
binary sequence b ǫ{0, 1}Nb×1 is mapped onto M-QAM symbols a with constellation
sizes M = {4, 16, 64}, using binary reflected Gray mapping [4, 5].

According to the LTE specifications [6], the OFDM symbol can consist of Nc = 256
subcarriers and a guard interval whose length NG is 20% of the core OFDM symbol.
The corresponding sequence x is transmitted over a block fading channel whose
impulse response has a length Nh ∈ {2, 10, 20}. Its coefficients are i.i.d. complex
Gaussian distributed random variables with zero mean and variance 1/Nh. The
additive noise is assumed to be white and Gaussian with n ∼ N (0, σ2

N).

A major advantage of OFDM is the very efficient equalization of the received signal
y due to frequency nonselective conditions on each subcarrier. The demodulation
block provides LLRs b̃ of each code bit which are de-interleaved and decoded by
a conventional Viterbi algorithm. As no iterative turbo detection is performed,
this approach is termed bit-interleaved coded modulation with parallel decoding
(BICM-PD) [5]. The estimated information word is denoted by d̂ ǫ{0, 1}Nd×1.

For channel estimation, a typical OFDM pilot symbol based approach is applied.
In the simulations, NP = 2 OFDM pilot symbols with unit power are inserted in
front of each OFDM frame. At the receiver, the estimation of the channel transfer
function is improved by a noise reduction approach exploiting the fact that the
channel impulse response does not exceed the guard interval [7,8]. This leads to the
estimated channel coefficient Ĥk = Hk + ΔHk on subcarrier k with a variance of

σ2
H =

σ2
N

NP

·
NG

Nc

. (4.3)

4.2.3 Performance Analysis

In order to develop a feasible generic model, the achievable bit error rate (BER)
for a fixed channel and a given signal to noise ratio (SNR) have been determined
by simulations for different channel models, modulation and coding schemes. The
channel capacity was chosen as an intermediate parameter representing the channel
transfer function and the SNR by a single value. As will be shown later, this mapping
is not bijective but allows a tight prediction of the BER.

For subcarrier k and a perfectly known channel coefficient Hk at the receiver, the
link capacity for a discrete input alphabet X and a continuous output set Y is

Ck = I(X; Y | Hk) =
∑

x∈X

Pr{x}
∫

Y

p(y | x, Hk) · log2

p(y | x, Hk)

p(y | Hk)
dy . (4.4)

Since BICM-PD is employed, the capacity Ck in (4.4) cannot be achieved. Instead,
the bit-level capacities Cbl

k,μ for bit-level μ, μ = 0, 1, . . . , m − 1, with m = log2 M
as introduced in [5] have to be determined. This can be accomplished by applying
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the chain rule of mutual information

Ck = I(b0, b1, . . . , bm−1; Y | Hk)

= I(b0; Y | Hk) + I(b1; Y | b0, Hk) + . . . + (4.5)

+ I(bm−1; Y | b0, b1, . . . , bm−2, Hk) .

Neglecting the constraint of known bit-levels leads to a reduction of the mutual
information in (4.4) and the capacity for parallel decoding becomes

Cpd
k = I(b0; Y | Hk) + I(b1; Y | Hk) + . . . + I(bm−1; Y | Hk) =

m−1∑

μ=0

Cbl
k,μ < Ck . (4.6)

Finally, the average parallel-decoding capacity for an OFDM symbol with Nc

subcarriers and m bit-levels becomes

Cpd =
1

Nc

Nc∑

k=1

Cpd
k =

1

Nc

Nc∑

k=1

m−1∑

μ=0

Cbl
k,μ . (4.7)

In order to infer from the bit-level capacities to the BER, simulations have been
performed for different channel realizations, codes and modulation schemes. As an
example, Fig. 4.2 illustrates the obtained results for a 16-QAM and all considered
channel impulse response lengths with uniform power delay profile.
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Figure 4.2: Simulation results (gray), generated models (black) and for different FEC
codes and 16-QAM

In Fig. 4.2a), the error rates for the simple convolution code show an exponential
slope with an increasing variance at higher capacities. For the convolution code with
Lc = 9 and the turbo code in the diagrams b) and c), a waterfall-like behavior can
be observed. Moreover, the turbo code’s BER can be predicted quite accurately as
the variations are very small even at high capacities. The largest capacities required
for a reference BER of 10−5 are 3.4 bit/s/Hz, 2.6 bit/s/Hz and 1.7 bit/s/Hz for
code 1, 2, and 3, respectively. Comparing these values with the spectral efficiencies
R = m · Rc indicated by the dashed vertical lines, gaps ΔR(BER) = Cpd(BER) − R
can be defined. They take the values 1.4 bit/s/Hz, 0.6 bit/s/Hz and 0.3 bit/s/Hz,
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respectively. As expected, the turbo code’s efficiency R approaches the capacity most
closely. Further simulations have been performed for different modulation schemes
and channels which cannot be shown in this survey. The modulation schemes 4-
QAM and 64-QAM show a similar behavior as 16-QAM. The 4-QAM reaches a
BER of 10−5 at 1.8 bit/s/Hz with code 1, 1.4 bit/s/Hz with code 2 and 1 bit/s/Hz
with code 3 and has smaller variations at low error rates. For 64-QAM, the BER
variations increase at higher capacities especially for the weak code 1. A BER of
10−5 can be reached at capacities from 4 bit/s/Hz to 5 bit/s/Hz.

Figure 4.3 illustrates that the relationship between bit error rate and bit-level
capacity does not depend on the length of the channel impulse response. For different
lengths Nh, the same quantitative behavior can be observed.
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impulse response lengths Nh

4.2.4 Generic Model

The aim of the project is to describe the dependency between the capacity Cpd

and the BER by a generic model. This is accomplished by applying curve fitting
algorithms to the results shown in Fig. 4.2. They provide results with a confidence
level of 95%. For the code 1 with memory 2, an exponential function of the form

log10( BER(C) ) = x · Cy + z (4.8)

emerged as the best description. The function is depicted in Fig. 4.2a). The param-
eters x, y and z are provided in Table 4.1 for 16-QAM modulation. For the other
two codes, the curves were separated into two regions. The first region covers low
capacities and high error rates, the second is the one of interest and includes the
waterfall region. In both of them, the logarithm of the BER can be approximated
by a straight line. We obtain

log10( BER1(C) ) = x1C + y1 for 0 < C < CP (4.9a)

log10( BER2(C) ) = x2C + y2 for CP < C < log2(M) , (4.9b)
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where CP denotes the capacity where both lines intersect. Figures 4.2b) and c) illus-
trate the results, the corresponding model parameters are summarized in Table 4.1.
It also contains the gaps between the spectral efficiency R and the required capacity
Cpd predicted by the model.

Table 4.1: Generic model parameters for 16-QAM

Code 1 Code 2 Code 3

generic model
log10(BER(C)) x · Cy + z x1,2 · C + y1,2 x1,2 · C + y1,2

parameters region 1 x = −0.3689 x1 = −0.1085 x1 = −0.2340
y = +2.1666 y1 = −0.2427 y1 = −0.3291
z = −0.2958 - -

parameters region 2 - x2 = −4.4219 x2 = −17.1307
- y2 = +5.7116 y2 = +22.9040

ΔR at 10−5 1.24 0.42 0.3

In order to use these models, the capacity Cpd needs to be computed using esti-
mated channel coefficients Ĥk including errors ΔHk with a variance determined in
(4.3)2. For codes whose BER curves exhibit a very high slope, capacity estimation
errors lead to dramatic prediction errors of the achievable error rate. This effect
shall be investigated now. The channel estimation errors ΔHk are assumed to be
independent and complex Gaussian distributed. Including Ĥk into (4.6) leads to the
final estimate Ĉpd = 1

Nc

∑Nc

k=1 Ĉpd
k .

An example for the distribution of Ĉpd at a target bit error rate 10−5 for FEC
code 2 is illustrated in Fig. 4.4a) which corresponds to an average Es/N0 of 12.2 dB.
Two OFDM pilot symbols are used for channel estimation with subsequent noise
reduction. It can be observed that Ĉpd is nearly Gaussian distributed which could
be expected since it stems from averaging over 256 subcarriers. The estimates’
mean depends on the specific channel realization and is generally close to the true
capacity Cpd while the variance only depends on the signal to noise ratio of the
operating point of the specific BICM scheme. Hence, Ĉpd > Cpd holds in most
cases, i.e., the estimate is too optimistic and its application to resource allocation
strategies would lead to error rates larger than 10−5. Further investigations revealed
that the difference ΔCpd = Ĉpd − Cpd becomes not larger than 0.027 bit/s/Hz for
95% of all estimated channels at the specific operating point of code 1, not larger
than 0.04 bit/s/Hz for the operating point of code 2 and 0.053 bit/s/Hz for code 3.
The distance ΔCpd is getting smaller at high SNRs as can be seen from Fig. 4.4b)
illustrating the maximum relative deviation of 95% of all channels. Considering a
worst case scenario, an offset reducing Ĉpd by max95(ΔĈpd) guarantees that 95%
of all estimated capacities are not larger than Cpd. Otherwise, the model causes an
outage.

A second influence on the model quality is the variation of the required capacity

2It is assumed that the signal to noise ratio is perfectly known although this is a rather optimistic
assumption.
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Cpd at the target error rate. With respect to Fig. 4.2 the capacity varies at a BER of
10−5 by ±0.25 bit/s/Hz for code 1 and by ±0.2 bit/s/Hz for code 2. The turbo code
shows nearly no variations. Again, a worst case consideration extracts the maximum
required capacity to ensure the target BER. Moreover, channel estimation errors at
the receiver cause an additional loss which can be modeled by a complementary
noise term. This error causes small SNR degradations between 0.2 dB and 0.5 dB
and, consequently, a small shift of the curves in Fig. 4.2 towards higher capacities.

4.2.5 Summary and Further Work

Simple generic models have been developed for a BICM-PD OFDM link describing
the dependency between the bit-level capacity and the error probability. These mod-
els include different coding and modulation schemes related to LTE-specifications
but can be easily generalized. Uncertainties due to estimation errors have been ana-
lyzed and allow worst case scenarios with which the target error rate can be achieved
in a predefined percentage of channels.

In a next step, the OFDM system shall be extended to a MIMO-OFDM system en-
abling spatial multiplexing and different diversity methods like cyclic delay diversity.
This extension requires the analysis of additional spatial parameters characterizing
the MIMO channel that have to be integrated into the generic models. Furthermore,
automatic-repeat-and-request procedures shall be included into the investigations.
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4.3 Resource Allocation Using Broadcast

Techniques

M. Bossert, C. Huppert, J.G. Klotz, University of Ulm, Germany

4.3.1 Motivation

In the following we consider the downlink of a multi user communication system. For
transmission in such a system the available resources, e.g., bandwidth and power,
has to be allocated to the single users. This is often done by means of orthogonal
access techniques, e.g., OFDMA, as in the uplink channel. However, the downlink
channel is equivalent to the information theoretic broadcast channel since there
is only one sender transmitting messages to several receivers. In contrast to the
uplink channel which can only be modeled as multiple access channel there is perfect
synchronization and coordination for transmitting messages in the downlink channel.
Thus, using broadcast techniques as multiple access technique is superior in terms of
the achievable rates. This was first shown by Cover in 1972 in [18]. He investigated
the achievable rate region in the degraded broadcast channel and showed that all
points of this region can be reached by means of superposition techniques.

4.3.2 Resource Allocation Algorithms

In multi-user OFDM systems the available subcarriers and the transmit-power must
be allocated to the individual users in a way that certain service requirements are
fulfilled. Motivated by the information theoretic superiority of broadcast techniques
over orthogonal access techniques, we consider resource allocation schemes for differ-
ent requirements taking into account the broadcast gain in the following. Further-
more, we do not only consider nodes equipped with a single antenna (SISO), but also
multi antenna systems (MIMO). The optimal resource allocation schemes are known
for all considered scenarios, however compared to the orthogonal methods it is more
complex to determine their solutions and a larger signaling overhead is required to
inform the users about the determined allocation. Thus, we propose strategies which
achieve a near optimum performance while requiring only a reasonable complexity.
These strategies are based on one or more of the following techniques:

• Restriction to at most two users per carrier in order to keep the overhead low.

• Introduction of a new metric to predict interference caused by broadcast tech-
niques (e.g. Eigenvalue Update).

• Usage of hybrid allocation strategies combining orthogonal access with broad-
cast techniques.

In the following some of the proposed algorithms a briefly described and some sim-
ulation results are presented.
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Sum-Rate Maximization

First, we consider a scenario where the overall system throughput, defined by the
sum over all achievable user rates, is maximized under a transmit power constraint.
The proposed algorithm uses eigen-beamforming and dirty paper coding, cf. [13].
The inter-user interference is estimated and the eigenvalues of the affected beams
are updated (so-called ). Then the optimal power allocation is retrieved by perform
water-filling over the adapted eigenvalues, cf. [19, 20]. In Fig. 4.5 the results of the
algorithm are compared with the optimal solution. It can be seen that the heuristic
algorithm achieves a sum rate of up to 99% of the optimal algorithm for low SNRs.
For higher SNRs it still reaches 91%.

Sum-Rate Maximization with Minimum Rate Requirements

Like in the above considered scenario we maximize the sum rate of the system.
However an individual minimum rate requirement for each user has to be fulfilled.
Such a scheme may be needed in systems where delay critical as well as non-delay
critical data should be sent to each user.

Minimum Rate Requirements in SISO-OFDM systems
The proposed algorithm, cf. [12], mainly works in two steps. First, a simple scheduler
allocates one user to each carrier aiming in assigning the minimum rates. This
scheduler performs the “worst selects” algorithm, i.e., always the instantaneous worst
user chooses its best carrier. In the second step, an additional user is added to
each suitable carrier by means of broadcast techniques. A modified version of this
algorithm avoids irresolvable decoding dependencies in order to make it applicable
to code words stretching over several blocks. Some simulation results of these two
algorithms, named BC and DEP, are compared to the optimum solution, cf. [21,22],
as well as to a pure scheduling strategy in Fig. 4.6. It can be seen that the proposed
algorithm achieves a performance near to the optimum and is clearly superior to
the pure scheduler. Furthermore, the results reveal that the modified version still
exploit a big part of the possible broadcast gain.

Minimum Rate Requirements in MIMO-OFDM systems
For this problem two different heuristic resource allocation algorithms are proposed,
cf. [14], which have a much lower complexity than the existing optimal solution,
cf. [23]. The first strategy, extended eigenvalue update (EEU) algorithm, is based on
the previously discussed heuristic sum rate maximization algorithm using eigenvalue
updates. The second algorithm, the rate based coding (RBC) algorithm, makes use
of the duality of uplink and downlink, which allows us to determine the allocation in
the dual uplink. The performance of these algorithms for different minimum rates
compared to the optimal algorithm is depicted in Fig. 4.7. It can be seen, that
the EEU algorithm clearly outperforms the “simple scheduler”. The RBC algorithm
achieves a better performance than the first algorithm at the cost of more complexity.
Actually, it gets very close to the optimal solution for low required minimum rates.
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Maximization of the Number of Users

While in the upper two scenarios the number of users, which are served in the system,
is constant and the rate of the users is maximized, we maximize in this scenario the
number of users which can be served in the system. Each user is provided a fixed
rate.

In the following we propose an hybrid algorithm, cf. [11], aiming in maximization
of the number of served users. This algorithm works iteratively. In each iteration
step it increases the number of users successively until the rate requirements can not
be fulfilled anymore. The idea behind this iterative method is that based on a stable
system new users should be added. In each iteration all carriers are exclusively
assigned to users by the “worst selects” algorithm in a first step. Then, always
the instantaneous worst user is added as second user to its best suitable carrier as
long as the rate requirements are not fulfilled. Finally, the fraction for the power
distribution is determined individually for each carrier. The performance of this
algorithms is displayed in Fig. 4.8 and compared to the optimum solution based
on [24] as well as to a simple scheduler. It can be seen that for high required rates all
algorithms achieve nearly the same performance whereas for lower rate requirements
the proposed algorithm clearly outperforms the scheduler by exploiting parts of the
broadcast gain.
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4.4 Rate Allocation for the 2-user Multiple Access

Channel with MMSE Turbo Equalization

M. Grossmann, R. Thomä, Ilmenau University of Technology, Germany

4.4.1 Introduction

Recently, iterative (turbo) techniques have been recognized as practical solutions to
multi-user detection/equalization problems in coded communication systems. In [1],
utilization of the optimal a posteriori probability (APP) equalizer in combination
with the APP-based decoder is considered for turbo equalization in frequency-
selective fading channels. In [2], the APP detector is replaced by a less compu-
tational complex detector that performs soft canceling and minimum mean squared
error (SC MMSE) filtering. The turbo equalization technique for block-transmissions
over multiple-access channels (MACs) in [3] performs the equivalent signal process-
ing in frequency domain (FD), further reducing the computational complexity.

The convergence of turbo systems can be analyzed by extrinsic information trans-
fer (EXIT) charts [4]. Ashikhmin et al. [5] showed that for any code with rate R, the
area under its corresponding EXIT function is 1−R. Based on this area property of
the EXIT chart, it has been shown in [6]- [8], that the problem of rate allocation in
the single-user or equal-rate multi-user turbo case, reduces to a simple curve-fitting
problem of the two-dimensional (2D) EXIT curves of the detector and decoder.

In this contribution, we consider the problem of rate allocation for the 2-user
MAC in the presence of frequency-selective fading employing the low-complexity SC
FD-MMSE turbo equalizer [3]. Specifically, we show that for such a turbo system,
the equalizer EXIT characteristic is given by multidimensional surfaces, and thus,
rate allocation to the users is no longer a simple 2D matching of the EXIT curves.
Moreover, we derive an upper bound for the rate region of the turbo system, and
study the problem of maximizing the sum rate of both users.

4.4.2 Turbo Equalization

Consider the cyclic prefix (CP) assisted U -user uplink system in Fig. 4.9, where a
base station having M receive antennas receives signals from U active users, each
equipped with K transmit antennas. For the ease of analysis, we assume in the
following U = M = 2 and K = 1. However, the extension to more generic cases (U >
2, M > 2, K > 1) is rather straightforward. The transmission scheme of the u-th
user (u = 1, 2) is based on bit interleaved coded modulation, where the information
bit sequence is independently encoded by a binary encoder, randomly bit-interleaved,
binary phase-shift keying (BPSK) modulated, and grouped into several blocks that
are transmitted over the frequency-selective multiple-access MIMO fading channel.

At the receiver side, iterative processing for joint equalization and decoding is
performed. The receiver consists of an SC FD-MMSE equalizer and two single-
user APP decoders. Within the iterative processing, the extrinsic LLR sequences
{λu(n)} and {ζu(n)} of the coded bit sequences {bu(n)} are exchanged between the
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Figure 4.9: Structure for a coded multiuser MIMO system with turbo equalization.

equalizer and both decoders, each separated by the interleaver and deinterleaver in
their iteration loop, following the turbo principle [2].

The receiver also selects the code to be used for each user, for the channel real-
ization given, from an available code set, where the users are notified of the codes
selected through separated feedback links. We assume zero-delay and error-free
feedback links.

4.4.3 Rate Allocation using EXIT Charts

In the 2-user case the convergence characteristic of the equalizer is defined by two
EXIT functions [3],

fe : Id → fe ≡
(
fe,1(Id), fe,2(Id)

)
∈ [0, 1]2,

which depend on the mutual information (MI) Id ≡ (Id,1, Id,2) ∈ [0, 1]2 with Id,u

being the MI between the transmitted bits bu(n) and the LLRs ζu(n). Similarly, the
convergence characteristics of the two decoders are defined by two EXIT functions3

fd,k : Id,k → fd,k(Id,k) ∈ [0, 1]. An example of the equalizer EXIT vector-functions
fe and the decoder EXIT function fd,1 is shown in Fig. 4.10 (a). Also shown is
a possible decoding trajectory (plotted as a projection onto the plane region U ≡
{Id : Id ∈ [0, 1]2}) of the MI exchange over the iterations, and a region D, which is
referred to as the feasible region of the EXIT functions fe, fd,1, and fd,2. Note that
fd,2 (not shown) is drawn in the Id,2-coordinate. For the computation of the decoding
trajectory, the codes of both users were in this case assumed to be identical, and
hence the shapes of their EXIT functions are exactly the same.

The monotonicity of the EXIT functions imply that the decoding trajectory con-
verges monotonically to a unique limit point [9]. Convergence of turbo equalization
is achieved, when the decoding trajectory attains the maximum point a2 ≡ (1, 1).
This is possible for the number of turbo iterations being sufficiently large, if the
following two constraints hold: D is pathwise connected and a2 ∈ D.

Let AD ≡
∫∫

D dId be the area of D. Assume now that each decoder EXIT function
fd,k is matched to the corresponding equalizer EXIT function fe,k so that only an
infinitesimally small open tube between the four EXIT surfaces remains. Note that
such decoder EXIT functions imply 1) an ideally designed code for each user of
infinite block length to achieve a nearly zero BER and 2) an infinite number of

3Note that fd,k, denoted here as the decoder EXIT function, corresponds to the inverse decoder
EXIT characteristic defined in [4].
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Figure 4.10: (a) Equalizer EXIT functions fe,1 and fe,2 for a single random Rayleigh
channel realization having L = 10 taps and decoder EXIT function fd,1

for a rate-1/2 convolutional code. (b) Rate region of the 2-user MAC
with SC FD-MMSE turbo equalization for a single random channel
realization at Es/N0 = 5 dB, numerically computed by generating a
large number of different admissible convergence curves (a gray dot
corresponds to one curve).

turbo iterations. Under this assumption, the size of the area AD is close to zero and
the feasible region D can be characterized by a single curve, which is referred to as
convergence curve.

Let P be the set of admissible convergence curves in the plane region U , as de-
fined in [10]. With the the area property of EXIT functions [5], we derive in a
straightforward manner an upper bound for the rate region of both users, as

R ≡
⋃

p∈P

{
(R1, R2) : Rk <

∫

p
fe,l(Id)dId,k, k = 1, 2

}
. (4.10)

Figure 4.10 (b) illustrates an example of the rate region in (4.10), where fe,1 and
fe,2 have been computed for a random channel realization using the algorithm in [3].
Note that the rate region in (4.10) is non-convex, in general, where the dominant face
of this region strongly depends on the particular realization of the equalizer EXIT
vector-function fe. Using the rate bound in (4.10), the problem of maximizing the
sum rate of both users can be formulated as Rmax ≡ maxp∈P

∑2
k=1

∫
p fe,k(Id)dId,k.

Specifically, we show in [10] that this optimization problem can be efficiently solved
by using the Euler-Lagrange formalism [11]. As a result, the optimal decoder EXIT
curves for both users with respect to the maximum sum rate of the turbo system,
are obtained.

For practical reasons, however, each transmitter is restricted to have only a finite
number of codes with fixed rates. For this scenario assumption, we propose in [10]
a simple code selection algorithm for the rate allocation that maximizes the coding
rate of each user, given the optimal decoder EXIT curve obtained from (4.10), while
satisfying the constraints for successful decoding.

Figure 4.11 shows the average total throughput of the 2-user turbo system with the
proposed code selection approach for frequency-selective Rayleigh fading channels
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having L = 32 taps. We assume sufficient long CP for inter-block interference to
be negligible. The binary-input sum capacity of the 2-user system is shown as a
reference. Also shown is the average total throughput performance for an automatic
repeat-request scheme with fixed coding rates of both users. For clarity, the rates
shown do not include the fractional rate loss incurred by the CP. As observed in
Fig. 4.11, substantial throughput gain is obtained with the proposed code selection
algorithm over the fixed rate case. Further, we find that the throughput performance
is only 2 dB away (in the high Es/N0 region) from the theoretical limit.
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Figure 4.11: Average total throughput of both users versus Es/N0 for the proposed
rate allocation scheme using the rate-compatible punctured serial con-
catenated convolutional codes in [12], and for automatic repeat-request
with fixed coding rates r1/2 = 0.1 · n with n = 1, .., 9 (dashed curves,
from bottom to top).

4.4.4 Summary

In this contribution, we consider the problem of rate allocation in the frequency-
selective 2-user Gaussian multiple-access fading channel employing a low complexity
MMSE turbo equalizer. We derive an upper bound on the rate region of the turbo
system and study the problem of maximizing the sum rate of both users. In addition,
numerical results of a simple code selection algorithm for rate allocation to both users
are presented.
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4.5 Coexistence of Systems

F. K. Jondral, U. Berthold4, Karlsruhe Institute of Technology (KIT),
Germany
M. Schnell, S. Brandes, DLR, Germany

The efficiency of spectrum usage for a radio communications system employing
a fixed bandwidth is measured as the average number of bits that are transmitted
per second and per Hertz in a certain area. For simplicity reasons we will use the
notion spectrum efficiency instead of efficiency of spectrum usage here. The results
of measurement campaigns recently accomplished, pointed out that, even in heavily
occupied bands, usually not more than fifteen percent of the spectral resource is
effectively employed. This leads to the justifiable assumption that dynamic access
upon the transmission resource will at least contribute to a reduction of spectrum
scarcity.

The TAKOKO5 project within TakeOFDM dealt with the utilization of resources
left idle in the frequency band allocated to a primary system of authorized users
(so-called spectrum holes in the time-frequency-plane) by an overlay system of sec-
ondary users. A coexistence strategy is investigated that explicitly harnesses the
flexibility of the OFDM (orthogonal frequency-division multiplexing) method with
respect to spectrum utilization. I.e. an OFDM-based overlay system is installed in
order to enhance the spectrum efficiency within the frequency region allocated to an
authorized primary user system.

As a starting point of our investigations, frequency regions as well as primary user
systems appearing capable for additional use by an overlay system were identified.
These are essentially systems employing the resource by FDMA (frequency division
multiple access) or TDMA (time division multiple access). Table 4.2 provides an
overview over the scenarios adopted.

Table 4.2: Overviews over scenarios adopted
Scenario 1 Scenario 2 Scenario 3

Frequency region VHF band 960 - 1215 MHz 1800 MHz

Primary system Aircraft radio Distance Measuring
Equipment (DME)

GSM

Overlay system WLAN for communi-
cation at airports

Flexible mobile commu-
nication system

Metropolitan Area
Network (MAN)

Special aspects Interference suppres-
sion

Detection of spectrum
holes, suppression of
jammers

Utilization of spec-
trum holes

Reliable detection of idle resources in the time-frequency-plane, i.e., the detection
of primary user signals by the overlay system, as well as the signalization of the
results within the overlay systems are of paramount importance for the acceptance
of overlay systems by primary users.

4Dr.-Ing. Ulrich Bertold is now an employee of COMSOFT GmbH, Karlsruhe.
5TAKOKO is an acronym for technologies, algorithms, and concepts for OFDM systems coexisting

with authorized systems in the same frequency band
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Figure 4.12: Idle resources represented by spectrum holes

The impact that the overlay has on the primary system has to be kept minimum.
Therefore, detection as well as false alarm probabilities for the detection of primary
users’ signals by the overlay system were derived. In the course of the work it became
evident that only the application of a detection algorithm distributed over the overlay
system’s stations is able to guarantee sufficiently high detection probabilities and at
the same time lead to tolerable false alarm rates.

Moreover, an efficient signaling within the overlay system of the spectrum utiliza-
tion by the primary system proves to be important in order to optimally make use
of the spectrum holes.

Employing OFDM in overlay systems, of course, also implicates some disadvan-
tages. Among these disadvantages are the strong spurious transmissions that may
lead to disturbances in the primary system. To reduce them, in addition to well
known methods, like windowing of the transmitted signal in the time domain or the
introduction of guard bands, subcarrier weighting, the application of cancellation
carriers as well as a combination of windowing and cancellation carriers were inves-
tigated in TAKOKO. In scenario 1, for example, it was shown that the application
of this combination may reduce the energy level contained in a secondary lobe to a
value of 50 dB below the OFDM signal energy level. The new techniques for distur-
bance suppression were integrated into the simulation model of an adaptive OFDM
transmitter.

At the receiver side of an overlay system’s user the desired signal is superim-
posed by interferences generated by the primary system. Although the channels
occupied by primary system’s users are generally not employed by the overlay sys-
tem, the overlay system’s performance is influenced by these interferences. In this
connection, interference reduction methods concerning narrow band interferers were
investigated with respect to scenario 1. Here time domain windowing of the re-
ceived signal as well as the frequency domain estimation of the interfering signal
were applied. High quality results were achieved with a combination of time domain
windowing and leakage compensation in the frequency domain. The interference
minimization techniques were integrated into the overlay system’s receivers. To fa-
cilitate a dynamic adaptation to varying interference situations, the OFDM frame
structure had to be modified by introducing observation carriers such that their
position may be adjusted to the actual spectrum occupancy.

Further essential aspects of the TAKOKO project were the investigation of the
requirements on the MAC (medium access control) layer as well as the specification
of an adequate MAC protocol. Here the essential assumption was that the overlay
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system operates as an ad-hoc network, i.e., without central coordination. There-
fore, all individual stations are equal and the MAC protocol has to incorporate the
system’s distributed character. In order to be able to initiate a data transmission
the stations essentially need a) knowledge about the frequency occupation by the
primary system (overlay feature) and b) information about those stations in their
environment to which it is possible to establish a connection (ad hoc feature). For
determination of the primary system’s frequency occupation measurements are per-
formed periodically. The measurement periods for the overlay system’s stations have
to be coordinated because no overlay system’s stations should radiate signals then
to guarantee a reliable detection of primary system signals. Exactly this coordi-
nation is assumed by the AHO-MAC (ad hoc overlay MAC) protocol developed in
the TAKOKO project. Similar to PRMA (packet reservation multiple-access), as
many time slots for data transmission as mini slots for acknowledgments are pro-
vided. Moreover, special time slots for occupancy measurements and for the mutual
synchronization of the overlay stations are defined.

The representation of the frequency utilization by the primary system in form of
the occupancy vector plays an important role within the overlay system and affects
the PHY (physical) as well as the MAC layer. Therefore, an approach of cross
layer optimization was chosen. Here the layered model was kept but the interfaces
between the layers were extended by the definition of more detailed as well as more
specific parameters.

In summary promising methods were developed in TAKOKO which show that
in principle OFDM based overlay systems may be implemented. Although the
TAKOKO approaches were considered with respect to preferably realistic overlay
scenarios (Table 4.2), further investigations have to be performed before OFDM
based overlay systems may be practically implemented. Those investigations could
not be accomplished within the project because of the given time and effort con-
straints and because they were beyond the project’s objectives. Moreover, the real
implementation of OFDM based overlay systems requires fundamental decisions in
the political as well as in the regulatory area in order to define the principle frame-
work. The scientific results acquired in the TAKOKO project are essentially sum-
marized in the doctoral dissertations [1] and [2]6.
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4.6 System Design for Time-Variant Channels

P. Klenner, S. Vogeler, K.-D. Kammeyer, University of Bremen, Ger-
many
L. Reichardt, S. Knörzer, J. Maurer, W. Wiesbeck, University of Karl-
sruhe, Germany

The following two subsections summarize the cooperation between the Arbeits-
bereich Nachrichtentechnik (ANT) at the University of Bremen and the Institut
für Hochfrequenztechnik und Elektronik (IHE) at the University Karlsruhe. Both
partners were engaged in two projects within the DFG program ”TakeOFDM”. The
project titles coincide with the names of the following sections. The focus is in Sec-
tion 4.6.1 on SIMO (Single-Input-Multiple-Output)-OFDM and in Section 4.6.2 on
MIMO (Multiple-Input-Multiple-Output)-OFDM in rapidly fading channels, which
are modeled by ray-optic methods to include realistic propagation effects.

4.6.1 Multicarrier Systems for Rapidly Moving Receivers

In this section, the use of multicarrier systems and, in particular, OFDM for high-
rate wireless data transmission and for fast moving receivers mounted on high-speed
trains, cars, or airplanes is considered. Realizing high data rates at simultaneously
high mobility is a difficult feat for any communication system. If broadband signaling
for a high data rate causes the sample duration to become smaller than the channel’s
maximal echo duration, then OFDM can simplify the resulting equalization effort.
But a frequency-selective channel is only separated into orthogonal parallel subcar-
riers in the case of a time-invariant channel, i.e., if the channel remains unchanged
during one OFDM symbol. High mobility environments, however, are characterized
by time-invariant channels, which leads to a loss of the subcarriers’ orthogonality.
Intercarrier interference (ICI) occurs, the equivalent to intersymbol interference in
time-domain.
In the simplest case, ICI can be modeled as a source of noise in addition to the
thermal noise. Neglecting it results in a degradation of the achievable bit-error rate.
More dramatic is the impact, if the channel is changing so fast, that the violation
of the sampling theorem prevents a reliable channel estimation. This case does not
necessarily occur due to extreme speed, but also due to a large pilot symbol spacing.

The observations conducted here refer to a system for a high-speed train in a single
frequency network. The channel model described in Section 2.2.2 is applicable to
different frequencies and is transferable to other types of mobiles. Similarly, the
considerations apply to the Doppler effect for other types of fast moving receivers.
For an extensive investigation under realistic channel conditions, the project is based
on modeling the propagation conditions via ray-tracing methods by which a series
of channel impulse response is computed.

Subsequently, three main strategies will be discussed with the aim to solve the
conflict between the transmission channel’s high time and frequency selectivity: The
application of a pre-equalizer to shorten the channel impulse response, the use of
soft impulse shaping for a non-orthogonal multicarrier system, and multi-antenna
concepts to reduce the Doppler spread.



4.6 System Design for Time-Variant Channels 137

During the project, parameters of an OFDM system were defined taking into ac-
count the main characteristics of the channel that was determined by ray-tracing
simulations. The system’s performance limits were established through Monte Carlo
simulations. The system parameters have been dimensioned such that the time-
bandwidth conflict caused by the interference is completely focused on the frequency
domain, while time domain intersymbol interference is avoided. Thus, the proce-
dures to counter the Doppler effect can be performed after the DFT in the receiver.

By consolidating the effects of multipath and Doppler spread in the form of a
channel matrix, a linear equalization of both effects according to the MMSE crite-
rion can be carried out. The disadvantage of this procedure, however, is a relatively
high computational effort, while the knowledge of the signal alphabet is not ex-
ploited. Therefore, two well-known algorithms for low-complex equalization were
implemented: a successive linear MMSE equalizer and a successive equalizer with
decision feedback structure, which were modified in accordance to the requirements
of the scenario. Both methods, however, did not provide satisfactory simulation
results, which in the decision-feedback method is due to the suboptimal detection
sequence. This called for the sorted QR decomposition (SQRD) employed in V-
BLAST to improve the detection sequence. This resulted in the best detection
performance, but at the cost of a comparably high computational effort. Through
the gradual decomposition of the channel matrix in submatrices the effort can be
reduced significantly, yielding a trade-off between high performance and low com-
plexity equalization. This successive SQRD is detailed in [11, 12].

As part of the investigations of alternative multicarrier concepts the subcarrier
spectra of OFDM were replaced by soft non-orthogonal pulse shapes, i.e., time-
limited Gaussian pulses. In the frequency domain, this leads to a concentration of
interference power in the vicinity of the main diagonal of the channel matrix. This
in turn has a positive effect on the performance of the aforementioned equalization
methods, particularly for the low-complex variants such as the successive SQRD. The
soft impulse shaping also allowed for Maximum Likelihood detection with reasonable
effort, because the concentration of the interference power allows the use of a time-
variant Tailbiting-MaxLogMAP algorithm with a reduced number of states. This
procedure resulted in the best compromise between complexity and performance of
the transmission system [13].

Shortening the channel impulse response potentially allows for a shorter OFDM
symbol, which is beneficial in rapidly time-varying environments. Numerous well-
known non-blind and blind algorithms for computing equalizer coefficients were in-
vestigated regarding their applicability in the scenarios. It turned out that these
methods produce either ill-conditioned frequency responses or that the convergence
speed is not sufficient in case of the blind methods.

Multi-antenna concepts open up the spatial domain to procure Doppler spread
compensation. Sectorizing antennas exploit the relationship between the impinging
waves’ angle of incidence and their resulting Doppler shift. By restricting the range
of angles of incidences a sectorizing antenna simultaneously reduces the effective
Doppler spread compared to a omnidirectional antenna without any restriction of the
incidence angle. One practical implementation is beamforming via a Uniform Linear
Array (ULA), and the beams are formed such that the Doppler spread is equally
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distributed among all beams [2]. Furthermore, a ULA can be used for a method
called spatial interpolation, in which the signals of the individual antenna elements
are filtered by a time-variant interpolator such that the filter output resembles the
output of a time-invariant channel [3].

The two scenarios of a noise barrier and vegetation are considered as typical high
speed lines. The radio channel has very different properties, therefore, these scenar-
ios are used as a reference. Details can be found in [6,8,9]. For the simulation of wave
propagation, a three dimensional ray-propagation model is employed. It provides
characteristic parameters for each multipath, from which the sequence of channel
impulse responses and channel characteristics are extracted. The wave propagation
model takes into account the propagation phenomena of reflection, diffraction and
scattering. The approach to modeling the distribution of vegetation is described in
2.2.2.

Figure 4.13 shows the BER performance for a SIMO-OFDM system with receive
diversity in a rapidly fading channel (one transmit and two or four receive antennas,
Nt = 1, Nr = 2, 4). For omnidirectional reception widely spaced antennas are used,
which yield completely uncorrelated channels per antenna. Without any means of
Doppler compensation this results in the worst performance. Sectorizing antennas
and spatial interpolation based on a ULA with interantenna spacing d/λ yield a
better performance. Sectorization is here achieved by forming two beams in and
against the direction of the movement. Spatial interpolation is achieved by com-
puting two virtually non-moving antennas, which fix the channel over the middle
of the respectively received OFDM signal. The received signals on the resulting
virtual antennas are correlated. Taking this correlation into account by means of a
whitening matched filter (WMF) improves the performance over the matched filter
(MF).

4.6.2 Highly Mobile MIMO-OFDM-Transmission in
Realistic Propagation Scenarios

Doppler spread compensating antenna structures at the receiver offer an efficient
approach to solve the problem of the channel’s time-variance already in time-domain.
The focus now is on the two antenna configuration discussed in Section 4.6.1, whose
function ultimately is to affect a less rapidly fading channel prior to the DFT.
Unlike the previous discussion, where a single transmit antenna was employed, in
the following the focus is shifted to the transmitter side.

The MIMO philosophy is based on two pillars: Spatial transmit diversity is pro-
vided by Space-Time codes, and spatial multiplexing allows to increase the data rate
by transmitting independent data streams. The development of these techniques is
shaped by the assumption of a time-invariant channel, and most methods even de-
mand that. In the following, the mutual benefit of MIMO-signaling and Doppler
spread compensation measures is described. If the Doppler spread is small, then the
loss of time diversity can be made up by spatial diversity, and if the Doppler spread
is large, then the Doppler compensating antennas can effect a less time-invariant
channel such that the MIMO-signal processing upholds its validity [1, 4].
Rapid channel fluctuations in conjunction with multiple transmit antennas pose the
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Figure 4.13: BER-performance for SIMO-OFDM with a single transmit antenna and
different receiver configurations: omnidirectional antennas with widely
spaced antennas, sectorizing antennas and spatial interpolation based
on a ULA, parameters: 256 subcarriers, 16QAM, exp. power delay
profile, antenna spacing d/λ = 0.25, Doppler spread fDTs = 0.2, raised
cosine filters (r = 0.18), zero forcing channel est.

possible disadvantage of decreased bandwidth efficiency, in that frequent training
becomes necessary. However, since the channel is forced to become less rapidly
fading by Doppler compensating measures the pilot spacing in time direction can
become larger. Similarly, noncoherent ST codes can profit from a channel that does
not change too much during a signaling interval.

During the course of the project it is investigated how the functions of Doppler
compensation and the separation of data streams using multiple receiving antennas
can be combined. One possibility is the use of multiple spatially separated antenna
arrays, each used for Doppler compensation, followed by the recovery of the trans-
mitted data streams.

Parameter estimation is a further important issue. In particular, the channel’s
autocorrelation function needs to be estimated, since the receiver requires it in order
to perform the spatial interpolation. The idealized assumption of the Bessel function
as autocorrelation holds only in isotropic scattering environments. Other scattering
conditions and mutual antenna coupling lead to different correlations. Realistic
channels already studied lead to an SNR loss. It is possible to find an estimate of
the ACF based on the cyclic OFDM signal structure without spending extra training
data [5].

Furthermore, the optimization of antenna structures for the purpose of minimizing
the mutual antenna coupling is considered. The algorithms used for data processing
in the baseband yield a better performance if the individual antennas for sectoriza-
tion or spatial interpolation are decoupled. This condition is violated in practical
systems, since the individual antenna elements are positioned very close to each
other, so that inevitably crosstalk of the antennas occurs. The effect of mutual cou-
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pling and its minimization and compensation are investigated, so that the idealized
assumptions of the baseband processing can be maintained.

The consideration of realistic channel models as a benchmark of these approaches
represents a further focus of the project. Two scenarios are considered, a high-
speed train and vehicle-to-vehicle environments. In the former, the propagation
conditions are dominated by a major incident direction (by the base stations along
the railroad tracks), while in the latter, in principle, all incidence directions are
possible. Regarding the car-to-car scenario, a further challenge is to find Doppler
compensating antenna structures, which are not impaired by the car structure.

Figure 4.14 shows the BER performance for a (2×2)-MIMO OFDM systems with
the receiver configurations known from Fig. 4.13. In Fig. 4.14a transmit diversity
is provided by the Alamouti Space-Time code, whereas in Fig. 4.14b the V-BLAST
is employed, i.e., independent data streams are transmitted from both transmit
antennas. For a fair comparison identical data-rates are used, i.e., 16QAM for
the Alamouti scheme, and QPSK for V-BLAST. Comparing the two-fold transmit
diversity scheme in Fig. 4.14a with the single transmit diversity case in Fig. 4.13a
shows that except for spatial interpolation the gains promised by two-fold transmit
diversity are small. This can be attributed to the channel estimation which needs to
determine twice as many channel parameters. On the other hand, the gains for V-
BLAST in employing Doppler compensating antenna structure are more impressive.
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Figure 4.14: BER-performance for (2 × 2)-OFDM and different receiver configura-
tions: omnidirectional antennas with widely spaced antennas, sector-
izing antennas and spatial interpolation based on a ULA, parameters:
256 subcarriers, 16QAM (a) and QPSK (b), exp. PDP, d/λ = 0.25,
fDTs = 0.2, RC-filters (r = 0.18), ZF channel est.
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4.7 Combination of Adaptive and Non-Adaptive

Multi-User OFDMA Schemes in the Presence

of User-Dependent Imperfect CSI

A. Kühne, A. Klein, Technische Universität Darmstadt, Germany

4.7.1 Introduction

The Orthogonal Frequency-Division Multiple Access (OFDMA) transmission scheme
is a promising candidate for future mobile networks. It offers an efficient adaptation
to the channel conditions by performing a time-frequency scheduling of the differ-
ent subcarriers to the different users. However, Channel State Information (CSI)
is required at the transmitter in order to perform such an adaptive scheduling in
an optimal way. Having perfect CSI for all users at the Base Station (BS), the
use of frequency adaptive OFDMA schemes achieves very good performances by
exploiting multiuser diversity . Having no CSI at all at the BS, the use of frequency
non-adaptive OFDMA schemes exploiting frequency diversity independently from
any CSI is the best strategy, however, not achieving the performance of adaptive
schemes with perfect CSI . For the case of imperfect CSI, only pure adaptive OFDM-
based systems have been studied in the literature but not a combination of adaptive
and non-adaptive transmission modes. A comparison of adaptive and non-adaptive
multiuser OFDMA schemes in the presence of imperfect channel knowledge has been
investigated assuming the same degree of CSI imperfectness for each user [1]- [5]. It
appears that at a certain level of CSI imperfectness, it is beneficial to switch from
adaptive to non-adaptive transmission, i.e., depending on the quality of the channel
knowledge, either all users apply the adaptive or non-adaptive transmission mode.
In a realistic scenario however, the level of CSI imperfectness differs from user to
user, i.e., for some users, the CSI is only slightly corrupted, whereas for other users,
the CSI is totally inaccurate. Hence, we propose a hybrid OFDMA scheme where
both adaptive and non-adaptive transmission schemes co-exist at the same time
and show how to optimally combine these transmission schemes in the presence of
user-dependent imperfect CSI [6].

4.7.2 Combining Transmission Schemes

In the considered hybrid OFDMA scheme, different users are served either adap-
tively or non-adaptively sharing the available bandwidth. Applying the non-adaptive
OFDMA transmission scheme, a fixed modulation and subcarrier allocation is per-
formed. This scheme does not rely on instantaneous CSI but exploits frequency
diversity. Applying the adaptive OFDMA transmission scheme, an adaptive sub-
carrier allocation together with an adaptive modulation based on the instantaneous
CSI is performed. The goal is to achieve a maximum system data rate under the
constraint of a minimum user data rate and target Bit Error Rate (BER). Hence,
the question arises, which user shall be served adaptively or non-adaptively tak-
ing into account user-dependent imperfect CSI and furthermore how to choose the
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signal-to-noise-ratio (SNR) thresholds for the applied modulation schemes in order
to maximize the system data rate while guaranteeing a certain minimum user data
rate and target BER. Since the performance of an adaptive users strongly depends
on the total number of adaptive users in the system due to the selection process and
the multi-user diversity involved, the decision whether a user is served adaptively
or non-adaptively cannot be made userwise independently from the other users but
has to be done jointly considering all users, resulting in a combinatorial problem.

For the order of allocating the available subcarriers to the adaptive and non-
adaptive users, two possibilities are considered. Firstly, the subcarriers of non-
adaptive users are allocated in a first step and the remaining subcarriers are then
allocated to the adaptive users in a second step referred to as Non-Adaptive First
(NAF). Secondly, first the subcarriers of the adaptive users are allocated followed by
the allocation of the subcarriers of the non-adaptive users referred to as Adaptive
First (AF).

To solve the described optimization problem, it is split up into two subproblems
without losing optimality, namely the SNR threshold problem and the user serving
problem. The SNR threshold problem can be solved applying a Lagrange multiplier
approach leading to the optimized user data rate for each possible combination of
serving the different users. In order to do so, analytical expressions for user data
rate and BER have been derived taking into account user-dependent imperfect CSI.
Solving the combinatorial user serving problem, it appears that it is not necessary to
check all 2U possible user serving combinations with U denoting the number of users
in order to find the optimal combination maximizing the system performance subject
to the mentioned data rate and BER constraints. Utilizing the fact that the data
rate of an adaptive user does not depend on which users are adaptively served but
only on the total number of adaptive users, the order of complexity can be reduced
to O(U3) without loosing optimality. Taking into account the characteristics of the
user data rate as a function of the number UA of adaptive users, the complexity can
be further reduced to O(U2).

4.7.3 Numerical Results

In Fig. 4.15a, the system data rate of a single cell OFDMA system with N = 125
subcarriers and U = 25 users in the downlink is depicted as a function of the
average Mobile Station velocity v̄ in the cell for the different transmission schemes.
The target BER is set to 10−3 while each user shall achieve at least the data rate
achievable applying the Pure Non-adaptive Transmission Scheme (PNTS). As one
can see, PNTS achieves a constant system data rate since it does not depend on
the reliability of the CSI. In case of v̄ = 0 km/h, the Pure Adaptive Transmission
Scheme (PATS) and the hybrid transmission schemes achieve the same system data
rate and outperform PNTS. However, when increasing v̄ in the cell and, thus, the
unreliability of the CSI, the performances of PATS dramatically decrease, especially
for the naive approach, where the SNR thresholds are calculated assuming perfect
CSI for all users, since now, due to the imperfect CSI, wrong users and modulation
schemes are selected for transmission. This results in a BER which no longer fulfills
the target BER requirements. For PATS which is aware of the imperfect CSI, the
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Figure 4.15: (a) System data rate and (b) Number UA of adaptive users vs. v̄

decrease is less dramatical. However, at some point the system performance is worse
than using PNTS. Applying the hybrid schemes NAF and AF for an increasing v̄
in the cell, the system performance is always equal or better than both PNTS and
PATS, where AF outperforms NAF due to the more exclusive resource selection.
For large velocities, the performances of the hybrid schemes converge to the one of
PNTS, since now all users in the hybrid scheme are served non-adaptively due to
the totally outdated CSI. This effect is also shown in Fig. 4.15b, where the number
UA of adaptively served users is depicted as a function of v̄. It can be seen that for
low velocities, almost all users are served adaptively. When increasing v̄, more and
more users are served non-adaptively.
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4.8 Integration of COFDM Systems with

Multiple Antennas and Design of Adaptive

Medium Access Protocols

D. Martini, B. Wolz, B. Rembold, B. Walke, RWTH Aachen University,
Germany

4.8.1 Abstract

Besides medium access in time and frequency domain, the space and polarization
domain can be exploited using multiple antenna (MIMO) systems for space divi-
sion multiple access. SDMA combined with OFDM are the key technologies for
future wireless and mobile communication systems as specified in standards such
as IEEE 802.16d, IEEE 802.11n and 3GPP LTE. This work focuses on the devel-
opment and prototype implementation of Medium Access Control (MAC) protocols
of a demonstration system that uses multiple antennas. The goal is to serve all
user terminals (UT) best by taking their instantaneous channel condition into ac-
count. A number of candidate channel-adaptive MAC protocols were designed to
be implemented in a stochastic event driven simulator based on the openWNS tool.
The protocol stack under study operates in between a multi-media load generator
and an interference engine that calculates the current SINR at the receiver depen-
dent on the direction of arrival (DoA). The contribution of a IEEE 802.16 specific
transceiver chain is fed-in from link-level simulation results providing DoA specific
bit-error characteristics. The openWNS tool is mainly employed to compare the
performance of the MAC protocols, the usefulness of the interface between MAC
and PHY and the constraints of an SDMA enabled scheduler. Besides simulation
studies to understand the performance critical parameters, an analytical validation
of the used simulator and a complexity analysis of a number of SDMA based service
disciplines was performed. The demonstration system was completely implemented
using a modular FPGA system and two high-performance power PCs that to per-
form MAC in real time. The contribution of MIMO technologies to improve the
system capacity was evaluated by means of the SINR values that results from the
studied antenna configurations. While the FPGA hardware was taken from a former
project, the bidirectional transceiver chains including multiport antennas were new
designed and implemented, resulting in a realtime 4x4 bidirectional MIMO testbed.

4.8.2 MAC Frame for SDMA Operation and Spatial

Grouping

A multi-cellular scenario served by 120◦ antennas each serving 15 UTs was chosen
operated with re-use one. Transmit power is 1 W and UTs control their power
between 200 mW and 1 W. The scheduler decides based on data volume in MAC-
and PHY layer, signaling overhead per UT and SINR of an UT, estimated based
on the beamforming algorithm information. Figure 4.16 shows an example two-
dimensinal MAC frame to serve two spatially separated data streams. Above the
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MAC frame the transmit situation is shown using abstract antenna diagrams. The
first part of the frame is transmitted omnidirectional to implement broadcast mode.
DL-MAP (blue) and UL-MAP (green) and arrows are shown pointing to the time
instants contained in the MAPs, where up to four radio bursts can be transmitted,
spatially separated. Similar applies to the UL-MAP.

UTs cannot be arbitrarily scheduled for concurrent SDMA transmissions since
their spatial separability by the beam-forming antenna array depends on their rel-
ative spatial positions. Spatially separated concurrent transmissions cannot be as-
sumed to be orthogonal. Therefore, a hierarchical scheduling algorithm is introduced
that first computes a spatial grouping of UTs that can be well separated by the base
station’s (BS) beamforming antenna. The result of this grouping is a set of groups
of UTs. Users of the same spatial group can be separated and thus be served at
the same time. Users in different groups must be separated in the time domain.
Structuring of the scheduling process into two hierarchical steps adds flexibility and
simplicity to the scheduling process. The grouping process is independent from the
TDMA scheduling and vice versa. Thus, spatial grouping and group scheduling pro-
cedures can be freely combined and interchanged according to the specific needs of
the system. Spatial grouping of UTs has been proposed earlier [2] and hierarchical
grouping and scheduling in an SDMA enhanced IEEE 802.16 systems is proposed
first in [4]. Since an optimal grouping is far too complex to be applied, a greedy al-
gorithm to sort spatial groups according to achievable throughput was used resulting
in grouping gain slightly below the optimal grouper’s gain. A tree-based heuristic
algorithm only estimating the most promising spatial groups appear well suited to
reduce run-time complexity to be applicable in real-time condition, with a grouping
gain comparable to that of the greedy algorithm.

Simulation Results

Figure 4.17 shows the aggregate DL cell throughput versus offered traffic. Satura-
tion is reached where the throughput deviates to grow linearly with offered traffic.
Clearly, with omnidirectional it is lower than with SFIR or SDMA transmission.
Under SDMA with up to 4 parallel transmissions, the throughput curve climbs from
a value of about 22 MBit/s, where the first UTs reach saturation, to a final maximum
of 30 MBit/s. SDMA transmission with up to 4 beams achieves about 440% gain
compared to omnidirectional transmission. Most of the results on MIMO based
MAC protocols, grouping etc. gained in this project are available from [3]. The
scheduler algorithms developed for multiple antenna systems were implemented on
a real-time hardware platform.

4.8.3 Hardware Implementation of COFDM Systems with

Multiple Antennas

A realtime testbed was developed and used to validate the scheduler algorithms in
“real world” scenario. The demonstrator architecture had to be adapted resulting in
redesign of the analog frontend as well as the digital transceiver. The testbed is based
on OFDM transmission with 256 subcarriers for each UT. A WLAN transceiver chip
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Figure 4.16: A MAC frame supporting
SDMA operation

Figure 4.17: DL throughput vs. to-
tal offered DL traffic for
omnidirectional, SFIR,
and SDMA transmis-
sion modes

is used for the analog frontend operating at a radio frequency of 5.6 GHz with an RF
bandwidth of 25 MHz. The modulation of the radio link is adaptive and is BPSK,
QPSK, 16- or 64-QAM, and can be defined independently for each user. In total the
system can serve four BS antennas and four UTs resulting in a 4x4 MIMO system.
Each antenna combination between 1x1 (SISO) and 4x4 (MIMO) with or without
diversity can be operated. Up- and downlink are separated in time division duplex
(TDD). Digital signal processing performs the linear equalization algorithms ZF and
MMSE in real time [1]. Furthermore, pre-equalization at the transmitter is possible
using channel information from uplink transmission.
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As an example Fig. 4.18 presents the measured diversity gain that is obtained
using more than one antenna. Regarding MIMO scenarios diversity also plays an
important role as shown in Fig. 4.19. All user can be served with smaller SNR.
Regarding two users the SNR and therefore the data rate is much higher. The
measurements were taken at the entrance hall of the IHF building. The BS was
equipped with a compact four-port-inverted-F antenna and the UT was fit with
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another compact four-port antenna using four orthogonal radiation modes [5].
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4.9 Large System Analysis of Nearly Optimum

Low Complex Beamforming in Multicarrier

Multiuser Multiantenna Systems

C. Guthy, W. Utschick, Technische Universität München, Germany

4.9.1 Introduction

In general, analytical expressions for the average sum rate in the Multiple-Input
Multiple-Output (MIMO) Broadcast Channel (BC), resulting from signal process-
ing algorithms requiring perfect channel state information at the transmitter, are
difficult to obtain. That is true for the optimum sum capacity [11] as well as near
optimum algorithms such as the Successive Encoding Successive Allocation Method
(SESAM) [9] and its variant with Minimum Mean Square Error (MMSE) trans-
mit filters [8, Ch. 4.2]. Thus, performance evaluation of these algorithms is only
possible via simulation results. In the large system limit however, i.e., when at
least two system parameters go to infinity at a fixed and finite ratio [6, 10], the
performance of many algorithms becomes deterministic, although random variables
are used. That is because the eigenvalues of random matrices often converge to an
asymptotic limit, which can be obtained from the asymptotic eigenvalue distribution
(a.e.d.) and which is independent of the current realization of the random matrix.
The most prominent example is the Marčenko-Pastur distribution [5] for Wishart
matrices. Furthermore the analytical expressions in the large system limit often
serve as a good approximation of the system performance also with finite system
parameters, which makes large system analysis an interesting tool for the analysis
of signal processing algorithms.
In this chapter we will present analytical approximations of the ergodic sum rates
achievable with SESAM with MMSE transmit filters [8] and zero-forcing transmit
filters [9] based on large system results with Gaussian i.i.d. channel matrices and an
infinite number of transmit and receive antennas. It will be shown that the results
also serve as good approximations for the average sum rate in systems with finite
parameters.

4.9.2 System Model

We consider a multi-user multi-carrier MIMO system with C carriers, one base sta-
tion with N antennas and K non-cooperative users with R antennas. The k-th
user’s channel matrix on carrier c, denoted as Hk,c ∈ CR×N , consists of uncorre-
lated Gaussian entries with zero mean and variance 1/R. Perfect knowledge of the
matrices Hk,c at the transmitter is assumed. The additive noise at each receiver is
assumed to be white Gaussian with zero mean and unit covariance matrix.
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4.9.3 Description of Algorithms

As the optimum solution, both variants of SESAM rely on the principle of Dirty
Paper Coding (DPC). Furthermore they successively allocate data streams to users,
where in each step filters and user allocation of previously allocated data streams are
kept fixed and the next data stream is allocated to that user such that the increase
in the objective function becomes maximum. The allocation stops, if no increase in
the objective function is possible with a new allocation. Denoting the number of
totally allocated subchannels on carrier c with Mc, the achievable sum rate computes
according to

Rsum =
C∑

c=1

Mc∑

i=1

log2(1 + pi,cλi,c).

In the following we will shortly describe how the subchannel powers pi,c and the
channel gains λi,c compute for the two algorithms. For notational convenience, we
assume that the user allocation is given in the following, where πc(i) denotes the
user to which the data stream encoded at i-th place has been allocated to on carrier
c. Certainly, when the algorithm is run, potential subchannel gains have to be
computed for every user and carrier to select the most suitable user and carrier for
each data stream.

SESAM with MMSE Filters

With MMSE filters, the problem of maximizing sum rate under a total power con-
straint can be solved almost optimally at drastically reduced computational com-
plexity. In this case a simplified power allocation is assumed such that pi,c = PTx

CMc

7,
where PTx denotes the available transmit power. The subchannel gains λi,c then
compute according to

λi,c = ρ1

⎛
⎜⎝Hπc(i),c

⎛
⎝I +

i−1∑

j=1

PTx

CMc
H

H

πc(j),ctj,ct
H

j,cHπc(j),c

⎞
⎠

−1

H
H

πc(i),c

⎞
⎟⎠ , (4.11)

where ρ1(A) denotes the principal eigenvalue of the matrix A. tj,c denotes the
transmit filter in the dual uplink for the j-th data stream on carrier c and is equal
to the unit-norm eigenvector belonging to the principal eigenvalue of the matrix

Hπc(i),c

⎛
⎝I +

i−1∑

j=1

PTx

CMc
H

H

πc(j),ctj,ct
H

j,cHπc(j),c

⎞
⎠

−1

H
H

πc(i),c (4.12)

7For SESAM with MMSE filter the pi,c correspond to the powers in the dual uplink. As the
rates in the broadcast and the dual uplink are the same [8], we consider the uplink rates for
the SESAM MMSE algorithm in this chapter.
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SESAM with Zero-Forcing Filters

With zero-forcing filters the subchannel gains λi,c are given by

λi,c = ρ1

⎛
⎝Hπc(i),c

⎛
⎝I −

i−1∑

j=1

tj,ct
H

j,c

⎞
⎠H

H

πc(i)

⎞
⎠ , (4.13)

where here the tj,c are the downlink transmit filters for the j-th data stream on
carrier c and equal to the unit-norm eigenvectors corresponding to the principal
eigenvalues of the matrices

⎛
⎝I −

j−1∑

ℓ=1

tℓ,ct
H

ℓ,c

⎞
⎠H

H

πc(j),cHπc(j),c

⎛
⎝I −

j−1∑

ℓ=1

tℓ,ct
H

ℓ,c

⎞
⎠ .

Each matrix I −
∑j−1

ℓ=1 tℓ,ct
H

ℓ,c projects into the nullspace of the beamformers of the
previously allocated data streams on carrier c and therefore assures that the tj,c to
do not interfere with the previously allocated subchannels on carrier c. Interference
on later allocated subchannels is suppressed by DPC. With this kind of zero-forcing,
several Quality-of-Service (QoS) constrained optimization problems can be solved
at reduced computational complexity, where the optimum can be achieved quite
closely. Such optimization problems can be the weighted sum rate maximization
under minimum and maximum rate requirements with a transmit power constraint
or the transmit power minimization for the fulfillment of minimum rate require-
ments. As zero-forcing filters are applied together with DPC, the subchannels are
interference-free and the optimum powers pi,c can be determined by water-filling
alike solutions. For the details of the power and user allocation the reader is re-
ferred to [9] for the pure sum rate maximization, to [4] for the weighted sum rate
maximization under a power constraint and [1] for QoS constrained optimization
problems.

4.9.4 Approximation of the Ergodic Sum Rate with Large
System Analysis

In this section we will present approximations for the subchannel gains λi,c with
results from large system analysis. For the large system analysis the number transmit
antennas and receive antennas go to infinity at a finite fixed ratio β, i.e., N →
∞, R → ∞, β = N

R
, finite. Then the empirical eigenvalue distributions of the

matrices in (4.13) and (4.11) converge almost surely to an asymptotic limit. For finite
systems, we propose to use the a.e.d. fA(x) of a matrix A to find an approximation
for the i-th strongest eigenvalue as follows. Let A be a L × L matrix with finite
L, then the i-th eigenvalue of this matrix is approximated by these two implicit
equations.

ρi(A) = L
∫ mi

mi−1

xfA(x) d x, where
∫ mi

0
fA(x) d x =

L − i + 1

L
.
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Hence the x domain is divided into L intervals, where in each interval [mi−1; mi] the
integral

∫mi

mi−1
fA(x′) d x′ is equal to 1/L. The centroid of each interval then repre-

sents one eigenvalue. Using these approximations for the computation of eigenvalues
in (4.11) and (4.13), the user and power allocation is afterwards done as originally
proposed for finite systems. The a.e.d.s fA(x) can be computed from the Stielt-
jes transformation SA(z) as described for example in [10]. In the following we will
therefore present equations for the Stieltjes transforms.

SESAM with MMSE Filters

As a direct computation of the Stieltjes transforms of the matrices in (4.11) seams to
be difficult, we first introduce the following approximation of the subchannel gains.

λi,c ≈ ρni,c+1

(
Hπc(i),c

(
I +

PTx

CMc
Vni,c

V
H

ni,c

)−1

H
H

πc(i),c

)
, (4.14)

where ni,c denotes the number of subchannels assigned to the user πc(i) in previous
steps on carrier c. Vni,c

∈ CN×i−1−ni,c is a matrix with orthonormal columns, i.e.,
V H

ni,c
Vni,c

= I, independent of Hπc(i),c. Hence the effect of the interfering subchannels
allocated to other users is taken into account by the matrix Vni,c

, which consists of
as many orthonormal columns as subchannels assigned to other users than user
πc(i) interfere with the i-th subchannel on carrier c. The effect of interference
of subchannels allocated to the same user is considered by taking the ni,c + 1-th
largest eigenvalue in (4.14), denoted as ρni,c+1. Due to the independence between

the matrices Hπc(i),c and Vni,c
, the Stieltjes transform S

Ãi,c
(z) of the matrix Ãi,c =

Hπc(i),c

(
I + PTx

CMc
Vni,c

V H

ni,c

)−1
HH

πc(i),c ∈ CR×R can be derived from [10, Theorem
2.39] and is given by the implicit equation

β =
1 + zS

Ãi,c
(z)

1 − 1
1+S

Ãi,c
(z)

N−(i−1−ni,c)

N
−

1+
PTx
CMc

1+
PTx
CMc

+S
Ãi,c

(z)

i−1−ni,c

N

.

For details the reader is referred to [3].

SESAM with ZF Filters

As the matrix Hπc(i),c

(
I −

∑i−1
j=1 tj,ct

H

j,c

)
HH

πc(i),c has the same nonzero eigenvalues as

Ai,c = V H

i−1,cH
H

πc(i),cHπc(i),cVi−1,c, where Vi−1,c contains the N − i − 1 orthonormal

basis vectors of the projector I −
∑i−1

j=1 tj,ct
H

j,c, we derive an implicit equation for the
Stieltjes transform SAi,c

(z) of the latter matrix in the following. The computation
of SAi,c

(z) works recursively, as it requires the a.e.d. fAℓi,c,c
(x), where ℓi,c denotes

the last step before step i, in which a subchannel has been assigned to the user πc(i)
on carrier c. SAi,c

(z) is given implicitly by

∫ n1

0

fAℓi,c,c
(x)

1 − β̃ + (x − z)β̃SAi,c
(z)

d x =
N − ℓi,c − 1

N − ℓi,c
,
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where ∫ n1

0
fAℓi,c,c

(x) d x =
N − ℓi,c − 1

N − ℓi,c

.

For details the reader is referred to [2].

4.9.5 Numerical Results

Figure 4.20 exhibits the sum rate averaged over 1000 channel realizations versus the
number of transmit antennas, where the sum rate maximization under a transmit
power constraint is considered. The ratio β has been fixed to β = 2. Each cross
for the SESAM approaches corresponds to the sum rate achieved with one channel
realization and the line goes through the average sum rates. Figure 4.20 (a) com-
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Figure 4.20: Numerical Results

pares the approximated sum rate with the average sum rate for SESAM with MMSE
filters in a system with 2 users, one carrier, and at a transmit power of PTx = 100,
which corresponds to a transmit SNR of 20dB. In Fig. 4.20 (b) the same compar-
ison is made with SESAM and ZF filters at 10 dB and in a system with 5 users.
Additionally, Fig. 4.20 (b) exhibits the average sum capacities and the large system
approximations of Block Diagonalization [7] with and without DPC, which have also
been derived in [2]. From both figures we can conclude that the presented approxi-
mations match the average sum rate quite well, already with reasonable numbers of
transmit and receive antennas.
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4.10 Combined Radar and Communication

Systems Using OFDM

M. Braun, C. Sturm, F. Jondral, T. Zwick, Karlsruhe Institute of Tech-
nology (KIT), Germany

4.10.1 Introduction

In the current technological development, the radio frequency front-end architectures
used in radar and digital communication technology are becoming more and more
similar. In both applications more and more functions that have traditionally been
accomplished by hardware components are now being replaced by digital signal pro-
cessing algorithms. Moreover, today’s digital communication systems use frequencies
in the microwave regime for transmission, which are close to the frequency bands
traditionally used for radar applications. This technological advancement opens the
possibility for the implementation of joint radar and communication systems that
are able to support both applications with one single platform and even with a com-
mon transmit signal. A typical application area for such systems would be intelligent
transportation networks, which require the ability for inter-vehicle communications
as well as the need for reliable environment sensing.

First concepts of joint radar and communication systems have been primarily
based on spread spectrum techniques. Recently, OFDM signals have gained a lot of
attraction for this purpose. This is motivated by two facts: First, most currently
released communications standards, e.g., IEEE 802.11p, employ OFDM signals. Sec-
ond, in the radar community OFDM signals recently have attracted general interest
and their suitability for radar applications has been proven. Hence, OFDM signals
currently seem to be the ideal basis for joint radar and communication implementa-
tions.

A possible application scenario of an OFDM based joint radar and communication
system is illustrated in Fig. 4.21. The OFDM signal (colored in green) is transmitted
from the car on the left side and transports information to distant receivers. At the
same time this signal is reflected at objects, also cars, in the neighborhood (reflected
signal depicted in gray). The OFDM system observes the echoes of its own transmit
signal and calculates a radar image by applying suitable processing algorithms. Also,
communication with base stations could be included in this concept.

In the following, detailed considerations regarding an optimum parametrization of
the OFDM signals for simultaneous radar and communication operation as well as
optimum radar processing strategies will be discussed. Moreover, a fully operational
system demonstrator and verification measurement results will be presented.

4.10.2 Signal Design

A major challenge is the design of the OFDM signals. It must be guaranteed that
the communication link is reliable over mobile communication channels with severe
fading, and that the radar imaging algorithm is not negatively affected by the signal
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Table 4.3: Channel limitations for the OFDM parameters

Property Urban Autobahn
RMS excess delay 0.102 μs 0.122 μs

Maximum Doppler spread 7.24 kHz 5.23 kHz
Coherence bandwidth 2246.1 kHz 1269.53 kHz
RMS Coherence time 0.401 ms 0.46 ms

design. A large variety of parameters can be changed, ranging from sub-carrier
distance to channel coding. This section will explain the most important parameters.
A more detailed description can be found in [1, 2].

Physical Parameters

Physical parameters of an OFDM frame are sub-carrier distance, guard interval
duration, total bandwidth and the frame duration. Their choice depends on the
required radar accuracy and the quality of the mobile propagation channels.

In [1] and [2], we analyzed the effects of the mobile propagation channels. Basis for
the analysis were RayTracing channels, i.e., simulations of real traffic scenarios where
the channels between transmitter and receiver were obtained by optical methods [3].
A database of 10567 channels from a total of eight urban traffic and two highway
(“Autobahn”) scenarios was used to test and evaluate parameterizations. These
channels were analyzed for time and frequency variance to obtain limits for the
physical OFDM parameters. In particular, the sub-carrier spacing is limited by the
coherence time and the Doppler spread; the guard length duration depends on the
excess delay [1]. Table 4.3 shows the results of the analysis.

The requirements of the radar accuracy also impose constraints on the parametriza-
tion of the signal. In particular, the resolution in range and Doppler domain set
minimum limits on bandwidth B and frame duration TF , which can be estimated

Figure 4.21: Application scenario for a combined radar and communication system
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by the following equations:

B ≥
c0

2Δdmax
, TF ≥

c0

2Δvmaxfc
(4.15)

For a range resolution of 1.5 m, the bandwidth must therefore be on the order of
100 MHz. This in turn has other side effects, such as a low power density.

A less obvious design criterion is the effect of the parametrization on the OFDM
radar processing algorithm. The maximum likelihood estimator presented in the
following section is prone to threshold effects. In [4], we present a method to test
the range in which a given set of parameters works without threshold effects.

Channel Coding

A suitable channel coding is an important choice in the frame design process. Ve-
hicular applications in particular have high demands regarding reliability of the
data transmission. At the same time, the signal’s low power density and the highly
frequency- and time-variant channels make error-free data transmission very diffi-
cult. On the other hand, the large bandwidth allows for high data rates, which
might not be necessary. It therefore makes sense to sacrifice raw data rate for lower
bit error rates by using robust codes with low coding rates.

Although several types of codes can satisfy these requirements, Reed-Muller codes
appear particularly suitable. Their big advantage is the possibility to use sub-sets of
codes which exhibit a low peak-to-average power ratio (PAPR) [5, 6]. This is gives
the whole system a new degree of freedom, since the low PAPR values exhibit fewer
requirements towards the amplifiers. Simulations have shown the codes to perform
well under adverse channel effects with a fixed PAPR of 3 dB [5].

4.10.3 The Radar Subsystem

The radar subsystem deals with the task of estimating range and relative speed
of other objects in the vicinity. When transmitting, it receives and analyses the
backscattered signal and processes it to gain information about the surrounding
objects. In order to identify a suitable estimation algorithm we must first analyze
the effects the backscattering has on OFDM frames.

In the following, one OFDM frame shall be described by an N × M-matrix FTx ∈
CN×M , where every element (FTx)k,l) = ±1 is a modulation symbol from the BPSK
modulation alphabet. Every row in FTx corresponds to an OFDM sub-carrier; every
column corresponds to an OFDM symbol. s(t) denotes the transmitted time domain
signal and is created from FTx by the usual OFDM modulation process of calculating
an IFFT of every column and prepending the result with a cyclic prefix.

During transmission, a receiver is active. The received signal r(t) consists of
the Doppler shifted and time-delayed reflected signals. In the case of H reflecting
targets, the relation between transmitted and received signals is

r(t) =
H−1∑

h=0

bhs(t − τh)ej2πfD,ht + wσ2(t). (4.16)
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The Doppler shift and roundtrip propagation time of the h-th target are denoted
fD,h and τh, respectively. bh = |bh|ejϕ̃h is the corresponding complex attenuation
factor. The received signal is a linear superposition of reflected signals from every
target, plus complex white Gaussian noise wσ2(t) with variance σ2.

For the development of the estimation algorithm it is useful to analyze the effects
of Doppler shift and time delay on FTx. For simplicity, we will analyze the effect of
a single reflecting target with Doppler shift of fD and a roundtrip delay of τ . In this
case, the Doppler shift causes an oscillation of the matrix rows by ej2πlTOfD . This
assumes a constant Doppler shift over all frequencies, which is a valid approximation
if the bandwidth is much smaller than the signal’s center frequency. The delay causes
a phase shift on every sub-carrier of e−j2π(f0+kΔf)τ0 . Without loss of generality, |b0|
can be assumed to be of unit value. Representing the received signal in the same
matrix notation as FTx can thus be done as

(FRx)k,l = (FTx)k,l · ej2πlTOfD,0e−j2πkτ0Δf ejϕ0 + (W)k,l. (4.17)

W is a matrix representation of the additive white Gaussian noise (AWGN); its
entries are i.i.d. random values from a circular, complex, zero-mean normal distri-
bution with variance σ2. All phase shifts which are constant for the entire frame
are summarized into the phase term ϕ. Before estimation, the known modulation
symbols inside FTx can be eliminated from FRx by simple element-wise division. The
resulting matrix is thus

(F)k,l =
(FRx)k,l

(FTx)k,l
= ej(2π(lTOfD,0−kτ0Δf)+ϕ0) +

(W)k,l

(FTx)k,l
. (4.18)

All estimation is now performed on F, which consists of two orthogonal oscillations
and AWGN. It must be noted that the statistics of the noise are not affected by
the division if the BPSK symbols are not correlated, since in this case, the division
is nothing but a random phase rotation by either π or zero of the rotationally
invariant noise. Therefore, the estimation of fD and τ is equivalent to estimating
the frequencies of the two orthogonal oscillations within the matrix F and is therefore
very similar to an identification of spectral components.

Finally, the target parameters must be estimated from F. We have chosen a
maximum likelihood estimate (MLE) approach, which was originally introduced
in [7] and [8]. The MLE is obtained by calculating [4]

C(m, n) :=

∣∣∣∣∣∣∣∣∣∣∣∣

IFFT(n)

⎧
⎪⎨
⎪⎩

FFT(m) {F}︸ ︷︷ ︸
FFT over every row of F

⎫
⎪⎬
⎪

︸ ︷︷ ︸
IFFT over all columns of the FFT result

∣∣∣∣∣∣∣∣∣∣∣∣

(4.19)

and finding the values m̂, n̂ which maximize C(m, n). The MLE for Doppler shift
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and propagation time is then

τ̂ =
n̂

NIFFTΔf
, f̂D =

m̂

MFFTTO
, (4.20)

where NIFFT and MFFT are the lengths of the IFFT and the FFT, respectively. It
must be noted that the complexity of such an approach is smaller than the classical
approach of correlating in frequency and time domain. Moreover, additional inves-
tigations have been conducted regarding the estimation of the direction of arrival
(DoA) with a multiple antenna receiver. It has been shown that standard DoA es-
timation techniques can be applied directly to the output of the range and velocity
estimators in Eq. (6). Detailed results have been published in [9].

4.10.4 Measurements

Demonstrator Setup

The demonstrator system consists of three main hardware components: a Rohde &
Schwarz (R&S) SMJ100A vector signal generator, a R&S FSQ26 signal analyzer,
and optionally a R&S SMR40 microwave signal generator. The SMJ100A is limited
to a maximum carrier frequency of 6 GHz but offers higher output power than the
SMR40. Therefore it has been decided to implement two different configurations,
one with the SMJ100A only in order to achieve high output power at 6 GHz and
another one with both SMJ100A and SMR40 in order to generate a signal at the
intended carrier frequency of 24 GHz but with reduced transmit power. All instru-
ments are connected through an Ethernet link and controlled from a computer via
the MatLab Instrument Control Toolbox. All signals are generated and processed
in MatLab. The OFDM system parameters that have been applied for the measure-
ments are summarized in Table 4.4. These parameters have been obtained through
a theoretical study described in [10] and verified with ray tracing simulations in [1].

Table 4.4: OFDM system parameters

Symbol Quantity Value

fc Carrier frequency 6 GHz / 24 GHz
Nc Number of subcarriers 1024
Δf Subcarrier spacing 90.909 kHz
T Elementary OFDM symbol duration 11 μs
Tp Cyclic prefix length 1.375 μs
B Total signal bandwidth 93.1 MHz

The first configuration of the system setup is shown in Fig. 4.22. The transmit
signal is generated in MatLab, transferred to the signal generator, converted to
the carrier frequency and radiated. The signal analyzer is synchronized in phase
through a 10 MHz reference signal and in time through a trigger signal. The signal
analyzer samples the I and Q components of the received signal after conversion
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Figure 4.22: OFDM system setup for a maximum carrier frequency of 6 GHz

to the baseband and transfers them back to the computer. The signal generator
provides a maximum carrier frequency of 6 GHz and a maximum peak power of 20
dBm. Since with the chosen parameters the OFDM signal shows a relatively stable
PAPR of approx. 10 dB, a maximum mean transmit power of 10 dBm is available
for uncoded transmission. The employed horn antennas at the transmitter and at
the receiver have a gain of 18.5 dBi each.

In order to carry out measurements with a carrier frequency of 24 GHz an ad-
ditional mixer is required. In that case a slightly different second setup is used,
in which the output signal of the SMJ100A signal generator is fed to the external
modulation signal input of the SMR40 signal generator. With an intermediate fre-
quency of 200 MHz at the input of the SMR40 and a local oscillator frequency of
23.85 GHz, the center frequency of the upper sideband occurs at 24.05 GHz. The
radiation of a lower sideband cannot be suppressed in this configuration, however
the receiver is tuned only to the upper sideband, which spans from 24.0 GHz to 24.1
GHz. The external modulation input of the SMR40 does not allow for output power
control. When driving the SMR40 with an average input signal power of 0 dBm
a total average output power of only -12 dBm is available in the upper sideband.
With an additional medium power amplifier the output power can be increased to
10 dBm. Also in this setup horn antennas are employed, which have a gain of 22
dBi each.

Measurement Results

In order to verify the developed algorithms a dynamic scenario with at least one
moving object is required. Therefore in the scenario shown in Fig. 4.23a measure-
ments have been taken with the system demonstrator. The scenario consists of a
corner reflector with a radar cross section of σRCS = 16.3 dBm2 at 24 GHz and a
car moving towards the radar with a velocity of approximately 25 km/h. The mea-
surement was taken at the instant when the car was at the same distance of R =
20 m as the reflector. The result obtained from the Doppler estimation algorithm is
shown in Fig. 4.23b. In the FFT processing a Hamming window has been applied
for both Doppler and range processing. It can be observed that in the distance of
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(a) Investigated scenario (b) Measured radar image (normalized,
in dB)

Figure 4.23: Verification measurement in a dynamic scenario

20 m both a high peak from the reflector at zero velocity and an additional peak
at approximately 7 m/s corresponding to the speed of the car appear in the image.
The reflection from the car is around 15 dB weaker than the signal scattered from
the reflector. In the radar image additional reflections from ground clutter and ob-
jects in the background appear at zero velocity. The measurement result proves that
both objects can be clearly identified and separated with the proposed processing
algorithm.

In order to completely characterize the system performance also the SNR of the
radar image after the processing has to be analyzed. The estimator described in
Eq. (4.20) provides an SNR gain equivalent to the product of the number of subcar-
riers N and the number of evaluated OFDM symbols M . The expected radar image
SNR amounts to

SNRimage =
PT xNMGT xGRxλ2σRCS

PN(4π3)r4
(4.21)

with PT x being the transmitted signal power, GT x and GRx being the transmit
and receive antenna gain, λ being the wavelength, and σRCS denoting the radar cross
section of the reflector.

In order to verify that this relation applies for practical OFDM radar measure-
ments with the proposed estimator, additional measurements have been carried out
with the system setup for the 24 GHz ISM band. In these measurements radar
images of the trihedral reflector have been taken for three different distances of r
= 4, 10, 20 m without using the amplifier. For each measurement result the ratio
between the peak caused by the reflector and the average background noise level has
been determined, assuming that this value represents SNRimage from (4.21). The
measured values have been compared to the theoretically expected values, taking
into account the receiver noise power level specified by the manufacturer to -143
dBm/Hz corresponding to a total noise power of -64 dBm. The results are reported
in Table 4.5.

With increasing distance the measured SNR values approach the expected ones.
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Table 4.5: Radar image SNR for PT x = -12 dBm

Distance to the reflector in m 4 10 20
Measured SNR in dB 49.8 41.4 30.8
Expected SNR in dB 60.7 44.5 32.8

For the distance of 4 m the discrepancy is caused by the fact that the reflector is
not yet in the far field. For higher distances of the reflector there is only a minor
discrepancy between the measured and the expected SNR, which results form the
SNR degradation caused by the Hamming window. From the measurement results
it is evident that the proposed estimator provides the gain claimed in (4.21). A
detailed report on the measurements can be found in [11].

4.10.5 Summary

In this project a detailed concept for a combined radar and communication system
based on OFDM signals has been elaborated and evaluated. A suitable estimator
has been developed that allows for performing range and Doppler measurements
with OFDM signals without any negative impact of the simultaneously transmitted
user information. Both measurements and simulations show that OFDM radar is
an interesting and feasible new technology with some interesting qualities.
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5 System Level Aspects for
Multiple Cell Scenarios

5.1 Link Adaptation

R. Kays, O. Hoffmann, TU Dortmund University, Germany

5.1.1 Motivation

OFDM based systems provide many options and parameters to set up an efficient
radio transmission for given requirements and channel conditions. System design
is very demanding especially if many transmissions share a limited bandwidth and
have to be optimized without a central coordination instance. Self-organizing net-
works are an example for such demanding system design tasks. Especially if high
requirements on quality of service are given in an environment with many active
transmission nodes, only careful selection of link adaptation methods can yield the
required performance. In any case, the basic OFDM design has to be suited to
the transmission task. System design is based on the selection of general parame-
ters like transmission frequency, bandwidth per channel, maximum transmit power
(typically limited by regulation) as well as the definition of the fundamental OFDM
parameters like number of carriers and the duration of the guard interval. In order
to specify a practical system, further specifications are needed to allow for synchro-
nization. Transmission standards therefore include the definition of pilot carriers
and synchronization symbols. Link adaptation means the dynamic choice of indi-
vidual link parameters within a given OFDM-framework. Typically, this process
has to be based on the observation of the transmission conditions which influence
a single radio link as well as a complete network. As the question of optimum link
adaptation is closely related to the environment of the links, many different options
exist. In order to restrict our discussion to a limited complexity, we will focus on a
certain application scenario which includes many aspects of general interest. This
scenario is sketched in the following chapter.

5.1.2 Example of a Multiple Link Scenario

For the purpose of discussing different aspects of link adaptation, a scenario should
be selected which poses demanding requirements on transmission efficiency and qual-
ity of service. The transmission of live media streams in home environments may
serve as such an example. Home environments are as individual as people are, and
they will differ between regions and cultures. Assuming a typical household in many
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industrial countries one might assume that a critical network situation is the simul-
taneous use of different video services by several members of the household. There
may be different local storage servers containing audio-video (AV) material bought
by the consumer (like DVD or CD collections), recorded (broadcast time shift),
downloaded or produced (like personal video and still images). Furthermore, differ-
ent access points to external networks are available - satellite reception equipment,
broadband coax cable or twisted pair cable carrying speech communication as well
as DSL Internet access. Different devices may also link to terrestrial mobile com-
munication (GSM, UMTS) or digital broadcast networks like DVB-T, DVB-H, or
DAB. Figure 5.1 shows a typical scenario. Network access devices and local storage
servers are located in different rooms, and manifold AV devices are used in several
places. Services are provided based on individual links between data sources and
media renderers. The system has to assure that every user has convenient access
to every service - the vision of anything, anywhere, anytime should become reality
for the personal environment of people. From the system design point of view, an
efficient network is required, allowing for data rates in the order of 5 - 15 Mbit/s
per media stream. Although the network should appear as one logical instance from
the users’ perspective, it consists of a number of independent links with individ-
ual transmission parameters. Each link is competing for the scarce transmission
resources.

Home Office

Sat-Receiver

Kid’s Room

Living Room Kitchen

DVD/VCR

Receiver

DSL Access
Point

PC

PC

Server

Figure 5.1: Typical wireless network in a detached house

Optimization can start by selection of suitable parameters for each individual link.
The task becomes more demanding if several links are operated in parallel. It can be
expected that such network concepts will be introduced to many households. This
fact makes the competition for scarce resources more demanding, because a limited
number of wireless channels has to be shared between neighboring logical networks.
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Figure 5.2 shows the levels of system organization. The final goal of link adaptation
will be the best selection of parameters for all links such that overall efficiency will
be maximized.

Server
Server 2

Server 1

a) Network Level 1:
Single AV-Link

b) Network Level 2:
Single Home Network

c) Network Level 3:
Interfering Home Networks

Figure 5.2: Levels of system organization

As already mentioned, OFDM based transmission is very well suited to optimize
the transmission efficiency for each link. In order to discuss these aspects, some basic
parameters should be defined. A parameter set given by the OFDM transmission
modes of standardized wireless LAN (IEEE 802.11a/g) is a good platform. We
therefore use it as a starting point for the discussion of the general aspects of link
adaptation in a multiple link environment as given by our system example. Basic
transmission parameters of WLAN in Europe are [1]:

• channel bandwidth: 20 MHz

• transmission frequencies: 2.4 - 2.483 GHz, 5.15 - 5.35 GHz, 5.47 - 5.725 GHz,
4 + 19 non-overlapping channels

• total number of carriers: 53 (48 data carriers + 4 continuous pilots, center
carrier set to zero amplitude)

• net symbol duration: 3.2 microseconds, yielding a carrier spacing of 312.5 kHz

• guard interval: 0.8 microseconds

• modulation scheme: BSPK, QPSK, 16-QAM, 64-QAM

• forward error correction: convolutional code, constraint length 7, rate 1/2,
puncturing for rate 2/3 and 3/4 in certain standardized transmission modes

Regulation with respect to allowed transmit power and power density slightly
differs between frequency bands and countries. Limits for the 2.4 GHz band in
Europe may serve as a reference: Maximum equivalent isotropically radiated power
(EIRP) is 20 dBm, maximum power density is 10 mW/MHz.

Efficient link adaptation requires knowledge about the channel, e.g., transfer func-
tion or packet transmission statistics. In order to simulate and discuss the options,
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Figure 5.3: Typical transfer functions in a home environment (non-line-of-sight) for
the 2.4 and 5 GHz bands, respectively. One WLAN transmission channel
is a 20 MHz portion of the spectrum.
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a channel model is required to deliver the required information. In our scenario,
the coherence bandwidth is large compared to the carrier spacing. Furthermore,
we assume precise channel estimation due to the pilot carriers and synchronization
sequences in WLAN. Therefore, it will be sufficient to know the amplitude transfer
function of typical transmission channels in home environments. Indoor transmission
has been analyzed in many publications. However, most of these channel measure-
ments relate to office environments. Therefore, a large number of channel transfer
function measurements in typical homes have been carried out within the scope of
this analysis [2]. Figure 5.3 gives examples of typical transfer functions. These have
been measured using a channel sounder which provided a radio signal of 100 MHz
bandwidth. Measurements have been taken for the ISM bands at 2.4 GHz and
5.75 GHz. One WLAN channel covers a portion of 20 MHz of these bands. The
results of the measurements will be used within the following chapters.

5.1.3 Adaptation of Physical Link Parameters

Assuming the basic parameter set of IEEE 802.11a/g, the options for link adaptation
on the physical layer are discussed in the following. We start the discussion for one
single link, thus neglecting aspects of cross-layer optimization and interference with
competing transmissions for the moment. If channel bandwidth, duration of guard
interval, number of carriers, and carrier spacing are fixed according to the standard,
link adaptation in the physical layer means individual, dynamic selection of the
following parameters:

1. transmission channel (within the number of available channels)

2. total transmit power

3. modulation and coding scheme (and thus the physical data rate)

4. transmit power/modulation per carrier

Some of these options can be used within the boundaries of existing standards,
others require extensions.

1. Dynamic Frequency Selection

In off-the-shelf WLAN products, the transmission frequency is selected once
(e.g., by default parameters coming with the product or during setup proce-
dure by manual selection). A dynamic selection of the transmission frequency,
adapted to the transmission environment, can improve the system performance
significantly. Selecting a channel with an advantageous transmission function
(low attenuation) allows the maximization of received power and thus SNR. In
a network with high node density, the amount of competing transmissions in
the radio channels has to be taken into consideration, too. By measuring the
occupation of the channel, a second criterion for the dynamic selection of the
channel is given. Let us first consider the transmission function. Generally, the
potential for improvements depends on the scenario. In a home environment,
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the transmission function of the wireless channel remains nearly constant, if
there are no movements of persons or furniture. Long term measurements
of habitations have shown that the transmission function of the channel is
influenced significantly by persons moving around. However, in many mea-
surements the best channel remains the optimum choice even when habitants
changed their position. Even if adaptation to the best transmission frequency
is required, this can be organized with limited communication overhead, be-
cause changes happen comparably slow. The evaluation of a large number
of measured transmission channels has shown the potential of a dynamic fre-
quency selection in our use case. Measurements have been carried out for a
bandwidth of 100 MHz (2.4 - 2.5 GHz), thus covering the complete ISM band.
A WLAN channel can be characterized by a portion of 20 MHz within this
band. The 13 WLAN channels specified for Europe have carrier frequencies of
2.412 - 2.472 GHz with a 5 MHz distance. Therefore, the available channels
overlap. Calculating the average received power of these specified channels and
comparing it for the different possible choices, and evaluating this figure for
a large number of measurements, a statistical measure for improvements in a
single link can be given. The frequency selection gain illustrated in Fig. 5.4 is
specified as the difference of the received average power between the worst and
the best channel. In the 2.4 GHz band this gain is up to 20 dB. Furthermore, it
turns out that in 50% of all cases this gain is at least 5.4 dB for a line-of-sight
(LOS) transmission and 7.2 dB for a non-line-of-sight (NLOS) transmission.
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Figure 5.4: CDF for improvements realized by dynamic frequency selection
(2.4 GHz)

The frequency selection gain in real systems can be even higher considering
the reduction of interference and load balancing, for example. However, the
quantification of this gain largely depends on the topology, environment, load,
number of active nodes, and further system parameters.

2. Transmit Power Control (TPC)

The transmit power determines the range in which packets can be received at a
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certain error rate. Therefore, the transmit power strongly impacts the perfor-
mance and the efficiency of a network, e.g., in terms of energy consumption,
throughput, delay, and interference. By means of TPC the transmit power
can be adapted collectively for all subcarriers of the OFDM signal. Besides
reducing energy consumption of the devices, TPC can also be used to min-
imize the interference effects in a given topology. However, implementation
of TPC requires a change of paradigms. Many state-of-the-art systems, also
current WLANs, exploit the limits defined by regulation and therefore waste
network resources at the expense of competing links. In the home environ-
ment, there are a lot of device arrangements that require significantly lower
transmit power to fulfill their transmission task. Considering a wireless link
between a set-top-box and a presentation device located in the same room, a
transmit power of 20 dBm will not only be wasting radio resources, but may
be even critical due to overdriving the RF-input of the receiver. If adaptation
of the transmit power, i.e., reduction to the required level, were introduced,
the network nodes would increase the performance of the whole network, be-
cause interference would be limited. In this respect, TPC is more than an
improvement method for a single link. TPC aims to increase the performance
of all nodes in a network. In this way, neighboring nodes cooperate to enable
the fulfillment of as many transmission tasks as possible under the constraint
of limited resources. However, TPC is used today mainly in multi-hop net-
works or for meeting regulative requirements, e.g., in IEEE 802.11a systems.
In order to reduce the energy consumption and increase the throughput, two
general principles are deployed: transmission in time and in space multiplex.
In space multiplex, the transmit power is adapted in a way that each link cov-
ers only the minimum range, so that all the network resources can be reused
in minimum distance. Thus, it is possible that other stations can simultane-
ously transmit on the same channel without causing significant interference
to other stations. In time multiplex, stations compete for medium access as
usual (e.g., via CSMA/CA). When obtaining medium access, the stations can
use the transmit opportunity to transmit data packets with reduced transmit
power. Time multiplex is feasible, for example, when space multiplex is not
possible - e.g., because for space multiplex the PHY data rate would be so low
that the required throughput could not be fulfilled or because legacy devices
do not allow for space multiplex. Of course, improvement of overall system
performance cannot be characterized by simple Eb over N0 curves. Again, the
gain largely depends on the topology, environment, number of active nodes
etc. In order to judge this approach, a link efficiency measure as derived in
chapter 5.1.3 is required.

3. Modulation and FEC

Once the channel transfer characteristics are given, the selection of the mod-
ulation and FEC parameters has to be done. WLAN according to the OFDM
modes of IEEE 802.11 allows for different combinations (modulation BPSK,
QPSK, 16-QAM, 64-QAM, convolutional coding with rates 1/2, 2/3, or 3/4).
According to the standard, power is allocated equally to all subcarriers, and
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all of them use the same modulation and FEC scheme. The selection of a
suitable transmission scheme leading to a certain gross data rate is done by a
process called “dynamic rate adaptation” (DRA). By this process, the link can
be adapted to different SNR ratios on the channel. When adapting modula-
tion and coding rate, there is always a trade-off between achievable throughput
and resulting packet error rate. Therefore, the transmission mode comprises an
important variable in efficient link management. In many practical implemen-
tations, this selection is based on evaluation of the transmission statistics. In
literature, different improved schemes for DRA can be found (see, e.g., [3–6]).
Existing adaptation schemes can roughly be distinguished into two categories,
depending on the way channel quality is estimated. On the one hand, MAC
layer-based adaptation schemes adapt the data rate on the basis of packet
error rate (PER) calculated at MAC layer, as in [3]. In contrast, PHY layer
based adaptation schemes evaluate current channel conditions, both at trans-
mitter and receiver side, and adapt data rate according to the SNR, as in [4].
Typically, these single-stage approaches exhibit at least one main drawback.
For a single link, evaluating channel conditions on the basis of packet error
rate might perform reasonably. Since packet loss is considered only as caused
by degrading channel conditions, these methods fail in wireless networks with
high node density. In case of packet loss induced by collisions, the adaptation
scheme reduces the transmission rate. Thus, channel occupancy and collision
probability are increased even more. Deriving channel conditions from the cur-
rent SNR is not trivial and highly fault-prone. A solution to these problems
might be the introduction of a two-stage concept, which comprises advantages
of both approaches and compensates their disadvantages. Examples of a two-
stage approach can be found in [5, 6].

4. Transmit Power/Modulation per Carrier

A more sophisticated approach is the adaptation of parameters individually for
different subcarriers. In this case, improvements can be expected for frequency-
selective channels. Figure 5.5 shows the transmission function of two repre-
sentative channels that have been selected for the simulations in the following.

Five adaptation methods have been compared in the simulation series de-
scribed below. Perfect channel knowledge is assumed in all cases. Figures 5.5
and 5.6 each give five curves A-E for the two fading channel examples. The sim-
ulations were carried out for the 54 Mbit/s mode (64-QAM, R=3/4). Curve A
represents a standard transmission using a simple receiver concept as described
in [7]. In this case, the transmission function of the channel is compensated by
inverse filtering at the receiver side (zero forcing). In the next step, demodula-
tion and Viterbi decoding is done, based on a three bit soft decision (as often
proposed in literature). This configuration reflects the state-of-the-art and is
used as reference. As zero forcing and calculation of soft information is done
separately, performance is lost. Curve B is based on a standard transmission
combined with perfect soft decoding. Here, the receiver combines zero forc-
ing and calculation of soft information. In order to overcome the problem of
receiver side filtering, one approach that can also be realized in standardized
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Figure 5.5: Sample channels used in simulations

systems is a channel inversion at the sender. Carriers which are subject to high
attenuation are amplified at the transmitter side, thus yielding a flat spectrum
at the receiver input. If attenuation is high, a high amount of power is used for
weak carriers. An extension of this approach is the option to completely leave
out a certain number of carriers (in our simulation six of 48) and use the saved
power to boost the remaining carriers. As the transmission is using forward
error correction, this appears to be a specific kind of puncturing. Curves C and
D give the simulation results for the options channel inversion at transmitter
and channel inversion with suppressing the six weakest carriers at transmit-
ter, respectively. It turns out that this approach is worse than other options,
because even in the case of carrier suppression, with the given transmission
functions much energy is wasted for transmitting information in inefficient
parts of the frequency band. The information theoretic point of view shows us
that this naive adaptation approach has to be suboptimal. Therefore, process-
ing as simulated in curve B is the best choice among these options, as can be
clearly seen in the figures. However, careful evaluation of the characteristics
for different channel characteristics has shown that the interleaver specified
in IEEE 802.11 is not perfectly suited to the application scenario discussed
here. As the interleaver was selected to match primarily the characteristics of
office environments, it can be further optimized for the home scenario. Thus,
a modified interleaver has been developed [8]. Curve E shows the simulation
results when assuming perfect soft decision as in curve B in combination with
the improved interleaver.

The performance comparison yields similar results for other channel profiles
and transmission parameters (modulation and convolutional encoder). In gen-
eral, the difference between the modes A - E increases with fading depth and
data rate. Regarding channel profiles with deep fades, this modification yields
a gain of more than 2 dB in contrast to the wide spread simplified solution of
a serial connection of equalizer and Viterbi decoder with 3 bit quantization.
However, the gain which can generally be achieved by these link adaptation
methods has to be seen in combination with other methods. If dynamic chan-
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nel selection is implemented, only channels with low fading depths will be
selected in most situations. The possible improvements are thus very lim-
ited. Furthermore, it should be considered that organization of adaptation on
a subcarrier basis needs communication overhead for channel measurements.
Another practical disadvantage is the fact that the options are not within the
line of existing standards.

Link Efficiency as Optimization Criterion

Generally speaking, link efficiency of transmission systems should be optimized so
that all transmission tasks are fulfilled completely while consuming a minimum of
network resources. A comparison related to Eb/N0 figures does not cover all im-
portant aspects of network optimization. Therefore, an enhanced efficiency measure
is needed. Discussing in terms of the ISO/OSI model, this link efficiency measure
should focus on the lower two layers. A fair comparison of different transmission
concepts should be possible, including options of improved modulation and error
correction coding schemes, use of multiple antennas as well as modified MAC meth-
ods. In order to derive a generic definition, we define the link efficiency by the
ratio between the achieved transmission performance and the consumed resources.
The resources spent to achieve the transmission performance comprise the occupied
bandwidth, duration of channel occupation, and the transmit power. On this ba-
sis, the efficiency of a packet transmission can be calculated as follows. The basic
element of the transmission is one symbol. However, efficiency analysis requires the
inclusion of protocol overhead (of the lower two ISO/OSI layers in our case) as well
as an investigation of the trade-off between forward error correction and automatic
repeat request (ARQ) methods. Therefore, we start with the definition of the packet
transmission efficiency ηP :

ηP =
P L

tp · B · log2

(
1 + PT ·a

(B·N0+PInt)·I

) (5.1)

P L is the number of transmitted payload bits in the packet. P L equals zero, if
the packet is not transmitted successfully (i.e., either the data packet or the
acknowledgment packet associated with it is in error). Retransmissions will be
considered when analyzing the transmission of a packet sequence.

tp is the duration of channel occupancy. It is including the transmission time of
the data packet and the acknowledgment as well as the contention time and
the interframe spaces.

PT is the transmit power.

a is the channel attenuation factor (0 ≤ a ≤ 1) and includes free space attenua-
tion and slow fading.

N0 is the spectral density of noise. As white noise is assumed, multiplication by
the bandwidth B gives the received noise power.

PInt covers interference from concurring transmissions in the same band.
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I allows introducing an implementation margin. Thus, the performance of dif-
ferent implementations of network nodes can be compared. A typical value for
IEEE 802.11 systems is 15 dB (10 dB noise figure plus 5 dB implementation
loss).

During the transmission of each single packet, the bandwidth B, noise spectral
density N0, implementation margin I, transmit power N0, and the interference power
PInt are assumed to be constant. During a transmission attempt there are several
phases (contention, transmission, interframe spaces), where different transmit pow-
ers are used and different interference levels may occur. A temporal average of the
different levels seems to be inadequate when analyzing realistic network situations.
For the sake of simplicity, it is proposed to assume that PT equates to the trans-
mit power during the data packet transmission phase and PInt equals the maximum
interference level during this phase. The difference to the exact values will be low.
Efficiency analysis should reflect the gain when the transmission conditions are im-
proved, e.g., by methods to combat fast fading like diversity reception. Therefore,
the severity of the hurdle of the wireless channel (as indicated by the factors a, PInt

and N0) is averaged over the duration of the link and the whole frequency band. If,
for example, dynamic frequency selection is applied and a channel switch enables
higher throughput because of better transmission conditions, the effect of this link
adaptation would be directly reflected by ηP . The reason is that the ratio of P L/tp

increases, whereas a, PInt, and N0 are constant.
In our analysis, the transmission of a sequence of data packets between two specific

network nodes is regarded as one link. Typically, there will be at least one source of
traffic at the transmitter side, generating packets to be sent to a receiving station.
An efficiency measure on link level can be derived by using the packet transmission
efficiency as defined above and averaging over the duration of link existence. For each
transmitted packet, the transmission efficiency ηP can be calculated. For the reasons
explained above, only the parameters P L, tp, and PT are calculated on packet basis
and therefore indexed with i. Due to packet retransmission, the number of generated
packets NG generally will differ from the number NT of transmitted packets and the
number of successfully decoded packets ND. To obtain the efficiency of a single
link, ηP,i is averaged over the NT transmitted packets. This leads to the following
definition of link efficiency ηL:

ηL =
1

NT

NT∑

i=1

P Li

tp,i · B · log2

(
1 +

PT,i·a

(B·N0+PInt)·I

) (5.2)

The link efficiency takes into account the resources spent to achieve the perfor-
mance as well as the complexity of the transmission task. It is topology independent
and can be applied to different use cases. Thus, it allows a fair comparison of systems
and improvement methods.

5.1.4 Cross-Layer Adaptation

Besides the adaptation of the physical transmission parameters as discussed above,
optimization also has to cover aspects of the MAC layer. Typical networks transmit
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packets containing payload data and overhead for medium access, synchronization,
and addressing. The complete bit sequence is then mapped to a number of OFDM
symbols, giving rise to another loss due to padding bits that are required to generate
complete symbols. The size of the packet payload is crucial for achieving a high
efficiency. Figure 5.8 shows the maximum throughput of one link for different gross
data rates as a function of packet size. IEEE 802.11 allows for the insertion of
a request to send / clear to send sequence to reduce the loss of capacity due to
collisions with hidden stations. Both options, with and without RTS/CTS sequence,
are plotted. It is obvious that under these assumptions the maximum packet length
yields the highest MAC throughput of 19.8 Mbit/s for the 24 Mbit/s mode without
RTS/CTS, for example.
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Figure 5.8: MAC throughput as a function of packet length

Up to now, the throughput has been calculated under the assumption that no col-
lisions occur. A practical network comprising several transmitters will be degraded
due to collisions. The amount of collisions largely depends on the number of nodes
and the kind of data traffic. If several nodes wait for a transmission opportunity,
the random process decides which node will be the first to transfer. If more than
one node starts with the same backoff number a collision occurs. It turns out that
the MAC algorithm as defined in the standard is not well suited for our scenario. A
good idea for a modified approach is to specify deterministic parameters for media
streams which require high grades of service. Data transfers for PCs which have
low requirements with respect to delay and guaranteed data rate are assigned low
priorities. The differentiation at the MAC layer is achieved by suitable selection of
a fixed and a variable amount of the contention window. It turns out that overall
efficiency can be increased by avoiding collisions by such an approach. The achiev-
able improvement depends on the scenario (number of active nodes, data rates).
Simulations have shown that up to 20% increased net data rates can be achieved [9].
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5.1.5 Multiple Link Network - Overall Adaptation

Some general aspects of link adaptation have been discussed so far, focusing on the
system scenario of media transmission in a dense environment. It turns out that
optimization is a complex task. Many parameters, which influence each other, have
to be selected. A general link efficiency measure has been derived which allows a fair
comparison of all options. Link adaptation may start on a per link basis. Even in this
simple approach, several parameters exhibit significant interdependence. Defining
optimum parameters in a complex environment is even more demanding. Further-
more limitations due to standards and regulation have to be considered. Different
strategies are possible. In the home media network described above, optimization
may start by the selection of the best channel. In a given setup, this can be achieved
by selection of the best combinations of available antenna constellation and trans-
mission frequency. In the next step, the usage of this channel can be optimized
by careful selection of modulation and coding scheme. In our practical example,
characterized by typical amplitude transmission functions as described above, it
turns out that selecting a common scheme for all subcarriers is close to an optimum
solution. Improvements by adaptation of parameters per subcarrier would require
additional communication overhead. A practical problem might be the fact that
such techniques are not allowed in existing or upcoming standards. Further room
for significant improvements is given by selecting suitable packet sizes and MAC
procedures.
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5.2 System Concept for a MIMO-OFDM-Based

Self-Organizing Data Transmission Network

C. Fellenberg, R. Grünheid, H. Rohling, Hamburg University of Technol-
ogy, Germany

5.2.1 Introduction

Future wireless communication networks will provide numerous different services
with user-specific Quality-of-Service (QoS) demands. For this reason, flexibility as
well as adaptivity have to be considered in the system concept design, the data trans-
mission technique and the medium access scheme, respectively. An efficient resource
allocation procedure in the multiple access scheme should be realized to fulfill the
individual user requirements and different data rates. The Orthogonal Frequency-
Division Multiplexing (OFDM) transmission technique offers this required flexibility
and adaptivity even in multipath propagation situations and in frequency-selective
radio channels. In the OFDM case, the total bandwidth is divided into many sub-
channels which are simultaneously modulated and transmitted in a superimposed
way. This allows for exploiting multi-user diversity (MUD) by the resource allocation
procedure.

Furthermore, in cellular networks, the OFDM transmission technique has the
additional advantage that all base stations and mobile terminals can be synchronized
in time and carrier frequency. In doing so, a so-called Single Frequency Network
(SFN) is considered for the proposed system concept. An SFN offers high flexibility
in resource allocation as the resources can be provided to those base stations which
have the highest traffic load. This concept is very promising, particularly for unequal
user distributions.

The OFDM transmission technique is very suitable for broadband radio channels
due to its ability of equalization with low computation complexity. A single subcar-
rier is affected by a narrowband channel and allows for multiple antenna techniques
(MIMO). Therefore, in this chapter, a MIMO-OFDM based transmission technique
is considered to achieve very high flexibility in digital transmission technique and
multiple access scheme as well as a high system performance. Especially, beamform-
ing techniques are treated, allowing for multiple users to be served on the same time
frequency resource. Thus, the resources to be allocated are separated in space, time,
and frequency. Moreover, depending on the channel knowledge at the transmitter,
different antenna diagrams and beam patterns are applicable.

The resource allocation scheme is integrated into the scheduler. Based on the op-
timization objectives (fairness, capacity, ...), the scheduling procedure is organized
in a cross-layer approach by taking the QoS parameters of the data link control
(DLC) layer as well as the radio channel knowledge of the physical layer into ac-
count. The goal of this chapter is to design and develop a system concept for future
wireless cellular communication networks, based on the MIMO-OFDM transmission
technique and related multiple access schemes. The resource allocation is performed
in a self-organized procedure.
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The chapter is organized as follows. First, the different beamforming concepts are
introduced. Afterwards, the system concept is described, subdivided into allocation
of new resources and reallocation of already assigned resources. The first point
depicts the main idea of the proposed system concept, while the reallocation of
resources explains how the system performance can be further improved.

5.2.2 Beamforming Concepts

Beamforming is an efficient technique which uses appropriate weighting of multiple
antenna elements to concentrate the energy in a desired direction. The determina-
tion of the weighting is dependent on the channel knowledge. In the following two
different beamforming techniques are described, which are summarized in Table 5.1.

Table 5.1: Beamforming Techniques

channel knowledge beamforming technique

no fixed beams
full zeroforcing beams

The base stations are equipped with Uniform Linear antenna Arrays (ULAs),
which consist of several antenna elements. In order to ensure roughly the same
performance in each azimuth angle direction, the service area of a base station is
subdivided into sectors of 120° width.

As mentioned before, multiple antenna techniques allow for exploiting space divi-
sion multiple access (SDMA) gains by serving multiple users simultaneously on the
same frequency and time resource.

Fixed Beams

Fixed beams are uniquely precalculated without considering the current position of
the users inside the cell. The weighting coefficients are generated using the Dolph-
Chebychev method to achieve a constant sidelobe magnitude. To cover the sector,
the number of beams is determined so that a user between two beams has a degra-
dation of 3dB compared to users in the center of a beam. To perform resource
allocation, the measured Channel Quality Indicator (CQI) by the user is signaled
back to the base station. In general, the antenna diagrams for multiple users are
not orthogonal and crosstalk can occur.

Zeroforcing Beams

In contrast to the fixed beam concept, zeroforcing beams are calculated user-specifically.
Therefore, full channel knowledge is required at the base station. For zeroforcing
beams, ideal channel knowledge is assumed to be known at the transmitter. Conse-
quently, better performance is expected, compared to fixed beams. The calculation
of the weighting coefficients wk is given in Eq. (5.3),

W = H∗(HH∗)−1 (5.3)
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where the matrix H comprises the channel vectors hk of the considered users
and matrix W consists of the corresponding weighting vectors wk. By means of
zeroforcing beams, intra-sector interference is completely avoided for the considered
users.

For zeroforcing beams the question arises which users should be served simultane-
ously on the same frequency resource. Here, heuristic grouping approaches are used,
exploiting, e.g., the orthogonality of the channel vectors [4]. In [5] new algorithms
were proposed to exploit SDMA as well as MUD gains.

5.2.3 System Concept
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Figure 5.9: Cellular Network

This section covers the design of the proposed system concept for a MIMO-OFDM
transmission system in the described context. The scheduling of resources is based
on the CQI and the QoS parameters of the users. In addition, the cellular network is
assumed to be totally synchronized in time and frequency to fulfill the requirement of
single frequency networks supporting point-to-point connections (Fig. 5.9). In [3] it is
shown that the synchronization in an OFDM based cellular network is feasible. Due
to the carrier synchronization, the interference of neighboring cells is only observed
as co-channel interference. The base stations are equipped with multiple antennas,
while the mobile terminals make use of a single antenna. A time division duplex
(TDD) scheme is applied to separate the down- and uplink for data transmission.

The philosophy of the system concept is to incorporate high flexibility into the
system while keeping the interference on a low level. The self-organizing approach
is based on measurable and predictable interference situations in the network. In
this way, the mobile terminals as well as the base stations are able to measure the
interference situation and allocate appropriate resources. While the interference
is different for the base station and the mobile terminal, the useful power is the
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Figure 5.10: Interference Measurement

same due to the TDD scheme. By allocating the resources for long durations, the
interference situation becomes predictable.

Compared with the classical network design, there are two main and important
additional system functions. The carrier and time synchronization is important for
the SFN functionality and the self-organized resource allocation gives high flexibility
in the network.

Allocation of New Resources

New resources are requested by new mobile terminals coming into the cellular net-
work. Alternatively, all users who need a higher data rate ask for additional re-
sources. The resource allocation procedure for users is based on the interference
power measured by the base station and the mobile terminal. The interference power
at the base station is measured continuously in frequency and space on resources
during the uplink phase. In Fig. 5.10 the interference power is marked in grey scales,
while the occupied resources are marked in black. The interference level measured
at the mobile terminal during the downlink phase are signaled in a free time slot
to the base station for further consideration. If no collisions occur within this time
slot, the useful power is obtained at the base station as well. With this information,
the mobile terminal is assigned by the base station to suitable frequency-space re-
sources with low interference. The underlying assumption is that the interference
is predictable. However, due to the fluctuation of the interference situation within
the network, caused by allocation of new resources and mobility of the users, the
measurement of useful and interference power is updated after each frame in order
to perform link adaptation.
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Results

For quantitative analysis, a cellular network consisting of 19 cells is considered. The
wrap-around technique is used to ensure the same number of neighboring cells for
each cell. As mentioned before, a cell is subdivided into three sectors, each of which
served by 8 antennas at the base station. In the following, the downlink from the
base station to the mobile terminal is evaluated, in which the number of receive
antennas at the mobile terminal is set to one. Moreover, the performance for one
Time-Frequency block (TF block) is assumed to be constant. Further parameters
for the simulation are listed in Table 5.2. Additionally, the QoS parameters in Table
5.3 are assumed for the downlink.

Table 5.2: Simulation

Parameters Value / Assumption

Cell radius 750 m
User distribution uniform
Carrier frequency 5 GHz

Bandwidth 20 MHz
Duplex scheme TDD
Channel model WINNER C2 [6]

MAC-frame duration 2 ms
OFDM-Symbol duration 60 µs
Number of subcarriers 336

Time span of one TF block 24 OFDM symbols
Frequency span of one TF block 8 subcarriers

Number of bits per packet 832
Bandwidth efficiency of PHY modes 1/3, 2/3, 4/3, 8/3, 12/3, 16/3 [bits/s/Hz]

Table 5.3: QoS Parameters

max. delay 100 ms
max. PER 0.01
data rate 1 packet per MAC-frame (416 kbit/s)

Figure 5.11 shows the performance for the different beamforming techniques and
the reference scenario. The percentage of unsatisfied users is plotted versus the
average number of users in a cell. A user is called unsatisfied if his request for a
link connection is denied or his QoS parameters are not fulfilled. The single antenna
case (SISO) serves as a reference. Here, 6 users can be served in average for 5%
unsatisfied users in the system. If fixed beams are applied, the number of users
which can be served is considerably increased to 34. This is due to the following
reasons:

• increased receive power at the mobile terminal due to steering of the transmit
power
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• SDMA gains

• better interference situation within the system
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Figure 5.11: Allocation of New Resources

The last point is visualized in Fig. 5.12, where a cellular system and a single subcar-
rier are considered. The receive power is plotted for all base stations from one mobile
terminal localized at the green cross. The dark blue color represents the noise power
while the dark red color represents high signal power. Obviously, for the MISO
system lots of more resources are still usable for every base station compared to the
SISO system.

SISO

 

 
MISO

 

 

Figure 5.12: Interference at BS

Expectedly, the zeroforcing beams achieve the highest performance, yielding an
increase of 10 users compared to fixed beams. Beside the advantages of the MISO
system pointed out before, the ideal channel knowledge is exploited so that intra-
sector interference is fully avoided. Additionally, the steering of transmit power
towards the users is enhanced.
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Reallocation

Due to the fluctuation of the interference power level within the network, the CQI
values are only valid for a short duration. Therefore, the measurement of the useful
and interference power is updated after each frame. In doing so, each user measures
the power on the resources occupied by the base station and signals it back. In
other words, a subset of the entire resources is available for the scheduler at the base
station to perform reallocation, while the interference situation for users in other
cells remains the same. By reallocation, the scheduler is capable of balancing the
QoS demands between users with high CQI and those with low CQI.

Scheduler

PHY

CQI

of all users

DLC

QoS criteria:

- delay,

- throughput, …

MPEG

Audio

Ethernet

t

t

t

MPEG

Audio

Ethernet

t

t

t

MAC frame

MT 1

MT 2

MT 3

Beams

Figure 5.13: Crosslayer approach, incorporating scheduling and beamforming

The scheduler is responsible for the resource allocation. Optimization criteria for
the scheduler could be fairness in the system or maximizing the number of satisfied
users. A user is called satisfied if all of his QoS demands are fulfilled. To do so,
the scheduler can make use of the CQI of the physical layer as well as the QoS
parameters of the DLC (see Fig. 5.13), a concept called Cross-Layer design [1, 2, 7].

As mentioned before, the measurement of useful and interference signal power is
updated periodically on resources which are occupied by the base station. On the
basis of this information, well-known schedulers can be utilized. A promising tech-
nique for the scheduler is the utility-based approach, which transforms the challenge
of the scheduler into an optimization task [8]. This technique offers a compromise
between fairness and maximizing the throughput.

Utility-Based Scheduling

Utility-based scheduling aims at maximizing the sum utility US,

US = max
Di,i∈M

∑

i∈M

Ui(ai) (5.4)

where Ui is the utility function of user i and M is the number of users. The
argument ai is a function of all assigned resources Di of user i, which is a subset
out of the available resources D. The optimization task is subject to the following
conditions:
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M⋃

i=1

Di ⊆ D

Di

⋂
Dj = ∅, i �= j

An appropriate choice of the utility function for each user is dependent on the
optimization task (e.g., capacity, fairness, QoS demands of the users). In the scope
of this project, different utility functions have been considered.

Data Rate-Based Utility Function

For the data rate based utility function, the argument ai in Eq. (5.4) represents the
overall data rate ri for one MAC-frame, assigned to user i. The overall data rate is
given by the sum of data rates ci,d on single resources d.

ai = ri =
∑

d∈Di

ci,d

So far, solving the optimization task yields the resource allocation for one MAC-
frame. However, fairness and QoS demands are related to time. Therefore, a low-
pass filter is used for the sum of data rates in order to exploit the time dimension.

r̄i(n) = αr̄i(n − 1) + (1 − α)ri(n)

As a matter of fact, the argument ai in Eq. 5.4 is replaced by r̄i(n). Fairness
among the users is achieved by a logarithmic slope of the utility function. In this
way, users with a relatively low data rate are preferred for the resource allocation.
In literature this kind of scheduling is well-known as proportional fair scheduling
(PFS) [9]. Certainly, PFS evaluates pure channel state information. In order to
maximize the number of satisfied users, it is self-evident that information from the
DLC has to be incorporated into the progression of the utility function. This is,
e.g., achieved with modified largest weighted delay first (M-LWDF) scheduling [10]
by weighting the logarithmic slope of the utility function with the waiting time of
the first packet in the queue Ti. Thus, also users with a large waiting time of the
first packet in the queue are preferred for resource allocation. The resulting utility
function is given in Eq. (5.5).

Ui(r̄i(n)) =

⎧
⎨
⎩

Tilog(r̄i(n)) , r̄i(n) ≤ rmax,i(n)

Tilog(rmax,i(n)) , r̄i(n) > rmax,i(n)
(5.5)

The parameter rmax,i(n) ensures that the assigned data rate for user i is not
further increased if there are no more packets in his queue. Fig. 5.14 shows the
characteristics of the utility function for different users and waiting times of the first
packets. The optimization task is expressed as follows:

US = max
Di,i∈M

∑

i∈M

Ui(r̄i(n))
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Delay-Based Utility Function

The idea of the delay based utility function is to minimize the waiting time of packets
in the queue Wi(n) [11], which is

Wi(n) =
Qi(n)

λi

,

where Qi(n) is the number of packets in the queue at time n and λi is the arrival
rate of new packets in the queue. The number of packets in the queue can also be
expressed as follows

Qi(n) = Qi(n − 1) + λi − pi(n),

where pi(n) is the number of packets transmitted within the current MAC-frame. For
the same reason mentioned before, low-pass filtering is used for the actual number
of packets in the queue.

Q̄i(n) = αQ̄i(n − 1) + (1 − α)Qi(n)

Therefore, the average waiting time W̄i(n) becomes

W̄i(n) =
Q̄i(n)

λi

and the optimization task is expressed as follows.

US = max
Di,i∈M

∑

i∈M

Ui(W̄i(n))

In order to prefer users with large waiting time, the contribution to the sum utility
for large waiting times have to be higher than for low ones. This behavior is achieved
by the following utility function

Ui(W̄i) =

⎧
⎨
⎩

− 1
γi

W̄ γi

i , W̄i ≤ Wmax,i

a + bW̄i , W̄i > Wmax,i

,
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where γi ≥ 1. The values of a and b are a = W γi

max,i(1 − 1
γi

), b = −W γi−1
max,i so that

the utility function is differentiable. Wmax,i is determined according to the QoS
parameters of the user and is applied to reduce the influence of users with very poor
channel gains. Figure 5.15 depicts the delay based utility function. The dashed line
represent the progression of the utility function − 1

γi
W̄ γi

i for values of W̄i > Wmax,i.

Results

The same setup and parameters of Table 5.2 and Table 5.3 are used for the results.
For the evaluation of the reallocation, fixed beams are considered. For the uppermost
curve in Fig. 5.16, no reallocation is performed. This curve serves as the reference
for the utility-based scheduling.

Both utility functions achieve a performance gain compared to the reference curve.
On average, 2 respectively 3 more users can be served within one cell. Obviously, the
data rate-based utility function yields better performance compared to the delay-
based utility function. This observation is confirmed if the unsatisfied users are
considered in more detail. In Fig. 5.17 the number of users is depicted whose the
QoS parameters are not fulfilled. Again, the percentage of those users is much lower
if reallocation is performed, while the performance of the data rate based utility
function is slightly better than that of the delay based utility function.
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5.2.4 Summary

A new system concept has been proposed for MIMO-OFDM-based self-organizing
networks. The key idea of the system concept is that the allocation of new resources
is performed in such a way that the interference in the system is predictable. There-
fore, interference can be kept on a low level by measurement at the base stations as
well as the mobile terminals. The results show that the amount of users who can be
served within a cell is significantly increased if beamforming techniques are applied,
compared to single antenna systems. The reasons are the increased receive power
at the mobile terminal due to the steering of the transmit power, SDMA gains, and
a better interference situation within the system. The system performance can be
further increased if reallocation of resources is applied. It was shown by simulation
results that not only the number of satisfied users in the system can be increased,
but also the number of unsatisfied users due to violation of the QoS demands is
reduced.
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5.3 Pricing Algorithms for Power Control,

Beamformer Design, and Interference

Alignment in Interference Limited Networks

D. Schmidt, W. Utschick, Technische Universität München, Germany

5.3.1 Introduction

In this chapter, we examine the problem of finding good resource allocations in
networks of many interfering transmitter-receiver pairs, where the receivers are not
able to decode the signals from any but the desired transmitter and thus must treat
interference as noise. While one approach in such systems is to allocate resources
orthogonally (e. g., by assigning separate time slots or frequency bands to the trans-
mitters), it will often be advantageous to allow users to share the resources to some
extent. The transmit strategies must then, however, be optimized in order to reduce
the negative effects of interference as much as possible.

The resulting optimization problems turn out to have undesirable properties: mul-
tiple (locally optimal) solutions to the necessary optimality conditions may exist, and
these solutions in general cannot be explicitly computed. Therefore, it is necessary
to rely on iterative algorithms to determine the transmit strategies. Also, due to
the decentralized nature of the underlying system model, special attention must be
payed to the distributed implementability of the algorithms.

Multiple antennas at the transmitters or receivers allow for spatial interference
avoidance, where, e. g., a transmitter can focus its beam in the direction of its
intended receiver and away from the unintended receivers. In MIMO systems, fur-
thermore, the issue of interference alignment arises, leading to a whole new class of
high-SNR optimal strategies.

5.3.2 System Model

We examine a system with K transmitter-receiver pairs (synonymously called users),
where each receiver is only interested in the signal from its associated transmitter
and all interference is treated as additional noise. Each receiver (transmitter) has
M (N) antennas, respectively. The received signal vector of user k is

yk = Hkkxk︸ ︷︷ ︸
desired signal

+
∑

j �=k

Hkjxj

︸ ︷︷ ︸
interference

+ nk︸︷︷︸
noise

, (5.6)

where Hkj ∈ CM×N is the matrix of channel coefficients between transmitter j and
receiver k, xj ∈ CN is the vector of symbols transmitted by transmitter j, and
nk ∈ CM is the noise experienced at the M antennas of receiver k.

We assume the noise vector nk to be uncorrelated with variance σ2

E
[
nkn

H

k

]
= σ2I, (5.7)
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and impose a unit power constraint on the transmit vector at each transmitter:

E
[
‖xk‖2

2

]
≤ 1. (5.8)

The receive and transmit processing of user k is performed by the filter vectors
gk ∈ CM and vk ∈ CN , respectively. Note that for the sake of notational simplicity
we limit ourselves to one data stream per user. The transmit vector xk is obtained
by multiplying the data symbol sk with the beamformer vk:

xk = vksk. (5.9)

For unit variance data symbols, this implies that the transmit power constraint (5.8)
can be written as

‖vk‖2
2 ≤ 1. (5.10)

After processing the received signal yk with the receive filter vector gk, the estimate
ŝk of the data symbol sk is

ŝk = gH

k yk = gH

k Hkkvksk︸ ︷︷ ︸
desired signal

+
∑

j �=k

gH

k Hkjvjsj

︸ ︷︷ ︸
interference

+ gH

k nk︸ ︷︷ ︸
noise

. (5.11)

The favorability of a certain situation to user k can be measured by its signal to
interference-plus-noise ratio (SINR)

γk =
|gH

k Hkkvk|2
∑

j �=k|gH

k Hkjvj |2 + σ2‖gk‖2
2

=
Sk

Ik + Nk

, (5.12)

where Sk, Ik, and Nk are the desired signal power, interference power, and noise
power after the receive filter, respectively. The goal is to maximize the system-wide
sum utility, where each user’s utility uk(γk) is an increasing function of its SINR:

max
v1,...,vK
g1,...,gK

K∑

k=1

uk(γk) s. t.: ‖vk‖2
2 ≤ 1 ∀k ∈ {1, . . . , K}. (5.13)

For many relevant utility functions (such as the ‘rate’ utility uk(γk) = log(1 + γk),
which is of special relevance since it can be interpreted as the achievable rate with
Gaussian signaling), this problem is non-convex and requires a global optimization
algorithm.

While suitable global optimization techniques exist (cf. [8]), they quickly become
prohibitively complex with increasing system dimensions. In this work, we instead
focus on finding good local optima by means of iterative algorithms.

5.3.3 Distributed Interference Pricing

Power Control in SISO Systems

We first examine the single-input single-output (SISO) case, where each transmitting
or receiving terminal has a single antenna, i. e., N = M = 1. In this case, transmit
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filters, channel coefficients, and receivers are all scalars, and we write them as gk,
hkj, and vk, respectively. Since it is clear from (5.12) that the value of gk is irrelevant
for the SINR, we assume gk = 1 ∀k, w. l. o. g. Likewise, the SINR only depends on
the squared magnitude of vk, so we use the abbreviation pk = |vk|2.

We define the interference price πk of user k as the marginal decrease of the utility
uk(γk) with the increase in received interference power Ik, evaluated at the current
operating point:

πk = −∂uk(γk)

∂Ik

=
∂uk(γk)

∂γk

· Sk

(Ik + Nk)2
. (5.14)

In our iterative algorithm, each transmitter updates its transmit power pk taking
into account the interference prices of all other users:

pnew
k = argmax

pk

uk(γk) −
∑

j �=k

πj|hjk|2pk s. t.: 0 ≤ pk ≤ 1. (5.15)

The rationale behind this update rule is that instead of selfishly maximizing its
own utility uk(γk), which would lead to every user always transmitting with full
power pk = 1, the user should maximize the own utility minus the ‘cost’ of causing
interference to others. We can also interpret (5.15) as maximizing an approximated
sum utility (cf. (5.13)), where all utility terms of the other users are linearized around
the current operating point:

uj(γj) ≈ ∂uj(γj)

∂Ij

· ∂Ij

∂pk

∣∣∣∣∣
Op. Point

· pk + c = −πj |hjk|2pk + c. (5.16)

The constant c does not depend on pk and is therefore irrelevant to the optimization
problem (5.15).

The distributed interference pricing algorithm works as follows:

1. All transmit powers pk are initialized (e. g., with unit power).

2. Each user k computes the interference price πk according to (5.14) and an-
nounces it to all other users.

3. The users update their transmit strategies (powers, in the SISO case) according
to (5.15).

4. Repeat from 2. until convergence.

It can be easily shown that, once this algorithm has converged, the Karush-Kuhn-
Tucker (KKT) conditions of the original sum utility problem (5.13) are fulfilled,
i. e., a local optimum has been found. Further convergence properties depend on the
utility functions; for a detailed analysis, cf. [3].

Beamformer Design in MISO Systems

Next, we examine the multiple-input single-output (MISO) scenario, where all trans-
mitters have N > 1 antennas while the receivers have M = 1 antennas each. The
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Figure 5.18: Average performance of different strategies in a two-user MISO inter-
ference channel with two antennas at each transmitter, in terms of sum
rate utility

channel coefficients now form row vectors hH

kj ∈ C
1×N ; the transmit filters vk are

column vectors, whereas the scalar receivers gk again are not relevant for the SINR.
With the same arguments as in the SISO case we obtain the following transmitter

update:

vnew
k = argmax

vk

uk(γk) −
∑

j �=k

πj |hH

jkvk|2 s. t.: ‖vk‖2
2 ≤ 1. (5.17)

It is also possible to additionally linearize the own utility term uk(γk) around the
current operating point w. r. t. vk (or |hH

kkvk|2, which has the same effect), in order
to simplify the update procedure. Again, convergence of the the pricing algorithm
implies local optimality in the sum utility problem (5.13). For a detailed convergence
analysis of the MISO case, cf. [6].

As can be seen for an exemplary scenario in Fig. 5.18, the distributed pricing
algorithm performs as well as a generic gradient algorithm and clearly outperforms a
number of straightforward non-iterative schemes for determining transmit strategies
for a two-user MISO interference channel, regardless of the SNR.

Power Allocation in OFDM Systems

In order to accommodate multi-carrier scenarios, we must adjust our system model:
we have N = M = 1 antennas at each terminal, with symbols transmitted on Q > 1
non-interfering carriers. The channel coefficient between transmitter j and receiver
k on carrier q is hq

kj; we will similarly use the superscript to denote the carrier index
henceforth. Again, the receivers are irrelevant for the SINR, and user k’s transmit
strategy on carrier q, the allocated power, is pq

k = |vq
k|2. The total transmit power of

user k is the sum of powers allocated to its subcarriers, therefore the power constraint
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is
Q∑

q=1

pq
k ≤ 1 ∀k. (5.18)

With similarly defined SINR γq
k, utility uq

k(γq
k), and interference price πq

k for carrier
q of user k, the update rule for user k in a multi-carrier system is:

{p1,new
k , . . . , pQ,new

k } = argmax
{p1

k
,...,p

Q

k
}

Q∑

q=1

uq
k(γq

k) −
∑

j �=k

Q∑

q=1

πq
j |hq

jk|2pq
k

s. t.:
Q∑

q=1

pq
k ≤ 1 and pq

k ≥ 0 ∀q.

(5.19)

The algorithm is proposed and analyzed in detail in [3].

5.3.4 MIMO Interference Networks and Interference
Alignment

The distributed pricing algorithm can also be extended to multiple-input multiple-
output (MIMO) scenarios, where both N > 1 and M > 1. In contrast to all
previously discussed scenarios, the receive filters gk are now relevant for the SINR.
They must be continually updated in order to maximize the received SINR and
must also be communicated to the other users alongside the interference prices. For
a more detailed description of the algorithm, cf. [7].

In some cases, however, the full potential of the system is not achieved with
the pricing algorithm. Let us consider, for example, a scenario with N = M = 2
antennas at all terminals, K = 3 users, and high SNR, where the goal is to maximize
the sum rate utility

∑
k log(1+γk). The pricing algorithm in general will converge to

a solution in which two users are active and the interference power after their receive
filters gk is close to zero. It is, however, possible to transmit three interference-free
streams (one for each user) in this setting by ensuring that at each receiver the
interference from both undesired transmitters is collinear and thus separable from
the desired signal, i. e., by fulfilling the three conditions

H12v2 ‖ H13v3, H21v1 ‖ H23v3, and H31v1 ‖ H32v2, (5.20)

while using all available power at each transmitter, i. e., ‖vk‖2
2 = 1 ∀k. Note that

for these conditions the number of equations equals the number of variables and it
can be shown that they are always feasible. Clearly, for sufficiently high SNR, three
separate data streams will lead to a higher sum rate utility than two.

These high-SNR optimal solutions are called interference aligned [1]. Due to the
properties of the sum rate utility, interference aligned solutions are not easy to find
by performing gradient based algorithms on the utility function. Two distributed
algorithms specifically aimed at finding aligned solutions have been proposed in [2]:
the ‘min leakage’ and ‘max SINR’ algorithms, both based on a heuristic of repeatedly
exchanging the roles of transmitters and receivers. The former, while its convergence
is guaranteed, is clearly suboptimal for moderate and lower SNR, as it attempts to
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Figure 5.19: Average performance of different distributed algorithms in a five-user
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completely remove interference regardless of the noise power. The latter is not
proven to converge, but appears to generally perform very well in terms of sum rate
utility.

We propose an improved algorithm based on alternatingly updating transmitters
and receivers to minimize the sum mean square error (MSE), i. e.,

∑
k E[|sk − ŝk|2].

The receiver update reads as

gnew
k =

⎛
⎝∑

j

Hkjvjv
H

j H
H

kj + σ2I

⎞
⎠

−1

Hkkvk, (5.21)

and the transmitter update is

vnew
k =

⎛
⎝∑

j

HH

jkgjg
H

j Hjk + λkI

⎞
⎠

−1

HH

kkgk, (5.22)

where λk ≥ 0 is chosen in order to fulfill ‖vnew
k ‖2 ≤ 1, e. g., by means of a line search

with the Newton algorithm. These update rules turn out to be very similar to the
updates of the ‘max SINR’ algorithm in [2], and also succeed in finding aligned
solutions at high SNR. However, as the sum MSE is decreased after each update,
convergence in terms of the sum MSE is ensured. Furthermore, the algorithm can
be easily extended to minimizing a weighted sum of MSEs, thus assigning different
priorities to the users. Finally, by adapting the weights of the weighted sum MSE
minimization according to the current operating point, local optima of arbitrary
utility functions can be found [5].

In the scenario shown in Fig. 5.19, we observe that the pricing algorithm per-
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forms well for moderate and low SNR, but does not achieve the full high-SNR slope
(i. e., number of interference-free data streams). The ‘min leakage’ algorithm [2]
does achieve the maximum slope, but is clearly suboptimal to the ‘max SINR’ al-
gorithm [2] as well as the MMSE approach discussed above, which both achieve a
similar sum utility in this case.

5.3.5 Summary

We have presented distributed algorithms for different types of interference networks,
in which determining the globally optimal transmit strategy is not feasible. While
for SISO, MISO, and OFDM systems the distributed interference pricing algorithm
finds good locally optimal configurations, MIMO systems that allow for interference
alignment require a different class of algorithm in order to achieve full system poten-
tial at high SNR. Here, minimizing the weighted sum MSE is a promising approach
in addition to the algorithms in [2].

A comprehensive overview of pricing algorithms for interference networks can be
found in [4].
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5.4 Interference Reduction: Cooperative

Communication with Partial CSI in Mobile

Radio Cellular Networks

X. Wei, T. Weber, University of Rostock, Germany

5.4.1 Introduction

Future mobile radio wireless communication systems aim to provide high quality of
service (QoS) with high spectrum efficiency [1, 2]. The remarkable capacity poten-
tial of wireless communication systems applying the multiple-input multiple-output
(MIMO) technique has been indicated by pioneering work [3, 4]. In interference-
limited cellular systems which can be considered as multiuser MIMO systems, inter-
ference management has already become the central task to achieve spectrally effi-
cient communications [5]. Applying the orthogonal frequency-division multiplexing
(OFDM) transmission technique [6], interference management is performed based
on available channel-state information (CSI) of the investigated multiuser MIMO-
OFDM system. A system concept based on the perfect full CSI is almost infeasible
in realistic cellular systems due to the implementation complexity and the limited
ability to track the CSI. Considering the above practical issues, we have proposed a
cooperative communication scheme based on partial CSI with respect to significant
CSI and imperfect CSI as a promising candidate for interference management. In
this scheme, base stations (BSs) cooperate with each other to perform joint detec-
tion (JD) in the uplink (UL) and joint transmission (JT) in the downlink (DL). As
compared to the state of the art JD and JT techniques, our contributions are shown
as follows.

JD and JT can be performed based on the CSI in subsystems of the cellular sys-
tem such as service areas (SAs) or group cells [7–9] selected according to the static
geographic architecture. However, the MSs close to the boundary of the subsys-
tem still suffer strong interference from the MSs in other subsystems in the UL and
cause strong interference to the MSs in other subsystems in the DL. We have dy-
namically selected the significant CSI from the point of view of each MS in the form
of significant useful channels and significant interference channels according to the
functionality of the channels. In order to make full use of the selected significant CSI
and to implement the cooperative communication in an efficient way, an iterative
algorithm for JD and JT with significant CSI following the ideas of the zero-forcing
(ZF) algorithm [10, 11] is implemented in a decentralized way. The implementa-
tion complexity is reduced since no CU is needed and only local significant CSI is
required at each BS. Additionally, alternative BS antenna layouts with omnidirec-
tional or sector antennas in combination with different transmission techniques are
also investigated.

Although a lot of research work has been done on investigating the influence
of imperfect CSI on multiuser MIMO systems considering full cooperation [12], the
impact of imperfect CSI on multiuser MIMO systems considering partial cooperation
with only significant CSI has rarely been mentioned in the literature. Our work has
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contributed to this point. The performance degradation caused by the imperfectness
of the CSI used in the significant channel selection and in the JD/JT with partial CSI
has been investigated. The question about how much CSI should be considered in
JD/JT to obtain optimum system performance has been answered. Additionally, we
have proposed an advanced detection algorithm based on the statistical knowledge of
the imperfect CSI, from which optimum detection results can be obtained following
the rationale of maximum-likelihood (ML) [13].

5.4.2 System Model and Reference Scenario

We have considered a realistic multicell cellular system with one BS in each cell.
Applying the OFDM technique, it is sufficient to assume that one active MS is
contained in each cell in the considered subcarrier and time slot. The active MSs
can be selected through adaptive scheduling techniques which have been intensively
investigated [14,15]. Applying multiple antennas at the BSs, the cellular system can
be considered as a multiuser MIMO system with KA antennas at the BS side and
KM antennas at the MS side in total. The UL channel matrix HUL and the DL
channel matrix HDL can be easily obtained through the relation

HT
UL = HDL = H =

⎛
⎜⎜⎝

H(1,1) . . . H(1,KA)

...
...

H(KM,1) . . . H(KM,KA)

⎞
⎟⎟⎠ (5.23)

resulting from the reciprocity of the radio channels in the considered TDD systems.
In realistic systems considering imperfect CSI, the estimated channel matrix

Ĥ = H + ∆ (5.24)

is obtained with the channel-error matrix ∆, and the elements of ∆ are assumed to
be independent and identically Gaussian distributed with variance σ2

∆/2 of real and
imaginary parts. The estimated significant useful channel matrix ĤU and the esti-
mated MS specific significant interference channel matrices ĤI,kM

obtained through

the significant channel selection from the estimated channel matrix Ĥ can be ap-
plied in both JD and JT. With the data vector d, the transmitted vector s, the noise
vector n, the received vector e and the estimated data vector d̂, the system model
based on cooperative communication considering JD in the UL and JT in the DL
with different types of available CSI is described in Fig. 5.20.

In the UL, the transmitted vector s is obtained from the data vector d in the simple
OFDM transmitters at the MSs considering a scaling of the transmitted energy if
it is required. For simplicity, we assume that a unit scaling factor is applied, and
therefore

s = d = (d(1) . . . d(KM))T (5.25)

is obtained. From the received vector

e = HT · s + n , (5.26)

the estimated data vector d̂ is obtained through JD at the BSs performed based on
ĤU and ĤI,kM

.
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Figure 5.20: system model based on cooperative communication

In the DL, the transmitted vector s is obtained from the data vector d through
JT at the BSs performed based on ĤU and ĤI,kM

. In the simple OFDM receivers at
the MSs from the received vector

e = H · s + n , (5.27)

we obtain the estimated data vector d̂ through a scaling of the received energy
to keep the received energy per data symbol unmodified as compared to the data
symbol energy.

For intercell interference management in cellular systems, on one side we can apply
an intelligent signal processing technique based on JD and JT with partial CSI as
discussed above, on the other side we can consider a smart BS antenna layout suitable
for cooperative communication. In general, a mobile radio communication system
which is equipped with multiple antennas with significant distance from each other
and where a joint signal processing based on these antennas is applied can be named
as distributed antenna system (DAS). Two alternative BS antenna layouts named
as omni-DAS and sector-DAS, respectively, are applied in an exemplary scenario as
shown in Fig. 5.21. In this scenario, a 7-cell system including one center cell and 6
interfering cells around the center cell is considered with the frequency reuse cluster
size 3. Uniform antenna gain is assumed in both BS antenna layouts for the sake
of simplicity. For fairly comparing the system performance of the above two BS
antenna layouts, it is assumed that each BS is equipped with 3 antennas in both
omni-DAS and sector-DAS. In the omni-DAS, 3 omnidirectional BS antennas are
located in the center of each cell. In the sector-DAS, 3 distributed 120 degree sector
antennas are located in 3 vertices of each cell and point towards the cell center.
The transformation between the omni-DAS and the sector-DAS is visualized using
a 3-cell scenario in Fig. 5.21. Namely, the sector-DAS can be easily obtained from
the omni-DAS by shifting the cell layout of the omni-DAS by a distance of the cell
radius R in the direction of the arrow and replacing the 3 omnidirectional antennas
at each BS with 3 sectorized antennas separately pointing towards the centers of 3
neighboring cells in the original network. Although after the above transformation
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Figure 5.21: Two alternative BS antenna layouts: omni-DAS and sector-DAS, and
their transformation

the BS antennas for each cell are served by 3 BSs in different physical locations,
the total number of BSs and the total number of BS antennas are unmodified. In
reverse, the omni-DAS can also be easily obtained from the sector-DAS. Under the
assumption that antenna gains of sector antennas are zero at the directions more
than 60 degrees with respect to the boresight, for each MS in the sector-DAS there
are many ineffective antennas which have no influence on this MS. For example as
shown in Fig. 5.21, all the effective sector antennas which have influence on the MS in
the center cell and all the ineffective sector antennas which have no influence on the
MS in the center are indicated. Therefore, less intercell interference inherently exists
in the sector-DAS as compared to the omni-DAS due to the ineffective sectorized
BS antennas in other cells for every MS in the sector-DAS. Obviously, the useful
signals for the MSs close to their own BS antennas could be very strong. Therefore,
comparing the above two BS-antenna-layouts, the omni-DAS is expected to offer a
better system performance for the MSs close to the cell centers, while the sector-
DAS is expected to offer a better system performance for the MSs close to the cell
vertices where sectorized BS antennas could be located.
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5.4.3 Significant CSI Selection Algorithm and Channel

Matrix Formalism

In order to reduce the computational load of the JD/JT algorithms and the commu-
nication load between the BSs, we consider only the significant CSI corresponding
to the channels which play a significant role in the system performance. Here we
have distinguished the significant useful channels from the significant interference
channels for each MS. Significant useful channels for one MS are the channels over
which we get significant useful contributions when we estimate the data symbols
transmitted from this MS in the UL, and the channels over which we generate sig-
nificant useful contributions to the received signals for this MS in the DL. Significant
interference channels for one MS are the channels over which we get significant inter-
ferences from other MSs when we receive the data symbols from this MS in the UL,
and the channels over which we cause significant interferences to other MSs when we
transmit the data symbol for this MS in the DL. According to the above definitions
of significant channels, various mathematical criteria can be applied to determine
the significant channels. A single channel indicator matrix H̃U named the significant
useful channel indicator matrix is sufficient to indicate the significant channels for
all MSs. However, in general we have to use KM individual channel indicator matri-
ces H̃I,kM

named the MS specific significant interference channel indicator matrices
to represent the significant interference channels for the individual MSs kM. Espe-
cially, in H̃I,kM

, there are some “don’t care” elements corresponding to the channels
which are irrelevant to the interference considered for MS kM in our cooperative
communication scheme. Two MSs have compatible significant interference channels
if all the significant interference channels considered for one MS will never be con-
sidered as insignificant interference channels for the other MS. If all the MSs have
compatible significant interference channels, we can obtain the combined significant
interference channel indicator matrix H̃I. Details of the significant channel selection
and the combination of significant interference channel indicator matrices have been
described in [16, 18]. For simplicity, a 3-cell sector-DAS in Fig. 5.22 is used as an
exemplary scenario to visualize the proposed significant channel selection algorithm
and the corresponding channel matrix formalism. Especially, in the sector-DAS it
is not necessary to consider the ineffective channels during the significant channel
selection. We can just assign “0”s to the corresponding positions of these channels
in H̃U and H̃I,kM

.

The above selection algorithm is designed based on the perfect CSI in the channel
matrix H. However, in realistic systems considering the imperfectness of the CSI,
we can only perform a suboptimum selection of the significant channels based on
the estimated channel matrix Ĥ in (5.24). From the mathematical point of view, we
just replace H with Ĥ in the above selection algorithm. The process to determine
the significant channels is unmodified. Although only the magnitudes of the channel
coefficients are required in our selection algorithm, imperfect channel estimation can
still cause incorrect significant channel selection. The influence of imperfect CSI in
the significant channel selection on the system performance will be investigated in
Section 5.4.5.

Based on the above introduced significant channel indicator matrices H̃U, H̃I,kM
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Figure 5.22: Example for channel selection and indicator matrix formalism in a
sector-DAS

and H̃I, we obtain the estimated significant useful channel matrix and the estimated
significant interference channel matrices as

ĤU =Ĥ
T

U,UL =ĤU,DL =Ĥ ⊙ H̃U =H ⊙ H̃U + ∆ ⊙ H̃U, (5.28)

ĤI,kM
= Ĥ

T

I,UL,kM
= ĤI,DL,kM

= Ĥ ⊙ H̃I,kM
= H ⊙ H̃I,kM

+ ∆ ⊙ H̃I,kM
, (5.29)

ĤI = Ĥ
T

I,UL = ĤI,DL = Ĥ ⊙ H̃I = H ⊙ H̃I + ∆ ⊙ H̃I , (5.30)

from the imperfect estimated channel matrix Ĥ as described in (5.24).
The selection algorithm mentioned in [16, 17] is based on the channel gain or the

weighting factor magnitude of the interference which can be directly calculated from
the channel coefficients. Now we take system performance criteria as the reference,
and the significant CSI can be selected in the way to obtain the maximum SNIR
indicating the maximum ratio of the received useful power to the received noise-plus-
interference power, or to obtain the maximum average magnitude of log-likelihood
ratios (LLRs) indicating the maximum reliability information of data detection.
We take the model of a real-valued two user interference channel with the 2 × 2
channel matrix H including independent and identically distributed (i.i.d.) channel
coefficients hij ∼ N (0, 1) , i, j = 1, 2 as an example. Applying BPSK modulation,
equally distributed data symbols are included in the transmitted data vector d =
(d1, d2)

T. The noise vector n = (n1, n2)
T contains the Gaussian distributed noise

signals, i.e., nk ∼ N (0, σ2
N) , k=1, 2, σ2

N = 0.1. The received vector y = (y1, y2)
T

is obtained as y = H · d + n. As an example, we have investigated the loss of
reliability information by comparing the selection algorithm I aiming at maximum
channel gains, i.e., we select 3 out of 4 channel coefficients with largest channel gains,
and the selection algorithm II aiming at maximum magnitude of LLR, i.e., we select
3 out of 4 channel coefficients which achieve the largest average magnitude of LLRs
over random data symbols and noise signals. During the calculation, the known
3 channel coefficients and the limited statistical knowledge of the other channel
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coefficient are considered. For a snapshot of the channel matrix H, we obtain
∣∣∣LLR(H)

∣∣∣ = E
{d,n}

{(
∣∣∣L (d1|y)

∣∣∣+ |L (d2|y)|)/2} , (5.31)

L (di|y) = ln
P (di = +1|y)

P (di = −1|y)
= ln

P (y|di = +1, dj = +1) + P (y|di = +1, dj = −1)

P (y|di = −1, dj = +1) + P (y|di = −1, dj = −1)
,

(5.32)

with i, j=1, 2, i �= j. Assuming that h12 is selected as the insignificant channel, we
would obtain

P (y|d1, d2) =
∫ exp

(
− (y1−h11d1−ĥ12d2)2

2σ2

N

)

√
2πσ2

N

·
exp

(
− (ĥ12)2

2

)

√
2π

dĥ12·
exp

(
− (y2−h21d1−h22d2)2

2σ2

N

)

√
2πσ2

N

=
exp

(
− (y1−h11d1)2

2(d2
2
+σ2

N
)

− (y2−h21d1−h22d2)2

2σ2

N

)

2π
√

(d2
2 + σ2

N)σ2
N

(5.33)

The above formulae can be easily modified to the case that any other channel coef-
ficient is selected as the insignificant one. Based on a sufficient number of snapshots

of the channel matrix, the expectation E
{H}

{
∣∣∣LLR(H)

∣∣∣} =
∣∣∣LLR

∣∣∣ can be calculated.

The information loss of selection algorithm I as compared to selection algorithm II

in this example is (
∣∣∣LLR

∣∣∣
(II)

−
∣∣∣LLR

∣∣∣
(I)

) ≈ 22.7 − 18.7 = 4.

5.4.4 Decentralized JD/JT with Significant CSI for

Interference Reduction

Based on the estimated significant channel matrices, we obtain the estimated channel
energy scaling matrix

Ĝ = ĜUL = ĜDL = diag
(
ĤUĤ

∗T
U

)
(5.34)

and the estimated channel correlation matrix

R̂ = R̂
T

UL = R̂DL =
(

ĤI,1

[
Ĥ

∗T
U

]
1

, . . . , ĤI,KM

[
Ĥ

∗T
U

]
KM

)
(5.35)

of the multiuser MIMO system. In the UL, the iterative algorithm for JD with
partial CSI can be described using matrix-vector-notation as

d̂(i) = Ĝ−1
(
Ĥ

∗
U · e − diag

(
R̂

T
)

· d̂(i − 1)
)

. (5.36)

The decentralized implementation of the iterative algorithm for each MS kM can be
described as

r(kM) =
∑

kA

Ĥ
(kM,kA)∗

U · e(kA) (5.37)

and

d̂
(kM)

(i) =
1

ĝ(kM)
·
(

r(kM) −
∑

kA

∑

k′

M
�=kM

Ĥ
(kM,kA)∗

U Ĥ
(k′

M
,kA)

I,kM
· d̂

(k′

M
)
(i − 1)

)
, (5.38)
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Figure 5.23: Decentralized implementation of JT with partial CSI in the DL of an
exemplary 3-cell scenario

where the channel energy scaling factor is

ĝ(kM) =
∑

kA

Ĥ
(kM,kA)
U Ĥ

(kM,kA)∗

U . (5.39)

Firstly, at the BSs corresponding to the significant useful channels of the MS kM, we
calculate the matched filtering data estimates r(kM) considering only the significant
useful CSI. Secondly, significant interferences from other MSs to the BSs antennas
considered for MS kM in the first step are reconstructed considering the significant
interference CSI, and subtracted from the corresponding matched filtering data es-
timates r(kM). This step is implemented in an iterative way, and the preliminary

detection results d̂
(k′

M
)
(i − 1) from other MSs are required.

In the DL, the matrix-vector-notation form of the iterative algorithm for JT with
partial CSI can be described by

t(i) = Ĝ−1 ·
(
d − diag

(
R̂
)

· t(i − 1)
)

(5.40)

and
s = Ĥ

∗T
U · t . (5.41)
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Figure 5.24: Outage probability of SIR for MS moving from cell center to the “bad vertex” in
the center cell in the DL of 19 cell cellular system including one center cell and two
tiers of cells around it with cluster size 3

The corresponding decentralized implementation of the iterative algorithm for each
MS kM can be described as

t(kM)(i) =
1

ĝ(kM)
·
(

d(kM) −
∑

kA

∑

k′

M
�=kM

Ĥ
(kM,kA)
I,k′

M

Ĥ
(k′

M
,kA)∗

U · t(k′

M
)(i − 1)

)
(5.42)

and
s(kA) =

∑

kM

Ĥ
(kM,kA)∗

U · t(kM) . (5.43)

Firstly, for each MS kM at its considered BSs corresponding to its significant useful
channels, the significant interferences from this MS to other MSs are predicted and
compensated. Through this process, the predistorted data symbol t(kM) is obtained
in an iterative way considering significant interference CSI, and the preliminary
predistorted data symbol t(k′

M
)(i − 1) from other MSs are required. Secondly, the

transmitted signals s(kA) at the BS antennas corresponding to the significant useful
CSI of the MSs are calculated from the predistorted data symbols t(kM) of all MSs.

Taking a 3-cell omni-DAS with a single antenna at each BS as an exemplary
scenario, the above decentralized signal processing for JT with significant CSI is
visualized in Fig. 5.23. For example, the signal processing for MS 1 is performed at
its neighboring BS 1 and BS 2 corresponding to its two significant useful channels.

Not only the smart reception/transmission technique based on JD and JT with
partial CSI as discussed above, we have also investigated and compared omni-DASs
and sector-DASs which have been introduced in Section 5.4.2. The numerical results
of the system performance in the DL with different combinations of transmission
strategies and BS antenna layouts are shown in Fig. 5.24. It can be seen that itera-
tive JT with Nu significant useful channels and Ni significant interference channels
indicated by “JT (Nu, Ni)” has much better performance as compared to intracell
matched filtering (MF) indicated by “MF(c)”, both in omni-DAS and sector-DAS.
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Figure 5.25: Average SNIR E{γ(1)} as a function of γE, applying JT(57, 1026), 10log10{γN} =
20dB, A: significant channel selection and JT are based on perfect CSI, B: significant
channel selection and JT are based on imperfect CSI

The sector-DAS outperforms the omni-DAS even more when applying iterative ZF
JT with significant CSI as compared to intracell MF.

5.4.5 Impact of Imperfect CSI on Cooperative

Communication Based on JD/JT

The impact of imperfect CSI on cooperative communication scheme is investigated
with the help of numerical results. We take a 19 cell cellular system including one cell
in the center and two tiers of cochannel cells around it as the reference scenario. The
performance of the MS in the center cell is assessed. Adaptive scheduling techniques
have been intensively investigated in [14, 15]. In [16], the impact of imperfect CSI
on the adaptive MS scheduling in the proposed cooperative communication scheme
has been investigated. From Fig. 5.25, we can clearly see that with increasing im-
perfectness of the CSI, the system performance when applying adaptive scheduling
approaches that of applying random scheduling. Under the realistic assumption that
the significant channel selection and the JT with partial CSI are based on imperfect
CSI, the system performance sharply decreases when the extent of imperfectness of
CSI increases. The performance degradation caused by imperfect CSI used in the
significant channel selection and JT is much larger than the performance degrada-
tion caused by replacing adaptive scheduling with random scheduling. In Fig. 5.26
and Fig. 5.27, the MS in the center cell is located at the fixed position of the “bad
vertex”, while the other MSs are randomly distributed in the other cells. In Fig. 5.26,
taking the upper system performance bound obtained by applying perfect CSI in
the whole cooperative transmission scheme as the reference, we can see the system
performance degradation caused by the imperfect CSI used in the significant channel
selection and JT with partial CSI, respectively. In Fig. 5.27, assuming imperfect CSI
is applied in the whole cooperative transmission scheme, both omni-DAS and sector-
DAS cooperative communication schemes considering different partial CSI selection
strategies with different numbers of significant channels are investigated. As a func-
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Figure 5.27: Average SNIR E{γ(1)} as a function of γE, 10log10{γN} = 20dB

tion of the extent of imperfectness of the CSI, we can decide how much CSI should be
considered in the cooperative communication scheme to obtain optimum system per-
formance with moderate implementation complexity. Additionally, the influence of
the imperfectness of CSI on the advanced JD/JT algorithms, i.e., SIC in the UL and
THP in the DL with quantization, has been investigated. In Fig. 5.28 and Fig. 5.29
considering the exemplary channel matrix HUL = HT

DL = (10 1 0.1; 10 2 0.1; 10 5 1),
the input SNR has been adjusted in such a way that BER is always 10−3 when ap-
plying different JD/JT algorithms with perfect CSI. In Fig. 5.28, ZF, SIC, ML, and
optimum MF with the ideal assumption of no multiuser interference are considered
for JD in the receivers. In Fig. 5.29, ZF, THP, and optimum MF with the ideal
assumption of no multiuser interference are considered for JT in the transmitters.
We can see the sensitivity of different JD/JT algorithms to the imperfectness of CSI
described by the variance σ2

∆ of the channel errors.
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5.4.6 Advanced Algorithm Based on Statistical Knowledge

of Imperfect CSI

Exploiting the statistical knowledge of imperfect CSI and the given alphabet S of
the transmitted vector s, we propose an optimum detection scheme following the
rationale of maximum likelihood (ML) as

ŝ = argmax
s∈S

{
p
(
e|s, ĥ

)}
, (5.44)

where p
(
e|s, ĥ

)
is calculated as the marginal PDF of p

(
e, h|s, ĥ

)
as

p
(
e|s, ĥ

)
=

∫
p
(
e, h|s, ĥ

)
dh =

∫
p (e|s, h) p(h|ĥ)dh . (5.45)

In (5.45), p(h|ĥ) can be calculated according to the Bayes’ theorem as

p(h|ĥ) =
p(ĥ|h)p(h)

∫
p(ĥ|h)p(h)dh

. (5.46)
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Figure 5.32: Cooperative communication with different levels of knowledge of CSI

Its application in two-user interference channels is presented. In Fig. 5.30 and
Fig. 5.31, numerical results show the improvement of the system performance when
applying optimum detection as compared to ZF and suboptimum detection where
estimated channel coefficients are directly taken as perfect channel coefficients in
ML detector.

5.4.7 System Concept Based on Different Levels of

Knowledge of CSI

We aim at achieving high system performance in realistic mobile radio cellular sys-
tems. On one side, the system performance strongly depends on the available knowl-
edge of CSI. On the other side, suitable communication strategies based on different
levels of knowledge of CSI can be chosen. The system concept of cooperative com-
munication in multiuser MIMO systems is proposed as shown in Fig. 5.32. Diversity
techniques can be applied when no knowledge of CSI is available. Considering the
influence of imperfectness of CSI in realistic systems, adaptive scheduling techniques
are applied to select the users in each subcarrier. Applying the OFDM transmis-
sion technique, in the considered subcarrier significant CSI is selected and applied
in JD and JT. In this way, cooperative communication with partial CSI concerning
imperfect CSI and significant CSI can maintain significant useful contributions and
eliminate significant interference with reduced communication load and computa-
tional load.

5.4.8 Outlook

The main focus of our work is the interference management in multiuser cellular
systems from the interference cancellation signal processing point of view. Other
interference management strategies such as resource allocation and power control can
further reduce the influence of interference. In future work, various combinations
of cooperative communication considering JD/JT, resource allocation, and power
control can be investigated to jointly improve the performance of interference-limited
cellular systems.
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Cooperative reception/transmission with only partial CSI is of high interest for
practical realization in future mobile radio cellular networks. Based on our con-
tributions about significant CSI selection, various criteria of significant CSI can be
further investigated and applied in the realistic cellular systems. Since researchers
are paying more and more attention to the cooperative communication concept
with selected CSI [8, 9, 19–23], in future work different proposals can be compared.
Further investigations could indicate which criterion for significant CSI selection is
more beneficial to system performance and which one is more beneficial to imple-
mentation complexity. Combinations of different proposals and improvements of the
significant CSI selection algorithms are expected. Some concrete design guidelines
of the selection algorithms could also be proposed.

Advanced nonlinear JD/JT algorithms, i.e., SIC with quantization in the UL and
THP in the DL, with various significant CSI selection algorithms can be further
investigated with respect to analytical and numerical results in future work. Dis-
tributed signal processing of these algorithms in the cooperative communication
scheme could be implemented, and its implementation complexity can be assessed.

Statistical signal processing based on limited knowledge of CSI has also been inves-
tigated based on a real-valued two user interference channel model. Its application
can be extended to realistic multiuser cellular systems in future work.
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6 OFDM/DMT for Wireline
Communications

With wireline, we mean digital subscriber lines as well as optical transmission. Apart
from the general aspects of multicarrier modulation, the channel properties are very
different. It is thus unavoidable to go into some details of channel transfer character-
istics and disturbances. In DSL, the channel characteristics are determined by the
propagation constant, the characteristic impedance, and the loop structure, further-
more crosstalk from other loops and ingress (RFI, impulse noise) from outside. In
copper loops, the frequency dependent transfer function of the twisted pairs together
with possible reflections at splices lead to dispersion which we will also see in optical
transmission. There, we distinguish chromatic dispersion and polarization mode dis-
persion. Optical transmission especially also suffers from non-linear characteristics
(Kerr effect), which does not have a counterpart in copper cables. In copper trans-
mission, non-linearities are especially due to the limitations of the D/A converters
and power amplifiers, which may lead to clipping of the almost Gaussian distributed
time-domain signal of OFDM. This holds for all OFDM transmission. Other non-
linearities may be due to baluns (transformers) used in DSL, but practically, they
are of minor relevance.

In the following two sections, we will study properties of the channel and specialties
of the multicarrier transmission over twisted pairs and optical fibers. Thereafter, we
consider a new approach for impulse noise cancellation in DSL and the simulation
of optical multicarrier transmission.

6.1 Discrete MultiTone (DMT) and Wireline

Channel Properties

W. Henkel, Jacobs University Bremen, Germany

This chapter describes basic properties of the wireline twister-pair channel and
introduces DMT (Discrete MultiTone), the baseband variant of OFDM. Further
information can, e.g., be found in a student book project [1], or [2–5].

6.1.1 Properties of the Twisted-Pair Channel

The twisted pair (TP) cable channel is characterized by a transfer function that is
increasingly attenuating with frequency and cross-talk functions that increase with
frequency, as well. Furthermore, ingress from radio interferers (RFI), e.g., amateur
radio, and impulse noise have a strong impact. In the following, we describe the



216 6 OFDM/DMT for Wireline Communications

NEXT NEXT

FEXT FEXT

Figure 6.1: NEXT and FEXT

channel properties and interferences shortly, focusing a little more on impulse noise,
especially in Section 6.3.

Transfer Characteristic

Two quantities determine the transfer function of a twisted pair: the propagation
constant γ (together with the loop length l) and the characteristic impedance Z0.
The ABCD matrix of a loop is known to be

A =

[

cosh(γl) Z0 · sinh(γl)
1

Z0

· sinh(γl) cosh(γl)

]

. (6.1)

An ideally with Z0 terminated line (or very long loop) has the transfer function

H(jω) = e−γl = e−αle−jβl . (6.2)

Near-end Crosstalk (NEXT) and Far-end Crosstalk (FEXT)

NEXT results from coupling from other loops in the same cable from transmitters
located at the same side as the own receiver (see Fig. 6.1). NEXT (as a power
contribution) is modeled as

|HNEXT(jf)|2 = KNEXTN0.6f 3/2 , (6.3)

where N is the number of identical disturbers and the power of 0.6 is to halfways
model the distribution of disturbers in cable.

FEXT results from coupling from other loops in the same cable from transmitters
located at the opposite side of the own receiver (see Fig. 6.1). FEXT (as a power
contribution) is modeled as

|HFEXT(jf)|2 = KFEXTN0.6 · l · f 2 · |H(jf, l)|2 , (6.4)

where N is the number of identical disturbers, l is the length of the coupling length,
and the power of 0.6 is to halfways model the distribution of disturbers in the cable.
The proportionality to l is intuitively obvious, since the longer the two loops are next
to each other, the more power will be coupled. FEXT is influenced by the transfer
function H(jf, l), since it either traverses through it on the initial loop or after the
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coupling on the receiving loop. We ignore the slight differences in transfer functions
on both sides which are mostly due to different twists. The so-called Equal-Level
FEXT (EL-FEXT) is defined by eliminating the length dependency and the transfer
function, i.e.,

|HEL-FEXT(jf)|2 = |HFEXT(jf)| · 1

l
· 1

|H(jf, l)|2 = KFEXTN0.6 · f 2 . (6.5)

Measured NEXT and EL-FEXT functions of an 0.4-mm layered cable are shown
in Fig. 6.2 and Fig. 6.3, respectively.
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Figure 6.2: Measured NEXT of an 0.4-mm layered cable

Radio-frequency Interference (RFI) and Impulse Noise

Both kinds of ingress are due to non-symmetries of the twisted pair. The pair
together acts as an antenna, which becomes visible in the Common Mode, the average
mean of the two wires against ground. Due to non-symmetries, also in Differential
Mode, an attenuated version of the signal will be present. Non-symmetries are
characterized by unbalance parameters like Longitudinal Conversion Loss (LCL),
Transverse Conversion Loss (TCL), Longitudinal Conversion Transfer Loss (LCTL),
and Transverse Conversion Transfer Loss (TCTL). We will not define them in here,
instead refer to [6].

Since RFI from amateur radio stations and others are very narrow-band compared
to DSL services, they appear as a spike in the spectrum, i.e., almost a sinusoid
in time domain. Countermeasures have been taken in VDSL by pulse shaping at
the transmitter and windowing at the receiver. Transmitter pulse shaping reduced
egress to radio receivers, windowing at the receiver reduces ingress. Otherwise, a
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Figure 6.3: Measured EL-FEXT of an 0.4-mm layered cable

rectangular window will lead to a stronger leakage into neighboring frequencies.
Combination of neighboring carriers are also a possible measure. Also cancellation
methods based on the common mode have been proposed. These will be discussed in
Section 6.3. RFI cancellation is necessary, since otherwise the desired receive signal
would be hidden in the RFI signal at the analog interface, leading to saturation of
the A/D-converter.

Impulse noise is another disturbance that can be seen as ingress, at least when
central offices are digitalized. In earlier times, additional strong impulse noise was
caused by relay switching in the central offices, which is not present in digitalized
central offices any more. Nowadays, impulse noise is only caused by electrical home
appliances, trains and trams, fluorescent tubes, ignition, lightning, and electrical
machines, especially, e.g., welding. Figure 6.4 shows an impulse, measured in a
workshop with a welding equipment and at another place caused by switching fluo-
rescent tubes.
The coupling mechanism for impulse noise ingress is the same as for RFI distur-
bances, which means that common mode will also show a stronger interference than
the differential mode, thereby offering possibilities for cancellation described in Sec-
tion 6.3. The amplitude of impulse disturbances depends a lot on the cable infras-
tructure. Especially, aerial cables carry order of magnitudes higher impulse noise
than buried cables.

In here, we shortly describe impulse-noise properties. Thorough studies on mod-
eling and impulse noise generation can be found in [31–33]. The voltage follows a
density similar to Weibull, given by

fi(u) =
1

240u0
e|−u/u0|1/5

(6.6)
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Figure 6.4: Impulses resulting from welding and fluorescent tubes, measured at a
telephone socket

and the duration of an impulse follows roughly follows a combination of two log-
normal densities in the form

fl(t) = B
1√

2πs1t
e

− 1

2s2

1

ln2 (t/t1)
+ (1 − B)

1√
2πs2t

e
− 1

2s2

2

ln2 (t/t2)
. (6.7)

In [33], furthermore, the inter-arrival times are determined by a Markov model where
the states itself define a Poisson process. Additionally, a procedure is proposed,
ensuring spectral properties and the voltage density at the same time.

6.1.2 Discrete MultiTone (DMT)

Twisted pairs have been designed for telephone services with only a bandwidth of
3.4 or 4 kHz. Necessarily, their transmission quality deteriorates with increasing
frequency, determined by the attenuation and crosstalk functions, increasing with
frequency. Thus, a baseband variant of OFDM is a must. We define DMT as

u(t) =
∑N−1

i=0 Fie
j2π t

T
i =

∑N/2−1
i=1 Fie

j2π t
T

i + F ∗
i e−j2π t

T
i

uk =
∑N−1

i=0 Fie
j 2π

N
ik =

∑N/2−1
i=1 Fie

j 2π
N

ik + F ∗
i e−j 2π

N
ik

(6.8)

To make it a real time-domain signal, only half of the DFT components i =
1, . . . , N/2 −1 are available. The components i = N −1, . . . , N/2 + 1 are conjugates
and the components at 0 and N/2 are not used. They would otherwise have to be
real, anyhow. Dependent on the underlying system, carriers up to number 5 or 32
may not be used, assuming the carrier spacing of 4.3125 kHz of ADSL and VDSL.

In contrast to wireless applications, where the cyclic prefix is typically chosen to
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Figure 6.5: Components of DMT transmission

be a quarter of the symbol duration, DSL works with a very short cyclic prefix. In
ADSL a cyclic prefix of 32 at a symbol duration of 512 samples is used, making it
only 6.25 %. Nevertheless, the impulse response duration may significantly exceed
the cyclic prefix (CP), which then requires a pre-equalization, called time-domain
equalization (TEQ), to (roughly) shorten the impulse response to the length of
the CP plus one. In wireless, this TEQ realization is not too feasible, due to a
quickly time-variant channel. In wireline, the channel is almost stationary, apart
from temperature changes and crosstalk variations due to switching of modems.
The structure of the DMT transmission is given in Fig. 6.5. Additionally to the
TEQ, the frequency-domain equalization is as in OFDM, except that, of course,
only half of the carriers need to be equalized. There are quite some algorithms
for time-domain equalization. In here, we may only mention a substitute-system
approach, where the TEQ is adapted together with a virtual substitute system that
represents channel plus equalizer. This reference system realizes the required short
overall impulse response. The solution leads to an eigenvalue problem as shown,
e.g., in [34]. Another option is to maximize the capacity taking into account the
leakage effect of the DFT and external noise together with multidimensional search
algorithms like downhill simplex or differential evolution [35].

Another specialty of DMT, due to the stationarity of the channel, is bit-loading in
different forms. The oldest algorithm by Hughes-Hartogs [7] is a greedy approach,
allocating bit-by-bit, where it costs the least incremental power at a given requested
bit-error ratio (BER). Chow, Cioffi, and Bingham [8] use a modification of Shannon’s
capacity for the Gaussian channel, but introducing an additional margin, which is
modified iteratively. Fisher and Huber [9] use the symbol-error ratio as a criterion,
which leads to results tightly related to Chow et al.’s algorithm. George and Amrani
[10] use a greedy approach not based on the incremental power, but on the increment
in BER, assuming a constant power profile. Campello [11] uses a grouping of carriers
with a similar (equal after quantization) capacity (after omitting the +1 in the
argument). Finally, additional bits are placed in a Hughes-Hartogs/Levin- [12] -like
fashion. Levin [12] introduced a bit-swapping argument when allocating bits.

There are manifold further algorithms, and they all lead to similar performances
and differ mostly in their complexities. Especially, the oldest one by Hughes-Hartogs
is the most complex of all. For these algorithms, we have worked out modifications



6.1 Discrete MultiTone (DMT) and Wireline Channel Properties 221

that realize unequal error protection for different QoS requirements, e.g., [13–15]. For
example, the Chow et al. algorithm is simply modified to realize UEP by introducing
different margins for the different QoS classes. For robustness against impulse noise,
one may put the most important information onto the worst carriers [13].

DMT, of course, has a the same drawback of a high peak-to-average power ra-
tio (PAR) as OFDM. DMT has an almost Gaussian distribution in time domain,
whereas OFDM leads to a Raleigh distribution of the amplitude due to Gaussian
inphase and quadrature components. Many proposals for PAR reduction have been
made. However, only the so-called Tone-Reservation method by Tellado [16] and
oversampled versions thereof, e.g., in [17] have made it into practical implementa-
tions due to the very low complexity. A further approach with acceptable complexity
may be Partial Transmit Sequences based on a trellis search [18].

Further aspects of wireline transmission are upstream power back-off [19–21] to
take care of the near-far problem, furthermore dynamic spectral management to
allocate the available resources in a more dynamic way (e.g., iterative water fill-
ing [22, 23], NRIA [24], a game-theoretic approach [25]], and finally, MIMO ap-
proaches in the form of two-sided and one-sided processing. We shortly introduce
these approaches which make use of the FEXT functions additionally to the transfer
function. Note however, that such systems do only make sense for shorter distances
below around 500 m. FEXT is attenuated by the transfer function of the cable and
thus does not contribute significantly for longer loops. There are, of course, echo
and NEXT cancelers, too, but we do not discuss them in here. In the following,
we shortly discuss the MIMO approaches based on Singular-Value (SVD) or QR
decomposition.

Two-Sided Processing for MIMO Based on SVD

The singular-value decomposition [26] rephrases the channel matrix in DFT domain
H(n) at carrier number n as

Q(n) · Λ(n) · PH(n) (6.9)

Λ(n) is a diagonal matrix. P(n) and Q(n) are unitary matrices.
Let t(n) and r(n) be input and output vectors, respectively.

At the transmitter side, we multiply the signal t(n) by P(n). Whereas, the signal
at the receiver is multiplied by QH(n) to obtain the output r(n) (see Fig. 6.6).

t x y r

H = QΛPHP QH

Figure 6.6: SVD MIMO diagonalization

r(n) = QH(n) · y(n) (6.10)

Using the SVD in Eq. (6.9), we obtain

r(n) = QH(n) · Q(n) · Λ · PH(n) · x(n) (6.11)
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x(n) is the product of P(n) and t(n),

r(n) = QH(n) · Q(n)
︸ ︷︷ ︸

I

·Λ · PH(n) · P(n)
︸ ︷︷ ︸

I

·t(n) (6.12)

OFDM and SVD as Reed-Solomon or RS-like codes RS codes are commonly
defined as follows.

Definition 6.1.1. A Reed-Solomon (RS) code of length N and minimum Ham-
ming distance dHm is a set of vectors, whose components are the values of a polyno-
mial C(x) = xl · C ′(x) of degree{C ′(x)} ≤ K − 1 = N − dHm at positions zk, with z
being an element of order N from an arbitrary number field.

c = (c0, . . . , cN−1) , ci = C(x = zi) (6.13)

wHm and dHm, the minimum Hamming weight and distance, respectively, are
known to be

wHm = min ||c||0 = dHm = N − (K − 1) = N − K + 1 . (6.14)

Since the samples are chosen to be powers of an element of order N , i.e., zk, where
z would be ej2π/N in the complex case, the equivalent description is known to be

ci = zil ·
N−1∑

k=0

Ckzik , i = 0, . . . , N − 1 , (6.15)

with Ck = 0 for K ≤ k ≤ N − 1, Eq. (6.15) is nothing else than an IDFT with some
consecutive DFT components unused. This means, OFDM inherently represents an
RS code, when cyclically consecutive carriers are not used. In the case of DMT,
these unused carrier positions need to be symmetric due to the conjugate symmetry.

Let us now compare the structures of OFDM and SVD.

OFDM: WH ·
channel

︷ ︸︸ ︷

WΛWH ·W , (6.16)

SVD: VH · V Λ UH
︸ ︷︷ ︸

channel

· U . (6.17)

We observe that both make use of a pre- and post-processing by unitary matrices.
IDFT and DFT diagonalize the channel Toeplitz matrix representing the convolution
with the channel impulse response. SVD diagonalizes arbitrary channel matrices.
The similarities lead to a more general concept of RS-like codes. The pre-processing
matrix of the SVD offers a code with the same Hamming distance as an RS code
for continuous and random channel matrices.

One-sided Processing for MIMO Based on QR Decomposition

Unfortunately, most of the time, we do not have the situation of a bundled connection
of only a few hundred meters where SVD would be applicable. Distances between
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the central office and the cabinet are usually too long to profit from FEXT due to
the attenuation of the loop. Short loops usually exist form the cabinet to customer
premises or directly from the central office to the customer. These loops allow only
for one-sided precessing at the cabinet (central office). This means post-processing
for upstream and pre-processing for downstream. The linear algebra tool ideal for
this task is the QR decomposition leading to a spatial decision feedback equalizer
structure or Tomlinson-Harashima precoder, respectively [27–30].

QR decomposition for upstream processing For upstream processing we
write the L × L channel matrix as (In the following, we omit the carrier index
n.)

H = QR , (6.18)

with a unitary matrix Q and an upper triangular matrix R. Working with column
vectors for information and received values, a post-processing with QH leads to1

rQ = QHQ
︸ ︷︷ ︸

I

Rt + n = Rt + n , (6.19)

Due to the triangular matrix, a back-substitution approach can be applied to finally
obtain an estimate of the information symbols t̂k, which may be further refined by
channel decoding. The equation for t̂k

t̂k = decode

⎡

⎣
1

Rk,k
· rQ

k −
L∑

j=k+1

Rk,j

Rk,k
· t̂j

⎤

⎦ (6.20)

unveils the decision-feedback structure shown in Fig. 6.7.

r
QH

rQ

diag(R)−1

I − [diag(R)]−1R

t̂
decision

Figure 6.7: Spatial DFE structure resulting from QR decomposition

QR decomposition for downstream processing For downstream processing,
the idea is to apply a QR decomposition to the transpose2 of the channel matrix.
This enables us to do a pre-processing instead of the post-processing of the previous
paragraph. We hence obtain

HT = QR , i.e., H = RT QT . (6.21)

1
H stands for conjugate transpose.

2One may of course also take the conjugate transpose.
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Pre-multiplying with Q∗ leads to3

rQ2 = H · Q∗ · t′ = RT · QT · Q∗

︸ ︷︷ ︸

=I

·t′ = RT · t′ (6.22)

Let us choose t′ as
t′ = R−T · diag(RT ) · t (6.23)

The inverse of RT already ensures the desired decoupling. The diagonal matrix is
added to obtain a similar structure in the following formula as in (6.20). Equation
(6.23) can equivalently be rephrased as

t′
k = ΓM

⎡

⎣tk −
k−1∑

j=1

Rj,k

Rk,k
· t′

j

⎤

⎦ (6.24)

ΓM represents the modulo operation of the Tomlinson-Harashima precoding. Figure
6.8 shows the precoder structure.

modulo
t′

Q∗

I − [diag(RT )]−1RT

t

Figure 6.8: Spatial precoder structure resulting from QR decomposition

3* means conjugate
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6.2 Optical OFDM Transmission and Optical

Channel Properties

M. Mayrock, H. Haunstein, University Erlangen-Nürnberg, Germany

Commercially available systems for high bit-rate optical data transmission utilize
on-off-keying or differential phase shift keying (DPSK) and reach bit-rates up to
40 Gbit/s. The transmission channel itself consists of single mode fibers exhibit-
ing very low loss. In order to regenerate the power of the optical signal, optical
amplifiers, e.g., erbium doped fiber amplifiers, are placed along the link. By this
means the optical power is increased without the need of opto-electrical signal con-
version. However, optical amplifiers introduce noise, which leads to a reduction of
the optical signal-to-noise power ratio (OSNR). Depending on the signal powers and
bandwidths along with other parameters, systems can be designed for transmission
over hundreds to a couple of thousands kilometers.
When transmitting over long distances various kinds of signal distortion accumulate.
Chromatic Dispersion (CD) describes the effect that different frequencies travel at
different speeds along the optical wave-guide. Hence, pulses are broadened and fi-
nally inter-symbol interference (ISI) occurs. In today’s systems CD-compensation
is done with the help of dispersion compensating fibers or other optical devices like
fiber gratings, which have to be adapted to the individual transmission scenario.
Polarization Mode dispersion (PMD) is a further performance limiting effect. Due
to mechanical stress, imperfect fiber geometry, etc. the fiber becomes birefringent,
i.e., signal contributions of orthogonal polarizations exhibit different speeds of prop-
agation. The optical axes of different fiber sections are not aligned. Therefore, the
“slow” and the “fast” modes of a certain piece of fiber couple into the optical axes
of the next fiber section in a way which depends on their relative orientation. This
effect occurs all along the fiber and eventually generates a fading-channel with a
large number of echoes. There are methods for optical PMD compensation which
usually compensate for first order differential group delay. Equalization techniques
in the electrical domain could overcome this limitation. However, today’s systems
use direct detection receivers which convert the optical signal to the electrical do-
main via a non-linear operation and thus also electronic equalization shows limited
performance.
It is expected that future systems will need higher signal bandwidth leading to strict
requirements for dispersion compensation (CD and PMD). On the other hand more
and more powerful signal processing resources can be implemented in today’s inte-
grated circuit fabrication processes. Therefore OFDM along with coherent detection
is a candidate for future high bit-rate optical systems.

The demand for higher bit-rates can also be accounted for using techniques which
operate at high spectral efficiency. OFDM is interesting for such systems, as it allows
for dense wavelength multiplexing. Moreover the modulation alphabet for individual
OFDM sub-carriers can be scaled easily and thus spectral efficiency can be adapted
to given channel conditions. Recently, results of an OFDM transmission experi-
ment have been published, where the authors report 5.6 bit/s/Hz spectral efficiency
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by transmitting eight times 66.8 Gbit/s over 640 km of uncompensated standard
single-mode fiber [52]. Some modification in the set of system parameters allows for
enhancement to 7.0 bit/s/Hz [53]. However, the signal-to-noise power ratio cannot
be increased to arbitrarily high values by means of increasing the optical transmit
power. This limitation is caused by the Kerr effect, which describes the variation
of the refractive index of an optical wave-guide under variation of the optical signal
power. As a consequence, distorting phase modulation is caused, which is a func-
tion of the signal power and finally leads to non-linear signal distortion (self phase
modulation). Furthermore the effect causes non-linear crosstalk between signals of
different wavelengths and between orthogonally polarized signals.

To overcome the drawbacks of the transmission impairments and to guarantee
a bit error rate (BER) < 10−16 Forward Error Correction (FEC) coding is in-
evitable. In classical non-coherent direct detection receivers processing at data rates
up to 10 Gbit/s no channel capacity achieving FEC schemes were required, since a
hard decision BER of already < 10−3 could be attained. So, first-generation FEC
schemes mainly relied on the (255, 239) Reed-Solomon (RS) code over the Galois
field GF(256), with only 6.7% overhead. In particular, this code was recommended
by the ITU for long-haul submarine transmissions [63]. Then, the development
of Wavelength Division Multiplexing (WDM) technology provided the impetus for
moving to second-generation FEC systems, based on concatenated codes with higher
coding gains [64]. Nowadays, third-generation FEC schemes based on soft-decision
decoding have become subject of interest since stronger FEC schemes are seen as
a promising way to achieve performance close to channel capacity. Therefore a
straightforward approach is bit-interleaved coded modulation with iterative decod-
ing (BICM-ID) , which can be considered as the most simple approach to achieve
high spectral efficiency while providing a low decoding complexity [68].
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6.3 Impulse-Noise Cancellation

O. Graur, W. Henkel, Jacobs University Bremen, Germany

As previously discussed in Section 1.1, impulse noise can strongly affect trans-
mission quality, occasionally even leading to DSL modem restart. In this section, a
cancellation method is described which relies on the strong coupling of interference
into Common-Mode [36].

6.3.1 Common Mode and Differential Mode

Differential-Mode (DM) signals have been the conventional approach of transmission
over copper cables. The reason behind this is that they are less susceptible to
strong interference such as impulse noise and RFI. Since DM signals appear as a
voltage difference on two wires, any incident signals would couple equally, keeping the
differential signal unchanged. Unlike DM, Common-Mode (CM) signals are taken
as the arithmetic mean of the two signals measured with respect to ground, which
makes them prone to interference. Both DM and CM signals are readily available
on the receiver side.

xDM(t) = x1(t) − x2(t) (6.25)

xCM (t) =
x1(t) + x2(t)

2
(6.26)

CM signals consist mainly of ingress: independent noise, a component correlated
with the desired signal from DM, and noise correlated with the noise in DM [41].
In the case of strong interference, such as in the case of impulse noise, there is a
strong correlation between DM and CM signals. While the dominant component
in CM will be the impulse, this might not necessarily be the case for DM. There,
impulsive noise might be buried within the rest of the signal, making the detection
less straightforward.

6.3.2 Coupling and Transfer Functions

For the rest of this section, channels were considered linear time invariant (LTI).
It is also reasonable to assume that all the transmitted signals can be modeled as
independent Gaussian random variables. Since neither statistical properties, nor
coupling functions were previously defined for CM, our model relies on measure-
ments. For the measurements in this section, a Swiss 0.4 mm cable with 50 pairs
of length 100 m was used. As Fig. 6.9 shows, measurements revealed a −50 dB
attenuation of signal coupling into CM, for frequencies below 2 MHz.

Figures 6.10 and 6.11 illustrate the NEXT and FEXT coupling functions obtained
from measurements.

6.3.3 Common-Mode Reference-Based Canceler

The principle of impulse noise cancellation using the CM signal is illustrated in
Fig. 6.12.
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Figure 6.9: Transfer functions for DM and CM obtained from measurements of a 0.4
mm Swiss cable of length 100 m

For convenience, the impulses were received and saved into non overlapping blocks
of length N , before attempting cancellation. Superscripts DM and CM refer to
Differential-Mode and Common-Mode and the subscript in HDM

j,i refers to the path
from the ith pair into jth pair. The principle illustrated in Fig. 6.12 can be ex-
tended to a multipair cable with an arbitrary number of disturbers according to the
Eq. (6.27). We assume L equal-length FEXT and K NEXT disturbers. We transmit
signal s as a voltage difference at the transmitter side on pair j. At the receiver side,
we measure two signals yDM

j and yCM
j which can be expressed as given in (6.27),

where sj is the transmitted signal of size Nx1 on pair j, HDM
j,j denotes the NxN

convolution matrix describing the DM to DM path on the jth pair. wDM denotes
uncorrelated AWGN in DM referred to as background noise, and iDM represents the
DM coupled impulse noise signal. Similar notation stands for CM signals.

[

yDM
j

yCM
j

]

=

[

HDM
j,j

HCM
j,j

]
[

sj

]

+

[

HDM
j,1 · · · HDM

j,j−1H
DM
j,j+1 · · · HDM

j,L

HCM
j,1 · · · HCM

j,j−1H
CM
j,j+1 · · · HCM

j,L

]

︸ ︷︷ ︸

F EXT

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

s1
...

sj−1

sj+1
...

sL

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

[

HDM
j,L+1 · · · HDM

j,L+K

HCM
j,L+1 · · · HCM

j,L+K

]

︸ ︷︷ ︸

NEXT

⎡

⎢
⎢
⎣

v1
...

vK

⎤

⎥
⎥
⎦

+

[

wDM

wCM

]

︸ ︷︷ ︸

AW GN

+

[

iDM

iCM

]

︸ ︷︷ ︸

impulse noise

(6.27)

Measurements of impulse noise have been taken at inhouse phone outlets, both in
DM and CM. Figure 6.13 presents an impulse measured both in DM and CM.
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Figure 6.10: NEXT coupling functions, obtained from measurements of different TPs
in the bundle. The outlier is due to measuring the other TP in the same
star quad.

6.3.4 Impulse Noise Detection and Cancellation

Detection

The CM signal, besides providing a reference for most of the undesired interference in
the system, comes with the advantage that its dominant component is impulse noise,
which facilitates the detection of corrupted samples. Although many other detection
methods for impulse noise have been successfully described in literature [47], the
current section presents two simple methods. For the first method (6.14), in order
to obtain the envelope, the CM is split into non overlapping frames of size M . Out
of every frame, the maxim value is chosen and interpolation is performed among
all local maxima. That is, after k distinct blocks of size M , k − 1 values can be
linearly interpolated, and from the corresponding (k − 1)M samples, the ones above
a certain threshold τ can be flagged. Once flagged, the CM signal passes through the
adaptive FIR filter which updates the coefficients only when a new flagged sample
is detected. Under ideal assumptions, the resulting output would contain the DM
signal, undistorted by impulse noise, and a term describing a minimum residual
error.

A second method which can be easily implemented in the analog domain uses a
rectifier and a low pass filter to detect the envelope of the CM signal (see Fig. 6.15).

Cancellation

For our simulations, the Normalized Least Mean Squares algorithm (NLMS) was
used. NLMS is typically used due to its reduced computational complexity and
robustness [46]. As illustrated in Eq. (6.27), the CM signal can be split into a
component correlated with the DM noise, a component correlated with the DM
signal and one uncorrelated component. This leakage of DM signal into CM poses
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Figure 6.11: FEXT coupling functions, obtained from measurements of different TPs
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Figure 6.12: Coupling functions and canceler structure

the risk of canceling the useful component, which is much more likely for a high DM
to CM coupling and a high SNR. One way to circumvent this problem is to update
the filter coefficients only when the far-end transmitter is inactive [43].
Uncorrelated CM in-band noise induces the possibility that it will leak to the output
of the adaptive filter, which will result in SNR loss. This undesired effect can be
minimized by updating the filter coefficients only when impulse noise is detected
in CM, which is what we went for in our simulations. Crosstalk is not canceled
along with impulse noise since the total burst time is much smaller than the total
transmission time, and the filter adaptation is performed sporadically.

6.3.5 Simulation Results

Impulse noise cancellation was investigated in the context of ADSL transmission.
Coupling and transfer functions were measured for both DM and CM for a cable
length of 100 m. Length-scaling for ADSL-specific loop distances was employed using
the method described in Chapter 1.1. Note that the same length-scaling method was
used both for DM and CM, although this might not necessarily be accurate in the
case of CM. If was used, nevertheless, since no other model for a length dependency
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Figure 6.13: Impulse noise generated from light switching, both in DM and CM.
Please note the different amplitudes of the waveforms.
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could be found in literature4 for CM transfer functions. Transmit signals were
modeled according to the PSD of ADSL as specified in [49]. For NEXT modeling,
the AslMx (German abbreviation for subscriber loop multiplexer) spectral mask [48]
was used. Far-end crosstalk was generated as established in [49]. Simulations used
sets of measured impulses generated in industrial settings (caused by welding), as
well as in household environments (caused by light switching). ADSL transmission
and reception was simulated, given the measured transfer and coupling functions,
for different loop lengths and different number of NEXT and FEXT disturbers.
Figure 6.16 depicts the canceler output (in blue) for an ADSL simulation employing
5 FEXT and 4 NEXT disturbers. For illustration purposes, since the amplitude
of the measured impulse noise vectors was relatively small, the length of the loop
was extended beyond ADSL-specific loop lengths, in order to achieve a lower SINR

4to the knowledge of the authors
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ratio. The green line in Fig. 6.16 depicts the overall received DM signal, which is
corrupted by impulsive noise, while the black waveform illustrates the same DM
signal, impulse noise free. As expected, the canceler produces a good estimate of
the uncorrupted DM signal but does not suppress crosstalk. The red line presents
the ideal transmitted signal, with no interference, only attenuated by the loop. For
perfect impulse noise cancellation and no crosstalk cancellation, the blue line should
resemble the black waveform as closely as possible, which is indeed the case.
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Figure 6.16: Output of the NLMS canceler (blue). The red line represents the ideal
received signal, no crosstalk, no impulse noise, and no background noise.
The black waveform denotes the sum of the ideal signal, 4 NEXT and
5 FEXT disturber signals, along with background noise. The green line
illustrates the DM signal including impulse noise before cancellation.
For perfect impulse noise cancellation and no crosstalk cancellation,
the blue line should resemble the black signal as closely as possible.
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6.4 Dual Polarization Optical OFDM

Transmission

M. Mayrock, H. Haunstein, University Erlangen-Nürnberg, Germany

In this section we investigate an optical OFDM transmission system which de-
ploys dual polarization transmission as well as wavelength division multiplexing.
The system parameters are chosen according to the experimental setup of [52]. Our
analysis is based on a system identification approach which treats the whole setup
as a “weakly non-linear” system. This term reflects that the system characteristic
is dominated by a linear transfer function. All kinds of distortion are treated as ad-
ditive noise, i.e., besides actual noise, distortion due to non-linear effects is modeled
as an additive noise-like contribution.

6.4.1 Setup

"

K1S/oqf0

K1S/oqf0

4z6"
;2̇/
j{dtkf

4z6"
;2̇/
j{dtkf

VZ"rtqe0.
FCE
VZ"rtqe0.
FCE

VZ"rtqe0.
FCE
VZ"rtqe0.
FCE

Z3*f+

Z4*f+
Purcpu vkogu

CF/
eqpx0.

TZ"
ukipcn"
rtqe0

[3*f+

[4*f+

"

Figure 6.17: Investigated system: Dual polarization OFDM transmission, coherent
detection.

Figure 6.17 depicts the investigated OFDM transmission system. Two indepen-
dent baseband signals modulate the orthogonally polarized parts of the transmit
laser signal. To achieve this, the signal of the TX laser source is split by a polar-
ization beam splitter. Next, two external optical I/Q-modulators are applied before
both signal contributions are recombined and launched into the optical waveguide.
At the receiver, polarization diverse coherent detection is deployed. Once again po-
larization beam splitters are required to provide orthogonally polarized contributions
of the received signal as well as the local laser to optical hybrids. Balanced photo-
detectors then convert their outputs to electrical representations of the inphase and
quadrature components of both orthogonal RX signals. For our simulations the
gross bit-rate per polarization is set to 30 Gbit/s. Q = 108 sub-carriers are modu-
lated with symbols from a 16-QAM-alphabet. The cyclic prefix length equals 1/8 of
the original OFDM symbol duration. This choice of system parameters reproduces
a setup published in [52]. Eight WDM channels (8.4 GHz bandwidth each) on a
9 GHz grid are simulated; at the receiver there is a 12.5 GHz optical band-pass filter.
Laser phase noise is accounted for by multiplication of the complex-valued receive
signal with exp (jφ(t)). The random process φ(t) is obtained as an integral [55]

φ(t) =

t∫

0

φ′(τ) dτ. (6.28)
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Here φ′(τ) denotes zero-mean white Gaussian noise with power spectral density
2π∆ν. Finally, the parameter ∆ν describes the laser line-width, which is set to
100 kHz in the sequel. The transmission link itself consisted of identical spans of stan-
dard single mode fiber (length: 80 km, chromatic dispersion coefficient: 17 ps/nm/km,
attenuation: 0.2 dB/km). The simulation model for the optical channel considers
the Kerr effect with the non-linear coefficient γ = 1.33/W/km [56]; polarization
dependent loss is neglected. Optical amplifiers compensate for attenuation; their
noise-figure is assumed to be 4 dB. It should be mentioned that there are no fibers
or devices for optical dispersion compensation.

6.4.2 Noise Variance Estimation

In order to determine an estimate for the maximum achievable spectral efficiency,
at first the signal distortion shall be quantified. As mentioned above, the analysis is
based on a system identification approach which treats the whole setup as a “weakly
non-linear” system, i.e., the system’s characteristic is dominated by a linear transfer
function. All kinds of distortion are treated as additive noise. The transmission of
symbol vectors [X1(d) X2(d)]T on sub-carrier d can be written as

[

Y1(d)

Y2(d)

]

=

[

H11(d) H12(d)

H21(d) H22(d)

]

·
[

X1(d)

X2(d)

]

+

[

n1(d)

n2(d)

]

. (6.29)

The samples [n1(d) n2(d)]T comprise noise which is added to the signal by optical
amplification as well as distortion due to non-linear fiber effects modeled as an ad-
ditive noise-like contribution. This assumption is not valid for arbitrary points of
operation, but reasonable for values of optical powers where we expect best trans-
mission performance.
After estimating the linear transfer characteristic (usually done with the help of pilot
symbols) we subtract known data symbols (either further pilot symbols or data after
decision) which have been affected by linear distortion through the channel from the
received symbols. Then the relative noise variance for both receive branches can be
determined [57]:

Ni

Si
=

∑Q
d=1 |ni(d)|2

∑Q
d=1 |Hi1(d)X1(d) + Hi2(d)X2(d)|2

, i ∈ {1, 2} (6.30)

The summation in the nominator and denominator represents integration over
the discrete frequency spectrum. In our simulations, the per-channel optical input
power was varied from -12 to -3 dBm. The number of fiber spans ranges from 4 to
32. Based on the transmission of 100 OFDM symbols per polarization the inverse
SNR of the orthogonal polarizations at the receiver is estimated according to (6.30).
Figure 6.18 shows a contour plot which depicts N1/S1 in logarithmic scale. The
relative noise power increases with longer transmission distances: from less than
-20 dB for short links to more than -14 dB beyond 23 spans. Furthermore the plot
shows the interrelation between estimated noise variance and optical input power:
For low input powers, a power increment reduces the variance of additive noise at
the receiver. At a certain power level, distortion due to fiber non-linearity comes
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Figure 6.18: Estimated relative noise power.

into play and noise power increases.

Numerous simulations have been carried out in order to quantify these observa-
tions. Moreover, the influence of the launch powers of neighboring WDM channels
on the noise variance has been studied. These results yield a method for separating
the total noise variance into several contributions: Actual additive noise caused by
optical amplifiers, noise-like distortion due to self phase modulation and contribu-
tions due to non-linear crosstalk between WDM channels [58].

Achievable Spectral Efficiency

According to Shannon the maximum information-rate which can be transmitted over
a band-limited additive white Gaussian noise channel is

C = B · log2

(

1 +
S

N

)

, (6.31)

where S/N and B denote the signal-to-noise power ratio and the used bandwidth.
Division by B results in the achievable spectral efficiency Γ . In order to obtain an
estimate for the maximum achievable spectral efficiency of the simulated OFDM
system we determine Γ for both receive branches on sub-carrier basis

Γi(d) = log2

(

1 +
E{|Hi1(d)X1(d) + Hi2(d)X2(d)|2}

E{|ni(d)|2}

)

, i ∈ {1, 2}. (6.32)

The optical channel is assumed to be free of polarization dependent loss. Thus the
contributions of the orthogonal polarizations are added up. Furthermore we average
over the OFDM sub-carriers

Γ = η ·
⎛

⎝
1

Q

Q
∑

d=1

Γ1(d) +
1

Q

Q
∑

d=1

Γ2(d)

⎞

⎠ . (6.33)
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Figure 6.19: Achievable spectral efficiency versus distance and launch power.
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Figure 6.20: Achievable spectral efficiency vs. distance.

The coefficient η accounts for guard bands between WDM channels; in this scenario
there is a fill factor η = 8.4/9. The simulation data obtained for distances of 4 to
32 spans and optical powers of -12 to -3 dBm was analyzed according to these equa-
tions. The results are summarized in the contour plot in Fig. 6.19. The simulated
transmission scenario allows for spectral efficiency of slightly more than 13 bit/s/Hz
for a distance of 4 fiber spans. For each transmission distance there is a distinct
optical power level which maximizes the SNR in the sense of a weakly non-linear
system and at the same time yields the corresponding capacity. The extraction
of the associated maximum achievable spectral efficiency versus distance is shown
in Fig. 6.20. We observe a capacity decay to about 7.5 bit/s/Hz for a distance of
2500 km. Due to the non-linear characteristic of the channel these results are a valid
estimate for the given optical setup, powers, and WDM-parameters. The channel
capacity is limited by actual additive noise along with non-linear signal distortion
and non-linear cross-talk. For a comparison the diagram shows two curves which
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were obtained from approaches which consider linear AWGN channels. The investi-
gated transmission system is assumed to consist of equally spaced, identical optical
amplifiers. The optical SNR (OSNR) after Nspans amplifiers is given by [59]

OSNR =
Popt · λ0

G FN · h · c · Nspans · Bref

. (6.34)

Here h and c denote Planck’s constant and the speed of light, respectively. G is
the amplifiers’ gain which shall equal the loss of one fiber span. The noise figure is
given by FN . Finally λ0 and Bref denote the reference wavelength (1550 nm) and
bandwidth for noise power measurement. In optical communications usually Bref

equals 12.5 GHz. However, insertion of the actual OFDM signal bandwidth leads to
an accurate SNR estimate which can be applied to Shannon’s equation. The upper
curve in Fig. 6.20 was obtained by this calculation, whereby for each transmission
distance the optimum optical launch power found in Fig. 6.19 was inserted. It can be
observed that the numerical estimates, which consider the fiber non-linearity as an
additive noise contribution, deviate from the pure AWGN channel by approximately
3 bit/s/Hz. Hence, at the optimum point of operation with respect to input power,
the system still suffers from a distinct amount of distortion due to non-linear effects.
An alternative way of finding a sensible value for the per-channel launch power is
based on WDM transmission parameters. Commercially availably optical amplifiers
operate in the so-called C-band which approximately ranges from 1525 to 1565 nm.
Equivalently a total band-width of 5.0 THz can be used for parallel transmission.
The maximum optical power typically reaches 17 dBm, e.g., used in [60]. In the
case where the total bandwidth shall be occupied by OFDM bands on a 9 GHz grid,
the per-channel launch power amounts to Popt = 10.4 dBm. These considerations
are the basis for the dashed line in Fig. 6.20, obviously leading to reduced capacity
compared to the 8 channel AWGN scenario. Full occupation of the C-band results
in penalty due to increased non-linear signal distortion. The numerical estimates
for the achievable spectral efficiency in Fig. 6.20 exhibit a gap of approximately
6 bit/s/Hz compared to the reported values of transmission experiments [52] [53].
These results suggest that an increase of spectral efficiency is possible for the used
fiber links. However, first the influence of quantization noise has to be incorporated
into the simulation model.

6.4.3 ADC/DAC Resolution

High speed devices for analog-to-digital and digital-to-analog conversion (ADC and
DAC) with sampling rates beyond 20 GS/s have been demonstrated [61] as well
as the integration of four such devices, which are needed for sampling of inphase
and quadrature components of the received signals of both polarizations. At such
high sampling rates these devices have a more or less limited number of quantization
levels. The authors of [61] report 6 bits resolution while state-of-the-art measurement
devices provide higher accuracy. Thus, quantization noise as well as clipping has to
be taken into consideration as performance limiting factors for high speed optical
OFDM transmission. For this purpose the simulation models of the transmitter and
receiver were extended by DAC and ADC device characteristics.
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Figure 6.21: Achievable spectral efficiency versus distance considering quantization
noise. Diamonds denote actual spectral efficiencies; pre-FEC BER:
10−3; code rate 0.93.

In further simulations the number of quantization levels was varied. The clipping
ratio (maximum amplitude over the signal’s root-mean-square) was set to 10 dB.
Fig. 6.21 depicts the resulting estimated achievable spectral efficiency. One can
observe that there is marginal difference between the curves corresponding to 8, 7,
and 6 bit resolution. In these cases there is a loss of approximately 1 bit/s/Hz for a
distance of 500 km and just 0.5 bit/s/Hz for 1000 km. This loss is mainly attributed
to distortion due to clipping. For longer transmission distances optical amplifier
noise and fiber non-linear effects dominate. Usage of 5 bit DACs/ADCs introduces
a distinct amount of quantization noise. Therefore, for actual implementations it
will be desirable to use at least 6 bit quantization. In a further analysis of the
simulation data of Fig. 6.18, transmission distances were determined, which lead to
a bit error ratio of 10−3 when different QAM alphabets are used. This value is a
typical maximum pre-FEC bit error ratio, which can be handled by forward error
correction codes, which have been standardized for optical communications. These
codes exhibit a rate of 0.93. Diamonds in Fig. 6.21 show respective distances along
with the achieved spectral efficiency for 16QAM, 8QAM, and 4QAM. The calculation
of the spectral efficiency considers the code rate as well as the fill factor of the WDM
spectrum. Hence, such systems are assumed to transmit over 800 km at a spectral
efficiency of 7 bit/s/Hz. Error-free transmission at 3.5 bit/s/Hz is supposed to work
over 2100 km. These results imply that transmission performance of future systems
may be enhanced by introducing more powerful FEC coding schemes.

6.5 Forward Error Correction

T. Lotz, W. Sauer-Greff, R. Urbansky, University of Kaiserslautern, Ger-
many

Classical optical communication systems processing at data rates up to 10 Gbit/s
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employ non-coherent direct detection receivers that exhibit a pre-FEC BER < 10−3.
Therefore a (255,239) Reed Solomon (RS) code is sufficient to guarantee an overall
BER < 10−16. But due the increasing demand of higher signal bandwidth, more
powerful FEC-schemes, such as turbo codes [65] or LDPC codes [66] have to be
considered, in order to allow processing close to the theoretical Shannon limit. Hence
we applied the concept of bit-interleaved coded modulation with iterative decoding
(BICM-ID) to our system since it takes into account the multilevel characteristics of
the signal as well as the code properties in an iterative decoding process. The basic
idea of BICM-ID and the obtained simulation results are presented in the following.

6.5.1 BICM-ID System Model

Traditionally iterative decoding is applied with either a parallel or a serial concate-
nation of at least two convolutional codes [65]. But as noted in [67] the “Turbo
principle” can be used not only with traditional concatenated coding schemes, but
is more generally applicable to several other schemes that can be found in modern
digital communications. Due to the use of a multilevel modulation scheme, we are
able to adapt the Turbo Principle to iterative soft-demapping together with channel
decoding, also referred to as BICM-ID [68].

The basic structure of a BICM encoder and iterative decoder is given in Fig. 6.22
[68].

Figure 6.22: Iterative demapping and decoding, BICM-ID system configuration

The concept is as follows: The transmission is done on block basis where an info
sequence of k bits is convolutionally encoded to a code word (CW) of n > k bits
with a recursive systematic convolutional (RSC) code. The generated CW is fed
to a random bit interleaver which is a pre-requirement for an iterative receiver to
guarantee statistical independence between adjacent bits. After interleaving the
grouping operation takes M coded bits x0,..,M−1 ∈ {0, 1} to form the complex out-
put symbol y = map(x0,..,M−1). This mapping operation map() is essential for the
iterative demapping and decoding, since it links up the several bits x0,..,M−1 to a con-
stellation symbol and mutual dependencies arise between them. With traditional
non-iterative decoding the mapping operation typically applies a Gray labeling for
the lowest pre-FEC BER. With Gray mapping, neighboring signal points differ by
only one binary digit in their binary decomposition. However, as is well known,
Gray mapping performs worst for iterative demapping and decoding [68]. Hence
different mapping strategies need to be considered, as discussed in Section 6.5.2.

After the mapping operation the complex symbols y are transmitted over the
channel. For the assumption of an AWGN channel, which is valid for the investigated
operation area of the optical OFDM system, the symbols z at the input of the soft-
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demapper are only corrupted by noise, so z = y + n, where n = nI + jnQ, with nI ,
nQ being realizations of two independent Gaussian random variables. Their variance
is the double-sided noise power spectral density σ2 = σ2

I = σ2
Q = N0/2.

In the soft-demapper the channel symbols z are demapped and ungrouped to
each M reliabilities in form of log-likelihood ratio (LLR) values LM,p. In the first
iteration the a-posteriori probabilities LM,p, computed by the soft-demapper, are
deinterleaved and soft-in/soft-out decoded in a symbol-by-symbol APP estimator,
implemented by the BCJR algorithm [69]. At the output of the BCJR we find
the APP LLR values LD,p. For iterative decoding it is necessary to exchange only
extrinsic information between the soft-demapper and decoder, so we have to remove
statistically dependent information. Therefore the soft-input LLR values of the
coded bits for the soft-demapper are the interleaved a-posteriori LLR values of the
BCJR without the a-priori information, LM,a = Π{LD,p − LD,a}. Respectively, the
a-priori LLR values for the BCJR are computed as the deinterleaved extrinsic LLR
values of the soft-demapper, LD,a = Π−1{LM,p − LM,a}.

The BCJR decoder performs bitwise soft-input processing, thus the demapper
has to extract a soft value of each coded bit x0,..,M−1 of a 2M -ary complex channel
symbol z. When a-priori information is available, the APP soft information LLR
value LM,p of bit k is computed as

LM,p(xk|z) = ln
p(xk = 1|z)

p(xk = 0|z)
=

LM,a(xk) + ln

2M−1−1∑

i=0
p (z|xk =1, xj �=k ≡bin(i))·exp

M−1∑

j=0,j �=k

btst(i,h)=1

LM,a(xj)

2M−1−1∑

i=0
p (z|xk =0, xj �=k ≡bin(i))·exp

M−1∑

j=0,j �=k

btst(i,h)=1

LM,a(xj)

, (6.35)

where xj �=k ≡ bin(i) denotes the joint event of the variables xj �=k; k, j ∈ {0..M − 1}
having the values 0, 1 according to the binary decomposition of i. The function
btst(i, h) takes the value ′1′ if bit number h is set in the binary decomposition of i,
otherwise it is ′0′, where

h =

⎧

⎨



j , j < k

j − 1 , j ≥ k.
(6.36)

When the channel symbols z are corrupted by complex Gaussian noise, the con-
ditional PDF calculates to

p(z|y) =
1

2πσ2
exp

(

− 1

2σ2
|z − y|2

)

. (6.37)

With (6.37) we can rewrite the soft-demapping algorithm of (6.35) for the complex
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AWGN channel as

LM,p(xk|z) = LM,a(xk) + ln

2M−1−1∑

i=0
exp

⎡

⎢
⎣− 1

2σ2 |z − y
k,(1,i)

|2 +
M−1∑

j=0,j �=k

btst(i,h)=1

LM,a(xj)

⎤

⎥
⎦

2M−1−1∑

i=0
exp

⎡

⎢
⎣− 1

2σ2 |z − y
k,(0,i)

|2 +
M−1∑

j=0,j �=k

btst(i,h)=1

LM,a(xj)

⎤

⎥
⎦

, (6.38)

where y
k,(1,i)

= map(xk=1,xj �=k ≡bin(i)) and y
k,(0,i)

= map(xk=0,xj �=k ≡bin(i)), j ∈
{0..M − 1}.

6.5.2 Influence of the Applied Mapping

As noted before, the choice of the mapping is crucial to achieve a good performance
of BICM-ID. If Gray mapping is applied the initial BER performance is acceptable,
but the performance of the iteration loop is inferior, whereas for, e.g., an anti-Gray
mapping its convergence behavior can be significantly improved for the price of a
worse initial BER. So, for anti-Gray mapping a quite high SNR is required to reach
the so called “turbo cliff”, which is the required SNR at which the decoding process
starts to deliver an iteration gain.

However, systems applying the Turbo Principle are known to run into a certain
error floor. Hence, if a lower BER is intended outer coding is indispensable. When
the necessary pre-FEC BER of the outer FEC scheme is known, it is possible to
optimize the BICM-ID system to reach that specific error region by applying an
irregular modulation at a lower SNR compared to the case of applying either a pure
Gray or a pure anti-Gray mapping. So the symbols within a CW are mapped to a
ratio of α according to Gray and to a ratio 1 − α according to anti-Gray,

α =
NGray

NGray + NAnti−Gray

(6.39)

with N{Gray,Anti−Gray} denoting the number of symbols within a CW owning a Gray
or anti-Gray mapping, respectively [62].

6.5.3 Simulations on the Performance of Coded OFDM

In this section BICM-ID is optimized according to the properties of the optical
OFDM system. The investigated coded OFDM transmission system with polariza-
tion multiplexing is depicted in Fig. 6.23.

Outer coding is implemented by the (255,239) RS-Code code of rate RRS = 0.937
over the Galois field GF(256), specified by the ITU in [63]. This particular code
has the property to guarantee a BER < 10−16 when the RS decoder input BER is
< 10−3.

To enhance the error correction capabilities of the transmission system, inner
coding is performed with a BICM encoder. So, the RS-encoder output sequence u is
convolutionally encoded with a RSC encoder of memory 5 and punctured to result
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Figure 6.23: Complete optical COFDM system

in a rate of RRSC = 0.8. Considering the particular outer code, the systems total
code rate is R = 0.75. Since transmission is performed on a block basis the CW
length was set to N = 30720, which is the number of bits in 10 OFDM symbols
resulting from the used OFDM parameters. An analysis on the optimum mapping,
specifically the ratio α between Gray and anti-Gray mapping, is given in below.

For our simulations the gross bit rate per polarization is set to 75 Gbit/s. Q = 256
sub-carriers are modulated with a constellation size of 64-QAM. The cyclic prefix
length equals 1/12 of the original OFDM symbol duration.

In the optical transmission sub-system of Fig. 6.23 we find a simplified illustra-
tion of the system given in Fig. 6.17. Shadowing indicates that those units are
available twice due to the separate use of both polarizations. The properties of
the transmission link and the modulating laser are the same as in Section 6.4.1.
In our simulations we included five WDM channels with 13.5 GHz bandwidth each
on a 14 GHz grid. The pre-channel optical input power was varied from −12 to 0
dBm. The number of fiber spans was set to 12; the whole transmission link has a
length of 960 km. The receiver includes a 18 GHz optical band-pass; sampling was
performed at a rate of 24 GHz with a resolution of 6 bit. Taking into account the
code and OFDM properties we achieve a spectral efficiency of 8 bit/s/Hz in both
polarizations.

The resulting BERs after 7 iterations are shown for different channel input powers
and different mappings in Fig. 6.24 .

Obviously, only an irregular modulation with α = 0.5 exhibits after a finite number
of iterations a BER < 10−3, which is sufficient for the outer RS-code to obtain a
total BER < 10−16.

An explanation of BICM-ID to reach a turbo cliff only when applying an irregular
modulation can be found by meas of extrinsic information transfer (EXIT) chart
analysis, which is a powerful tool to visualize the flow of mutual information (MI)
between decoder and demapper in the iterative decoding process. In the EXIT chart
the MI of the decoder/demapper is plotted versus its a-priori input, i.e., the MI of
the demapper/decoder. If an optimum demapper/decoder is used, the knowledge
of the MI contained in the a-priori information is sufficient to derive the MI of the
decoder/demapper. Denoting the encoder/demapper input by Xa and the corre-
sponding extrinsic decoder/demapper output by Xe, the MI I(Xe; Xa) calculates
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to

I(Xe; Xa) =
∫

Xe

∫

Xa

f(xe, xa) log2

f(xe, xa)

f(xe)f(xa)
δxaδxe. (6.40)

Figure 6.25 depicts the EXIT functions of decoder and demapper for different
mapping schemes at the optimum optical input power set to −9 dBm. Obviously,
when Gray mapping is applied the EXIT function is flat, so the performance of
the iteration loop is inferior. Whereas anti-Gray seems to be more promising since
the extrinsic MI Ie,demapper of the demapper increases with an increasing a-priori MI
Ia,demapper, but due to the fact that for low Ia,demapper also Ie,demapper is low, the EXIT
functions of demapper and decoder intersect significantly before that of the Gray
mapping. So its performance is even worse than the hard decision of Gray mapping.
Only an irregular modulation combines the benefits of both mappings, which allows
the EXIT functions to intersect at an MI higher than that necessary to obtained a
BER < 10−3, visualized by the dashed line.

6.6 Summary

This chapter gave an impression of some of the research issues related to the wireline
use of multicarrier modulation. Many aspects are similar as in wireless, but the
channels offer different possibilities or have other challenges, such as, e.g., more
stationary behavior, an additional common mode in twisted-pair, or non-linearities
in optical communication.

In the case of twisted-pair communication, we showed that the additionally avail-
able common-mode signal can serve as a reference for impulse-noise cancellation.
The common mode predominantly shows external disturbances like radio-frequency
interference and impulse noise. Crosstalk and the own signal are of less influence.
The amplitude of impulse noise on common mode is significantly higher than on
differential mode and provides an ideal reference input for a canceler to significantly
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reduce impulse-noise in differential mode.
In optics, we were aiming at a maximum achievable spectral efficiency, which is

limited by amplifier noise and non-linear fiber effects causing signal distortion and
non-linear crosstalk between WDM channels. A weakly non-linear approach was
applied which treats all these kinds of distortion as additive noise. Based on noise
variance determination, estimates for the maximum achievable spectral efficiency are
obtained, which amount to a range of 13 bit/s/Hz to 7.5 bit/s/Hz for distances from
320 km up to 2500 km. Realistic ADC/DAC characteristics turned out to slightly
reduce the achievable spectral efficiency for short to medium distances. For long-
haul transmission, quantization noise is not dominating. Forward error correction
codes standardized for optical transmission leave a gap of approximately 4 bit/s/Hz
to the estimated upper bound.
To overcome this gap, we adapted the principle of an iterative decoding scheme,
namely BICM-ID, to our system. The obtained results for the investigated optical
OFDM system promise to reach a spectral efficiency of 8 bit/s/Hz for a 960 km fiber
link. However, we expect to enhance the performance beyond that by applying even
more powerful FEC schemes, such as multi-level codes or LDPC codes.
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eigenvalue update, 123
EXIT charts, 129
exponential effective SNR mapping, 100
extrinsic information transfer (EXIT), 54

fading, 54
Feichtinger algebra, 111
FEXT, 216
Forward Error Correction (FEC), 226,

238, 239
frequency diversity, 142
Gabor system, 109

generic link model, 115
generic model, 118
graph-based soft data and channel

estimation, 40

Huffman coding, 103

impulse noise, 217, 227, 228
information-rate, 235
intelligent transportation networks, 156
interference

alignment, 192
inter-carrier (ICI), 5
intercarrier (ICI), 110
intersymbol (ISI), 4, 81, 110
reduction, 199

joint detection (JD), 199
joint transmission (JT), 199

Kerr effect, 226, 234

large system analysis, 152
Laser phase noise, 233
lattice constants, 109
LDPC codes, 54
line-of-sight propagation, 111, 112
link adaptation, 165
link efficiency, 175

loading algorithm, 85
log-likelihood ratio (LLR), 240
low-density parity-check (LDPC), 54
LTE, 115

MAC, see multiple access channel
mapping, 239
matrix representation of OFDM signals,
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maximum ratio combining (MRC), 54
Medium Access Control (MAC)

protocols, 146
MIMO, see Multiple-Input Multiple-Out-

put
(MIMO)

MIMO channel, 70, 81
MIMO OFDM, 70, 81
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multipoint-to-point, 81
point-to-multipoint, 81
point-to-point, 81

minimum rate requirements, 123
modulation, 81

multicarrier, 81
singlecarrier, 81

modulation and coding scheme, 171
multi-carrier cyclic antenna frequency

spreading, 48
multi-path propagation, 2
multi-path structure, 17, 21
multi-user interference, 81
multilevel modulation, 239
multiple access, 10
multiple access channel, 82
multiple link scenario, 165
Multiple-Input Multiple-Output (MIMO),

99, 221, 222
multiuser diversity, 142
mutual information (MI), 55

NEXT, 216
nonlinear detection, 36
nonlinear distortions, 33

optical channel, 225
optical OFDM transmission, 233
orthogonality, 6
orthonormal, 109, see basis, orthonormal
overlay system, 133

packet transmission efficiency, 175
PAR, 69

worst-case, 69
PAR reduction, 69
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downlink Transmission, 73
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PAR reduction scheme, 70
clipping and filtering, 70
constellation expansion, 70
partial transmit sequences, 70, 71
Reed–Solomon code, 72
selected mapping, 70, 71
shaping techniques, 70
side information, 74
Simplex code, 72
successive scheme, 72
tone reservation, 70

parallel decoding, 116
partial transmit sequences, 70
peak-to-average power ratio, see PAR
peak-to-average power reduction, 34,

see PAR reduction
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physical link parameters, 169
polarization dependent loss, 234
Polarization Mode dispersion (PMD), 225
power constraint, 83
power loading, 172
pre-equalizer, 136
predistortion, 34, 35
pricing algorithms, 193
propagation scenario, 16, 17, 19, 21
PTS, see partial transmit sequences
pulse shaping, 109, 111

QR decomposition, 222

radar, 156
joint radar and communication system,
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radio channel, 2

time-variant, 136
rate allocation, 128
rate region, 82, 83
ray-tracing, 136
RayTracing, 157
Reed Solomon (RS) code, 239
Reed-Solomon (RS) code, 222
relaying, 24
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Riesz, see basis, Riesz
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signaling overhead, 102
significant interference channel, 203
significant useful channel, 203
singular-value decomposition, 221
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soft-demapping, 239, 240
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space-frequency coding, 100
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function, 111
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SVD, 221
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THP, see Tomlinson–Harashima precoding,
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precoding
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time-invariant, see channel, time-invariant
Tomlinson–Harashima precoding, 73, 83
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trellis-coded modulation, 85
Turbo
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diversity, 55
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principle, 239, 241
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Weyl-Heisenberg system, 109
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