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Preface

Today’s products and safety critical-systems of most applications have become

increasingly complex to build while the demand for safety and cost effective

development continues. The interest in safety and risk modeling and assessment

has been growing in many years to come.

This book, consisting of 14 chapters, aims to present latest methods and

techniques for quantifying the safety and risk with emphasis on safety, reliability

and risk modeling and their applications in several areas including Aviation

Systems and Security, Sensor Detection and Management Decision-Making, and

Systems of Systems and Human Integration. The subjects covered include safety

engineering, system maintenance, safety in design, failure mode analysis, risk

concept and modeling, software safety, human safety, product safety in operating

environments, human-hand safety modeling, sensor management, safety decision-

making, nuclear safety detection, sensor data modeling, uncertainty modeling,

aircraft system safety, aviation security and safety, passenger screening models,

checked baggage screening models, security inspection, risk-based analysis, eco-

nomic reliability-safety, quantile risk approach, risk importance measures,

probability risk assessment, safety analysis, complex system reliability modeling,

risk-informed decision-making, in-service inspection, Markov modeling, hybrid

uncertainty system safety assessment, risk prediction, warranty concepts,

maintenance policies, and risk management.

The book consists of three parts. Part I—Safety and Reliability Modeling—

contains four papers, focuses on the modeling and prediction of complex systems

and finance management with respect to safety, reliability and maintenance, and

economic aspects.

The first chapter by Kołowrocki is concerned with the application of limit

reliability functions to the reliability evaluation of complex systems. Reliability

evaluation of a port grain transportation system and a rope elevator are also

discussed. Chapter 2 by Tapiero discusses an economic approach to reliability

design and safety based on economic considerations its safety consequences which

depend on both system reliability and their safety-consequential effects. Chapter 3

by Chakraborty and Sam deals with the safety evaluation of complex systems.
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The chapter discusses various developments of reliability evaluation of structures

with emphasis on the safety evaluation of hybrid uncertain system. An application

of reinforced concrete beam is given to illustrate the proposed safety evaluation

procedure of hybrid uncertain system. Chapter 4 by Park and Pham discusses on

the developments of warranty concepts with various maintenance policies and

mathematical methods that used to formulate the mathematical warranty modeling.

The concepts of warranty and the overall information about the warranty policy

such as warranty’s role, concept, and different types will also be discussed.

Part II—Risk Modeling—contains four papers, focuses on the risk modeling,

methods, and methodologies. Chapter 5 by Aven provides basic principles and

methods in risk analysis. Some key challenges related to the treatment of uncer-

tainties and the incorporation of human and organizational factors are discussed.

Chapter 6 by Zio focuses on the use of various classical importance measures such

as Birnbaum’s measure, Criticality importance, Fussell-Vesely importance mea-

sure in risk-informed applications relates to the ranking, or categorization of

components or, more generally, basic events, with respect to their risk-signifi-

cance. Several applications of risk importance measures are also discussed.

Chapter 7 by Wang and Pham discusses recent modeling the reliability of complex

degradation systems with competing risks as well as random shocks. Further

research related to this subject on the condition-based maintenance and the

maintenance policies for multi-component systems embedded within the frame-

work of dependent competing risk of degradation wear and random shocks are also

discussed. Chapter 8 by Otsuka discusses the framework of the system design

review based on failure modes (DRBFM) based on the design concept and its

procedure to identify both the latent problems and misunderstood problems during

the system evaluation process. It can be used to help design management team to

predict number of failure modes which can improve reliability and safety of

products in use.

Part III—Applications—contains six papers, aims to discuss various applica-

tions in three areas that are related to safety and risk such as: Aviation Systems and

Security, Sensor Detection and Management Decision-Making, and System of

Systems and Human Integration.

In the application of aviation systems and security, Chap. 9 by McLay discusses

various analytical modeling approaches including checked baggage screening

models and passenger screening models for managing risk in aviation security

screening systems based on probabilistic methods. It focuses on passenger

screening problems, an important and highly visible aspect of aviation security.

Chapter 10 by Oztekin and Luxhoj discusses a generalized hybrid Fuzzy-Bayesian

methodology for modeling the risk and uncertainty associated with complex real-

world systems and the emergent Unmanned Aircraft Systems (UAS) operations in

the National Airspace System (NAS) in particular.

The application of sensor detection and management decision-making,

Chap. 11 by Carpenter, Cheng, Roberts, and Xie describes a variety of approaches

to sensor management problems of nuclear detection. Their approaches in the

project include: the methods to exploit data from radiation sensors and shipping
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manifests for classification and decision-making; ways to optimize sequential

decisions in layered inspection processes; detection using a fleet of mobile radi-

ation sensors; and data sampling strategies for nuclear detection. Chapter 12 by

Verma, Srividya, Gopika, and Rao focuses on the risk-informed decision-making

based on probabilistic safety assessment (PSA) methodology with applications in

nuclear power plant safety such as technical specification optimization and risk

informed in-service inspection (ISI). The goal of risk informed ISI is to allow the

use of risk assessment, understanding of component specific degradation mecha-

nisms, and to establish an effective plant integrity management program, which

maintains plant safety.

The application of system in systems and human integration, Chap. 13 by

Schneidewind describes an application case study that illustrates how software risk

and safety reliability analysis can be used to not only reduce the risk of software

failure but also to improve the reliability of the entire software product using

sequential testing approach. Chapter 14 by Marler et al. focuses on the predictive

modeling from a biomechanical perspective between human body performance,

hand modeling capabilities and cognitive modeling. A three pronged approach to

hand analysis such as model development, reach analysis, and grasping prediction

is also discussed.

All the chapters are written by more than 25 leading experts in the field with a

hope to provide readers the gap between theory and practice and to trigger new

research challenges in safety and risk in practices.

I am deeply indebted and wish to thank all of them for their contributions and

cooperation. Thanks are also due to the Springer staff for their editorial work. I

hope that the readers including engineers, teachers, scientists, postgraduates,

researchers, managers, and practitioners will find this book as a state-of-the-

references survey and as a valuable resource for understanding the latest devel-

opments in both qualitative and quantitative methods of safety and risk analysis

and their applications in complex operating environments.

Piscataway, New Jersey, August 2010 Hoang Pham
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Part I

Safety and Reliability Modeling



Reliability Modelling of Complex Systems

Krzysztof Kołowrocki

1 Introduction

Many technical systems belong to the class of complex systems as a result of the

large number of components they are built of and their complicated operating

processes. As a rule these are series systems composed of large number of com-

ponents. Sometimes the series systems have either components or subsystems

reserved and then they become parallel–series or series–parallel reliability struc-

tures. We meet large series systems, for instance, in piping transportation of water,

gas, oil and various chemical substances. Large systems of these kinds are also

used in electrical energy distribution. A city bus transportation system composed

of a number of communication lines each serviced by one bus may be a model

series system, if we treat it as not failed, when all its lines are able to transport

passengers. If the communication lines have at their disposal several buses we may

consider it as either a parallel–series system or an ‘‘m out of n’’ system. The

simplest example of a parallel system or an ‘‘m out of n’’ system may be an

electrical cable composed of a number of wires, which are its basic components,

whereas the transmitting electrical network may be either a parallel–series system

or an ‘‘m out of n’’-series system. Large systems of these types are also used in

telecommunication, in rope transportation and in transport using belt conveyers

and elevators. Rope transportation systems like port elevators and ship-rope ele-

vators used in shipyards during ship docking are model examples of series–parallel

and parallel–series systems.

In the case of large systems, the determination of the exact reliability functions

of the systems leads us to complicated formulae that are often useless for reli-

ability practitioners. One of the important techniques in this situation is the

K. Kołowrocki (&)
Maritime University, ul. Morska 81-87, 81-225 Gdynia, Poland
e-mail: katmatkk@am.gdynia.pl

H. Pham (ed.), Safety and Risk Modeling and Its Applications,
Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-470-8_1,
� Springer-Verlag London Limited 2011
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asymptotic approach to system reliability evaluation. In this approach, instead of

the preliminary complex formula for the system reliability function, after assuming

that the number of system components tends to infinity and finding the limit

reliability of the system, we obtain its simplified form.

The mathematical methods used in the asymptotic approach to the system reli-

ability analysis of large systems are based on limit theorems on order statistics

distributions, considered in very wide literature, for instance in [4, 5, 8, 23]. These

theorems have generated the investigation concerned with limit reliability

functions of the systems composed of two-state components. The main and

fundamental results on this subject that determine the three-element classes of

limit reliability functions for homogeneous series systems and for homogeneous

parallel systems have been established by Gniedenko in [6]. These results are

also presented, sometimes with different proofs, for instance in subsequent works

[1, 9]. The generalisations of these results for homogeneous ‘‘m out of n’’ sys-
tems have been formulated and proved by Smirnow in [19], where the seven-

element class of possible limit reliability functions for these systems has been

fixed. As it has been done for homogeneous series and parallel systems classes

of limit reliability functions have been fixed by Chernoff and Teicher in [2] for

homogeneous series–parallel and parallel–series systems. Their results were

concerned with so-called ‘‘quadratic’’ systems only. They have fixed limit reli-

ability functions for the homogeneous series–parallel systems with the number of

series subsystems equal to the number of components in these subsystems, and

for the homogeneous parallel–series systems with the number of parallel sub-

systems equal to the number of components in these subsystems. Kołowrocki has

generalised their results for non-‘‘quadratic’’ and non-homogeneous series–par-

allel and parallel–series systems in [9]. All these results may also be found, for

instance, in [10].

The results concerned with the asymptotic approach to system reliability

analysis have become the basis for the investigation concerned with domains of

attraction [10, 14] for the limit reliability functions of the considered systems

and the investigation concerned with the reliability of large hierarchical systems

as well [3, 10]. Domains of attraction for limit reliability functions of two-state

systems are introduced. They are understood as the conditions that the reliability

functions of the particular components of the system have to satisfy in order that

the system limit reliability function is one of the limit reliability functions

from the previously fixed class for this system. Exemplary theorems concerned

with domains of attraction for limit reliability functions of homogeneous series

systems are presented here and the application of one of them is illustrated.

Hierarchical series–parallel and parallel–series systems of any order are defined,

their reliability functions are determined and limit theorems on their reliability

functions are applied to reliability evaluation of exemplary hierarchical systems

of order two.

All the results so far described have been obtained under the linear normali-

sation of the system lifetimes. The chapter contains the results described above and

comments on their newest generalisations recently presented in [10].

4 K. Kołowrocki



The chapter is concerned with the application of limit reliability functions to the

reliability evaluation of large systems. Two-state large non-repaired systems

composed of independent components are considered. The asymptotic approach to

the system reliability investigation and the system limit reliability function is

defined. Two-state homogeneous series, parallel and series–parallel systems are

defined and their exact reliability functions are determined. The classes of limit

reliability functions of these systems are presented. The results of the investigation

concerned with domains of attraction for the limit reliability functions of the

considered systems and the investigation concerned with the reliability of large

hierarchical systems as well are discussed in the paper. The chapter contains

exemplary applications of the presented facts to the reliability evaluation of large

technical systems. Moreover, series-‘‘m out of n’’ systems and ‘‘m out of n’’-series
systems are defined, and exemplary theorems on their limit reliability functions are

presented and applied to the reliability evaluation of a piping transportation system

and a rope elevator. Applications of the asymptotic approach in large series sys-

tems reliability improvement are also presented. The paper is completed by

showing the possibility of applying the asymptotic approach to the reliability

analysis of large systems placed in their variable operation processes. In this scope,

the asymptotic approach to reliability evaluation for a port grain transportation

system related to its operation process is performed.

2 Reliability of Two-State Systems

We assume that

Ei; i ¼ 1; 2; . . .; n; n 2 N;

are two-state components of the system having reliability functions

Ri tð Þ ¼ P Ti [ tð Þ; t 2 �1;1ð Þ;

where

Ti; i ¼ 1; 2; . . .; n;

are independent random variables representing the lifetimes of components Ei with

distribution functions

Fi tð Þ ¼ P Ti � tð Þ; t 2 �1;1ð Þ;

The simplest two-state reliability structures are series and parallel systems.

We define these systems first.

Definition 1 We call a two-state system series if its lifetime T is given by

T ¼ min
1� i� n

Tif g:

Reliability Modelling of Complex Systems 5



The scheme of a series system is given in Fig. 1.

Definition 1 means that the series system is not failed if and only if all its

components are not failed and therefore its reliability function is given by

Rn tð Þ ¼
Y

n

i¼1

Ri tð Þ; t 2 �1;1ð Þ: ð1Þ

Definition 2 We call a two-state system parallel if its lifetime T is given by

T ¼ max
1� i� n

fTig:

The scheme of a parallel system is given in Fig. 2.

Definition 2 means that the parallel system is failed if and only if all its

components are failed and therefore its reliability function is given by

Rn tð Þ ¼ 1�
Y

n

i¼1

Fi tð Þ; t 2 �1;1ð Þ: ð2Þ

Another basic, a bit more complex, two-state reliability structure is a series–

parallel system. To define it, we assume that

Eij; i ¼ 1; 2; . . .; kn; j ¼ 1; 2; . . .; li; kn; l1; l2; . . .; lkn 2 N;

E1 E2 En
Fig. 1 The scheme
of a series system

En

E2

E1

.

.

.

Fig. 2 The scheme
of a parallel system
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are two-state components of the system having reliability functions

Rij tð Þ ¼ P Tij [ t
� �

; t 2 �1;1ð Þ;

where

Tij; i ¼ 1; 2; . . .; kn; j ¼ 1; 2; . . .; li;

are independent random variables representing the lifetimes of components Eij

with distribution functions

Fij tð Þ ¼ P Tij � t
� �

; t 2 �1;1ð Þ:

Definition 3 We call a two-state system series–parallel if its lifetime T is given by

T ¼ max
1� i� kn

f min
1� j� li

fTijgg:

The scheme of a regular series–parallel system is given in Fig. 3.

By joining formulae (1) and (2) for the reliability functions of two-state series

and parallel systems it is easy to conclude that the reliability function of the

two-state series–parallel system is given by

Rkn;l1;l2;...;lkn tð Þ ¼ 1�
Y

kn

i¼1

1�
Y

li

j¼1

Rij tð Þ
" #

; t 2 �1;1ð Þ; ð3Þ

where kn is the number of series subsystems linked in parallel and li are the

numbers of components in the series subsystems.

Definition 4 We call a two-state series–parallel system regular if

l1 ¼ l2 ¼ � � � ¼ lkn ¼ ln; ln 2 N;

i.e., if the numbers of components in its series subsystems are equal. The scheme

of a regular series–parallel system is given in Fig. 4.

Definition 5 We call a two-state system homogeneous if its component lifetimes

have an identical distribution function FðtÞ; i.e., if its components have the same

reliability function

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.  .  .
E 11 E 21

E
1l1

.  .  .
E21 E 22 E

2l2

E 1k n
E 2k n

.  .  .
nkn lkE

Fig. 3 The scheme of
a series–parallel system
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R tð Þ ¼ 1� F tð Þ; t 2 �1;1ð Þ:

The above definition and equations (1–3) result in the simplified formulae for the

reliability functions of the homogeneous systems stated in the following corollary.

Corollary 1 The reliability function of the homogeneous two-state system is given
by

– for a series system

Rn tð Þ ¼ R tð Þ½ �n; t 2 �1;1ð Þ; ð4Þ

– for a parallel system

Rn tð Þ ¼ 1� F tð Þ½ �n; t 2 �1;1ð Þ; ð5Þ

– for a regular series–parallel system

Rkn;ln tð Þ ¼ 1� 1� R tð Þ½ �ln
h ikn

; t 2 �1;1ð Þ: ð6Þ

3 Asymptotic Approach to System Reliability

The asymptotic approach to the reliability of two-state systems depends on the

investigation of limit distributions of a standardised random variable

T � bnð Þ=an;

where T is the lifetime of a system and an[ 0 and bn 2 �1;1ð Þ are suitably

chosen numbers called normalising constants.

Since

P T � bnð Þ=an [ tð Þ ¼ P T [ ant þ bnð Þ ¼ Rn ant þ bnð Þ;

where Rn(t) is a reliability function of a system composed of n components, then

the following definition becomes natural.

.     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .

.  .  .E 11 E 21
E

nl1

.  .  .E21 E 22 E
n

l2

E 1kn
E 2kn

.  .  .
nn lkE

Fig. 4 The scheme of a
regular series–parallel system
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Definition 6 We call a reliability function <(t) the limit reliability function of a

system having a reliability function Rn(t) if there exist normalising constants

an [ 0; bn 2 �1;1ð Þ such that

lim
n!1

Rn ant þ bnð Þ ¼ < tð Þ for t 2 C<;

where C< is the set of continuity points of <(t).
Thus, if the asymptotic reliability function <(t) of a system is known, then for

sufficiently large n, the approximate formula

Rn tð Þ ffi < t � bnð Þ=anð Þ; t 2 �1;1ð Þ ð7Þ

may be used instead of the system exact reliability function Rn(t).

3.1 Reliability of Large Two-State Series Systems

The investigations of limit reliability functions of homogeneous two-state series

systems are based on the following auxiliary theorem.

Lemma 1 If

(i) < tð Þ ¼ exp �V tð Þ
� �

is a non-degenerate reliability function,

(ii) Rn tð Þ is the reliability function of a homogeneous two-state series system
defined by (4),

(iii) an [ 0; bn 2 �1;1ð Þ;
then

lim
x!1

Rn ant þ bnð Þ ¼ R tð Þ for t 2 C<

if and only if

lim
x!1

nF ant þ bnð Þ ¼ V tð Þ for t 2 CV

Proof The proof may be found in [1, 6, 9].

Lemma 1 is an essential tool in finding limit reliability functions of two-state

series systems. It is also the basis for fixing the class of all possible limit reliability

functions of these systems. This class is determined by the following theorem.

Theorem 1 The only non-degenerate limit reliability functions of the homogeneous
two-state series system are:

<1 tð Þ ¼ exp � �tð Þ�a½ � for t\0; <1 tð Þ ¼ 0 for t� 0; a[ 0;
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�<2 tð Þ ¼ 1 for t\0; �<2 tð Þ ¼ exp �ta½ � for t� 0; a[ 0;

�<3 tð Þ ¼ exp � exp t½ �½ � for t 2 �1;1ð Þ:

Proof The proof may be found in [1, 6, 9].

3.2 Reliability of Large Two-State Parallel Systems

The class of limit reliability functions for homogeneous two-state parallel systems

may be determined on the basis of the following auxiliary theorem.

Lemma 2 If

(i) < tð Þ ¼ 1� exp �V tð Þ½ � is a non-degenerate reliability function,
(ii) Rn(t) is the reliability function of a homogeneous two-state parallel system

defined by (5),
(iii) an [ 0; bn 2 �1;1ð Þ;

then

lim
n!1

Rn ant þ bnð Þ ¼ < tð Þ for t 2 C<;

if and only if

lim
n!1

nR ant þ bnð Þ ¼ V tð Þ for t 2 CV :

Proof The proof may be found in [1, 6, 8].

By applying Lemma 2 it is possible to fix the class of limit reliability functions

for homogeneous two-state parallel systems. However, it is easier to obtain this

result using the duality property of parallel and series systems expressed in the

relationship

Rn tð Þ ¼ 1� �Rnð�tÞ for t 2 ð�1;1Þ;

that results in the following lemma [1, 6, 9, 10].

Lemma 3 If �< tð Þ is the limit reliability function of a homogeneous two-state

series system with reliability functions of particular components �R tð Þ; then

< tð Þ ¼ 1� �<ð�tÞ for t 2 C �<

is the limit reliability function of a homogeneous two-state parallel system with
reliability functions of particular components

R tð Þ ¼ 1� �R �tð Þ for t 2 C �<:

10 K. Kołowrocki



At the same time, if an; bnð Þ is a pair of normalising constants in the first case, then
an � bnð Þ is such a pair in the second case.
The application of Lemma 3 and Theorem 1 yields the following result.

Theorem 2 The only non-degenerate limit reliability functions of the homoge-
neous parallel system are:

<1 tð Þ ¼ 1 for t � 0; <1 tð Þ ¼ 1� exp �t�a½ � for t[ 0; a[ 0;

<2 tð Þ ¼ 1� exp � �tð Þa½ � for t\0; <2 tð Þ ¼ 0 for t� 0; a[ 0;

<3 tð Þ ¼ 1� exp � exp �t½ �½ � for t 2 �1;1ð Þ:

Proof The proof may be found in [1, 6, 9].

3.3 Reliability Evaluation of Large Two-State Series–Parallel

Systems

The proofs of the theorems on limit reliability functions for homogeneous regular

series–parallel systems and methods of finding such functions for individual

systems are based on the following essential lemmas.

Lemma 4 If

(i) kn ! 1,

(ii) < tð Þ ¼ 1� exp �V tð Þ½ � is a non-degenerate reliability function,
(iii) Rkn;ln tð Þ is the reliability function of a homogeneous regular two-state

series–parallel system defined by (6),
(iv) an [ 0; bn 2 �1;1ð Þ;

then

lim
n!1

Rkn;ln ant þ bnð Þ ¼ < tð Þ for t 2 C<

if and only if

lim
n!1

kn½R ant þ bnð Þ�ln ¼ V tð Þ for t 2 CV

Proof The proof may be found in [9].

Lemma 5 If

(i) kn ! k; k[ 0; ln ! 1;
(ii) < tð Þ is a non-degenerate reliability function,
(iii) Rkn;lnðtÞ is the reliability function of a homogeneous regular two-state

series–parallel system defined by (6),
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(iv) an [ 0; bn 2 ð�1;1Þ;
then

lim
n!1

Rkn;ln ant þ bnð Þ ¼ < tð Þ for t 2 C<

if and only if

lim
n!1

½R ant þ bnð Þ�ln ¼ <0 tð Þ for t 2 C<0
;

where <0 tð Þ is a non-degenerate reliability function and moreover

< tð Þ ¼ 1� ½1� <0ðtÞ�k for t 2 ð�1;1Þ:

Proof The proof may be found in [9].

The types of limit reliability functions of a series–parallel system depend on the

system shape [8], i.e., on the relationships between the number kn of its series

subsystems linked in parallel and the number ln of components in its series sub-

systems. The results based on Lemma 4 and Lemma 5 may be formulated in the

form of the following theorem.

Theorem 3 The only non-degenerate limit reliability functions of the homoge-
neous regular two-state series–parallel system are:

Case 1

kn ¼ n; ln � c log nj j � s; s[ 0; c[ 0:

<1 tð Þ ¼ 1 for t� 0; <1 tð Þ ¼ 1� exp½�t�a� for t[ 0; a[ 0;

<2 tð Þ ¼ 1� exp½�ð�tÞa� for t\0; <2 tð Þ ¼ 0 for t� 0; a[ 0;

<3 tð Þ ¼ 1� exp½�exp½�t�� for t 2 ð�1;1Þ;

Case 2

kn ¼ n; ln � c log n 	 s; s 2 ð�1;1Þ; c[ 0:

<4 tð Þ ¼ 1 for t\0; <4 tð Þ ¼ 1� exp½� exp½�ta � s=c�� for t� 0; a[ 0;

<5 tð Þ ¼ 1� exp½� exp½ð�tÞa � s=c�� for t\0; <5 tð Þ ¼ 0 for t� 0; a[ 0;

<6 tð Þ ¼1� exp½�exp½bð�tÞa � s=c�� for t\0;

<6 tð Þ ¼1� exp½�exp½�ta � s=c�� for t� 0; a[ 0; b[ 0;

<7 tð Þ ¼ 1 for t\t1; <7 tð Þ ¼ 1� exp½�exp½�s=c�� for t1 � t\t2;

<7 tð Þ ¼ 0 for t� t2; t1\t2;
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Case 3

kn ! k; k[ 0; ln ! 1:

<8 tð Þ ¼ 1� ½1� exp½�ð�tÞ�a��k for t\0; <8 tð Þ ¼ 0 for t� 0; a[ 0;

<9 tð Þ ¼ 1 for t\0; <9 tð Þ ¼ 1� ½1� exp½�ta��k for t� 0; a[ 0;

<10 tð Þ ¼ 1� ½1� exp½�exp t��k for t 2 ð�1;1Þ:

Proof The proof may be found in [9].

Using the duality property of parallel–series and series–parallel systems similar

to this given in Lemma 3 for parallel and series systems it is possible to prove that

the only limit reliability functions of the homogeneous regular two-state parallel–

series system are

�<iðtÞ ¼ 1� <i �tð Þ for t 2 C<i
; i ¼ 1; 2; . . .; 10:

Applying Lemma 2, it is possible to prove the following fact [10].

Corollary 2 If components of the homogeneous two-state parallel system have
Weibull reliability functions

R tð Þ ¼ exp½�bta� for t� 0; a[ 0;b[ 0

and

an ¼ bn=ða log nÞ; bn ¼ ðlog n=bÞ1=a;

then

<3 tð Þ ¼ 1� exp½�exp½�t��; t 2 ð�1;1Þ;

is its limit reliability function.

Example 1 (a steel rope, durability). Let us consider a steel rope composed of 36

strands used in ship-rope elevator and assume that it is not failed if at least one of

its strands is not broken. Under this assumption we may consider the rope as a

homogeneous parallel system composed of n = 36 basic components. The cross-

section of this rope is shown in Fig. 5.

Further, assuming that the strands have Weibull reliability functions with

parameters

a ¼ 2; b ¼ 7:07ð Þ�6:

By (5), the rope’s exact reliability function takes the form

R36 tð Þ ¼ 1� ½1� exp½� 7:07ð Þ�6t2�36 for t� 0:
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Thus, according to Corollary 2, assuming

an ¼ ð7:07Þ3=ð2
ffiffiffiffiffiffiffiffiffiffiffiffi

log 36
p

Þ; bn ¼ ð7:07Þ3
ffiffiffiffiffiffiffiffiffiffiffiffi

log 36
p

and applying (7), we arrive at the approximate formula for the rope reliability

function of the form

R36 tð Þ ffi <3ððt � bnÞ=anÞ ¼ 1� exp½�exp½�0:01071t þ 7:167��
for t 2 ð�1;1Þ:

The mean value of the rope lifetime T and its standard deviation, in months,

calculated on the basis of the above approximate result and according to the

formulae

E½T� ¼ Can þ bn; r ¼ pan=
ffiffiffi

6
p

;

where C % 0.5772 is Euler’s constant, respectively, are:

E T½ � ffi 723; r ffi 120:

The values of the exact and approximate reliability functions of the rope are

presented in Table 1 and graphically in Fig. 6. The differences between them are

not large, which means that the mistakes in replacing the exact rope reliability

function by its approximate form are practically not significant.

4 Domains of Attraction for System Limit Reliability Functions

The problem of domains of attraction for the limit reliability functions of two-state

systems solved completely in [14] we will illustrate partly for two-state series

homogeneous systems only. From Theorem 1 it follows that the class of limit

Fig. 5 The steel rope
cross-section
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reliability functions for a homogeneous series system is composed of three

functions, �<iðtÞ; i ¼ 1; 2; 3. Now we will determine domains of attraction D �<i
for

these fixed functions, i.e., we will determine the conditions which the reliability

functions R(t) of the particular components of the homogeneous series system have

to satisfy in order that the system limit reliability function is one of the reliability

functions <iðtÞ; i ¼ 1; 2; 3:

Proposition 1 If R(t) is a reliability function of the homogeneous series system
components, then

RðtÞ 2 D �<1

if and only if

lim
r!�1

1� RðrÞ
1� RðrtÞ ¼ ta for t[ 0:

Table 1 The values of the
exact and approximate
reliability functions of the
steel rope

t R36(t) <3
t�bn
an

� �

D = R36 - <3

0 1.000 1.000 0.000

400 1.000 1.000 0.000

500 0.995 0.988 -0.003

550 0.965 0.972 -0.007

600 0.874 0.877 -0.003

650 0.712 0.707 0.005

700 0.513 0.513 0.000

750 0.330 0.344 -0.014

800 0.193 0.218 -0.025

900 0.053 0.081 -0.028

1000 0.012 0.029 -0.017

1100 0.002 0.010 -0.008

1200 0.000 0.003 -0.003

0.0

0.2

0.4

0.6

0.8

1.0

0 200 400 600 800 1000
t

R36(t), ℜ3((t − bn)/an)Fig. 6 The graphs of the
exact and approximate
reliability functions of the
steel rope
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Proposition 2 If R(t) is a reliability function of the homogeneous series system
components, then

RðtÞ 2 D<2

if and only if

(i) 9 y 2 ð�1;1Þ RðyÞ ¼ 1 and Rðyþ eÞ\1 for e[ 0;

(ii) lim
r!0þ

1�RðrtþyÞ
1�RðrþyÞ ¼ ta for t[ 0:

Proposition 3 If R(t) is a reliability function of the homogeneous series system
components, then

RðtÞ 2 D<3

if and only if

lim
n!1

n½1� Rðant þ bnÞ� ¼ et for t 2 ð�1;1Þ

with

bn ¼ infft : Rðt þ 0Þ� 1� 1

n
�Rðt � 0Þg;

an ¼ infft : Rðtð1þ 0Þ þ bnÞ� 1� e

n
�Rðtð1� 0Þ þ bnÞg:

Example 2 If components of the homogeneous series system have reliability

functions

R tð Þ ¼
1; t\0

1� t; 0� t\1

0; t� 1;

8

<

:

then

RðtÞ 2 D<2
:

The results of the analysis on domains of attraction for limit reliability functions of

two-state systems may automatically be transmitted to multi-state systems. To do

this, it is sufficient to apply theorems about two-state systems such as the ones

presented here to each vector co-ordinate of the multi-state reliability functions [10].

5 Reliability of Large Hierarchical Systems

Prior to defining the hierarchical systems of any order we once again consider a

series–parallel system like a system presented in Fig. 3. This system here is called

a series–parallel system of order 1. Its scheme is given in Fig. 7.
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It is made up of components

Ei1j1 ; i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ;

with the lifetimes, respectively,

Ti1j1 ; i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 :

Its lifetime is given by

T ¼ max
1� i1 � kn

min
1� j1 � li1

Ti1j1
	 


� �

: ð8Þ

Now we assume that each component

Ei1j1 ; i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ;

of the series–parallel system of order 1 is a subsystem composed of components

Ei1j1i2j2 ; i2 ¼ 1; 2; . . .; k i1j1ð Þ
n ; j2 ¼ 1; 2; . . .; l

i1j1ð Þ
i2

;

and has a series–parallel structure. The interpretation of this assumption is

illustrated in Fig. 8.

This means that each subsystem lifetime Ti1j1 is given by

Ti1j1 ¼ max
1� i2 � k

ði1 j1Þ
n

(

min
1� j2 � l

ði1 j1Þ
i2

Ti1j1i2j2
	 


)

;

i1 ¼1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ;

ð9Þ

where

Ti1j1i2j2 ; i2 ¼ 1; 2; . . .; k i1j1ð Þ
n ; j2 ¼ 1; 2; . . .; l

i1j1ð Þ
i2

;

are the lifetimes of the subsystem components Ei1j1i2j2:
The system defined this way is called a hierarchical series–parallel system of

order 2. Its lifetime, from (8) and (9), is given by the formula

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.  .  .
E 11 E 21

E
1l1

.  .  .
E21 E 22 E

2l2

E 1k n
E 2k n

.  .  .
nkn lkE

Fig. 7 The scheme of a
series–parallel system of
order 1
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T ¼ max
1� i1 � kn

min
1� j1 � li1

max
1� i2 � k

i1 j1ð Þ
n

min
1� j2 � l

i1 j1ð Þ
i2

Ti1j1i2j2

0

@

1

A

2

4

3

5

8

<

:

9

=

;

;

where kn is the number of series systems linked in parallel and composed of series–

parallel subsystems Ei1j1 ; li1 are the numbers of series–parallel subsystems Ei1j1 in

these series systems, k
ði1j1Þ
n are the numbers of series systems in the series–parallel

subsystems Ei1j1 linked in parallel, and l
ði1j1Þ
i2

are the numbers of components in

these series systems of the series–parallel subsystems Ei1j1 .

In an analogous way it is possible to define two-state parallel–series systems of

order 2.

Generally, in order to define hierarchical series–parallel and parallel–series

systems of any order r, r C 1, we assume that

Ei1j1...ir jr ;

where

i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ; i2 ¼ 1; 2; . . .; kði1j1Þn ; j2 ¼ 1; 2. . .; l
ði1j1Þ
i2

; . . .;

ir ¼ 1; 2; . . .; kði1j1...ir�1jr�1Þ
n ; jr ¼ 1; 2; . . .; l

ði1j1...ir�1jr�1Þ
ir

and

kn; li1 ; k
ði1j1Þ
n ; l

ði1j1Þ
i2

; . . .; kði1j1...ir�1jr�1Þ
n ; l

ði1j1...ir�1jr�1Þ
ir

2 N;

11E 12E
11lE

1nkE 2nkE
nknlkE

11i
E 21i

E
11 iliE. . .

21E 22E
22lE

11 jiE . . .

. . .

. . .

. . .

1111 jiE 1211 jiE )ji(
lji

E
11

111 1

( )
111

11
ji

nkji
E )ji(

)ji(
nk

)ji(
n lkji

E
11

11

11
11

1211 ijiE 2211 ijiE )ji(

i
liji

E
11

2211

2111 jiE 2211 jiE )ji(
lji

E
11

211 2

2211 jijiE

( )
211

11
ji

nkji
E

. . .

. . .

. . . . . .

. . .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     . .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .     .     .

Fig. 8 The scheme of a
series–parallel system of
order 2
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are two-state components having reliability functions

Ri1j1...ir jrðtÞ ¼ PðTi1j1...ir jr [ tÞ; t 2 ð�1;1Þ;

and random variables

Ti1j1...ir jr ;

where

i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ; i2 ¼ 1; 2; . . .; kði1j1Þn ; j2 ¼ 1; 2; . . .; l
ði1j1Þ
i2

; . . .;

ir ¼ 1; 2; . . .; kði1j1...ir�1jr�1Þ
n ; jr ¼ 1; 2; . . .; l

ði1j1...ir�1jr�1Þ
ir

;

are independent random variables with distribution functions

Fi1j1...ir jrðtÞ ¼ PðTi1j1...ir jr � tÞ; t 2 ð�1;1Þ;

representing the lifetimes of the components Ei1j1...ir jr :

Definition 7 A two-state system is called a series–parallel system of order r if its
lifetime T is given by

T ¼ max
1� i1 � kn

(

min
1� j1 � li1

(

max
1� i1 � k

ði1 j1Þ
n

(

min
1� j2 � l

ði1 j1Þ
i2

. . .

max
1� ir � k

ði1 j1 ...ir�1 jr�1Þ
n

min
1� jr � l

ði1 j1 ...ir�1 jr�1Þ
ir

Ti1j1...ir jr

 !" #

. . .

)))

;

where kn; k
ði1j1Þ
n ; . . .; k

ði1j1i2j2...ir�1jr�1Þ
n are the numbers of suitable series systems of

the system composed of series–parallel subsystems and linked in parallel,

li1 ; l
ði1j1Þ
i2

; . . .; l
ði1j1i2j2...ir�1jr�1Þ
ir�1

are the numbers of suitable series–parallel subsystems

in these series systems, and l
ði1j1i2j2Kir�1jr�1Þ
ir

are the numbers of components in the

series systems of the series–parallel subsystems.

Definition 8 A two-state series–parallel system of order r is called homogeneous

if its component lifetimes Ti1j1...ir jr have an identical distribution function

FðtÞ ¼ PðTi1j1...ir jr � tÞ; t 2 ð�1;1Þ;

where

i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ; i2 ¼ 1; 2; . . .; kði1j1Þn ; j2 ¼ 1; 2; . . .; l
ði1j1Þ
i2

; . . .;

ir ¼ 1; 2; . . .; kði1j1...ir�1jr�1Þ
n ; jr ¼ 1; 2; . . .; l

ði1j1...ir�1jr�1Þ
ir

;

i.e., if its components Ei1j1...ir jr have the same reliability function
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RðtÞ ¼ 1� FðtÞ; t 2 ð�1;1Þ

Definition 9 A two-state series–parallel system of order r is called regular if

li1 ¼ l
ði1j1Þ
i2

¼ � � � ¼ l
ði1j1...ir�1jr�1Þ
ir

¼ ln

and

kði1j1Þn ¼ � � � ¼ kði1j1...ir�1jr�1Þ
n ¼ kn;

where kn is the number of series systems in the series–parallel subsystems and ln
are the numbers of series–parallel subsystems or, respectively, the numbers of

components in these series systems.

Using mathematical induction it is possible to prove that the reliability function

of the homogeneous and regular two-state hierarchical series–parallel system of

order r is given by [3]

Rk;kn;lnðtÞ ¼ 1� ½1� ½Rk�1;kn;lnðtÞ�ln �kn for k ¼ 2; 3; . . .; r

and

R1;kn;lnðtÞ ¼ 1� ½1� ½RðtÞ�ln �kn ; t 2 ð�1;1Þ;

where kn and ln are defined in Definition 9.
The following results are also proved in [3].

Corollary 3 If components of the homogeneous and regular two-state hierar-
chical series–parallel system of order r have an exponential reliability function

RðtÞ ¼ exp½�kt� for t� 0; k[ 0;

then its reliability function is given by

Rk;kn;lnðtÞ ¼ 1� ½1� exp½Rk�1;kn;lnðtÞ�ln �kn for t� 0

for k ¼ 2; 3; . . .; r and

R1;kn;lnðtÞ ¼ 1� ½1� exp½�klnt��kn for t� 0:

Theorem 4 If

(i) <ðtÞ ¼ 1� exp½�VðtÞ�; t 2 ð�1;1Þ; is a non-degenerate reliability
function,

(ii) lim
n!1

lr�1
n k

� 1
ln

n ¼ 0 for r� 1;

(iii) lim
n!1

k
lr�1
n þ���þ1
n ½Rðant þ bnÞ�l

r
n ¼ VðtÞ for t 2 CV ; r� 1; t 2 ð�1;1Þ;

then
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lim
n!1

Rr;kn;lnðant þ bnÞ ¼ <ðtÞ for t 2 C<; r� 1; t 2 ð�1;1Þ:

Proposition 4 If components of the homogeneous and regular two-state hierar-
chical series–parallel system of order r have an exponential reliability function

RðtÞ ¼ exp½�kt� for t� 0; k[ 0;

lim
n!1

lr�1
n k

�1
ln

n ¼ 0 for r� 1:

And

an ¼
1

klrn
; bn ¼

1

k

1

ln
þ 1

l2n
þ � � � þ 1

lrn

 �

log kn;

then

<3ðtÞ ¼ 1� exp½� exp½�t�� for t 2 ð�1;1Þ; ð10Þ

is its limit reliability function.

Example 3 A hierarchical regular series–parallel homogeneous system of order

r = 2 is such that kn = 200, ln = 3. The system components have identical

exponential reliability functions with the failure rate k = 0.01.

Under these assumptions its exact reliability function, according to Corollary 3,
is given by

R2;200;3ðtÞ ¼ 1� ½1� ½1� ½1� exp½�0:01 � 3t��200�3�200 for t� 0:

Next applying Proposition 4 with normalising constants

an ¼
1

0:01:9
¼ 11:1; bn ¼

1

0:01

1

3
þ 1

9

 �

log 200 ¼ 235:5;

we conclude that the system limit reliability function is given by

<3ðtÞ ¼ 1� exp½� exp½�t�� for t 2 ð�1;1Þ;

and from (7), the following approximate formula is valid

R2;200;3ðtÞ ffi <3ð0:09t � 21:2Þ ¼ 1� exp½� exp½�0:09t þ 21:2��
for t 2 ð�1;1Þ:

The accuracy of this approximation is illustrated in Table 2 and Fig. 9.

Definition 10 A two-state system is called a parallel–series system of order r if its
lifetime T is given by
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T ¼ min
1� i1 � kn

(

max
1� j1 � li1

(

min
1� j2 � k

ði1 j1Þ
i2

(

max
1� j2 � l

ði1 j1Þ
i2

. . .

min
1� ir � k

ði1 j1 ...ir�1 jr�1Þ
n

max
1� jr � l

ði1 j1 ...ir�1 jr�1Þ
ir

Ti1j1...ir jr

 !" #

. . .

)))

;

where kn; k
ði1j1Þ
n ; . . .; k

ði1j1i2j2...ir�1jr�1Þ
n are the numbers of suitable parallel systems of

the system composed of parallel–series subsystems and linked in series,

li1 ; l
ði1j1Þ
i2

; . . .; l
ði1j1i2j2...ir�2jr�2Þ
ir�1

are the numbers of suitable parallel–series subsystems

in these parallel systems, and l
ði1j1i2j2...ir�1jr�1Þ
ir

are the numbers of components in the

parallel systems of the parallel–series subsystems.

Table 2 Values of exact and
approximate reliability
functions of a hierarchical
regular series–parallel
homogeneous system of
order 2

t R <3 D = R - <3

200 0.999996 1.000000 –0.000004

210 0.997281 0.999953 –0.002672

220 0.934547 0.982668 –0.048121

230 0.705338 0.807704 –0.102366

240 0.414313 0.488455 –0.074142

250 0.205450 0.238551 –0.033101

260 0.092891 0.104885 –0.011994

270 0.040069 0.044050 –0.003981

280 0.016873 0.018149 –0.001276

290 0.007014 0.007419 –0.000405

300 0.002895 0.003023 –0.000128

310 0.001189 0.001230 –0.000041

320 0.000487 0.000500 –0.000013

330 0.000199 0.000203 –0.000116

340 0.000081 0.000083 –0.000002

t

exact reliability function

approximate form

0
200

1

350300250

R (t)
3,200,2

Fig. 9 Graphs of exact and
approximate reliability
functions of a hierarchical
regular series–parallel
homogeneous system of
order 2
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Definition 11 A two-state parallel–series system of order r is called homogeneous

if its component lifetimes Ti1j1...ir jr have an identical distribution function

FðtÞ ¼ PðTi1j1...ir jr � tÞ;

where

i1 ¼ 1; 2; . . .; kn; j1 ¼ 1; 2; . . .; li1 ; i2 ¼ 1; 2; . . .; kði1j1Þn ; j2 ¼ 1; 2; . . .; l
ði1j1Þ
i2

; . . .;

ir ¼ 1; 2; . . .; kði1j1...ir�1jr�1Þ
n ; jr ¼ 1; 2; . . .; l

ði1j1...ir�1jr�1Þ
ir

;

i.e., if its components Ei1j1...ir jr have the same reliability function

RðtÞ ¼ 1� FðtÞ; t 2 ð�1;1Þ:

Definition 12 A two-state parallel–series system of order r is called regular if

li1 ¼ l
ði1j1Þ
i2

¼ � � � ¼ l
ði1j1...ir�1jr�1Þ
ir

¼ ln

and

kði1j1Þn ¼ � � � ¼ kði1j1...ir�1jr�1Þ
n ¼ kn

where kn is the number of parallel systems in the parallel–series subsystems and ln
are the numbers of parallel–series subsystems or, respectively, the numbers of

components in these parallel systems.

Applying mathematical induction it is possible to prove that the reliability

function of the homogeneous and regular two-state hierarchical parallel–series

system of order r is given by [3]

�Rk;kn;lnðtÞ ¼ ½1� ½1� �Rk�1;kn;lnðtÞ�ln �kn for k ¼ 2; 3; . . .r

and

�R1;kn;lnðtÞ ¼ 1� ½FðtÞ�ln
h ikn

; t 2 ð�1;1Þ;

where kn and ln are defined in Definition 12.

The following results are also proved in [3].

Corollary 4 If components of the homogeneous and regular two-state hierar-
chical parallel–series system of order r have an exponential reliability function

RðtÞ ¼ exp½�kt� for t� 0; k[ 0;

then its reliability function is given by

�Rk;kn;lnðtÞ ¼ 1� 1� �Rk�1;kn;lnðtÞ
� �ln

h ikn
for k ¼ 2; 3; . . .; r
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and

�R1;kn;lnðtÞ ¼ ½1� ½1� exp½�kt��ln �kn for t� 0:

Theorem 5 If

(i) RðtÞ ¼ exp½��VðtÞ�; t 2 ð�1;1Þ; is a non-degenerate reliability function,

(ii) lim
n!1

lr�1
n k

� 1
ln

n ¼ 0 for r� 1;

(iii) lim
n!1

k
lr�1
n þ���þ1
n ½Fðant þ bnÞl

r
n ¼ �VðtÞ for t 2 Cv; r� 1t 2 ð�1;1Þ;

then

lim
n!1

�Rr;kn;lnðant þ bnÞ ¼ �<ðtÞ for t 2 C �<; r� 1; t 2 ð�1;1Þ:

Proposition 5 If components of the homogeneous and regular two-state hierar-
chical parallel–series system of order r have an exponential reliability function

RðtÞ ¼ exp½�kt� for t� 0; k[ 0;

lim
n!1

lr�1
n k

� 1
ln

n ¼ 0 for r� 1; lim
n!1

ln ¼ l; l 2 N;

and

an ¼
1

k

1

k
1
ln
þ���þ 1

lrn
n

; bn ¼ 0;

then

�<2ðtÞ ¼ exp½�tl
r � for t� 0 ð11Þ

is its limit reliability function.

Example 3 We consider a hierarchical regular parallel–series homogeneous sys-

tem of order r = 2 such that kn = 200, ln = 3, whose components have identical

exponential reliability functions with the failure rate k = 0.01.

Its exact reliability function, according to Corollary 4, is given by

R2;200;3ðtÞ ¼ 1� ½1� ½1� ½1� exp½�0:01 � 3t��200�3�200 for t� 0:

Next applying Proposition 5 with normalising constants

an ¼
1

0:01
� 1

2001=3þ1=9
¼ 9:4912; bn ¼ 0;

we conclude that
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�<2ðtÞ ¼ exp �t9
� �

for t� 0

is the system limit reliability function, and from (7), the following approximate

formula is valid

�R2;200;3ðtÞ ffi �<2 0:1054tð Þ ¼ exp½�ð0:1054tÞ9� for t� 0:

The accuracy of this approximation is illustrated in Table 3 and Fig. 10.

6 Reliability of Large Series-‘‘m out of n’’ Systems

Definition 13 A two-state system is called a series-‘‘m out of kn’’ system if its

lifetime T is given by

T ¼ Tðkn�mþ1Þ; m ¼ 1; 2; . . .; kn;

where Tðkn�mþ1Þ is the mth maximal order statistic in the set of random variables

Table 3 Values of exact and
approximate reliability
functions of a hierarchical
regular parallel–series
homogeneous system of
order 2

t R <2 D ¼ R� <2

0 1.000000 1.000000 0.000000

2 0.999999 0.999999 0.000000

4 0.999656 0.999579 0.000077

6 0.988445 0.983952 0.004493

8 0.876948 0.806167 0.070781

10 0.451036 0.200822 0.250214

12 0.040806 0.000253 0.040553

14 0.000070 0.000000 0.000070

16 0.000000 0.000000 0.000000

Fig. 10 Graphs of exact and
approximate reliability
functions of a hierarchical
regular parallel–series
homogeneous system of
order 2
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Ti ¼ min
1� j� li

fTijg; i ¼ 1; 2; . . .; kn:

The above definition means that the series-‘‘m out of kn’’ system is composed of kn
series subsystems and it is not failed if and only if at least m out of its kn series

subsystems are not failed.

The series-‘‘m out of kn’’ system is a series–parallel for m = 1 and it becomes a

series system for m = kn.
The scheme of a series-‘‘m out of kn’’ system is given in Fig. 11.

The reliability function of the two-state series-‘‘m out of kn’’ system is given either

by [18]

R
ðmÞ
kn;l1;l2;...;lkn

ðtÞ¼1�
X

1

r1;r2;...;rkn¼0
r1þr2þ...þrkn �m�1

Y

kn

i¼1

Y

li

j¼1

RijðtÞ
" #ri

1�
Y

li

j¼1

RijðtÞ
" #1�ri

for t2ð�1;1Þ

or by

�R
ð�mÞ
kn;l1;l2;...;lkn

ðtÞ ¼
X

1

r1;r2;...;rkn¼0
r1þr2þ...þrkn � �m

Y

kn

i¼1

1�
Y

li

j¼1

RijðtÞ
" #ri

1�
Y

li

j¼1

RijðtÞ
" #1�ri

for t

2 ð�1;1Þ; �m ¼ kn � m:

Definition 14 The series-‘‘m out of kn’’ system is called regular if

l1 ¼ l2 ¼ � � � ¼ lkn ¼ ln; ln 2 N:

The scheme of a regular series-‘‘m out of kn’’ system is given in Fig. 12.

Definition 15 The series-‘‘m out of kn’’ system is called homogeneous if its

component lifetimes Tij have an identical distribution function

FðtÞ ¼ PðTij � tÞ; t 2 ð�1;1Þ; i ¼ 1; 2; . . .; kn; j ¼ 1; 2; . . .; li;

11i
E 21i

E
11liE. . .

1
nki

E 2
nki

E
nkink liE. . .

1mi
E 2mi

E
mimliE. . .

12i
E 22i

E
22liE. . .

.     .     .     .     .     .     .     .     .     .     .     .     

.     .     .     .     .     .     .     .     .     .     .     .

Fig. 11 The scheme of a
series-‘‘m out of kn’’ system
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i.e., if its components Eij have the same reliability function

RðtÞ ¼ 1� FðtÞ; t 2 ð�1;1Þ:

From the above definitions it follows that the reliability function of the homoge-

neous and regular series-‘‘m out of kn’’ system is given either by

R
ðmÞ
kn;ln

ðtÞ ¼ 1�
X

m�1

i¼0

kn
i

� �

½RlnðtÞ�i½1� RlnðtÞ�kn�i for t 2 ð�1;1Þ

or by

�R
ð�mÞ
kn;ln

ðtÞ ¼
X

�m

i¼0

kn
i

� �

½1� RlnðtÞi½RlnðtÞ�kn�i
for t 2 ð�1;1Þ; �m ¼ kn � m;

where kn is the number of series subsystems in the ‘‘m out of kn’’ system and ln is
the number of components of the series subsystems.

The following results are proved in [18].

Corollary 5 If components of the homogeneous and regular two-state series-
‘‘m out of kn’’ system have Weibull reliability function

RðtÞ ¼ exp½�bta� for t� 0; a[ 0; b[ 0;

then its reliability function is given either by

R
ðmÞ
kn;ln

ðtÞ ¼ 1�
X

m�1

i¼0

kn
i

 �

½exp½�ilnbt
a��½1� exp½�lnbt

a��kn�i for t� 0 ð12Þ

or by

R
ðmÞ
kn;ln

ðtÞ¼
X

m

i¼o

kn
i

 �

½1� exp½�lnbt
a��i½exp½�ðkn� iÞlnbta�� for t�0;m¼ kn�m:

ð13Þ

11i
E 21i

E
nliE

1

. . .

1
nki

E 2
nki

E
nnk liE. . .

1mi
E 2mi

E
nmliE. . .

12i
E 22i

E
nliE

2

. . .

.     .     . .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .     .

Fig. 12 The scheme of a
regular series-‘‘m out of kn’’
system
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Proposition 6 If components of the two-state homogeneous and regular series-‘‘m
out of kn’’ system have Weibull reliability function

RðtÞ ¼ exp½�bta� for t� 0; a[ 0; b[ 0;

and

lim
n!1

kn ¼ k; k[ 0; 0\m� k; limn!1ln ¼ 1;

an ¼ ðblnÞ�
1
a; bn ¼ 0;

then

<ð2Þ
9 ðtÞ ¼ 1�

X

m�1

i¼0

k
i

� �

exp½�ita�½1� exp½�ta��k�i for t� 0

is its limit reliability function, i.e., for t C 0, we have

R
ðmÞ
kn;ln

ðtÞ ffi <ð2Þ
9

t � bn
an

 �

¼ 1�
X

m�1

i¼0

k
i

� �

exp �iblnt
a½ � 1� exp½�blnt

a�½ �k�i: ð14Þ

Example 4 The piping transportation system is set up to receive from ships, store

and send by carriages or cars oil products such as petrol, driving oil and fuel oil.

The scheme of the oil transportation system is shown in Fig. 13.

Three terminal parts A, B and C fulfil these purposes. They are linked by the

piping transportation systems. The unloading of tankers is performed at the pier.

The pier is connected to terminal part A through the transportation subsystem S1
built of two piping lines. In part A there is a supporting station fortifying tankers’

pumps and making possible further transport of oil by means of subsystem S2 to
terminal part B. Subsystem S2 is built of two piping lines. Terminal part B is

connected to terminal part C by subsystem S3. Subsystem S3 is built of three piping
lines. Terminal part C is set up for loading the rail cisterns with oil products and

for the wagon carrying these to the railway station.

Fig. 13 The scheme of the oil transportation system
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We will analyse the reliability of the subsystem S3 only. This subsystem con-

sists of kn = 3 identical piping lines, each composed of ln = 360 steel pipe seg-

ments. In each of these lines there are pipe segments with Weibull reliability

function

RðtÞ ¼ exp½�0:0000000008t4� for t� 0:

We suppose that the system is good if at least two of its piping lines are not

failed. Thus, according to Definitions 14–15, it may be considered as a homo-

geneous and regular series-‘‘2 out of 3’’ system, and according to Proposition 6,
assuming

an ¼
1

blnð Þ1=a
¼ 1

ð0:000000288Þ1=4
; bn ¼ 0;

and using (3), its reliability function is given by

R
ð2Þ
3;360ðtÞ ffi<ð2Þ

9

t

an

 �

¼
X

1

i¼0

3

i

 �

exp �i � 0:000000288t4
� �


 1� exp½�0:000000288t4�
� �3�i

for t� 0:

7 Reliability of Large ‘‘m out of n’’-Series Systems

Definition 16 A two-state system is called an ‘‘mi out of li’’-series system if its

lifetime T is given by

T ¼ min
1� i� kn

Tðli�miþ1Þ
	 


; mi ¼ 1; 2; . . .; li;

where Tðli�miþ1Þ is the mith maximal order statistic in the set of random variables

Ti1; Ti2; . . .; Tili ; i ¼ 1; 2; . . .; kn:

The above definition means that the ‘‘mi out of li’’-series system is composed of kn
subsystems that are ‘‘mi out of li’’ systems and it is not failed if all its ‘‘mi out of li’’
subsystems are not failed.

The ‘‘mi out of li’’-series system is a parallel–series system if m1 ¼ m2 ¼ � � � ¼
mkn ¼ 1 and it becomes a series system if mi ¼ li for all i ¼ 1; 2; . . .; kn:

The scheme of an ‘‘mi out of li’’-series system is given in Fig. 14.

The reliability function of the two-state ‘‘mi out of li’’-series system is given

either by [18]

Reliability Modelling of Complex Systems 29



R
ðm1;m2;...;mkn Þ
kn;l1;l2;...;lkn

ðtÞ ¼
Y

kn

i¼1

1�
X

1

r1;r2;...rli¼0
r1þr2þ...þrli �mi�1

Y

li

j¼1

RijðtÞ
" #ri

1�
Y

li

j¼1

RijðtÞ
" #1�ri

2

6

6

4

3

7

7

5

for t 2 ð�1;1Þ

or by

R
ðm1 ;m2 ;...;mknÞ

kn ;l1; l2 ;...;lkn
ðtÞ¼

Y

kn

i¼1

X

1

r1;r2;...;rli¼0
r1þr2þ...þrli�mi

1�
Y

li

j¼1

RijðtÞ
" #ri

Y

li

j¼1

RijðtÞ
" #1�ri

2

6

6

4

3

7

7

5

for t2ð�1;1Þ;

where �mi ¼ li � mi; i ¼ 1; 2; . . .; kn:
The scheme of a regular ‘‘m out of ln’’-series system is given in Fig. 15.
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Fig. 14 The scheme of an ‘‘mi out of li’’-series system
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Fig. 15 The scheme of a
regular ‘‘m out of ln’’-series
system
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Definition 17 The two-state ‘‘mi out of li’’-series system is called homogeneous if

its component lifetimes Tij have an identical distribution function

FðtÞ ¼ PðTij � tÞ; t 2 ð�1;1Þ; i ¼ 1; 2; . . .; kn; j ¼ 1; 2; . . .; li;

i.e., if its components Eij have the same reliability function

RðtÞ ¼ 1� FðtÞ; t 2 ð�1;1Þ:

Definition 18 The ‘‘mi out of li’’-series system is called regular if

l1 ¼ l2 ¼ � � � ¼ lkn ¼ ln

and

m1 ¼ m2 ¼ � � � ¼ mkn ¼ m; where ln;m 2 N; m� ln:

The reliability function of the two-state homogeneous and regular ‘‘m out of

ln’’-series system is given either by

R
ðmÞ
kn;ln

ðtÞ ¼ 1�
X

m�1

i¼0

ln
i

� �

½RðtÞ�i½1� RðtÞ�ln�i

" #kn

for t 2 ð�1;1Þ

or by

�R
ð�mÞ
kn;ln

ðtÞ ¼
X

�m

i¼0

ln
i

� �

½1� RðtÞ�i½RðtÞ�ln�i

" #kn

for t 2 ð�1;1Þ; �m ¼ ln � m

where kn is the number of ‘‘m out of ln’’ subsystems linked in series and ln is the
number of components in the ‘‘m out of ln’’ subsystems.

The following results are proved in [18].

Corollary 6 If the components of the two-state homogeneous and regular ‘‘m out
of ln’’-series system have Weibull reliability function

RðtÞ ¼ exp½�bta� for t� 0; a[ 0; b[ 0;

then its reliability function is given either by

R
ðmÞ
kn;ln

ðtÞ ¼ 1�
X

m�1

i¼0

ln
i

� �

exp½�ibta�½1� exp½�bta��ln�i

" #kn

for t� 0 ð15Þ

or by

�R
ð�mÞ
kn;ln

ðtÞ ¼
X

�m

i¼0

ln
i

� �

½1� exp½�bta��i exp½�ðln � iÞbta�
" #kn

for t� 0; �m ¼ ln � m:

Reliability Modelling of Complex Systems 31



Proposition 7 If components of the two-state homogeneous and regular ‘‘m out of
ln’’-series system have Weibull reliability function

RðtÞ ¼ exp½�bta� for t� 0; a[ 0; b[ 0;

and

lim
n!1

kn ¼ k; k[ 0; 0\m� k; lim
n!1

ln ¼ 1;

an ¼
bn

a log n
; bn

log n

b

� �1
a

;
ð16Þ

then

½ �<ð0Þ
3 ðtÞ�k ¼ 1� exp½� exp½�t��

X

m�1

i¼0

exp½�it�
i!

" #k

for t 2 ð�1;1Þ; is its limit reliability function, i.e.,

�R
ðmÞ
kn;ln

ðtÞ ffi �<ð0Þ
3

t � bn
an

 �� �k

¼ 1� exp � exp �t � bn
an

� �� �

X

m�1

i¼0

exp �it�bn
an

h i

i!

2

4

3

5

k

for t 2 ð�1;1Þ;

ð17Þ

where an and bn are defined by (16).

Example 2 Let us consider the ship-rope transportation system (elevator). The

elevator is used to dock and undock ships coming into shipyards for repairs.

The scheme of the ship-rope transportation system is shown in Fig. 16.

The elevator is composed of a steel platform carriage placed in its syncline

(hutch). The platform is moved vertically with 10 rope hoisting winches fed by

Fig. 16 The scheme of the
ship-rope transportation
system
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separate electric motors. During ship docking the platform, with the ship settled in

special supporting carriages on the platform, is raised to the wharf level (upper

position). During undocking, the operation is reversed. While the ship is moving

into or out of the syncline and while stopped in the upper position the platform is

held on hooks and the loads in the ropes are relieved.

In our further analysis we will discuss the reliability of the rope system only.

The system under consideration is in order if all its ropes do not fail. Thus, we may

assume that it is a series system composed of 10 components (ropes). Each of the

ropes is composed of 22 strands. The cross-section of the rope is shown in Fig. 17.

Thus, considering the strands as basic components of the system and assuming

that each of the ropes is not failed if at least m = 5 out of its strands are not failed,

according to Definitions 17–18, we conclude that the rope elevator is the two-state

homogeneous and regular ‘‘5 out of 22’’-series system. It is composed of kn = 10

series-linked ‘‘5 out of 22’’ subsystems (ropes) with ln = 22 components (strands).

Assuming additionally that strands have Weibull reliability functions with

parameters a = 2, b = 0.05, i.e.,

RðtÞ ¼ exp½�0:05t2� for Ei1j1;

from (15), we conclude that the elevator reliability function is given by

R
ð5Þ
10;22ðtÞ ¼ 1�

X

4

i¼0

22
i

� �

exp½�i0:05t2�½1� exp½�0:05t2��22�i

" #10

for t� 0:

Next, applying Proposition 7 with

an ¼
7:8626

2 log 22
ffi 1:2718; bn ¼

log 22

0:05

� �1
2

ffi 7:8626;

and (17) we get the following approximate formula for the elevator reliability

function

Fig. 17 The cross-section
of the rope

Reliability Modelling of Complex Systems 33



�R
ðmÞ
kn;ln

ðtÞ ffi �<ð0Þ
3

t � bn
an

 �� �k

¼ 1� exp � exp �t � bn
an

� �� �

X

m�1

i¼0

exp �it�bn
an

h i

i!

2

4

3

5

k

for t 2 ð�1;1Þ;

8 Asymptotic Approach to Systems Reliability Improvement

We consider the homogeneous series system illustrated in Fig. 18.

It is composed of n components Ei1; i ¼ 1; 2; . . .; n; having lifetimes Ti1; i ¼
1; 2; . . .; n; and exponential reliability functions

RðtÞ ¼ exp½�kt� for t� 0; k[ 0:

Its lifetime and its reliability function, respectively, are given by

Tð0Þ ¼ min
1� i� n

fTi1g;

RnðtÞ ¼ ½RðtÞ�n ¼ exp½�knt�; t� 0:

In order to improve the reliability of this series system the following exemplary

methods can be used:

– replacing the system components by the improved components with reduced

failure rates by a factor q, 0\ q\ 1,

– a warm duplication (a single reservation) of system components,

– a cold duplication of system components,

– a mixed duplication of system components,

– a hot system duplication,

– a cold system duplication.

It is supposed here that the reserve components are identical to the basic ones.

The results of these methods of system reliability improvement are briefly pre-

sented below, giving the system schemes, lifetimes and reliability functions [18–17].

Case 1 Replacing the system components by the improved components E0
i1; i ¼

1; 2; . . .; n; with reduced failure rates by a factor q, 0\ q\ 1, having lifetimes

T 0
i1; i ¼ 1; 2; . . .; n; and exponential reliability functions (Fig. 19)

RðqtÞ ¼ exp½�qk t� for t� 0; k[ 0:

Tð1Þ ¼ min
1� i� n

fT 0
i1g;

Rð1Þ
n ðtÞ ¼ ½RðqtÞ�n ¼ exp½�qknt�; t� 0:

Case 2 A hot reservation of the system components (Fig. 20)
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T ð2Þ ¼ min
1� i� n

f max
1� j� 2

fTijgg;

Rð2Þ
n ðTÞ ¼ ½1� ½FðtÞ�2�n ¼ ½1� ½1� exp½�kt��2�n; t� 0:

Case 3 A cold reservation of the system components (Fig. 21)

T ð3Þ ¼ min
1� i� n

X

2

j¼1

Tij

( )

;

Rð3Þ
n ðtÞ ¼ ½1� ½FðtÞ� � ½FðtÞ��n ¼ ½1þ kt�n exp½�nkt�; t� 0:

Case 4 A mixed reservation of the system components (Fig. 22)

T ð4Þ ¼ min min
1� i�m

X

2

j¼1

Tij

( )

; min
mþ1� i� n

max
1� j� 2

fTijg
� �

( )

;

E11 E21 En1
Fig. 18 The scheme of a
series system

.    .    .

E’11 E’21 E’n1

Fig. 19 The scheme of a
series system with improved
components

E11 En-11 En1

En-12 En2

E21

E12 E22

. ..Fig. 20 The scheme of a
series system with
components having hot
reservation

E11 E21

E12 E22

En-11 En1

E n-12 En2

. . .Fig. 21 The scheme of a
series system with
components having cold
reservation

En1

En2

Em+11

Em+12

. . . . . ..  .  .E11

E 12

E m1

Em2

Fig. 22 The scheme of a
series system with
components having mixed
reservation
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Rð4Þ
n ðtÞ ¼ ½1� ½FðtÞ� � ½FðtÞ��m½1� R2t�n�m

¼ ½1þ kt�m exp½�knt�½2� exp½�kt��n�m; t� 0:

Case 5 A hot system reservation (Fig. 23)

T ð5Þ ¼ max
1� j� 2

min
1� j� n

fTijg
� �

;

Rð5Þ
n ðtÞ ¼ 1� ½1� ½RðtÞ�n�2 ¼ 1� ½1� exp½�nkt��2; t� 0:

Case 6 A cold system reservation (Fig. 24)

T ð6Þ ¼
X

2

j¼1

min
1� i� n

fTijg;

Rð6Þ
n ðtÞ ¼ 1� ½1� ½RðtÞ�n� � ½1� ½RðtÞ�n� ¼ ½1þ nkt� exp½�nkt�; t� 0:

The difficulty arises when selecting the right method of improvement of reli-

ability for a large system. This problem may be simplified and approximately

solved by the application of the asymptotic approach. Comparisons of the limit

reliability functions of the systems with different types of reserve and such systems

with improved components allow us to find the value of the components’

decreasing failure rate factor q, which gives rise to an equivalent effect on the

system reliability improvement. Similar results are obtained under comparison of

the system lifetime mean values. As an example we will present the asymptotic

approach to the above methods of improving reliability for homogeneous two-state

series systems. The following results are proved in [15–17].

.    .    .

E12 E22 E
n2

.    .    .

E11
E21 E

n1

Fig. 23 The scheme of a
series system with hot
reservation

  .    .    .

E1
E22 En2

E11
E21 En1

Fig. 24 The scheme of a
series system with cold
reservation
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Proposition 8 Case 1 If

an ¼ 1=kqn; bn ¼ 0;

then

<ð1ÞðtÞ ¼ exp½�t� for t� 0;

is the limit reliability function of the homogeneous exponential series system with
reduced failure rates of its components, i.e.,

Rð1Þ
n ðtÞ ¼ <ð1ÞðkqntÞ ¼ exp½�kqnt� for t� 0

and

Tð1Þ ¼ E½Tð1Þ� ¼ 1

kqn
:

Case 2 If

an ¼ 1=k
ffiffiffiffi

n;
p

bn ¼ 0;

then

<ð2ÞðtÞ ¼ exp½�t2� for t� 0;

is the limit reliability function of the homogeneous exponential series system with
hot reservation of its components, i.e.,

Rð2Þ
n ðtÞ ffi <ð2Þðk

ffiffiffiffi

nt
p

Þ ¼ exp½�k2nt2� for t� 0

and

Tð2Þ ¼ E½T ð2Þ� ffi C
3

2

 �

1

k
ffiffiffi

n
p :

Case 3 If

an ¼
ffiffiffi

2
p

=k
ffiffiffiffi

n;
p

bn ¼ 0;

then

<ð3ÞðtÞ ¼ exp½�t2� for t� 0;

is the limit reliability function of the homogeneous exponential series system with
cold reservation of its components, i.e.,

Rð3Þ
n ðtÞ ffi <ð3Þ k

ffiffiffiffi

nt

2

r
 �

¼ exp � 1

2
k2nt2

� �

for t� 0

and
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Tð3Þ ¼ E½Tð3Þ� ffi C
3

2

 �

1

k

ffiffiffi

2

n

r

:

Case 4 If

an ¼
1

k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

2n� m

r

; bn ¼ 0;

then

<ð4ÞðtÞ ¼ exp½�t2� for t� 0;

is the limit reliability function of the homogeneous exponential series system with
mixed reservation of its components, i.e.,

Rð4Þ
n ðtÞ ffi <ð4Þ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n� m

2

r

 !

¼ exp �2n� m

2
k2t2

� �

for t� 0

and

Tð4Þ ¼ E½T ð4Þ� ffi C
3

2

 �

1

k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

2n� m

r

:

Case 5 If

an ¼
1

kn
; bn ¼ 0;

then

<ð5ÞðtÞ ¼ 1� ½1� exp½�t��2 for t� 0;

is the limit reliability function of the homogeneous exponential series system with
hot reservation, i.e.,

Rð5Þ
n ðtÞ ¼ <ð5ÞðkntÞ ¼ 1� ½1� exp½�knt��2 for t� 0

and

Tð5Þ ¼ E½T ð5Þ� ¼ 3

2kn
:

Case 6 If

an ¼
1

kn
; bn ¼ 0;
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then

<ð6ÞðtÞ ¼ ½1þ t� exp½�t� for t� 0;

is the limit reliability function of the homogeneous exponential series system with
cold reservation, i.e.,

Rð6Þ
n ðtÞ ¼ <ð6ÞðkntÞ ¼ ½1þ knt� exp½�knt� for t� 0

and

Tð6Þ ¼ E½T ð6Þ� ¼ 2

kn
:

Corollary 7 Comparison of the system reliability functions

<ðiÞðtÞ ¼ <ð1ÞðtÞ; i ¼ 2; 3; . . .; 6;

results, respectively, in the following values of the factor q:

q ¼ qðtÞ ¼ kt for i ¼ 2;

q ¼ qðtÞ ¼ 1

2
kt for i ¼ 3;

q ¼ qðtÞ ¼ 2n� m

m
for i ¼ 4;

q ¼ qðtÞ ¼ 1� log½2� exp½�knt�� for i ¼ 5;

q ¼ qðtÞ ¼ 1� 1

knt
log½1þ knt� for i ¼ 6;

while comparison of the system lifetimes

TðiÞðtÞ ¼ Tð1ÞðtÞ; i ¼ 2; 3; . . .; 6

results, respectively, in the following values of the factor q:

q ¼ 1

Cð3
2
Þ ffiffiffi

n
p for i ¼ 2;

q ¼ 1

Cð3
2
Þ
ffiffiffiffiffi

2n
p for i ¼ 3;

q ¼ 1

Cð3
2
Þn

ffiffiffiffiffiffiffiffiffi

2
2n�m

q for i ¼ 4;
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q ¼ 2

3
for i ¼ 5;

q ¼ 1

2
for i ¼ 6:

Example 5 We consider a simplified bus service company composed of 81

communication lines. We suppose that there is one bus operating on each com-

munication line and that all buses are of the same type with the exponential

reliability function

RðtÞ ¼ exp½�kt� for t� 0; k[ 0:

Additionally we assume that this communication system is working when all its

buses are not failed, i.e. it is failed when any of the buses is failed. The failure rate

of the buses evaluated on statistical data coming from the operational process of

bus service company transportation system is assumed to be equal to 0.0049 h-1.

Under these assumptions the considered transportation system is a homoge-

neous series system made up of components with a reliability function

RðtÞ ¼ exp½�0:0049t� for t� 0:

Here we will use four sensible methods from those considered for system

reliability improvement. Namely, we apply the four previously considered cases.

Case 1 Replacing the system components by the improved components with

reduced failure rates by a factor q.

Applying Proposition 8 with normalising constants

a81 ¼
1

0:0049 � 81q ¼ 1

0:397q
; b81 ¼ 0;

we conclude that

<ð1ÞðtÞ ¼ exp½�t� for t� 0;

is the limit reliability function of the system, i.e.

Rð1Þ
n ðtÞ ¼ <ð1Þð0:397qtÞ ¼ exp½�0:397qt� for t� 0

and

Tð1Þ ¼ E½Tð1Þ� ¼ 1

0:397q
h:

Case 2 Improving the reliability of the system by a single hot reservation of its

components. This means that each of 81 communication lines has at its disposal
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two identical buses it can use and its task is performed if at least one of the buses is

not failed.

Applying Proposition 8 with normalising constants

a81 ¼
1

0:0049 �
ffiffiffiffiffi

81
p ¼ 1

0:0441
; b81 ¼ 0:

We conclude that

<ð2ÞðtÞ ¼ exp½�t2�; t� 0:

is the limit reliability function of the system, i.e.,

R
ð2Þ
81 ðtÞ ffi <ð2Þð0:0441tÞ ffi exp½�0:0019t2�; t� 0;

and

Tð2Þ ¼ E½T ð2Þ� ffi C
3

2

 �

1

0:0049
ffiffiffiffiffi

81
p ffi 20:10 h:

Case 4 Improving the reliability of the system by a single mixed reservation of its

components.

This means that each of 81 communication lines has at its disposal two identical

buses. There are m = 50 communication lines with small traffic which are using

one bus permanently and after its failure it is replaced by the second bus (a cold

reservation) and n� m ¼ 81� 50 ¼ 31 communication lines with large traffic

which are using two buses permanently (a hot reservation).

Applying Proposition 8 with normalising constants

an ¼
1

0:0049

ffiffiffiffiffiffiffiffi

2

112

r

¼ 1

0:0367
; bn ¼ 0;

we conclude that

<ð4ÞðtÞ ¼ exp½�t2� for t� 0;

is the limit reliability function of the system, i.e.,

R4
nðtÞ ffi <ð4Þð0:0367tÞ ¼ exp½�0:00135t2� for t� 0

and

T ð4Þ ¼ E½Tð4Þ� ffi C
3

2

 �

1

0:0049

ffiffiffiffiffiffiffiffi

2

112

r

ffi 24:15 h:

Case 5 Improving the reliability of the system by a single hot reservation.
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This means that the transportation system is composed of two independent

companies, each of them operating on the same 81 communication lines and

having at their disposal one identical bus for use on each line.

Applying Proposition 8 with normalising constants

a81 ¼
1

0:0049 � 81 ¼ 1

0:397
; b81 ¼ 0:

We conclude that

<ð5ÞðtÞ ¼ 1� ½1� exp½�t��2 for t� 0;

is the limit reliability function of the system, i.e.,

R5
nðtÞ ffi <ð5Þð0:397tÞ ¼ 1� ½1� exp½�0:397t��2 for t� 0

and

Tð5Þ ¼ E½Tð5Þ� ffi 3

2 � 0:0049 � 81 ffi 3:78 h:

Comparing the system reliability functions for considered cases of improvement,

from Corollary 7, results in the following values of the factor q:

q ¼ qðtÞ ¼ 0:0049t for i ¼ 2;

q ¼ 0:0340t for i ¼ 4;

q ¼ qðtÞ ¼ 1� log½2� exp½�0:397t�� for i ¼ 5;

while comparison of the system lifetimes results, respectively, in:

q ¼ 0:1254 for i ¼ 2;

q ¼ 0:1043 for i ¼ 4;

q ¼ 0:0667 for i ¼ 5:

Methods of system reliability improvement presented here supply practitioners

with simple mathematical tools, which can be used in everyday practice. The

methods may be useful not only in the operation processes of real technical objects

but also in designing new operation processes and especially in optimising these

processes. Only the case of series systems made up of components having expo-

nential reliability functions with single reservations of their components and

subsystems is considered. It seems to be possible to extend these results to systems

that have more complicated reliability structures, and made up of components with

different from the exponential reliability functions.
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9 Reliability of Large Systems in Their Operation Processes

This section proposes an approach to the solution of the practically very important

problem of linking systems’ reliability and their operation processes. To connect the

interactions between the systems’ operation processes and their reliability structures

that are changing in time a semi-Markov model [7] of the system operation pro-

cesses is applied. This approach gives a tool that is practically important and not

difficult for everyday use for evaluating reliability of systems with changing reli-

ability structures during their operation processes [13, 11,20–22]. Application of the

proposed methods is illustrated here in the reliability evaluation of the port grain

transportation system.

We assume that the system during its operation process is taking different

operation states. We denote by ZðtÞ; t 2 h0;1i, the system operation process that

may assume v different operation states from the set

Z ¼ fz1; z2; . . .; zvg:

In practice a convenient assumption is that Z(t) is a semi-Markov process [7]

with its conditional sojourn times hbl at the operation state zb when its next

operation state is zl, b; l ¼ 1; 2; . . .; v; b 6¼ l: In this case this process may be

described by:

– the vector of probabilities of the initial operation states ½pbð0Þ�1xv;
– the matrix of the probabilities of its transitions between the states ½pbl�vxv;
– the matrix of the conditional distribution functions ½HblðtÞ�vxv of the sojourn

times hbl, b 6¼ l; where

HblðtÞ ¼ Pðhbl\tÞ for b; l ¼ 1; 2; . . .; v; b 6¼ l;

and

HbbðtÞ ¼ 0 for b ¼ 1; 2; . . .; v:

Under these assumptions, the lifetime hbl mean values are given by

Mbl ¼ E½hbl� ¼
Z

1

0

tdHblðtÞ; b; l ¼ 1; 2; . . .; v; b 6¼ l: ð18Þ

The unconditional distribution functions of the sojourn times hb of the process

Z(t) at the states zb; b ¼ 1; 2; . . .; v; are given by

HbðtÞ ¼
X

v

l¼1

pblHblðtÞ; b ¼ 1; 2; . . .; v:

The mean values E½hb� of the unconditional sojourn times hb are given by
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Mb ¼ E½hb� ¼
X

v

l¼1

pblMbl; b ¼ 1; 2; . . .; v; ð19Þ

where Mbl are defined by (18).

Limit values of the transient probabilities at the states

pbðtÞ ¼ PðZðtÞ ¼ zbÞ; t 2 \0;1Þ; b ¼ 1; 2; . . .; v;

are given by [7]

pb ¼ lim
t!1

pbðtÞ ¼
pbMb

Pv
l¼1 plMl

; b ¼ 1; 2; . . .; v; ð20Þ

where the probabilities pb of the vector ½pb�1xv satisfy the system of equations

½pb� ¼ ½pb�½pbl�
P

v

l¼1

pl ¼ 1:

8

<

:

We consider a series–parallel system and we assume that the changes of its

operation process Z(t) states have an influence on the system components Eij

reliability and on the system reliability structure as well. Thus, we denote [22] the

conditional reliability function of the system component Eij while the system is at

the operational state zb; b ¼ 1; 2; . . .; v; by

½Rði;jÞðtÞ�ðbÞ ¼ PðTðbÞ
ij � t=ZðtÞ ¼ zbÞ;

for t 2 \0;1Þ; b ¼ 1; 2; . . .; v; and the conditional reliability function of the non-

homogeneous regular series–parallel system while the system is at the operational

state zb; b ¼ 1; 2; . . .; v; by

½Rkn;lnðtÞ�ðbÞ ¼ PðT ðbÞ � t=ZðtÞ ¼ zbÞ

¼ 1�
Y

a

i¼1

½1� ½½RðiÞðtÞ�ðbÞ�ln �qikn for t 2 \0;1Þ ð21Þ

and

½RðiÞðtÞ�ðbÞ ¼
Y

ei

j¼1

½½Rði;jÞðtÞ�ðbÞ�pij ; i ¼ 1; 2; . . .; a: ð22Þ

The reliability function ½Rði;jÞðtÞ�ðbÞ is the conditional probability that the

component Eij lifetime T
ðbÞ
ij is not less than t, while the process Z(t) is at the

operation state zb. Similarly, the reliability function ½Rkn;lnðtÞ�ðbÞ is the conditional

probability that the series–parallel system lifetime T(b) is not less than t, while the
process Z(t) is at the operation state zb. In the case when the system operation time
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is large enough, the unconditional reliability function of the series–parallel system

is given by [22]

Rkn;lnðtÞ ¼ PðT [ tÞ ffi
X

v

b¼1

pb½Rkn;lnðtÞ�ðbÞ for t� 0 ð23Þ

and T is the unconditional lifetime of the series–parallel system.

The mean values and variances of the series–parallel system lifetimes are

M ffi
X

v

b¼1

pbMb; ð24Þ

where

Mb ¼
Z

1

0

½Rkn;lnðtÞ�ðbÞdt; ð25Þ

and

D½T ðbÞ� ¼ 2

Z

1

0

t½RknlnðtÞ�ðbÞdt � ½Mb�2 for b ¼ 1; 2; . . .; v: ð26Þ

Fig. 25 The scheme of the grain transportation system
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Example 6 We analyse the reliability of one of the subsystems of the port grain

elevator. The scheme of the grain transportation system is shown in Fig. 25.

The considered system is composed of four two-state non-homogeneous series–

parallel transportation subsystems assigned to handle clearing of exported and

imported grain. One of the basic elevator functions is loading railway trucks with

grain.

In loading the railway trucks with grain the following elevator transportation

subsystems take part: S1–horizontal conveyors of the first type, S2–vertical bucket
elevators, S3–horizontal conveyors of the second type, S4–worm conveyors.

We will analyse the reliability of the subsystem S4 only.
Taking into account experts’ opinion in the operation process Z(t), t C 0, of the

considered transportation subsystem we distinguish the following as its three

operation states:

an operation state z1–the system operation with the largest efficiency when all

components of the subsystem S4 are used,

an operation state z2–the system operation with less efficiency system when the

first and second conveyors of subsystem S4 are used,

an operation state z3–the system operation with least efficiency when the first

conveyor of subsystem S4 is used.

On the basis of data coming from experts, the probabilities of transitions

between the subsystem S4 operation states are given by

½pbl� ¼
0 0:357 0:643
0:8 0 0:2

0:385 0:615 0

2

4

3

5;

and their mean values, from (19), are

M1 ¼ E½h1� ¼ 0:357 � 0:36þ 0:643 � 0:2 ffi 0:257;

M2 ¼ E½h2� ¼ 0:8 � 0:05þ 0:2 � 0:2 ffi 0:08;

M3 ¼ E½h3� ¼ 0:385 � 0:08þ 0:615 � 0:05 ffi 0:062:

Since from the system of equations

½p1; p2; p3� ¼ ½p1; p2; p3�
0 0:357 0:643

0:8 0 0:2

0:385 0:615 0

2

6

4

3

7

5
:

p1 þ p2 þ p3 ¼ 1

8

>

>

>

<

>

>

>

:

We get

p1 ¼ 0:374; p2 ¼ 0:321; p3 ¼ 0:305;
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then the limit values of the transient probabilities pbðtÞ at the operation states zb,
according to (20), are given by

p1 ¼ 0:684; p2 ¼ 0:183; p3 ¼ 0:133: ð27Þ

The subsystem S4 consists of three chain conveyors. Two of these are composed

of 162 components and the remaining one is composed of 242 components. Thus it

is a non-regular series–parallel system. In order to make it a regular system we

conventionally complete two first conveyors having 162 components with 80

components that do not fail. After this supplement subsystem S4 consists of kn = 3

conveyors, each composed of ln = 242 components. In two of them there are:

– two driving wheels with reliability functions

Rð1;1ÞðtÞ ¼ exp½�0:0798t�;

– 160 links with reliability functions

Rð1;2ÞðtÞ ¼ exp½�0:124t�;

– 80 components with ‘‘reliability functions’’

Rð1;3ÞðtÞ ¼ exp½�k1ð1Þt�; where k1ð1Þ ¼ 0:

The third conveyer is composed of:

– two driving wheels with reliability functions

Rð2;1ÞðtÞ ¼ exp½�0:167t�

– 240 links with reliability functions

Rð2;2ÞðtÞ ¼ exp½�0:208t�:

At the operation state z1, the subsystem S4 becomes a non-homogeneous regular

series–parallel system with parameters

kn = 3, ln = 242, a = 2, q1 = 2/3, q2 = 1/3,

e1 = 3, e2 = 2,

p11 = 2/242, p12 = 160/242, p13 = 80/242,

p21 = 2/242, p22 = 240/242,

and from (21) to (22) the reliability function of this system is given by

R3;242ðtÞ
� �ð1Þ ¼ 1� ½1� exp½�19:9892t��2½1� exp½�50:2628t��

¼ 2 exp½�19:9892t� � 2 exp½�70:252t� þ exp½�50:2628t�
þ exp½�90:2412t� � exp½�39:9784t� for t� 0: ð28Þ
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According to (25–26), the subsystem lifetime mean value and the standard

deviation are

M1 ffi 0:078; r1 ffi 0:054: ð29Þ

At the operation state z2, the subsystem S4 becomes a non-homogeneous regular

series–parallel system with parameters

kn = 2, ln = 162, a = 1, q1 = 1, e1 = 2,

p11 = 2/162, p12 = 160/162,

and from (21) to (22) the reliability function of this system is given by

R2;162ðtÞ
� �ð2Þ ¼ 1� ½1� exp½�20:007t��2

¼ 2 exp½�20:007t� � exp½�40:014t� for t� 0:
ð30Þ

According to (25–26), the subsystem lifetime mean value and the standard

deviation are

M2 ffi 0:075; r2 ffi 0:056: ð31Þ

At the operation state z3, the subsystem S4 becomes a non-homogeneous regular

series–parallel (series) system with parameters

kn = 1, ln = 162, q1 = 1, e1 = 3,

p11 = 2/162, p12 = 160/162,

and from (21) to (22) the reliability function of this system is given by

½R1;162ðtÞ�ð3Þ ¼ exp½�19:999t� for t� 0: ð32Þ

According to (25–26), the system lifetime mean value and the standard devi-

ation are

Mð3Þ ffi 0:050; r3 ffi 0:050: ð33Þ

Finally, considering (23), the subsystem S4 unconditional reliability is given by

RðtÞ ffi 0:684 � ½R3;242ðtÞ�ð1Þ þ 0:183 � ½R2;162ðtÞ�ð2Þ þ 0:133 � ½R1;162ðtÞ�ð3Þ; ð34Þ

where ½R3;242ðtÞ�ð1Þ, ½R2;162ðtÞ�ð2Þ, ½�R1;162ðtÞ�ð3Þ are given by (28), (30), (32).

Hence, applying (27) and (29), (31), (33) and (34), we get the mean values and

standard deviations of the subsystem unconditional lifetimes given by

M ffi 0:684 � 0:078þ 0:183 � 0:075þ 0:133 � 0:050 ffi 0:074; rð1Þ ffi 0:054:

48 K. Kołowrocki



10 Conclusions

Generalisations of the results on limit reliability functions of two-state homoge-

neous systems [12] for these and other systems in case they are non-homogeneous,

are mostly given in Kołowrocki [9] and [10]. These results allow us to evaluate

reliability characteristics of homogeneous and non-homogeneous series–parallel

and parallel–series systems with regular reliability structures, i.e., systems com-

posed of subsystems having the same numbers of components. However, this fact

does not restrict the completeness of the performed analysis, since by conventional

joining of a suitable number of components which do not fail, in series subsystems

of the non-regular series–parallel systems, leads us to the regular non-homoge-

neous series–parallel systems. Similarly, conventional joining of a suitable number

of failed components in parallel subsystems of the non-regular parallel–series

systems we get the regular non-homogeneous parallel–series systems. Thus the

problem has been analysed exhaustively.

The results concerned with the asymptotic approach to system reliability

analysis, in a natural way, have led to investigation of the speed of convergence of

the system reliability function sequences to their limit reliability functions [10].

These results have also initiated the investigations of limit reliability functions of

‘‘m out of n’’-series, series-‘‘m out of n’’ systems, the investigations on the

problems of the system reliability improvement and on the reliability of systems

with varying in time their structures and their components reliability described

briefly in [10].

More general and practically important complex systems composed of multi-

state and degrading in time components are considered in wide literature, for

instance in [24]. An especially important role they play in the evaluation of

technical systems reliability and safety and their operating process effectiveness is

described in [10] for large multi-state systems with degrading components. The

most important results regarding generalisations of the results on limit reliability

functions of two-state systems dependent on transferring them to series, parallel,

‘‘m out of n’’, series–parallel and parallel–series multi-state systems with

degrading components are given in [10]. Some practical applications of the

asymptotic approach to the reliability evaluation of various technical systems are

contained in [10] as well.

The proposed method offers enough simplified formulae to allow significant

simplifying of large systems’ reliability evaluating and optimising calculations.

11 Appendix: Notations

Ei Components of series and parallel systems

Eij Components of series–parallel and parallel–series systems

Reliability Modelling of Complex Systems 49



Ti Component lifetimes of two-state series and parallel systems

Tij Component lifetimes of two-state series–parallel and parallel–

series systems

T A two-state system lifetime

R(t) A component reliability function of a two-state homogeneous

system

F(t) A component lifetime distribution function of a two-state

homogeneous system
�RnðtÞ A reliability function of a two-state homogeneous series system

RnðtÞ A reliability function of a two-state homogeneous parallel

system
�RknlnðtÞ A reliability function of a two-state homogeneous parallel–

series system

RknlnðtÞ A reliability function of a two-state homogeneous series–

parallel system
�<ðtÞ A limit reliability function of two-state homogeneous series and

parallel–series systems

<ðtÞ A limit reliability function of two-state homogeneous parallel

and series–parallel systems

E(T) A mean lifetime of a two-state system

rðTÞ A lifetime standard deviation of a two-state system

D �<i Domains of attraction of limit reliability functions �<lðtÞ of two-
state homogeneous series system

Rr;kn;lnðtÞ A reliability function of a two-state series–parallel system of

order r
<iðtÞ A limit reliability function of a two-state series–parallel system

of order r
�Rr;kn;lnðtÞ A reliability function of a two-state parallel–series system of

order r
�<lðtÞ A limit reliability function of a two-state parallel–series system

of order r

R
ðmÞ
kn;l1;l2;...;lkn

ðtÞ A reliability function of a homogeneous two-state series-‘‘m out

of kn’’ system

�R
ð�mÞ
kn;l1;l2;...;lkn

ðtÞ A reliability function of a homogeneous two-state series-

‘‘m out of kn’’ system

R
ðmÞ
kn;ln

ðtÞ A reliability function of a homogeneous and regular two-state

series-‘‘m out of kn’’ system

R
ðmÞ
kn;ln

ðtÞ A reliability function of a homogeneous and regular two-state

series-‘‘m out of kn’’ system

R
ðm1;m2;...;mkn Þ
kn;l1;l2;...;lkn

ðtÞ A reliability function of a two-state ‘‘mi out of li’’-series system

R
ðm1;m2;...;mkn Þ
kn;l1;l2;...;lkn

ðtÞ A reliability function of a two-state ‘‘mi out of li’’-series system
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R
ðmÞ
kn;ln

ðtÞ A reliability function of a homogeneous and regular two-state

‘‘m out of kn’’-series system

R
ðmÞ
kn;ln

ðtÞ
A reliability function of a homogeneous and regular two-state

‘‘m out of kn’’-series system

<ðmÞ
i ðtÞ A limit reliability function of a homogeneous and regular two-

state series-‘‘m out of kn’’ system

<ðmÞ
i ðtÞ A limit reliability function of a homogeneous and regular two-

state series-‘‘m out of kn’’ system

<ðmÞ
i ðtÞ A limit reliability function of a homogeneous and regular two-

state ‘‘m out of kn’’-series system

<ðmÞ
i ðtÞ A limit reliability function of a homogeneous and regular two-

state ‘‘m out of kn’’-series system
q A factor reducing a component failure rate

Rð1Þ
n ðtÞ A reliability function of a two-state series system with

components improved by reducing their failure rates by a

factor q

Rð2Þ
n ðtÞ A reliability function of a two-state series system with a single

hot reservation of its components

Rð3Þ
n ðtÞ A reliability function of a two-state series system with a single

cold reservation of its components

Rð4Þ
n ðtÞ A reliability function of a two-state series system with a single

mixed reservation of its components

Rð5Þ
n ðtÞ A reliability function of a two-state series system with its single

hot reservation

Rð6Þ
n ðtÞ A reliability function of a two-state series system with its single

cold reservation

<ð1ÞðtÞ A limit reliability function of a two-state series system with

components improved by reducing their failure rates by a

factor q

<ð2ÞðtÞ A limit reliability function of a two-state series system with a

single hot reservation of its components

<ð3ÞðtÞ A limit reliability function of a two-state series system with a

single cold reservation of its components

<ð4ÞðtÞ A limit reliability function of a two-state series system with a

single mixed reservation of its components

<ð5ÞðtÞ A limit reliability function of a two-state series system with its

single hot reservation

<ð6ÞðtÞ A limit reliability function of a two-state series system with its

single cold reservation

Tð1Þ A lifetime mean value of a two-state series system with

components improved by reducing their failure rates by a

factor q

Tð2Þ A lifetime mean value of a two-state series system with a single

hot reservation of its components
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Tð3Þ A lifetime mean value of a two-state series system with a single

cold reservation of its components

Tð4Þ A lifetime mean value of a two-state series system with a single

mixed reservation of its components

Tð5Þ A lifetime mean value of a two-state series system with its

single hot reservation

Tð6Þ A lifetime mean value of a two-state series system with its

single cold reservation

zk A system operational state

ZðtÞ A process of changing system operational states

hkl Conditional sojourn times of a process ZðtÞat operational states
HðtÞ½ �vxv A matrix of conditional distribution functions of sojourn times

hkl
½pkð0Þ�1xv A vector of probabilities of process ZðtÞ initial states
E½hkl� Mean values of sojourn times hkl
hk Unconditional sojourn times of process ZðtÞ at states zk
HkðtÞ Unconditional distribution functions of sojourn times hk
E½hk� Mean values of unconditional sojourn times hk
Mk Mean values of unconditional sojourn times hk
pkðtÞ Transient probabilities of process Z(t) at states zk
pk Limit values of transient probabilities pkðtÞ
RðkÞðtÞ Conditional reliability functions of a two-state system at

operational states zk
RðtÞ An unconditional reliability function of a two-state system

T
ðkÞ
ij

Conditional lifetimes of system components Eij of a non-

homogeneous two-state series–parallel system at operational

states zk

½Rði;jÞðtÞ�ðkÞ Conditional reliability functions of system components Eij of a

non-homogeneous two-state series–parallel system at opera-

tional states zk
T ðkÞ Conditional lifetimes of a non-homogeneous two-state series–

parallel system at operational states zk

R
ðkÞ
kn;ln

ðtÞ Conditional reliability functions of a non-homogeneous two-

state series–parallel system at operational states zk
T An unconditional lifetime of a non-homogeneous two-state

series–parallel system

RðtÞ Unconditional reliability functions of a non-homogeneous two-

state series–parallel system

m An unconditional mean value of a non-homogeneous two-state

series–parallel system lifetime

r2 An unconditional variance of a non-homogeneous two-state

series–parallel system lifetime
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The Price of Safety and Economic

Reliability

Charles S. Tapiero

1 Introduction

Risk results from the direct and indirect adverse consequences of outcomes and

events that were not accounted for or that we were ill prepared for, and concerns

their effects on individuals, firms or the society at large. It results from many

reasons, internally induced or occurring externally. In the former case, conse-

quences are the result of failures, misjudgment or intentional (or non-intentional)

acts perpetrated by some parties. In the latter case, consequences are the result of

uncontrollable events or actions we were not able to apprehend [37, 38, 40]. Risk

involves in general four factors:

1. Probabilities and their distributions associated to well- or ill-defined states

(whether they are predictable, rare, black swans or ‘‘normal’’ states).

2. The consequences associated to predictable or unpredictable events, which may

be known or defined by random magnitudes (cost, damages, illness, etc.).

3. Risk attitudes or a preference function, expressing risk sensitivities, usually

associated to a propensity to manage risks and set both either ex-ante risk

preventive procedures and ex-post (recovery).

4. Risk sharing and the pricing of risks (when risks can be exchanged), based on

risk preferences and financial markets that allow an exchange of risks by both

investors and speculators.
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These are relevant to a broad number of fields, each providing a different

approach to the measurement, the valuation and the management of risk which is
motivated by psychological needs and the need to deal with problems that result
from uncertainty and the adverse consequences they may induce (Tapiero 2003).

Safety, by contrast, is both a consequence and a potential source of risk which is

either objective, measured in terms of the probabilities and the consequences that

define risk or perceptive—reflecting a state of mind, objective or conditioned. As a

result, safety assumes many and compounded forms, such as being protected from

consequential events or from being exposed to something that causes a loss.

Practically, the word safety is used in many contexts. It may refer to home safety
and allude to protective measures taken against external and harmful events (like

weather, home invasion, etc.), computer safety in the sense of cyber security or to

specific elements in use (stairs, cars, food, etc.). For example, see [2, 5, 15]. By the

same token, safety may be inherent to a car’s reliability and to designs constructed

to prevent accidental losses (or ‘‘safe at any speed’’ and thereby lead to some

drivers to drive recklessy).

Managing risk and safety consists then in defining, measuring, estimating,

analyzing, valuing-pricing and integrating all facets of risk and their safety-con-

sequential effects (real or not, external, internally induced or use dependent) into a

whole system which can contribute to their design, economy, controls and

management. The purpose of this paper is to provide an economic approach to

reliability design and safety based on financial and economic considerations

regarding a system design, its safety consequences which depend on the system

reliability, the proficiency of the user and his risk behaviors who may be at fault in

operating unsafely the system (whether he assumes or not its consequences). The

paper provides some specific examples that can be treated analytically and that

highlight approaches for financial reliability and safety design. These include

essentially the utility-based approach which is subjective and based on a model of

risk attitudes and the market price approach which is based on an equilibrium and

rational economic model which is forward looking (implied by predictable future

states or future losses). Extensions to information and power asymmetries between

the system designer (say the selling firm) and the user (say the buyer), as well as

conflicting objectives between these parties, are topics to be considered in a

subsequent paper (see also [4]).

Reliability and systems safety designs are defined mostly from an engineering

quantitative-statistical perspective based on specific assumptions regarding

components reliabilities and safety and integrating them in a ‘‘compound systems

architecture’’ that meets engineering and economic specifications for risk and

safety [7, 11, 20, 23, 35, 36, 40]. In such an approach, safety is well defined in

terms of default probabilities and their direct and indirect consequences on the

system at hand and to persons directly or indirectly associated to these systems

(risk externalities). For example, Truccoa et al. [46] present an approach that

integrates Human and organizational Factors (HOF) into risk analysis using BBN

(Bayesian Belief Networks [21]) and applied their approach to Maritime

Reliability and Safety. Additional references including the International Maritime
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Organization ([24]) and other institutions and authors have attracted attention to

these issues [16–18]. By the same token, Netjasov and Janic [29] provide an up-

to- date review of risk and safety modeling in civil aviation (see also [19, 22]).

An extensive regulatory structure has been established to this effect to supple-

ment the individual efforts of airlines, air navigation systems and construct

incentive to limit the risks of flying. Netjasov and Janic [29] focus on models for

aircraft and air traffic control management operations, collision risks, human

factors and third-party risks. In their review, they emphasize, as we do in this

paper, safety is a risk consequence and safety is commensurate to the risks

sustained (although ignoring the feedback effects of safety by protected parties).

The literature in both Air and Maritime safety is of course extensive and with

numerous approaches and techniques applied, due to the commercial importance

of safety (for example, [1, 2, 6, 8–11, 13, 25–26, 30, 32, 44, 45]). Expectedly

different approaches are taken in the food industry [3, 4, 14] where regulatory

standards for safety take three forms: process or design (reliability—my addi-

tion), performance or product and combined standards. Performance standards are

controls that regulate maximum tolerance level of risk in food (such as zero

tolerance of certain pathogens) while process standards specify the risk controls

to be instituted by firms. Modeling the economic risk-reliability-safety paradigm

has resisted any clear development.

Model imbedded in RAM (Reliability, Availability, Maintainability) as well as

quality control, risk management, insurance, industrial psychology, chemical

analyses, root cause analysis, statistical destructive and non-destructive controls

testing, stress testing, training and education combined with industry-wide and

government regulation, etc. provide ample ground to handle the many facets and

issues that one is concerned with risk and safety—albeit, each model providing an

approach that faces a specific aspect of risk-reliability-safety (see also Rouvroye

and Van den Blieck [33]).

In our approach, safety is a consequence imbedded in both a system’s

reliability and architecture and in the behavior, the state of mind of users

(whether assessed or imparted by information, misinformation or by purposeful

deceit). In this context, risk as safety is a risk consequence which depends on

the system, on the behavior of the person-user (who may turn out to be a mis-

user) and on elements that may or may not be motivated to instill an unsafe

state (and therefore potentially a risk source due to an excessive feeling of

safety). These aspects of risk and safety have been generally neglected

however, and their modeling remains a challenging task (for a related meth-

odological approach See [41]). They result however in a ‘‘reliability in fact and

use’’ which is random expressing the conditions, the behavior and the

vicissitudes users are subjected to.

When risks are neutral (in the sense that they are not purposefully created),

safety depends on two factors: the reliability of product or a process which is

designed to a set of specifications including the product architecture, its fail-safe

mechanisms, etc., and the user behavior and risk attitude whose safety depends

on his own actions–the manners in which he operates the product-system.
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For example, car safety depends on both the car and the driver driving a car. Safety

in such cases would preempt unintentional actions by the driver who would face

adverse consequences. For these reasons, engineers and industrial managers design

processes to be robust. They do so to reduce both the failure probabilities and

reduce processes’ sensitivity to external users, behavior and uncontrollable events

(which includes meeting technical specifications under a broader set of parametric

assumptions). Human errors and purposeful human actions may nonetheless create

harm to both themselves and others, even if systems can be robust and may have a

built-in self-recovery capability [7, 31, 34].

Managing risk and safety consists in defining, measuring, estimating, analyzing,

valuing-pricing and integrating all facets of risk and their safety-consequential

effects (real or not, external, internally induced or use dependent) into a whole

system which can contribute to their design, economy, controls and management.

The purpose of this paper is to provide an economic approach to reliability design

and safety based on economic considerations regarding a system design, its safety

consequences which depend on both system reliability and the proficiency of the

user who may be at fault in operating unsafely the system. The paper provides

some specific examples that highlight the approach proposed for reliability and

safety design and contrasts a number of approaches—risk and finance based,

which we consider. Extensions to asymmetric information between the system

design and the user, conflicting objectives and controls for safety (which we call

counterparty risks), are natural extensions of this paper, and a rich avenue of

further research.

2 Reliability-Safety and Economic Modeling

To contrast the risk-based approach and the traditional approach we consider first a

traditional model for reliability design which is formulated as follows. We let Rð:Þ
be a system reliability, defined in terms of m components types, some of which

have a built-in redundancy Rð:Þ ¼ Rðn1; n2; n3; . . .; nmÞ with a marginal production

cost given by: CðRð:Þ;DÞ; where D is the optimal quantity produced for a

reliability level Rð:Þ given by:

oUðRð:Þ;DÞ
oD

¼ CðRð:Þ;DÞ ð1Þ

where UðRð:Þ; DÞ is the total production cost for a quantity D and reliability

design R(.). Note that R(.) is usually a function of time and a function of a

product architecture (usually complex). However, for simplicity, we shall ignore

this time dependency. If the firm (for a given reliability) is a price taker, and if

aggregate profits are pD� UðRð:Þ;DÞ, then the optimal quantity produced is

defined by equating the product price and its marginal cost, or, p ¼ CðRð:Þ;DÞ.
In typical reliability models, two problems are assumed (which we amend

to meet the economic marginal pricing rule considered here) that seek to
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determine the product configuration. A first problem consists in minimizing

units marginal costs (or price) subject to a reliability specification constraint,

or maximizing the reliability subject to a profitability constraint. Explicitly,

we have the following:

Min
Rðn1;...nmÞ

CðRð:Þ;DÞ Subject to: Rð:Þ�Rc

Max
n1;...nm

Rð:Þ Subject to: p� CðRð:Þ;DÞ� 0 andRð:Þ�Rc

ð2Þ

The former constraint, Rc, is a ‘‘contracted or regulated reliability’’ while the

latter is a profitability constraint. The solutions of these problems are technical,

providing some managerial insights by an interpretation of the problems’

Lagrange multipliers. These problems express the firm’s viewpoint, ignoring the

safety-consequential effects of the product reliability and users’ behaviour and

responsibility when using the product. If we consider for example, the profit-

ability constraint and assume an optimal quantity produced, then at the

(quantity) margin, we have �pþ C R;D�ð Þ ¼ 0 and as a result (by implicit

differentiation):

dp

dR
¼

oC R;D�ð Þ

oR
[ 0;

dp

dD�
¼

oC R;D�ð Þ

oD�
\0; ð3Þ

In this case, a firm reliability design, motivated by an aggregate profit, will be to

solve:

Max
Rð:Þ

Y

¼ pD� � UðR;D�Þ Subject to: p� CðR;D�Þ� 0 ð4Þ

And as a result (assuming the Lagrange optimization problem with price

equal the production marginal cost), we have withK ¼ pD� � UðR;D�Þþð
k p� CðR;D�Þð ÞÞ:

�URðR;D
�Þ þ pRD

� þ k pR � CRðR;D
�Þð Þ ¼ 0 and p ¼ CðR;D�Þ ð5Þ

where pR and CR are partial differentials. Since, at the marginal price pR = CR,

the reliability design is set to the average marginal cost, and the quantity-reliability

problem is solved by solving:

pR ¼
URðR;D

�Þ

D�
; p ¼ UDðR;D

�Þ ð6Þ

and therefore,

pR

p
¼

URðR;D
�Þ

D�UDðR;D�Þ
or

p

pc
¼ exp

Z

R

Rc

URðr;D
�Þ

D�UDðr;D�Þ
dr

8

<

:

9

=

;

ð7Þ
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where pc is the marginal price, equated to the marginal cost at the regulated

reliability Rc. For example, say that aggregate production costs are given by a

Cobb–Douglas production function,

UðR;D�Þ ¼ aRaDb then pR ¼
aUð:Þ

R
and p ¼

bUð:Þ

D
ð8Þ

As a result,

p

pc
¼

R

Rc

� �

a
b

ð9Þ

Note that if production costs are an increasing function of the reliability, then

prices increase with reliability growth. Further,

d
p

pc

� �

=d
R

Rc

� �

¼
a

b

R

Rc

� �

a
b
� 1

[ 0

d2
p

pc

� �

=d
R

Rc

� �2

¼ � 1�
a

b

� �

a

b

R

Rc

� �

a
b
� 2

; if
a

b
[ 1

ð10Þ

which is the case for reasonable parameters. Note that while the first parameter

reflects the costs effects of reliability improvement, the second parameter reflects

the economies of scale effects. For example, if we set the parameters (1.1, 0.98),

we have then:

1:1

0:98
[ 1 and

d2 p=pcð Þ

d R=Rcð Þ2
¼

1:1

0:98
� 1

� �

1:1

0:98

R

Rc

� ��0:86
0:98

[ 0

In other words, the market price of a product in a competitive market deter-

mines as well its reliability. A reliability design is thus defined, implicitly, by its

market price. Explicitly, in our example, for an n-components redundant system,

we have a reliability Rðn1; n2; . . .; nmÞ ¼
Qm

i¼1 1� ð1� riÞ
ni½ �: If a regulated

reliability is as stated above Rc at a regulated price pc then a feasible reliability

design is defined by the market price of reliability which is explicitly given by Eq.

10, or:

0�Rc
p

pc

� �
b
a

¼
Y

m

i¼1

1� ð1� riÞ
ni½ �\1;

p

pc
[ 1

with a price given by the marginal pricing condition p ¼ UDðR;D
�Þ ¼ abRaDb�1.

In this case, the total demand determines the price. In competitive markets,

the demand faced by a firm is independent of the price and therefore, both the

reliability and the quantity to be met by the firm are a function of the industry

marginal cost. If the firm’s marginal cost is smaller than that of the market (either

due to its economies of scale or to its technology in place compared to other firms),

the optimal quantity to be produced will be larger and defined by a solution of:
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0�Rc

UD

Qm
i¼1 1� ð1� riÞ

ni½ �;D�
� �

pc

� �

b
a

¼
Y

m

i¼1

1� ð1� riÞ
ni½ �\1:

3 Safety and Reliability and Consequential Costs

The approach outlined above neglects however two essential aspects: the conse-

quential effects of reliability risks and their safety considerations as well as the

‘‘behavior’’ and the user reliability. Namely, say that an individual user has a

probability p of using safely the system acquired at price p and an uncertain

consequential cost if it fails. The effective system reliability will then be a series

system with reliability Q ¼ pRð:Þ. This implies that the producer and the user have

both a responsibility and a stake in reliability and in safety design. The producer’s

responsibility is to provide a reliable and robust product and information and

education for the system and its proper use while the user’s responsibility is to

learn how to use the product and use it safely. Further, the transaction leading to an

exchange between a buyer and a seller is necessarily an exchange of mutual

responsibility, with both parties potentially liable wholly or partly for the conse-

quential costs. For example, a car well designed with a number of safe gadgets can

be very unsafe if these safe gadgets are misunderstood and poorly used. Further,

while the producer may only design the product-system reliability, it is the user

whose behavior defines the product safety by his own actions (and therefore

reliability). The reliability-safety design problem thus requires that it considers as

well the risk-safety consequences of both the product design and the consumer-

user behavior when using this product. To account for such a situation, we shall

define the probability of an adverse event (due as well to the use of the product

with probability 1� ~pRð:Þ; where ~p is the user reliability—at present a random

variable assumed by the system-firm and the consequence of such an event defined

by a random cost ~Z. The firm effective problem consists then in the selection of a

reliability that meets now both the reliability and profitability constraints. The firm

profit is a random variable and the design is a risk-based financial problem

determined by the price of exchange between the firm and the user (and its market

price) and the respective behavior by the user and the firm. In this paper, we shall

consider only the problem from a firm’s viewpoint, given by a random profit

defined by Eq. 11 which it will seek to manage financially. A number of

approaches are then possible consisting of a ‘‘simple’’ expected utility optimiza-

tion, a VaR precautionary risk constraint optimization, a Mean–Variance Risk

constraint approach and finally, a financial market pricing approach. Each of these

approaches is outlined in brief terms in this paper. Let the firm profit be a random

variable given as stated above by:
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~Y
¼ pD� UðRð:Þ;DÞ �

X

~M

j¼1

ð1� hÞ~Zj ð11Þ

where the user’s reliability is not known, defined by a random variable ~p hypothe-

sized by the firm, with known mean and variance, say p̂ ¼ E ~pð Þ; r2p ¼ var ~pð Þ

and with a number of independent consequential and costly events ~M�
D
j

� �

1� ~pRð:Þð Þ j ~pRð:Þð ÞD�j
with random magnitudes ~Zj. Note that ~M is a binomial

mixture (Lexian) distribution, and therefore,

Eð ~MÞ ¼ D 1� p̂Rð:Þð Þ; varð ~MÞ ¼ D 1� p̂Rð:Þð Þp̂Rð:Þ þ DðD� 1ÞR2ð:Þr2p; ð12Þ

The expected profit and its variance providing two objectives and financial

indicators are thus:

E
~Y

� �

¼ pD� UðRð:Þ;DÞ � ð1� hÞE ~M
� �

E ~Zj
� �

and ð13Þ

var
~Y

� �

¼ ð1� hÞ2var
X

~M

j¼1

~Zj

 !

¼ ð1� hÞ2 Eð ~MÞvar Zj
� �

þ varð ~MÞ E Zj
� �� 	2

n o

ð14Þ

The analysis of these random streams underlies a risk-based approach to eco-

nomic reliability and safety. Note that the effects of reliability on both the expected

profit and its variance can be either positive or negative, since:

oE ~Q
� �

oRð:Þ
¼ �

oUðRð:Þ;DÞ

oRð:Þ
þ ð1� hÞDp̂E ~Zj

� �

ð15Þ

ovar ~Q
� �

oRð:Þ
¼ ð1� hÞ2D �p̂var Zj

� �

þ p̂� 2p̂2Rð:Þ
� �

þ 2ðD� 1ÞRð:Þr2p

� �

E Zj
� �� 	2

n o

ð16Þ

while the variance effects on the safety parameter’s variance are always positive and

quadratic in the size of the demand (in other words, ‘‘more is not always better’’):

ovar ~Q
� �

or2p
¼ ð1� hÞ2DðD� 1ÞR2ð:Þ E Zj

� �� 	2
[ 0

ovar ~Q
� �

op̂
¼

ð1� hÞ2DRð:Þ

var Zj
� � �1þ

1� 2p̂Rð:Þð Þ E Zj
� �� 	2

var Zj
� �

( )

ð17Þ
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We shall use these results to study their effects on the price of reliability and

safety using the expected utility approach. However, we see from Eqs. 13–16 the

effects of reliability on the profit function as well as the effects of the user’s

heterogeneity (expressed by the variance r2p). For example, a more reliable product

can increase or decrease expected profits [see (15)]. Profits increase in expectation

if the external costs are larger than the marginal cost of production with respect to

reliability. Explicit results can be obtained by using a quadratic utility function of

profits which seeks greater expected profits and less profits variance as will be seen

below.

This case is considered below:

3.1 The Expected Utility Approach and the Certain Equivalent

Consider a firm’s utility for money given by u(.) with a certain equivalent for a

return a period discounted at the risk free rate by:

Eu
~Y

� �

¼ uðCEÞ ð18Þ

where the profits a period hence are random and their certain equivalent is given

by definition in Eq. 18. As a result, the present value of such a certain equivalent

(in the next period) can be priced today at its discounted value using a risk free

rate, or:

CE0 ¼
CE

1þ Rf
ð19Þ

where Rf is a risk free rate (applied to discount a sum that has no randomness and

therefore no risk—the certain equivalent). For simplicity, assume a quadratic

utility function given by:

u
~Y

� �

¼
~Y

� q
~Y

� E
~Y

� �� �2

; q[ 0 ð20Þ

where q[ 0 defines an index of risk aversion for profit variability. As a result,

using (18), we have

CE � q CE � E
~Y

� �2

¼ E
~Y

� q var
~Y

� �

ð21Þ

Since, v ¼ E
Q

�CE is a risk premium, we have:

0 ¼ qv2 þ v� q var
~Y

� �

ð22Þ
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The risk premium is therefore:

0\v ¼ �
1

2q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2q

� �2

þvar
~Y

� �

s

ð23Þ

Thus, if a design is planned initially and realized at a future time T, maximizing

the discounted certain equivalent is given by:

MaxCE0 ¼
EP� v

1þ Rf
¼

E ~Q�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2q

h i2

þvar ~Q
� �

r

� 1
2q

 !

1þ Rf
ð24Þ

which we optimize subject to any present-day constraints (such as budget design

investment and cost expenditures borne initially). In this case, if an initial budget

constraint B is imposed (say, a fixed cost) we require necessarily that CE0[B in

selecting both the quantity planned and the reliability of the underlying product.

Such a constraint will be neglected here however. In addition, note that if the index

of risk aversion is very large, then 1/2q is very small and therefore, the current

certain equivalent is:

CE0 ¼
E ~P
� �

� r ~Q
� �

1þ Rf
where q ! þ1 and r

~Y
� �

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var
~Y

� �

r

ð25Þ

which ‘‘prices returns and their volatility’’ equally! However, if the index of risk

aversion is extremely small, then 1/2q is extremely large and therefore:

CE0 ¼
E ~P
� �

1þ Rf
where q ! 0 ð26Þ

and the price of volatility is (as expected) null. In this sense, the true price CE0 of

the future profits is bounded by (25) and (26) or:

E ~Q
� �

� r ~Q
� �

1þ Rf
�CE0 �

E ~Q
� �

1þ Rf
ð27Þ

which we write conveniently by:

CE0 ¼
E ~Q
� �

� kr ~Q
� �

1þ Rf
; k 2 0; 1½ � ð28Þ

The design of reliability can thus be conceived as the maximization of the

present certain worth of the future profits defined by (28). In other words, if the

firm selects optimally its reliability level, then:
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0 ¼
oCE0

oR
¼

1

1þ Rf

oE ~Q
� �

oR
� k

or ~Q
� �

oR

0

@

1

A; k 2 0; 1½ � ð29Þ

and therefore,

k ¼
oE ~P
� �

oR

or ~P
� �

oR

,

ð30Þ

Thus, the price of future profits implied by a firm’s reliability choice is thus

given explicitly by:

CE0 ¼
E ~P
� �

1þ Rf
�

1

1þ Rf

oE ~P
� �

oR

or ~Q
� �

oR

,

1

Ar
~Y

� �

0

@ ð31Þ

Similarly, an optimal quantity is defined by optimization of (28) and therefore,

1þ Rf

� �oCE0

oD
¼ 0 !

oE ~Q
� �

oD
¼ k

or ~Q
� �

oD
ð32Þ

or,

oE ~Q
� �

oD

or ~Q
� �

oD

¼

oE ~P
� �

oR

or ~Q
� �

oR

ð33Þ

In this sense, the index of risk aversion of the firm designing a reliable product

is implied in its choices. In the example treated above, we have instead of Eq. 33:

oE ~Q
� �

oD

or ~Q
� �

oD

¼
1

2
r

~Y
� �

�

�
oUðRð:Þ;DÞ

oRð:Þ
þ ð1� hÞDp̂E ~Zj

� �

ð1� hÞ2Dp̂ �var Zj
� �

þ 1� 2p̂Rð:Þ þ
2ðD� 1ÞRð:Þr2p

p̂

 !

E Zj
� �� 	2

( )

2

6

6

6

6

4

3

7

7

7

7

5

ð34Þ

where:

oE ~Q
� �

oD
¼ p�

oUðRð:Þ;DÞ

oD
� ð1� hÞ 1� p̂Rð:Þð ÞE ~Zj

� �

and ð35Þ
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ovar ~Q
� �

oD
¼ ð1� hÞ2 1� p̂Rð:Þð Þ var Zj

� �

þ p̂Rð:Þ þ ð2D� 1Þr2pR
2 E Zj
� �� 	2

n o

ð36Þ

and therefore (34) is reduced to:

p�
oUðRð:Þ; DÞ

oD
� ð1� hÞ 1� p̂Rð:Þð ÞE ~Zj

� �

ð1� hÞ2 1� p̂Rð:Þð Þ var Zj
� �

þ p̂Rð:Þ þ ð2D� 1Þr2pR
2 E Zj
� �� 	2

n o

¼

�
oUðRð:Þ; DÞ

oRð:Þ
þ ð1� hÞDp̂E ~Zj

� �

ð1� hÞ2Dp̂ �var Zj
� �

þ 1� 2p̂Rð:Þ þ
2ðD� 1ÞRð:Þr2p

p̂

 !

E Zj
� �� 	2

( )

ð37Þ

which is one equation in the quantity and in the reliability, function of the con-

sequential costs, the sharing agreement and the behavior of the user imbedded in

the relevant parameters. Equation (37) together with Eq. 31 thus defines the current

price of a reliability policy as well as the price of safety. Namely, set

r2p ¼ 0; p̂ ¼ 1 ð38Þ

Then,

p�
oUðRð:Þ;DÞ

oD
� ð1� hÞ 1� Rð:Þð ÞE ~Zj

� �

ð1� hÞ2 1� Rð:Þð Þ var Zj
� �

þ Rð:Þ
 �

¼

�
oUðRð:Þ;DÞ

oRð:Þ
þ ð1� hÞDE ~Zj

� �

ð1� hÞ2D �var Zj
� �

þ 1� 2Rð:Þð Þ E Zj
� �� 	2

n o

2

6

6

4

3

7

7

5

ð39Þ

oE ~Q
� �

oD

or ~Q
� �

oD

¼ 2r
~Y

� �

�
oUðRð:Þ;DÞ

oRð:Þ
þ ð1� hÞDE ~Zj

� �

ð1� hÞ2D �var Zj
� �

þ 1� 2Rð:Þð Þ E Zj
� �� 	2

n o

2

6

6

4

3

7

7

5

ð40Þ

while (31) is reduced to:

CE0ðr
2
p ¼ 0; p̂ ¼ 1Þ

¼
E ~P
� �

1þ Rf
�
2r2 ~Q
� �

1þ Rf

�
oUðRð:Þ;DÞ

oRð:Þ
þ ð1� hÞDE ~Zj

� �

ð1� hÞ2D �var Zj
� �

þ 1� 2Rð:Þð Þ E Zj
� �� 	2

n o

2

6

6

4

3

7

7

5

ð41Þ
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As a result, the price of safety is the increment we pay due to

Price of safety ¼ CE0ðr
2
p ¼ 0; p̂ ¼ 1Þ � CE0ðr

2
p; p̂Þ ð42Þ

while the price sensitivity to the parameters defining the user behavior can be

determined by the partial derivatives of this price with respect to these parameters.

3.2 The Quantile and Safety Risk Constraint

Alternatively, a firm may define its optimization problem in terms of a quantile

risk reliability constraint which recognizes the user’s uncertain reliability, or

Pr ~pRð:Þ�Rcf g. In this case, the firm assumes that it expects to meet an ‘‘effective

and in the field’’ reliability constraint which includes the user’s safe use of the

underlying equipment. This problem is then reduced to a risk-constrained design

which can be stated as a certain equivalent constraint, such as:

MaxCE0 ¼ E ~P
� �

� kr ~P
� �

Subject to: Pr ~pRð:Þ�Rcf g� 1� n
ð43Þ

When the index of risk aversion is not known (which is mostly the case), this

optimization problem can be reduced to two complementary problems as stated

earlier with a quantile risk Pr Rc

Rð:Þ� ~p
n o

� 1� n. Thus, if the probability distri-

bution of the user’s reliability is f ð~pÞ and letting the inequality constraint be for

simplicity and equality, we have:

F
Rc

Rð:Þ

� �

¼ 1� n and Rð:Þ ¼
Rc

F�1 1� nð Þ
ð44Þ

As a result,

CE0 ¼

E ~P R ¼
Rc

F�1 1� nð Þ

� �� �

� k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var ~P R ¼
Rc

F�1 1� nð Þ

� �� �

s

1þ Rf
ð45Þ

which we optimize to determine the optimal quantity as indicated above and obtain

the parameter k which is inserted in Eq. 35.

3.3 The Quantile Value at Risk Approach

The quantile risk approach has assumed a renewed interest in the framework of a

VaR (Value at Risk) approach which sets aside a certain quantity of money to meet

a risk exposure with a specified probability (see also [42, 39]). This approach
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replaces the utility approach (defined in terms of a risk aversion index) by a

quantile risk constraint defined as follows:

P
~Y

� � VaR
� �

� n ð46Þ

where n is the risk exposure that a firm sustainswhen its prospective future profits fall

below an amount set, the Value at Risk, which it is willing risk in its design devel-

opment. Assuming again an equality in the VaR constraint and letting the firm profit

be defined by an elliptic distribution function g(.), then the quantity set aside (the

VaR) can be written as a linear function of the expected profits and their variance or:

VaR�E
~Y

� �

� qnr
~Y

� �

ð47Þ

where q1�n expresses ‘‘a price’’ for the cost variability and is calculated by the

following equations:

G q1�nð Þ ¼ n whereG sð Þ ¼
p

n�1
2

C
n�1
2

� �

Z

�1

s

Z

þ1

w2

u� w2
� �

n�3
2 gðuÞdudw ð48Þ

When the distribution is normal we have as a special case (replacing the

inequality by an equality):

VaR ¼ E
~Y

� �

� Qnr
~Y

� �

ð49Þ

where Q1�n is the quantile (tail) probability of a standard normal distribution.

While the VaR is the amount of money set aside to meet contingent losses. In this

particular case, the amount of money at risk is proportional to the profits standard

deviation and its price is:

CE0 ¼ CE
ð1Þ
0 þ VaR ¼

1

1þ Rf
CE

ð1Þ
1 þ VaRð1þ Rf Þ

� �

where CE
ð1Þ
0 is the certain equivalent of the amount of money at risk and therefore

equal to:

CE
ð1Þ
0 ¼

1

1þ Rf
E

~Yð1Þ

1

� �

� k1r
~Yð1Þ

1

� �� �

with a VaR given by:

VaR ¼ E
~Yð1Þ

1

� �

� qnr
~Yð1Þ

1

� �

As a result, the amount at risk is:

CE0 � VaR ¼ CE
ð1Þ
0 ¼

1

1þ Rf
CE

ð1Þ
1

� �
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or

1

1þ Rf
E ~P
� �

� kr ~P
� �� �

� E
~Yð1Þ

1

� �

þ qnr
~Yð1Þ

1

� �

¼
1

1þ Rf
E

~Yð1Þ

1

� �

� k1r
~Yð1Þ

1

� �� �

and therefore:

1

1þ Rf
E ~P
� �

� E
~Yð1Þ

1

� �

� kr ~P
� �

þ k1r
~Yð1Þ

1

� �� �

¼ E
~Yð1Þ

1

� �

� qnr
~Yð1Þ

1

� �

providing a relationship between the VaR profits (and their implied reliability) and

the approach which does not set moneys aside (the VaR) to meet contingent

liabilities and claims arising from unreliability.

This approachmay be expanded in numerous directions to include as well the cost

of holdingmoney tomeet risk contingencies (the VaR) as well as in estimating better

the probability distributions of the consequential costs associated to unsafe events.

3.4 The Mean–Variance (Markowitz) Approach

Assume that the firm’s objective is structured as a mean–variance objective. Then,

our problems are to maximize the returns subject to a risk (variance) constraint, and

minimize the risk (variance) subject to an expected profit constraints. In our reli-

ability-safety problems, this results in a demand-reliability schedule which is a

function of these two constraints, or to a schedule of pairs which generalizes Eq. 23

and given by: D�;R� m; ljf g where (m, l) are the variance and expected profit con-

straints associated to the two objectives problems. For an efficient schedule, meeting

the reliability risk constraints, we have also a schedule: D�;R� m; l;R� �Rcjf g
A quantitative formulation of these problems is thus:

Max
D;Rð:Þ

E
~Y

� �

Subject to: var
~Y

� �

� m ð50Þ

Min
D;Rð:Þ

var
~Y

� �

Subject to: E
~Y

� �

� l ð51Þ

And their solutions provide a set of demand and reliability schedules con-

strained to their efficient solutions:

D lð Þ;R lð Þ R lð Þ�Rcjf g and fD mð Þ;R mð Þ R mð Þ�Rcj g ð52Þ

The set of results (52) indicates for example, all demand and reliability levels

(with a reliability larger than the regulated or design reliability sought) consistent

with the expected profit constraint. A solution of this problem for a family of such

constraint provides a variance efficiency curve. The calculation of these efficiency
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curves is given by the following: The conditions for optimality for the first and the

second problem, defining the efficient reliability set are:

Problem 1:

oE ~Q
� �

oD

ovar ~Q
� �

oD

¼

oE ~Q
� �

oR

ovar ~Q
� �

oR

and var
~Y

� �

¼ m ð53Þ

and

Problem 2:

oE ~Q
� �

oD

ovar ~Q
� �

oD

¼

oE ~Q
� �

oR

ovar ~Q
� �

oR

and l� E
~Y

� �

¼ 0 ð54Þ

with equations defining the means and the variances as well as their differentials as

seen above. This is a straightforward optimization of the Lagrange optimization

problem above. Note that in these problems, we have:

2r
~Y

� �or ~Q
� �

oD
¼

ovaR ~Q
� �

oD
; 2r

~Y
� �or ~Q

� �

oR
¼

ovaR ~Q
� �

oR
ð55Þ

and therefore,

oE ~Q
� �

oD

or ~Q
� �

oD

¼

oE ~Q
� �

oR

or ~Q
� �

oR

¼k and var
~Y

� �

¼ m; and l� E
~Y

� �

¼ 0 ð56Þ

which reduces to the problems considered earlier when using the certain equivalent

with k denoting the price (in an expected profit sense) of a unit standard deviation

(a price smaller than one however for a risk averse firm).

For example, assume that UðRð:Þ;DÞ ¼ aRaDb and E(Zj) = var(Zj) then in

Eq. 37, we will have:

p� abRaDb�1

1� p̂Rð:Þð ÞE ~Zj
� � � ð1� hÞ

ð1� hÞ2 1þ p̂Rð:Þ þ ð2D� 1Þr2pR
2E Zj
� �

n o

¼

1� h�
aaRa�1Db

Dp̂E ~Zj
� � þ

ð1� hÞ2 �1þ 1� 2p̂Rð:Þ þ
2ðD� 1ÞRð:Þr2p

p̂

 !

E Zj
� �

( ) ð57Þ
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which we can solve numerically for the reliability as a function of the quantity

produced, and determine k.

3.5 Safety, Reliability and Market Pricing

Financial assets are traded in financial markets and priced by these markets. All

assets converted into financial instruments that are broadly traded can thus be

priced. If assets cannot be transformed into such instruments and have one or all of

their characteristics replicated by such instruments, then we cannot clearly and

uniquely set their price. In this context, the Certain Equivalent profit considered in

this paper is equivalent to a risk free bond and was thus, priced by a risk free rate.

Thus, the ‘‘Certain Equivalent’’ profits defined, have allowed our implying and

equating their price to that of a bond which is widely traded. By the same token, if

it were possible to define optional instruments based on the cash flows of the firm

profits then, ‘‘an implied market price’’ can be defined based on the ‘‘equivalent’’

option price (if it is traded).

For example, let the firm sell an obligation to investors who will pay a certain

sum, say S in exchange for a share of profits, say above a strike and given by

Max t ~Q� K
� �

; 0
� �

. If we consider for simplicity a one period problem and

assume that markets are complete (for example, see [43]), and assume that future

returns have a binomial value, say
Qþ

[K and
Q�

\K then by risk neutral

pricing (for example, see [43]), the current price is the risk free expectation of the

future gain, namely:

S ¼
1

1þ Rf
E� Max t

~Y
� K

� �

; 0
� �

¼
1

1þ Rf
p�t

Yþ
� K

� �

ð58Þ

and therefore, the implied probability of the return
Qþ

is p*:

p� ¼
S 1þ Rf

� �

t
Qþ �K
� � ð59Þ

Thus, by the same principle of risk neutral pricing, and using the implied

probability, we have:

Y

0
¼

1

1þ Rf
p�
Yþ

þ ð1� p�Þ
Y�

� �

ð60Þ

and therefore, the current (implied) profit of the firm priced by the market is:

Y

0
¼

1

1þ Rf

S 1þ Rf

� �

t
Qþ �K
� �

Yþ
þ 1�

S 1þ Rf

� �

t
Qþ �K
� �

 !

Y�

 !

ð61Þ
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Note that if there are two similar contracts (rather than one (S, K)), with say,

M, L, we have then an additional equation:

Y

0
¼

1

1þ Rf

M 1þ Rf

� �

t
Qþ �L
� �

Yþ
þ 1�

M 1þ Rf

� �

t
Qþ �L
� �

 !

Y�

 !

ð62Þ

which can be used to calculate the implied returns
Qþ;

Q�� �

. Further, if

p� ¼ puserR, then the implied probability of the user is:

puser ¼
S 1þ Rf

� �

tR
Qþ �K
� � ð63Þ

In other words, financial observation of contracted prices provides an important

source of information regarding the implied physical characteristics that underlie

behavior of user and their reliability. These observations are not however ‘‘statistical’’

resulting from prior observations or past data but resulting from a current observation

of prices of assets and their derivatives that in a complete market, are defined by their

future consequences and an exchange between buyers and sellers on these returns that

result in a unique equilibrium price—the current price. Since all derivatives products

have outcomes which are a function of the future (and predictable) outcomes,

derivative prices that are traded based on these returns can be used to infer these future

returns. Since these returns are based on an exchange of parties that need to have the

same risk attitudes, the resulting future states are virtual estimates defined by what

market prices indicate what the beliefs of these states by the trading parties say they

are (and not what they may be statistically or subjectively defined to be).

If one accepts current prices as reflection of future states imbedded in a market

equilibrium model in which prices defined uniquely for set levels of risk (and other

conditions that define such markets, we call complete), then a design of reliability

and safety-consequential events will then be based on the maximization of all

values actualized in expectation based on some implied probabilities defined by an

appropriate and corresponding economic model (including of course both regu-

lation and other external constraints used to construct the model of future

‘‘states’’). Of course, if we assume that investors and speculators have an implied

utility with an implied risk aversion, with an insurance price to remove all risks

defined, then equivalence between the current certain equivalent and the current

implied market price can be presumed. For example, in the case treated earlier

with a quadratic utility, then if the full insurance price a party may be willing to

pay to reduce the returns risk is kr
Q

ð Þ and therefore the discounted certain

equivalent (if equated to the current market price ought to be):

Y

0
¼ CE0 ¼

EP� kr
Q

ð Þ

1þ Rf

� � ð64Þ

and therefore, the implied ‘‘market’’ risk aversion in parameter k can be expressed

by a solution of the equation. This relationship thus provides a direct relationship

between the risk neutral probability used in pricing future profits (assuming that
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markets are complete, i.e., with no arbitrage, a unique price, no transaction cost,

etc.). This equivalence will be misleading however if the utility is not of the

quadratic type and if it expresses specific parties’ preferences rather than an

‘‘abstract’’ market preference risk.

This synthetic approach to market pricing requires therefore information

regarding the future profits (the predictability of future states) and an exchange

between many parties resulting in the definition of a price—unique, agreed on,

with no party having a personal information or power it can exercise for its

personal advantage. In such circumstances, markets are said to be complete while

in all other cases, they are said to be incomplete. In practice, the future states may

be unpredictable, information is not commonly available to all and equally, and

parties to any exchange may have a power or a knowledge which is not shared.

In such cases, a counterparty risk arises with some of the parties potentially

profiting from the advantage they can derive. In an environment where the reli-

ability is inherent in a product manufacture (say the selling party) and the con-

sumer behavior (say the buying of the product), there are counter party risks at

play that render the predictability of future states more difficult and thereby their

pricing (and the price of safety to mitigate certain undesirable states) more difficult

to determine. This approach provides nonetheless an important avenue of research

and applications to pricing safety and risk in general [43].

4 Conclusion and Discussion

Safety and reliability are intimately related. They depend on both the system

architecture and reliability and on the user assumed to transform the system

reliability into a random reliability system in series. The implications that users

(buyers) are unreliable, potentially (and mostly) at fault for the unsafe use of

products and their consequences may be misleading. Rather, both buyers and

sellers and buyers of risk-prone and unsafe products may be at fault (as indicated

here). The uncertainty regarding user’s reliability and user’s heterogeneity with

broadly varying reliabilities and care they assume in the use of an equipment or

product has led to extremely large costs (when the expected costs of unsafe use are

indeed very large), beyond the marginal costs of production. While reliability is a

design parameter expressing a performance in a controlled setting, the combined

reliability of the system and the user is ‘‘a reliability in fact’’, which is at best a

compound random event, expressing our lack of knowledge regarding user’s use,

user’s heterogeneity as well as the counterparty risks latent in such exchanges.

This heterogeneity has an important effect on both firm’s policies and firm’s

sustainability while counterparty risks have an important effect on the inequities

that exist in markets for risk and safety.

Safety was defined in this paper as a consequential risk which has both direct

and indirect effects. In the former case, safety is usually well defined and therefore

accounted for, while in the latter case, it may be neglected with consequences that
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depend on whether the perpetrator of risk assumes or not his responsibilities. When

risks are shared and in particular exchanged between parties (of broadly different

information and risk attitudes), a market for risk might be defined in which case,

the risk implied in a designed safety-reliability system can be defined in terms of

risk prices.

When the parties are well defined and have different and conflicting objectives,

this defines a counterparty—or strategic risk [41]. When the parties are not defined

and exchange and risk sharing occurs through a financial market, then this defines a

market for risk, independent of any person but resulting of ‘‘many persons, investors

and speculators’’, pursuing their own self-betterment. This results in a price at which

risk is exchanged which we called the market price of risk. This price is both model

and rationality based—which can be violated in practice from many reasons. This

paper has sought to merge the particular concerns of firms seeking to design eco-

nomically safe and reliable systems. To do so a number of economic approaches

have been contrasted and applied to deal with the traditional reliability design

problems. In particular, I emphasized the risk-based approach and devised a number

of solutions that integrated financial economic considerations (some based on our

using the Markowitz [28] (first published in 1950 however) approach to portfolio

design to that of production-reliability schedules and the Value at Risk Approach

used in practice by financial institutions). By the same token, I have briefly intro-

duced the financial markets’ pricing approach to these problems. Although, the

problems we treated are elementary and require extensive and further research, these

problems point out the potentiality of such approaches in safety-reliability design

from an economic and risk management perspective.

Financial economics deals extensively with pricing problems to allow an

exchange (and thereby point out to a market price at which risk is exchanged) while

hedging is pursued in order to reduce particular risks through exchanges. In such

cases, hedging might consist of buyer–sellers agreement based on optional contracts

or simply risk sharing agreements based on warranties and other financial services

that producers provide to buyers. Thus, the prices of contractual agreements and risk

exchanges may be used to infer the price of risk which can be used as an ‘‘objective’’

valuation of safety-reliable configuration (expressing in fact person’s risk attitudes

and latent counterparty risks which are not easily defined or priced). Through the

willingness of buyers and sellers to buy and sell optional characteristics associated to

a product, the market price of safety and reliability may be sought as it will provide a

richer information base that prices essentially the same future states. Namely, since

financial instruments are not costless and require that we determine their price so

theymay be used rationally, these prices are the implied indicators of what reliability

and safety would a market be willing to pay for (and therefore to be designed

appropriately). For example, options require that a premium (the option price) be

known and paid to limit the size of losses just as product warranties are required to

pay a premium (the price of warranty) to assure the buyer against products failure

and their consequential costs. Both financial-based and ‘‘subjective’’ approaches

(utility based, VaR techniques, etc.) are important, each contributing to a better

assessment of parties’ implied preferences for risk, their willingness to buy and sell
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and the observation of real prices—at which the exchange of risk and its derivatives

occurs. It is for this reason that such approaches may be useful in defining the

implied safety and reliability observed in real and current prices.
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Reliability Analysis of Structures Under

Hybrid Uncertainty

Subrata Chakraborty and Palash Chandra Sam

1 Introduction

In engineering applications it is important to model and adequately treat all the

available information during the analysis and design phase. Typically, the

information are originated from different sources: field measurements, experts’

judgments, objective and subjective considerations. Over these features, the

influences originated from the human errors, imperfections in the construction

techniques, influence of the boundary and environmental conditions are added.

All these aspects can be brought back to one common denominator: presence of
uncertainty. The uncertainty can be viewed as a part or class of imperfection in

the information that attempts to model a system behavior in the real world (see

Fig. 1). It is the gradual assessment of the truth content of postulation e.g., in relation

to the occurrence of a defined event. Normally, the uncertainty is viewed in two

categories, namely aleatory and epistemic. The aleatory uncertainty is classified as

objective and irreducible uncertainty with sufficient information on the input

uncertain data. These are inherently connected to the problem at hand and cannot be

influenced by the designer. The epistemic uncertainty is classified as subjective and

reducible uncertainty that stems from the lack of knowledge about the input

uncertain data. It arises from the cognitive sources involving the definition of certain

parameters, human errors, inaccuracies, manufacturing and measurement

tolerances, etc. In brief, the objective uncertainty is concerned with the tendency of
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an event to occur, and the subjective uncertainty is concerned with the ability to

occur. In real-life application it is classified in such a way that a mathematically

founded and realistic description is ensured in the structural analysis and safety

evaluation [1].

The profession has accepted the fact that the existence of uncertainty cannot

be avoided in the analysis and design of engineering system. It is now well

recognized that when the existence of uncertainty is taken into account it leads

to a more cost-effective design rather than when it is planned to eliminate or

greatly reduce it for final design that will be safe, reliable and robust against

uncertainty. Thus, the consideration of uncertainty in engineering analysis and

design process is gaining increasing importance in the profession. The uncer-

tainty quantification in a typical engineering decision-making process requires:

(1) Characterization of the uncertainty involved in various system parameters

and external environment; (2) Propagation of this uncertainty through engi-

neering models and computational tools. The first step of characterization of the

uncertainty involves the development of methodologies to model the uncertainty

of both the aleatoric and the epistemic type. Regardless of the type being con-

sidered, the characterization process depends on the Experimental Research and

Expert Judgment. The outcome of the process is in the form of probability

distribution function (pdf), membership function (mf), interval bounds, etc.,

depending on the quantity and quality of data feasible to acquire. The propa-

gation of uncertainty mainly involves two aspects i.e., the response analysis of

system considering the uncertain input parameters and the associated safety

analysis compatible with the decision-making process. The response of structural

model under excitation can be mathematically expressed by a set of equations

with suitably prescribed boundary and initial conditions as:

X Yðx; tÞ½ � ¼ F x; tð Þ ð1Þ

where Y(x, t) is the output of the system due to input F(x, t) and X is the

differential operator, representing the mechanical system. The model as defined

by Eq. 1 involves two independent variables i.e., the position vector x and the

time variable t. Depending on the nature of the variables involved in a typical

Imperfection 

(Data Input)

Imprecision Inconsistency Uncertainty

Without Error With Error

Invalid

Unacceptable

Distortion

Biased error

Nonsensical

Extreme aspects

Objective

Uncertainty

Subjective 

Uncertainty

Fig. 1 Various forms of
imperfection in the input
information
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problem, various types of analysis problems may arise. Those problems can

be broadly classified as depicted in Table 1. Nowadays, the response analysis

under uncertainty is generally performed through numerical model and various

methods like the stochastic finite difference method (SFDM), the stochastic finite

element method (SFEM), the stochastic boundary element method (SBEM), the

fuzzy finite element method (FFEM), etc., emerged from this. The response

surface method (RSM) based various metamodel strategies are also very common

to approximate expensive computer simulations [2, 3]. The safety assessment is

performed through reliability analysis either in the probabilistic or in the pos-

sibilistic approach depending on the quality and quantity of information available

about the input uncertain parameters.

The present chapter deals with the safety evaluation of structure when it is

characterized by both the probabilistic and the possibilistic uncertain parameters

and referred to as hybrid uncertain systems. In doing so, various methods of safety

evaluation of structural system under uncertainty are summarized first. Then,

relying on the fundamental concept of various emerging methods of transforma-

tion of the possibilistic variables to equivalent probabilistic variables or vice versa,

the feasibility of reliability analysis of such hybrid uncertain systems either in the

probabilistic or in the possibilistic format is demonstrated. Finally, a numerical

example illustrates the capability, consistency and suitability of the transformation

approaches to evaluate the safety of hybrid uncertain system.

2 Safety Analyses of Structures Under Uncertainty

In last 20 years or so, many new methods have been developed to deal with the

imperfection in input data. The large number of models reflects that there exist

many aspects of imperfection and the probability theory is not the unique nor-

mative model that can be coped with all of them. In fact, numerous methods are

used to deal with the uncertainty in natural sciences and engineering. These

include from the probability theory and its variants (Bayesian theory, reliability

theory), to multi-valued logic, fuzzy and related possibility theory, interval

Table 1 Classifications of structural analysis problem

Level System
Operator (X)

Input (F) Output
vector (Y)

Remark

1 Deterministic Deterministic Deterministic Conventional deterministic structural
analysis

2 Deterministic Deterministic Uncertain Random vibration

3 Uncertain Uncertain Deterministic Stochastic system (SFEM, SFDM,
SBEM, FFEM, etc.)

4 Uncertain Uncertain Uncertain Most general models
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analysis, etc. This section briefly discusses such various developments of safety

evaluation of structures and a critical comparison is also made with emphasis on

the safety evaluation of hybrid uncertain system.

2.1 The Probabilistic Approach

For a long time, the probability theory was the only approach used to quantify the

uncertainty of input parameters necessary to model the engineering system. Even

now, the probabilistic methods are almost exclusively used in the industry. The

applications vary from the structural design to biomechanics, to water quality

control, to estimate the output of drainage systems, designing integrated circuits,

traffic control and traffic flow estimation, and so on. In probabilistic approach, the

assurance of performance is referred to as the reliability. Mathematically, this

performance function is described as,

Z ¼ gðXÞ ð2Þ

where X is the vector consisting of the uncertain parameters. The probability of

failure due to a single failure mode can be mathematically expressed by the

following multi-dimensional integral,

pf ðZ\0Þ ¼
Z

��
Z

gðXÞ\0

fXðXÞdX ð3Þ

where fX(X) is the n-dimensional joint pdf of the basic random variables. The

computation of probability of failure (pf) by the above equation is the fundamental

of safety evaluation in probabilistic approach known as the full distribution

approach. In general, the joint pdf of random variables is almost impossible;

moreover, evaluating the multiple integral is a formidable task. The Monte Carlo

simulation technique is used as the robust alternative to compute the pf for both

the explicit and implicit limit state function with known pdf of the random vari-

ables. But it requires a number of deterministic analyses ranging between few

hundreds to tens of thousands depending on the magnitude of pf. Normally, the

second moment based approximation methods i.e., the first-order reliability

methods (FORM) and the second-order reliability methods (SORM) are proposed

in the literature to obtain a reasonable estimate of pf with significantly lower

computational effort. In the present study, the FORM is used to obtain the safety in

probabilistic format for structural system under hybrid uncertainties. A brief

description of this method is provided in Appendix A. Further details may be seen

elsewhere [4–6].

The second moment methods require fewer deterministic analyses provided that

the closed form expressions of the sensitivity derivatives of the performance

function with respect to the random variables are available. Otherwise, one may
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need to opt for the RSM to approximate the failure surface. The second moment

methods may yield erroneous estimate of pf for which there are multiple most

probable points as in the case of structural dynamic problems. In this regard, the

most significant criticism on the widespread use of classical reliability methods is

that the information input in the analysis has to be in a precise probabilistic format

and the limit state function through which this information is propagated is a

precise model. The statistical distributions of the parameters, good information on

correlations, etc., are seldom known for all random variables in real-life design

problems. Moreover, the probabilistic approach is based on the accuracy of the

probabilistic model of the random parameters. It has been shown [7] that even

small errors in the statistical parameters may have large effects on the computed pf,
especially when these probabilities are very small.

2.2 The Possibilistic Approach

The reliability evaluation of structural system is carried out based on the classical

probability theory in which some of the variables are considered to be random and

rests are assumed as deterministic. The limit of applicability of such an approach is

attained when insufficient reliable data are only available to describe the real-life

systems with the aid of pdf. The effectiveness of probabilistic approach is thus lost

with non-probabilistic uncertainty in the system input parameters. Moreover, the

real-world problems are more complex than their corresponding mathematical

model and to compensate this gap, some linguistic explanation occasionally adds

to the results obtained through the models. In order to quantify such information, it

is possible to apply the uncertainty measure on the basis of existing available data

with the additional information from expert knowledge and experience. This has

led to the development of various possibilistic methods. The related developments

are summarized in the following.

2.2.1 Interval Analysis and Convex Modeling

In many cases, for example in preliminary design phases, even though some

experimental data are available, it is not enough to construct the pdf, reliably. The
available data can be used, particularly in combination with the engineering

experience, to set some tolerances or bounds only. A typical example is the

uncertainty in the parameters arising from the manufacturing tolerances, materials

defects and variation in the operating conditions or errors in the observations.

In such cases, the uncertain design variables can be well modeled using the non-

probabilistic convex models of uncertainty. Examples of convex models include

intervals, ellipse or any convex sets. This kind of mathematical model is called

uncertain but bounded (UBB) model. BenHaim and Elishakoff [7] proposed a

version of worst-case design based on the convex models for design problems with
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UBB variables. A quantitative non-probabilistic reliability measure based on the

convex model was first introduced by BenHaim [8] and the subsequent develop-

ments on the structural reliability analysis in which the bounds on the magnitude

of uncertainty that is only required are notable [9–11].

The interval method of analysis seems to be a logical alternative when the

parameters required to create the probabilistic models cannot be precisely deter-

mined due to lack of data. Interval analysis considers rectangular model that

encloses all the possible combinations of the uncertain variables i.e., consists of all

the possible probabilities that are consistent with the available information. It is

basically a worst-scenario method since all the UBB variables vary independently

and thus may reach their extreme values simultaneously leading to overly con-

servative design. The ellipsoid model considers all the variables to be correlated

with each other, which excludes the extreme combination of the uncertain

parameters and thus avoids overconservative designs. However, in reality, only

part of these UBB variables are actually correlated while some others vary inde-

pendently. Therefore, a more realistic option is to divide all the UBB quantities

into groups and treat them with a multi-ellipsoid convex model [12].

2.2.2 The Possibility/Fuzzy Set Theory Based Approaches

The possibility is an alternative approach to the probability, initially introduced

to model the uncertainties when the available information is linguistic. Various

methods have been developed to deal with such subjective uncertainty. It is

based on the possibility distribution defined by the mf obtained from the

numerical data along with the expert knowledge and experience. A brief note on

the fundamentals of possibility theory and fuzzy uncertainty are described

in Appendix B. The fuzzy set theory based structural reliability analysis

developments are summarized here.

The possibilistic safety evaluation algorithms mainly tried to explore the entire

range of the uncertain variables to estimate the pf. In a typical interval analysis or

a-cut in fuzzy set approach, repeated standard probabilistic reliability analyses are

performed to obtain the worst failure distribution pattern. Brown [13] first applied

the fuzzy measure concept with classical structural reliability theory to obtain

more reliable failure modes. Subsequently, Shiraishi and Furuta [14], Yao and

Furuta [15] used fuzzy logic in structural reliability application. The outline of

fuzzy theory and its contribution to structural reliability assessment is presented in

Furuta [16] demonstrating the applicability of fuzzy set theory in various structural

engineering applications. Yubin et al. [17] analyzed the fuzziness between the

structural reliable state and the failure state. They proposed an intermediary

transition between the two states and for a given confidence level a, the structural

fuzzy random reliabilities were evaluated. Cremona and Gao [18] presented an

alternative to the probabilistic theory based on the possibility theory that uses a

new confidence measure: the measure of possibility to estimate the distribution of

possibility of failure. Linear and nonlinear limit state function involving
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non-interactive generalized fuzzy variables are transformed to Gaussian fuzzy

number and a possibilistic reliability index computation procedure is developed

analogous to the probabilistic reliability index computation. This approach is used

in the present numerical study for possibilistic safety assessment and briefly

described in Appendix C. Möller et al. [1] developed a safety assessment method

by transferring the uncertain input variables described by the fuzzy mf to fuzzy

output response through a-cut using efficient optimum vortex method. Möller et al.

[19] further introduced the fuzzy FORM (FFORM) of analysis by transferring the

fuzzy random variables having known fuzzy mf to standard normalized variables.

Bing et al. [20] proposed a method for fuzzy reliability analysis where the fuzzy

linear regression model was used in conjunction with the finite element method.

Similar to the stress-strength inference model in the classical reliability theory, the

fuzzy stress-random strength is proposed to evaluate the fuzzy random reliability

of mechanical structure. Jiang and Chen [21] developed a computational model to

obtain the fuzzy reliability of mechanical component in which the fuzzy reliability

was obtained using the conventional probability and mathematical transition.

Starting from the fundamentals of fuzzy mathematics to fuzzy structural analysis

and subsequently fuzzy reliability analysis is well covered in the text on fuzzy

randomness [22].

2.3 The Safety Assessment Approaches and Hybrid Uncertainties

The probabilistic and the possibilistic methods of reliability analysis of structures

as discussed above have been developed independently i.e., the former is to

consider the random uncertainty and the latter is for nonstochastic uncertainty.

Langley [23] has shown that the same numerical algorithm could be used for

finding both the probability and the possibility of failure, modifying only the

function to be minimized. Chakraborty [24] has reviewed the various safety

assessment alternatives under uncertainty. Though, the valuable comparisons

between these two methods are available in the literature [25, 26], no work seems

to be available to find the relationship between the two approaches. Moreover, as

such there is no consensus about what method to be used in many real-life

problems. The general understanding is that if the uncertainties are modeled

accurately, the probabilistic methods are better than their counterpart for efficient

design. But, the scarcity of data available may need to make strong assumptions

which can be sensitive enough in terms of safety of the system. It has been

repeatedly invoked in the literature that the possibility is a better choice in such a

case as the approach is not only safe but also simpler to apply. Moreover, it is

difficult to make the probabilistic approach more conservative to protect the design

from inaccuracies made due to lack of information. But, it is easy to increase the

degree of conservatism in the possibilistic approach. In general, the possibility of

failure effectively imposes a factor of safety on the probability of failure [25].

However, the issue of switching from the probabilistic to the possibilistic approach
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by justifying whether the information is little is not very clear. It is further noted

that the possibility theories are of little use in the design of system with large

number of failure modes that are known to be independent [26]. On the contrary,

the probabilistic safety analysis is computationally expensive and there may not

be enough information at early stage of design cycle. Thus, the possibilistic

methods requiring less information yet can provide a measure of reliability that is

attractive at preliminary design stage. At early design phase, the subjective

uncertainty representing the design imprecision and inexactness in choosing

among design alternatives usually dominates the preliminary design configuration.

This conservatism would certainly ensure performance but could adversely

affect the optimum cost. With the progress of iterative design process, these types

of uncertainty reduced gradually, but the objective uncertainty remains throughout

the design process. The general consensus is to opt for probabilistic approach

when the numbers of possibilistic variables present in the system are greatly

reduced [26].

Interestingly, most of these observations are based on the fundamental

assumption that the input system parameters information are either all possibilistic

or all probabilistic. This poses serious restriction on the necessary flexibility to the

designer to start with both the probabilistic and the possibilistic description of the

variables depending on the nature of available data so that one needs less

assumption at early stage of modeling. Various transformation methods have

emerged in the literature to transform the possibilistic variables to equivalent

probabilistic variables or vice versa. The concept of establishing the equivalence

between the fuzzy and random variables through entropy principle is used in

structural analysis [13, 27, 28–30]. Chakraborty and Sam [31] applied the various

transformation approaches to carry out the safety assessment in probabilistic

format for hybrid uncertain system. Marano et al. presented [32] a fuzzy time-

dependent reliability analysis procedure using information entropy for reinforced

concrete beam subject to pitting corrosion considering random and fuzzy system

parameters. Rao et al. [33] proposed a procedure of unified solution to tackle the

hybrid uncertainties by combining the SFEM solution with the FFEM solution.

Ferrari and Savoia [34], Savoia [35] defined an equivalent class of pdfs compatible

with the corresponding fuzzy descriptions. Smith et al. [36] proposed to scale the

fuzzy mf of the system response to a pdf. The implicit limit state functions are

modeled using high-quality approximations to estimate the reliability of system

with mixed parameters [37]. Du [38] proposed a unified uncertainty analysis

considering the effect of mixed uncertainty and it is shown that the belief and the

plausibility measures can be converted to obtain the lower bound and the upper

bound probabilities in the context of evidence theory. A definition of structural

reliability under mixed model representation is proposed by Luo et al. [39]

employing the multi-ellipsoid to represent the bounded uncertainties. In this

regard, the works on design optimization of system under random and fuzzy

variables are worth mentioning to deal with the mixed uncertainties [40, 41].

It is generally realized that either the probabilistic or the possibilistic approach

is not compatible to tackle the hybrid uncertainties. But, the concept of various
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transformation methods can be readily used to unify the mixed variables so that the

existing probabilistic or the possibilistic reliability analysis format will be com-

patible. Relying on the fundamental concept of such transformations, the feasi-

bility of reliability analysis of hybrid uncertain system either in the probabilistic or

in the possibilistic format is demonstrated in the present chapter. This will provide

the necessary flexibility to the designers to model the structural parameter

uncertainty either probabilistically or possibilistically depending on the nature and

quality of the input data. A numerical example illustrates the capability and

consistency of the various strategies of transformation to evaluate the safety of

hybrid uncertain system.

3 Safety Evaluation Under Hybrid Uncertainty

The focus of present study is on the reliability analysis of structures characterized

by both the probabilistic and the possibilistic variables. The probabilistic variables

are described by the associated pdf and the possibilistic variables are described by

the associated fuzzy mf. The limit state function of the related reliability analysis

problem involves the probabilistic and also the possibilistic variables. Thus, to

make the analysis compatible with the reliability analysis in the probabilistic

format or in the possibilistic format as described in appendices A and C, respec-

tively, one needs to express the performance function either in terms of the random

variables or in terms of the fuzzy variables only depending on the approach of

analysis desired to apply. It is thus, generally realized that the fuzzy variables need

to be transformed to equivalent random variables or vice versa for safety analysis

under mixed uncertain variables. However, the transformation should be such as to

satisfy the consistency conditions. One condition is that the possibility of an event

should be greater than or equal to its probability. A more restrictive condition is

that the possibility of any event that has non-zero probability must be 1. This

condition leads to overly conservative design. In most cases, the transformations

are obtained by satisfying the first condition only. In the subsequent sections,

potential alternatives to transfer the fuzzy variables to equivalent random variables

or vice versa are presented so that the limit state function can be expressed in terms

of the random variables or in terms of the fuzzy variables only so that one can

choose the method of analysis conveniently either in the probabilistic or in the

possibilistic format.

3.1 Equivalent Entropy-Based Transformation

Entropy is a measure of the uncertainty of a random variable. It can also be looked

upon as a measure of the imprecision for a fuzzy variable. Using the basic concept

of entropy, the fuzzy imprecision can be transformed to random uncertainty or vice
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versa. The basis of this transformation is that the measurement is invariant under

transformation. The principle allows one to use all the available information

without unwittingly adding any information that is not contained in the evidence.

The concept has been successfully applied to update the uncertain parameters.

The probabilistic entropy i.e., Shannon’s entropy, Hx, of an equivalent random

variable, x, is defined as,

Hx ¼ �
Z

x

pðxÞln pðxÞ dx ð4Þ

where p(x) is the pdf of x. The entropy of a non-probabilistic variable as defined by

DeLuca and Termini [42] is given by,

G
0

x ¼ �
Z

x

½lðxÞðln lðxÞÞ þ ð1� lðxÞÞ ln ð1� lðxÞÞ�dx ð5Þ

The second term in Eq. 5 corresponds to the complementary events. Alterna-

tively, the non-probabilistic entropy, G
0
x; can be defined as,

G
0

x ¼ �
Z

x

lðxÞ ln l0ðxÞdx; where l0ðxÞ ¼ lðxÞ
R

x

lðxÞdx ð6Þ

where l(x) is the mf of x. The contribution due to the complementary term is

dropped from Eq. 5 as the mf is standardized. It may be noted that the use of Eq. 5

leads to overly conservative design.

The equivalent entropy can be evaluated for normal random variable as,

Hx ¼ �
Z

x

pðxÞ ln pðxÞdx ¼ �
Z

þ1

�1

pðxÞ½� lnð
ffiffiffiffiffiffi

2p
p

rÞ � 1

2

x� �x

rx

� �2

�dx

¼ ln
ffiffiffiffiffiffiffiffi

2pe
p

r
� �

ð7Þ

where �x and rx are the mean and standard deviation of the uncertain variable.

During the transformation of uncertain variable, the entropy of the transformed

variable should have the same entropy of the original variables i.e.,

Hx ¼ G
0

x ð8Þ

Substituting Eqs. 7 in 8, the parameter of the equivalent normal variable can be

obtained as,

r ¼ 1
ffiffiffiffiffiffi

2p
p eG

0
x�0:5 ð9Þ

The mean of the equivalent random variable is assumed to be same as that of

the core of the fuzzy variable i.e., the value corresponding to mf value of 1.0.
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In general, the application is not restricted to the normal random variables only.

Any random variable having distribution function defined by two parameters can

be obtained by the transformation. However, the choice of the distribution should

be such as to minimize the loss of information. The maximum entropy principle is

mathematically an optimization problem where one seeks a pdf which maximizes

the entropy function. If the distribution is defined by two parameters, the Gaussian

distribution is obtained by this criterion [43]. Thus, the normal distribution satisfies

most conservatively the consistency condition that the probability must be less

than or equal to possibility as it maximizes the entropy.

Similar to above, to perform the transformation from random variables to fuzzy

variables, all non-normal variables are first transformed to equivalent normal

variables. Subsequently, the support of the fuzzy variables can be obtained by

using Eq. 8. As earlier, the core value is assumed to be same as the mean of the

equivalent normal variable. The application is not restricted to symmetric trian-

gular fuzzy distribution only. Nonsymmetric triangular or trapezoidal fuzzy dis-

tribution property can also be readily obtained by using the associated expression

of the fuzzy entropy corresponding to the desired mf of the fuzzy variables. For a

triangular fuzzy variable as shown in Fig. 2, the mf can be mathematically

expressed as,

lF xð Þ ¼ x� að Þ
c� að Þ for a� x� c

¼ b� xð Þ
ðb� cÞ for c� x� b

ð10Þ

And, the fuzzy entropy can be derived using Eq. 10 in 6 as,

G
0

x ¼ 0:5� ln
2

b� a
: ð11Þ

Now, Eqs. 8 and 11 can be used to obtain the support width of the transform

fuzzy variable i.e. (b - a) in terms of standard deviation of the normal random

variable.

a c b

α

L
f α α

U
f

1.0

( )F xµ

x

Fig. 2 The Fuzzy
distribution and a-cut
description
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3.2 Transformation by Scaling the Membership Function

A transformation approach based on the Bayesian approach is proposed by Smith

et al. [36] to reduce the conservatism of the possibility theory. Scaling the mf with
respect to the area under it does the transformation. The scaling factor is obtained

to satisfy the axiom that the area under the pdf should be unity. It also intuitively

satisfies the consistency principle that the possibility of an event should be greater

than or equal to its probability. The corresponding pdf of the triangular fuzzy

variables shown in Fig. 2 is obtained simply by scaling the mf i.e.,

p xð Þ ¼ k x� að Þ
c� að Þ for a � x� c

¼ k b� xð Þ
b� að Þ for c � x� b; where; k ¼ 2

b� a

ð12Þ

The cumulative distribution function (CDF) can be obtained by integrating

above equation.

3.3 The Reliability Bounds

The probability of an event is a direct measure of the confidence one can attribute

to the event. The possibility and necessity measure do not satisfy the additive

axiom rather defined the limiting cases of inequalities. The knowledge of possi-

bility (or necessity) of the event alone is not sufficient to estimate the confidence

on it, nevertheless, the equality relation is assumed so that, once the possibility of

an event is known, the necessity of the complementary event is determined or vice

versa. Following the interpretation of the possibility distribution based on the

evidence theory, Dubious and Prade [44] defined an equivalent class of probability

distribution where the lower bound and the upper bound of the probability are

shown to be the possibility and the necessity. Based on this, Ferrari and Savoia

[34] describe the compatible CDF in which the left boundary coincides with the

increasing branch of the fuzzy variables and the right side boundary coincides with

its complement i.e., the decreasing branch. For a fuzzy variable having a mf, l(x),
the conservative estimate of the upper bound and the lower bound of the CDF is

then defined as,

F�
x ðxÞ ¼

0;
lxðxÞ;
1;

x\xL
xL � x� xC
x[ xC

8

<

:

F�xðxÞ ¼
0;

1� lxðxÞ;
1;

x\xC
xC � x� xR
x[ xR

8

<

:

ð13Þ

The upper bound and the lower bound pdf can be obtained by differentiating the

associated CDF. The upper bound and the lower bound CDF and pdf corre-

sponding to any fuzzy distribution are conceptually clarified in Fig. 3. The pdf
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compatible with the fuzzy description lies in between these two distributions and

infinite number of distributions may exist.

For a symmetric triangular fuzzy number as described in Fig. 2, the lower and

the upper branches of the mf can be written as,

lLðxÞ ¼
x� a

c� a
; lRðxÞ ¼

x� c

b� c
ð14Þ

Following Eq. 13, the upper and the lower CDFs are obtained as,

F�
x ðxÞ ¼

0; x\a
x�a
c�a; a� x� c
1; x[ c

8

<

:

F�xðxÞ ¼
0; x\c
x�c
b�c; c� x� b
1; x[ b

8

<

:

ð15Þ

And the associated pdfs will be,

f �x ðxÞ ¼
0; x\a
1

c�a; a� x� c
1; x[ c

8

<

:

f�xðxÞ ¼
0; x\c
1

b�c; c� x� b
1; x[ b

8

<

:

ð16Þ

3.4 Reliability Analysis Under Hybrid Uncertainty

It is apparent that to perform the safety evaluation of structures characterized by

mixed uncertain variables, all the parameters must be either random in case of

probabilistic approach or all must be fuzzy type for possibilistic approach of safety

evaluation. A structural system in which some variables are random, defined by

their respective pdf, and some are fuzzy defined by the associated mf, one can

easily derive the properties of the equivalent random variables following the

fundamental concept of transformation as described in Sects. 3.1 and 3.2. If the

transformed variables are not normal, those can be further transformed to equiv-

alent normal variables by applying suitable transformation like the Rackwitz–

Fiessler algorithm. Now, the standard second moment format as described in

L
X

R
X

x

*
F (x)

*F (x)

F(x)

1

(x)μFig. 3 The conservative
bounds of the probability
distribution
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Appendix A can be readily applied to obtain the reliability index and the corre-

sponding probability of failure. For a comparative study between these two

approaches, a conservative upper bound and lower bound of pf can be computed

following the equivalent class of probability distribution boundaries as described

in Sect. 3.3. The lower CDF and the pdf for the fuzzy variables are obtained from

the mf and those are transformed to equivalent normal variables using Eq. 6.

To obtain the lower bound pf, the same procedure as that used to obtain the upper

bound value can be followed. Similarly, to perform the possibilistic reliability

analysis, the random variables defined by the associated pdf can be transformed to

equivalent fuzzy variables following the transformation concept. In the present

possibilistic reliability analysis, the entropy-based transformation is used to obtain

the properties of the symmetrical fuzzy distribution. Finally, the possibility of

failure is obtained by using the procedure described in Appendix C.

4 Numerical Study

A reinforced concrete beam as shown in Fig. 4 is taken up to elucidate the pro-

posed safety evaluation procedure of hybrid uncertain system. Specifically, the

purpose of the example problem is to demonstrate the capability of the transfor-

mation approaches to tackle the presence of mixed uncertain parameters to per-

form the probabilistic or the possibilistic safety analysis of structure.

The beam is reinforced with steel bars of area (As) = 1,400 mm2, having a

length of 4.0 m subjected to an external load P at its center (Fig. 4). The char-

acteristic strength of concrete (fck) and the yield stress of steel (Fy) are considered

as random variables and assumed to be normally distributed. The load P, width (b),
depth (D) and the cover of reinforcements (t) of the beam are modeled as fuzzy

variables. The known property values of the variables of the concrete beam are

depicted in Table 2.

In the present study, the reliability is defined with respect to the flexural mode

of failure. Considering the ultimate flexural strength of the beam, the equation of

failure surface is,

P

=4mL

D

B

t

Fig. 4 The concrete beam

90 S. Chakraborty and P. C. Sam



g ¼ Fy � As � D� tð Þ 1� 0:77Fy:As

fck � b � D� tð Þ

� �

�Me ð17Þ

where Me = PL/4 is the moment due to external load. Denoting, P = X1, b = X2,

t = X3, D = X4, Fy = X5 and fck = X6 and substituting these in Eq. 17, the failure

surface equation becomes as,

gðxÞ ¼ 1400X4 � X5 � 1400X5 � X3 �
1:5092� 106X2

5

X6:X2

� 1000X1 ð18Þ

For symmetric triangular fuzzy distribution of the fuzzy variables P, b, D and t

as shown in Fig. 2, a ¼ �xi � wrxi; c ¼ �xi and b ¼ xi þ wrxi, where, xi and rxi are

the mean and standard deviation of the ith uncertain variable, respectively, and w

defines the support width of the mf of the fuzzy variables.

4.1 Probabilistic Reliability Analysis

The reliability analysis in probabilistic format is performed by the FORM as

described in Appendix A. The probability of failure of the beam considering the

limit state function as described by Eq. 18 is computed by transferring the fuzzy

variables to equivalent random variables following Sects. 3.1 and 3.2. The reli-

ability results are presented in Fig. 5 with increasing nominal value of the con-

centrated load. The support width (w) of the symmetrical triangular fuzzy variables

described as a function of the standard deviation (r) is taken as 3, unless

Table 2 The property values of the variables

Variables Fy (N/mm2) fck (N/mm2) B (mm) D (mm) t (mm)

Mean value 320 20 300 500 50
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Fig. 5 The variation of
probability of failure with
increasing nominal value of
the concentrated load with
symmetric triangular fuzzy
variables
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mentioned otherwise. In Fig. 5, the cov of all the uncertain parameters are taken as

0.2. The upper bound and the lower bound pf are also computed following Sect.

3.3 and are shown in the same figure to study the consistency of the proposed

transformation-based results. As expected the width of the bounded solution

increases as the level of uncertainty increases. However, the pf are within the

bounded solution as obtained based on the conservative evidence theory.

The variation of pf with increasing cov (representing more uncertainty) of all

the uncertain variables is shown in Fig. 6 considering the same support width i.e.,

w = 3.0. The nominal value of the load, P, is taken as 10 kN to develop this

figure. It is generally seen that the failure probability obtained by the equivalent

entropy-based formulation gives a higher value of pf. The results are obvious due

to the normal distribution assumption, which maximizes the entropy. Any other

distribution includes less uncertainty. Since, any entropy that is less than its

maximum implies unwarranted use of additional information, it will be biased in

some manner.

The probability of failure is also computed considering unsymmetrical trian-

gular variation of the fuzzy variables as shown in Fig. 7. Note that for ith such

fuzzy variable, xL ¼ a ¼ �xi � w1rxi; c ¼ �xi and xU ¼ b ¼ �xi þ w2rxi. The left and

right end supports are now defined by two unequal parameters w1 and w2. For an

unsymmetrical triangular fuzzy distribution with w1 = 1.0 and w2 = 2.0, the

variation of pf with increasing mean load is shown in Fig. 8.

4.2 Possibilistic Reliability Analysis

To perform the safety analysis in possibilistic format, the random variables are

now transformed to equivalent symmetric fuzzy variables by applying the entropy

based transformation as described in Sect. 3.1. Subsequently, the possibility of

failure is computed following the procedure described in Appendix C. The pos-

sibility of failure results are presented in Fig. 9 with increasing nominal value of
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the concentrated load and various support widths of the symmetric triangular fuzzy

variables described as a function of standard deviation (r). The cov of uncertain

variables are taken as 0.2 to develop these figures.

The variation of possibility of failure for different cov of uncertain parameters is

shown in Fig. 10 with increasing nominal value of the concentrated load. The

value of w to define the support widths of the symmetric triangular fuzzy variables

is taken as 3.

1 xw σ 2 xw σLx Rx

(x)µ

1.0

Cx

Fig. 7 The unsymmetrical
triangular fuzzy distribution
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The possibility of failure is further computed considering unsymmetrical tri-

angular variation of the fuzzy variables as previous and the results are shown in

Fig. 11 for different support width configurations and increasing nominal value of

the concentrated load.

5 Summary and Conclusion

The concept of establishing the equivalence between the fuzzy and the random

variables is found to be potential to perform the safety evaluation either in the

probabilistic or the possibilistic framework under hybrid uncertainties. Relying on

such emerging transformation concepts, the safety analysis of structural system

characterized by hybrid uncertain parameters is demonstrated in the present

chapter. The transformation approaches satisfy the consistency condition that

the possibility of an event should be greater than or equal to its probability.
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The entropy-based transformation directly provides the equivalent normally dis-

tributed parameters, whereas in scaling approach there is an additional requirement

that the probabilistic parameters need to be transformed to equivalent normal vari-

ables. The probability of failure obtained by the proposed transformation approaches

is in conformity with the failure probability bounds derived based on the evidence

theory. From the numerical study it is seen that the trend of failure probability

obtained by both the scaling and the entropy-based approach is the same. However,

there is a definite difference in the reliability index obtained based on the two

transformation approaches. The bounds on failure probability based on the evidence

theory are too far apart and too conservative which is obvious as the evidence theory

gives conservative estimate of the upper bound and the lower bound of the CDF.
These bounds are computed to serve as a check whether the transformation-based

algorithm produces reliability results that are within the bounds obtained from a

different approach following the consistency principle. The authors are of the opinion

that the entropy-based transformation hinges on sound mathematical basis and the

theory of expressing the uncertainty information is well established and applied in

various fields of engineering. It is safe to apply entropy based transformation

approachwhen no specific judgment is available regarding the distribution pattern of

the uncertain variables. The conventional safety analysis algorithms normally

assume all the variables to be of single type i.e., either all probabilistic or all pos-

sibilistic. As such this approach introduces gross assumptions at the very beginning

during modeling of the system, whereas in the proposed approach there is always

some chance to lose some of the information during transformation stage. But, the

present approach offers more flexibility to the designer in realistic modeling of the

system. However, it is not very clear in open literature, which is more justified and it

is felt to need more study on this aspect.
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Appendix A: A Brief Note on the Second Moment

Reliability Analysis

In the reliability analysis of structures by the FORM and SORM, typically a most

probable point (MPP) is found on the failure surface in a standard normal space,

U. Any set of continuous basic random variables,X, is transformed toU-space using

a one-to-one transformation i.e.,U = T(X). TheMPP, u*, lies on the failure surface,

g(X) = G(U) = 0, and it is the closest point on the limit state surface to the origin in

U-space. The MPP, u*, can be obtained by solving the optimization problem,

minimize; b ¼
ffiffiffiffiffiffiffiffiffiffi

UTU
p

; such that;GðUÞ ¼ 0 ðA:1Þ
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Various algorithms are available to solve the problem i.e., the Hasofer–Lind

method, the Rackwitz–Fiessler algorithm using the Newton–Raphson root solving

approach, the sequential quadratic programming, etc. Once the MPP is obtained,

the pf can be estimated using the FORM or SORM. The FORM is based on a linear

approximation of the limit state built at the MPP in U-space and the pf is obtained
as, pf ¼ Uð�bÞ, where U is the standard Gaussian CDF and b is the reliability

index defined by,

b ¼ �ru�ðGÞ
ru�Gk k u� ðA:2Þ

In SORM, the second-order approximations are fitted to the limit state surface

and the failure probability is computed using an asymptotic formula [45]. In this

regard it is to be noted that the above format assumes that all the random variables

involved are normally distributed. The non-normal variables can be transformed to

equivalent Gaussian random variables by applying suitable transformation. For

example, the Rackwitz–Fiessler method can be applied to obtain the equivalent

mean and standard deviation of the transformed normal variables as below,

r0 ¼ ufU�1 FXðx�Þð Þ½ �g
fXðx�Þ

; l ¼ x� � U
�1 FXðx�Þð Þ½ �r0 ðA:3Þ

where FX and fX are the CDF and pdf of the random variable, respectively.

Appendix B: A Brief Note on the Possibility Theory

The possibility is an alternate approach to the probability, initially used to model

the uncertainties when the available information is linguistic. Zadeh [46] intro-

duced the theory of fuzzy sets as a basis for possibility. It is based on the possi-

bility distribution defined by the mf obtained from the numerical data along with

the expert knowledge and experience. A fuzzy set is a set containing the elements

that have varying degrees of membership in the set. The mf describes the grade of
membership to the fuzzy set for each element in the domain, varying from zero to

one. For a fuzzy set ~x, the mf is defined as lxðxÞ for all x that belongs to the domain

X i.e.,

~x ¼ x; l~x xð Þð Þ x 2 X; l~x xð Þ 2 ð0; 1Þjf g ðB:1Þ

If, l~x xð Þ[ 0, x is definitely a member of the subset ~x. If l~x xð Þ ¼ 0, x is defi-

nitely not a member of the subset ~x.
A mf for a fuzzy variable F is described in Fig. 12. The core comprises those

elements x of the universe such that lF(x) = 1, the support comprises those ele-

ments x of the universe such that lF(x)[ 0 and the boundaries comprise those

elements x of the universe such that 1[lF(x)[ 0.
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A convenient way to represent the fuzzy variables is the a-cut method of its

possibility distribution as described by the mf. The a-cut subsets of F are defined

as,

Fa ¼ x 2 X; lFðxÞ� af g 0� a� 1: ðB:2Þ

For ith a-cut level, the upper bound and the lower bound f La and fUa as depicted in

Fig. 12 are given by,

f La ¼ min f : f 2 Faf g and fUa ¼ min f : f 2 Faf g ðB:3Þ

For a given fuzzy variable, if n sets of a-cuts are established for all the fuzzy

quantities of the variable, an array of size 2 by n can be used to represent all of the

quantities as the following:

F ¼ f L; fU
	 


1; f L; fU
	 


2; . . .; f L; fU
	 


n
� �

ðB:6Þ

The possibility is also defined as a special case of the plausibility measure,

which is used in the evidence theory. According to this definition, if the body

of evidence about a set of events are nested, then the plausibility of each event

reduces to the possibility. On the other hand, if the body of the evidence

consists of singletons, then the plausibility reduces to probability. The prop-

erties of the possibility, when it is defined as a special case of plausibility and

the properties of Zadeh’s possibility are almost same. Based on this interpre-

tation of possibility, Dubious and Prade [44] has shown that a normalized

possibility distribution p(x) can be effectively represented by a fuzzy number

Q from its mf, lQðxÞ as,

pðxÞ ¼ lQðxÞ ðB:7Þ

And it is shown that the fuzzy number can be used to select a class of proba-

bility measures P for which the possibility and the necessity represent the upper

bound and the lower bound of the probability of each event.

L
fα

U
fα

α

1.0

core

Boundary

Support

Boundary

µ(x)
Fig. 12 The Fuzzy
distribution and a-cut
description
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Appendix C: A Brief Note on Possibilistic

Reliability Evaluation

The possibilistic approach of safety evaluation used in the present study is based

on the development proposed by Cremona and Gao [18]. The essential concept of

which is reported here in order to outline the procedure of possibilistic safety

evaluation. A complete examination of the theory of interests can be found in

Cremona and Gao [18].

For a safety margin Z = g(X) as described by Eq. 2, the possibilistic approach

for assessing reliability will try to evaluate the safety in terms of possibility of

failure:

Y

f
¼
Y

gðXÞ� 0ð Þ: ðC:1Þ

The set of fuzzy intervals {X} is first transformed into a set of Gaussian fuzzy

numbers {U} by applying s-transform like the Rosenblatt transformation in

classical reliability theory. The details of the forward and inverse of the trans-

formation are provided in Cremona and Gao [18]. Once, the different values are

transformed, the possibility of failure is directly expressed in terms of Gaussian

fuzzy number:

Pf ¼ PðgðfXgÞÞ ¼ Pðgðs�1ðfXgÞÞÞ ¼ PðgUðUÞÞ ðC:2Þ

The possibilistic reliability index and the possibilistic design point are then

obtained as the solutions of a minimization problem expressed as follows:

k ¼ min Uk k1
	 


according to gU Uð Þ ¼ 0 Uij j ¼ Uj







; 8i; j:
ðC:3Þ

For failure possibility\1.0, the degree of failure possibility can be obtained by

two approaches: (1) the possibilistic reliability index k is first sought and the

possibility of failure is determined subsequently, and (2) the possibility of failure is

first sought, the possibilistic reliability index k is then obtained. Both the

approaches can be implemented by standard numerical optimization technique.
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Maintenance and Warranty Concepts

Minjae Park and Hoang Pham

1 Introduction

In general, a warranty is an obligation attached to products that require the man-

ufacturer to provide compensation for customer (buyer) according to the warranty

terms when the warranted products fail to perform their intended functions.

A warranty is important to the manufacturer as well as the customer of any com-

mercial product since it provides protection to both parties. As for the customer, a

warranty provides a resource for dealing with items that fail due to the uncertainty

of the product’s performance and unreliable products. For the manufacturer, it

provides protection since the warranty terms explicitly limit the responsibility of a

manufacturer in terms of both time and type of product failure. Because of the role

of the warranty, manufacturers have developed various types of warranty policies to

grab the interest of the customers. However, manufacturers cannot extend the

warranty period without limit and maximize warranty benefits because of the cost

related to it. Many researchers have studied in the last several decades on various

warranty modeling and policies along with its maintenance policies. This chapter

focuses on the developments of warranty modeling with various maintenance

policies as well as the methodologies with various aspects that can be used to derive

the mathematical warranty modeling. The concepts of warranty and review of the

overall information about the warranty policy such as warranty’s role, concept and

different types will be discussed. The basic mathematical maintenance concepts
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including counting processes such as renewal process, quasi-renewal process, non-

homogeneous Poisson process, compound and marked Poisson process and

bivariate exponential distribution also will be provided.

As the market becomes competitive and diversified, it is hard for the manu-

facturers to differentiate its product to consumers with only quality and an eye

catching design. Also with the massive information available to consumers

regarding the product manufacturers need to find a better way to communicate

with its customers to differentiate and to inform its product. In order to achieve this

goal, many companies promote the warranty policies through maintenance aspects

as an effective tool to attract consumers. This chapter discusses on the develop-

ments of various maintenance and warranty policies that can be used to derive the

mathematical warranty modeling.

2 Concept and Role of the Warranty Policy

Warranty policy is a guarantee or an obligation to repair or replace a defective

product or parts when the product does not perform its expected function during a

given time period. This is a contract between the customer and the manufacturer

upon the point when the policy is sold.

Warranty benefits both the consumer and themanufacturer as it is set to protect both

parties. The consumer is protected as it guarantees a resource to dealwith any defects or

errors while using the product. Similarly, the manufacturer is protected because the

warranty terms explicitly limit the responsibility in terms of both time and type of

product failure. The warranty policy is an obligation attached to products that require

the manufacturer to provide compensation for consumers according to the warranty

terms when the warranted products fail to perform their intended functions [1].

As for a manufacturer, with the increase in demand for better quality warranty, it

tries to develop an appealing policy and strategically use it as a promotional/mar-

keting tool. Companies often emphasize on the benefits received under the policy

such as details of the compensation for the defects, the charge or the period of the

warranty. However, given that any service under the warranty policy is a potential

cost item for a company, drafting a policy which is economically optimal so that it

minimizes the cost but maximizes the satisfaction of the consumer is critical.

In summary, the warranty policy concept is to protect both the consumer and the

manufacturer. The consumer is provided a resource for dealing with items that fail to

function properly, i.e., unreliable products. Whereas the manufacturer is provided

protection because warranty terms explicitly limit the responsibility in terms of both

time and type of product failure. When products are getting more complicated, it

would be difficult for customers to make a purchasing decision. So, the warranty

policy would provide one of the rolemodels for products’ quality and reliability. And

the longer warranty period costs more expenses for the sellers. When a manufacturer

wants to provide better warranty condition than their other competitive sellers, they

are supposed to provide better quality of products. Otherwise, they could not save
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their warranty cost. Such trade-offs would make the warranty policy be a strong

marketing tool to increase the sales rate and to advertise the quality of products.

2.1 Warranty Policies

There are various characteristics which categorize the warranty policy separately.

These characteristics include the number of warranty dimensions, the renewability

of a warranty and the warranty compensation methods.

2.1.1 Dimensional Policies

First, consider the number of warranty dimensions. Most warranties in practice are

one dimensional for which the warranty terms are based on product age or product

usage, but not both. Compared to one-dimensional warranty, two-dimensional

warranties are more complex since the warranty obligation depends on both

product age and product usage as well as the potential interaction between them.

Two-dimensional warranties are often seen in automobile industry. The Hyundai

Motor Company is currently offering 10 years with 100,000 miles warranty on the

power train for most of their new models. Several researchers [2, 4] have studied

the warranty policy based on the automobile industry’s data.

2.1.2 Renewing Warranty and Non-Renewing Warranty

One of the basic characteristics of warranties is whether they are renewable or not.

For a regular renewable policy with warranty period, whenever a product fails in

the warranty period, a customer is compensated according to the terms of the

warranty contract and the warranty policy is renewed for another period. As a

result, a warranty cycle starting from the point of sale, ending at the warranty

expiration date, is a random variable whose value depends on the warranty period,

the total number of failures under the warranty and the actual failure inter-arrival

times. This topic is one of the future research topics. The majority of warranties in

the market are non-renewable for which the warranty cycle, which is the same as

the warranty period, is not random, but pre-determined since the warranty obli-

gation will be terminated as soon as warranty period unit of time passes after the

sale. These types of policies are also known as fixed period warranties.

2.1.3 Free Replacement Warranty, Pro-Rata Warranty and Combination

Warranty

According to the methods of compensation specified in a warranty contract upon

premature failures, there are three basic types of warranties: free replacement/
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repair warranty (FRW), pro-rata warranty (PRW) and combination warranty

(CMW). Under FRW, a failed item is replaced/repaired at no cost to the buyer if

the failure occurs in the warranty period. On the other hand, under PRW, warranty

services are not provided free of charge, but are provided at a pro-rated cost with

the proration depending on the amount of usage or service time provided by the

item prior to its failure [2]. Combination warranty contains both features of FRW

and PRW, which often contains two warranty periods, a free replacement period

followed by a pro-rata period. Full-service warranty, also known as preventive

maintenance warranty, is a policy that may be offered for expensive deteriorating

complex products such as automobiles. Under these type of policies, consumers

not only receive free repairs upon premature failures, but also free preventive

maintenance.

3 Warranty Cost Analysis

This session discusses about the researches on warranty policies and related topics

that many researchers [2–130] have done in the literature by several different

categorized groups.

3.1 One-Dimensional Warranty and Two-Dimensional Warranty

One-dimensional warranty is characterized by the warranty period, which is

defined in terms of a single variable. Single variable could be time, age or usage.

In the case of two-dimensional warranties, there are two dimensions to express

warranty polices. One is representing time and the other representing item usage.

As a result, many different types of warranties may be defined based on the

characteristics of warranty policies [2]. And many researchers have studied

the cost analysis based on two-dimensional warranty [12, 20–22, 31, 32, 39, 68,

71, 72]. Yun and Kang [68] examine new warranty servicing strategy, considering

imperfect repair with a two-dimensional warranty. Baik et al. [72] study two-

dimensional failure modeling for a system where degradation is due to age and

usage with minimal repair. Most of the products have one of the two attributes

with some exceptions, for example, a vehicle. Several researchers [2, 4] have

studied the warranty policy based on the automobile industry’s data. Compared to

one-attribute warranties, two-attribute warranties are more complex [4–8]. Chun

and Tang [23] propose several decision models that estimate the expected total

cost incurred under various types of two-attribute warranty policies. Kim and

Rao [41] consider two-attribute warranty policies for non-repairable items and the

item failures are described in terms of a bivariate exponential distribution. Jiang

and Ji [73] study a multiple attribute value model based on four attributes such as

cost, availability, reliability and lifetime.
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3.2 Renewing Warranty and Non-Renewing Warranty

Under a renewing warranty, the product which fails during its warranty period is

replaced by a new one at a cost to the manufacturer or at a pro-rated cost to the

user and the warranty is renewed. Under a non-renewing warranty, the manufac-

turer guarantees a satisfactory service only during the original warranty period.

Renewable warranties are usually given to the non-repairable and inexpensive

products such as home appliances and so on. Compared to the renewable war-

ranties, the period of non-renewable warranties is relatively longer. So this might

be one of the possible reasons why such policies are not as popular as non-

renewable ones for warranty issuers [74]. Jung et al. [38] investigate the optimal

replacement policies following the expiration of warranty such as renewing war-

ranty and non-renewing warranty. Chukova and Hayakawa [16, 17] evaluate the

warranty costs over the warranty period under non-renewing and renewing war-

ranty policies over the life cycle of the product. Sahin and Polatoglu [54] prove

that the cost rate function is pseudo-convex under a fixed-maintenance period

policy under non-renewing and renewing warranty policies. Chen and Chien [10]

investigate a model to study the effect of PM carried out by the buyer on items sold

under a renewing FRW.

3.3 Warranty Period and Post-Warranty Period

During warranty period, as mentioned above, there are several kinds of warranty

polices such as FRW, PRW or CMW. However, during post-warranty period,

customers have to repair or replace the failure product at their own expense. Jung

and Park [37] consider two types of warranty policies such as renewing warranty

and non-renewing warranty with warranty period and post-warranty period. They

derive the expressions for the expected maintenance costs for the periodic pre-

ventive maintenance during post-warranty period. Jung et al. [38] study the

optimal replacement policies during post-warranty period considering the expected

downtime per unit time and the expected cost rate per unit time. Jung [36] con-

siders the optimal period for the periodic PM during the post warranty period

which minimizes the expected long-run maintenance cost per unit time.

3.4 Warranty Reserve

Warranty reserve is one of the important factors which would be considered for the

warranty policies. Therefore, several researchers [9, 33, 34, 51, 58, 63, 75] have

considered the warranty reserve for the cost analysis. Patankar and Mitra [51]

investigate the effect of warranty execution on the expected warranty reserves of a

linear pro-rata rebate plan. Ja et al. [33, 34] consider a policy where warranty is not
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renewed on product failure within the warranty period but the product is minimally

repaired by the manufacturer with the warranty reserves.

4 Reliability and Warranty

The relationship between warranty policies and products’ reliability is very closely

related. If the product’s reliability is good, then the product’s warranty could be

extended. Otherwise, the product’s warranty should be considered again. However,

there are some exceptions. To increase a product’s sales, some providers extend

the product’s warranty period. They use the warranty policy as a marketing tool.

The reliability of product is determined by several important factors such as

product’s design, development, manufacturing stages and so on. It depends on the

selection of suppliers and their cooperation in quality efforts as well. This implies

that several important factors must take into account the interaction between

warranty and reliability. A company either gives a warranty that is far shorter than

the expected life of their item or increases the cost to a very high level to cover

expected warranty costs. Therefore, a product’s reliability is one of the important

measures to investigate the warranty cost analysis [46]. On the other hand,

Percy [76] presents some new ideas for improving a product’s reliability by

adopting the Bayesian methodology.

4.1 Maintenance Policies and Warranty

The maintenance objectives are to minimize the maintenance related operating

costs, to maximize equipment availability and reliability or prolong equipment

lifetime [73]. For deteriorating complex products, it is essential to perform pre-

ventive maintenance to achieve satisfactory reliability performance. Maintenance

involves planned and unplanned actions carried out to retain a system at or restore

it to an acceptable operating condition. Planned maintenance is usually referred to

as preventive maintenance while unplanned maintenance is labeled as corrective

maintenance or repair [1]. Two well-known preventive maintenance policies are

block replacement policy and age replacement policy. Barlow and Hunter [77]

suggested these two types of preventive maintenance. Since then, a lot of

researches have been done regarding maintenance polices. Jhang and Sheu [78]

derive the expected long-run cost per unit time for each policy. Sheu [79] con-

siders a two-typed failures system which is subject to shocks that arrive by an

NHPP with age and block replacement policy. Wang [80] summarized, classified

and compared various existing maintenance policies for both single-unit and multi-

unit systems. Also, Pham and Wang [81] summarize various treatment methods

and optimal policies on the imperfect maintenance. Jung and Park [37] develop the

optimal periodic preventive maintenance policies following the expiration of
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warranty. Garbatov and Soares [82] plan the maintenance from an economic point

of view so as to minimize maintenance costs but satisfying a minimum reliability

level. Also, several researchers [11, 83–85] investigate the maintenance policies

based on the Bayesian approach. Chen and Popova [11] propose two kinds of

Bayesian maintenance polices. Additionally, a set of maintenance policies which

consist of minimal repair and preventive maintenance is analyzed for the case of

known and unknown failure parameters of the item’s lifetime distribution. Sheu

et al. [85] and Juang and Anderson [84] consider a Bayesian theoretic approach to

determine an optimal adaptive preventive maintenance policy with minimal repair.

A Bayesian approach is established to formally express and update the uncertain

parameters for determining an optimal adaptive preventive maintenance policy.

Stephens and Crowder [60] analyze the discrete time warranty data based on the

MCMC model.

4.2 Age Replacement Polices

In the age replacement policy, a preventive replacement is performed after a given

continuous operation time T without failure, and a failure replacement is per-

formed if the system fails before T [73]. This model has been generalized by many

researchers [14, 73, 78, 79, 86–91]. In Fig. 1, a product is replaced at a certain age

t, or upon failure, whichever occurs first. And if the failure replacement happened

then the next preventive replacement is rescheduled from the time of failure

replacement. Sheu and Chien [89] consider a generalized age-replacement policy

of a system subject to shocks, which arrived by NHPP, with random leadtime. Bai

and Yun [86] proposed a generalized replacement policy based on the system age

and the minimal repair which is similar to the age replacement policy. Kumar and

Westberg [88] develop maintenance model under age replacement policy using

proportional hazards model and TTT-plotting. Yeh et al. [91] investigate the

effects of a renewing FRW on the age replacement policy for a non-repairable

product and compare maintenance polices with warranty and without warranty.

Fig. 1 Age replacement policies
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Chien [14] investigates the effects of an imperfect renewing FRW on the age

replacement policy for a product with an increasing failure rate. Sheu et al. [92]

propose a generalized replacement policy where a system has two types of failures

and is replaced at the minor failure or catastrophic failure or at age T, whichever
occurs first.

4.2.1 Cost Models

Figure 2 presents the basic cost model based on the age replacement policy

[77, 93]. Let PR be preventive replacement and CPR and Cfailure stand for pre-

ventive replacement cost and failure cost, respectively. If a random variable x is a
failure time, a cost coefficient is defined as

C tð Þ ¼ Cfailure if x\t
CPR if x� t

�

E T tð Þð Þ is the expected duration and the expected cost rate is given by

Expected cost rate ¼
E C tð Þð Þ

E T tð Þð Þ
¼

CPRR tð Þ þ CfailureF tð Þ
R t
0
R xð Þdx

4.2.2 Availability Model

In a similar way as deriving the cost model [73, 94], the availability model based

on the age replacement policy is given by

A tð Þ ¼
MTBF

MTBFþMTTR
¼

1

1þMTTR
MTBF

¼
1

1þ
TfF tð Þ þ TpR tð Þ

R T
0
R tð Þdt

;

Fig. 2 Cost model based on the age replacement policy
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where MTBF stands for a mean time between failure and MTTR stands for a mean

time to replacement. Tf is a time of performing a failure replacement and Tp is a
time of performing a preventive replacement.

4.2.3 Reliability Model

There are several reliability models [73]. One of them is explained here. The PR

occurrence rate is just the number of PR over total replacement by time t. And
higher occurrence rate is more reliable. The reliability model based on the age

replacement policy is given by

Occurrence rate for PR ¼ # of PR by T

# of FR by T þ# of PR by T

¼ # of PR by T

# of total replacement

4.2.4 Lifetime Model

Lastly, we consider the lifetime model [94]. This is a well-known model based on

the age replacement policy. The mean residual life function, m(t), is given by

m tð Þ ¼ E X � tjX[ tð Þ ¼
1

R tð Þ

Z

1

t

xf xð Þdx� t

4.3 Block Replacement Policies

In the block replacement policy, an operating system is replaced by a new one at

times kT, k = 1, 2,… and at failures. In Fig. 3, they perform preventivemaintenance

Fig. 3 Block replacement policies
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after it has been operating at time t regardless of the number of intervening failures.

One of the drawbacks of block replacement policy is that it is rather wasteful because

sometimes almost-new systems are replaced at planned replacement times [95].

Many researches [78, 79, 95–101] have been done regarding this block replacement

policy too. Sheu and Griffith [101] consider an extended block replacement policy

with used items and shock models with two types of failures.

Age replacement policy is useful in maintaining simple equipments usually. On

the other hand, block replacement policy is useful in maintaining large and

complex equipment. For the age replacement policy, between maintenance peri-

ods, a failed component/system is replaced at the moment. However, in the block

replacement policy, between maintenance periods, a failed component/system is

repaired minimally.

4.3.1 Cost Model

In a similar way of cost model in age replacement policy [102, 103], let CPR and

CCR stand for preventive replacement cost and corrective replacement cost,

respectively. Consider a single component system. The system is replaced on

failure and preventively at times T, 2T,…, etc. Let H(t) denote the mean number of

replacements in the interval (0, t) of a unit (system).

E T tð Þð Þ is the expected duration and the expected cost rate is given by

Expected cost rate ¼ CPR þ CCRH tð Þ
T

4.3.2 Modified Cost Model 1

Park and Yoo [104] propose the modified block replacement policy where a block

replacement is performed at failure k, counting after the pre-determined individual

failure-replacement interval ð0; s�: They called this policy as the block replacement

policy based on idle count. Cd is downtime cost per unit. Additionally, M(t) rep-

resents the mean number of failure replacements during ð0; s� and R ið Þ sð Þ is the

time-to-failure i from s for the fleet. CdD is the mean downtime cost per unit. Let

Gs tð Þ be the cdf of the residual life at s:

Expected cost rate ¼
CPR þ CCRM sð Þ þ CdD

sþ E R kð Þ sð Þf g
;

whereD ¼
X

k�1

j¼1

j

N

N
j

� �
Z

1

0

Gs tð Þ½ �i 1� Gs tð Þ½ �N�i
dt
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4.3.3 Modified Cost Model 2

Nakagawa [105] proposes another modified block replacement policy with an idle

period, units are replaced at failure until a fixed time T and then follows an idle

period d, during which failed units are left idle. I(d) is the mean downtime per unit

during d.

Expected cost rate ¼ CPR þ CCRM Tð Þ þ CdI dð Þ
sþ d

; where I dð Þ ¼
Z

d

0

GT tð Þdt

4.4 Maintenance Cost Analysis

Boland and Proschan [106] investigate a model for the minimal repair-periodic

replacement policy and consider the problem of determining the period which

minimizes the total expected cost of repair and replacement. Park et al. [107] con-

sider the situation where each PM relieves stress temporarily and hence slows the

rate of system degradation, while the hazard rate of the system remains monotoni-

cally increasing. Canfield [108] obtains the cost optimization of the PM intervention

interval by determining the average cost-rate of system operation. Wang and

Pham [109] investigate availability, maintenance cost and optimal maintenance

polices of the series system with n constituting components under the general

assumption that each component is subject to correlated failure and repair, imperfect

repair, shut-off rule and arbitrary distributions of times to failure and repair.

4.5 Maintenance Policies and Warranty

Maintenance polices and warranties are very interesting topics to study together.

Several researchers [15, 36, 42, 44, 50, 67, 110, 111] have studied them at the

same time. Monga and Zuo [44] present a study on reliability-based design of a

series–parallel system considering burn-in, warranty and maintenance and they use

genetic algorithms to obtain optimal values of system design, burn-in period,

preventive maintenance intervals and replacement time. Lin et al. [42] present a

cost minimization model for an optimal design of a mixed series–parallel system

with deteriorating components. Pascual and Ortega [50] develop a model to help a

maintenance decision-making situation of a given equipment. It means that it

determines optimal life-cycle duration and intervals between overhauls by mini-

mizing global maintenance costs. Yeh and Lo [67] investigate preventive main-

tenance warranty polices for repairable products. They determine the optimal

number of preventive maintenance actions and the maintenance schedule when the
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length of a warranty period is pre-specified. Djamaludin et al. [110] develop a

framework to study preventive maintenance actions when items are sold under

warranty and review the models that have appeared in the literature.

5 Other Topics

In order to set up the warranty policy, a policy maker should have some infor-

mation about a product’s failure. For example, there are past failure data, exper-

imental data regarding the product’s failure, intuition of the product’s failure. The

Bayesian decision approach is a way to incorporate this information into the

decision-making process [11]. Jung and Han [35] determine an optimal replace-

ment policy for a repairable system with warranty period based on the Bayesian

approach in case of renewing FRW and renewing PRW. Huang and Zhuo [30]

proposed a Bayesian decision model for determining the optimal warranty policy

for repairable products. Fang and Huang [28] present an approach along with

Bayesian process to tackle a complex decision problem and based on that

approach, the optimal prior and posterior decisions of pricing scheme, production

plan and warranty policy can be determined simultaneously. Gutierrez-Pulido

et al. [29] provide an approach for the determination of warranty length that takes

into account the following aspects: choice of a good estimate of the failure-time

model of the product and the use of a utility function that incorporates different

considerations of costs, marketing and quality. Chukova et al. [19] design a pro-

cedure for estimating the degree of repair as well as other modeling parameters by

Markov chain Monte Carlo (MCMC) methods.

5.1 Burn-in Process and Warranty

The burn-in process is a part of the production process whereby manufactured

products are operated for a short period of time before release [112]. Burn-in is

used to improve product quality pre-sale. Particularly for products with an initially

high failure rate sold under warranty, burn-in can be used to reduce the warranty

cost [56]. Several researchers [13, 56, 57, 59, 64, 69, 70, 112–116] have investi-

gated the warranty policy using the burn-in process. Wu et al. [64] develop a cost

model to determine the optimal burn-in time and warranty length for non-repair-

able products under the fully renewing FRW and PRW policy. In Chang’s

paper [113], the optimal burn-in decision has to take both the critical time and its

post-burn-in mean residual life into consideration for improving reliability due to

the features of unimodal failure rate function and its upside down unimodal mean

residual life. Rangan and Khajoui [117] construct a new stochastic model which

treats burn-in, warranty and maintenance strategies together in order to define

coordinated strategies for system design and management. Wu and Clements-
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Croome [116] consider a product with a long time dormant period and investigate

two burn-in policies, which incur different burn-in costs and different burn-in

effects on the products. Sheu and Chien [56] consider a general repairable product

sold under warranty and determine the burn-in time required before the product is

put on sale. Burn-in time is optimized to minimize the expected total cost under

various warranty policies. In Yun et al.’s papers [69, 70], optimal burn-in time to

minimize the total mean cost, which is the sum of manufacturing cost with burn-in

and cumulative warranty cost, is studied under cumulative FRW and PRW.

5.2 Software Reliability and Warranty

On the other hand, based on various software systems, many researchers [25, 27,

52, 53, 55, 62, 118–125] have investigated and studied the warranty policy con-

sidering several factors such as maintenance and upgrade of software models.

Using software reliability, Pham and Zhang [121] develop cost models with

warranty cost, time to remove each error detected in the software system and risk

cost due to software failure. Sahin and Zahedi [53, 55] present a framework and

develop a Markov decision model to analyze warranty, maintenance and upgrade

decisions for software packages under different market conditions. Voas [125]

presents several methodologies according to the specific needs of the organization

requesting assurances about the software’s integrity and the peculiarities of that

type of software. Williams [62] suggests an approach to calculating the delivery

cost of a software product when warranty is to be provided with an imperfect

debugging phenomenon.

5.3 Bayesian Approach and Warranty

The Bayesian decision method is another approach for the warranty analysis. In

this section, we investigate many papers [11, 19, 28–30, 35, 43, 45, 60, 61, 76,

112, 126–128] which cover the warranty policy and the maintenance policy based

on the Bayesian decision method.

6 Mathematical Approach

In this subsection, we investigate several backgrounds to study warranty analysis

mathematically. Several processes have been considered to stand for failure

intervals. Among them, two types of stochastic processes, renewal processes

and non-homogeneous Poisson processes [4, 79, 129–131], are very useful for

warranty cost modeling. We study renewal process [132–135], quasi-renewal

process [136, 137] and its extensions. When Poisson process parameter k is
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constant, it is Poisson process. However, when the parameter is not constant, it is

non-homogeneous Poisson process. And there are two more applications such as

combined Poisson process and marked Poisson process [134].

6.1 Renewal Processes

Consider a counting process for which the times between successive events are

independent and identically distributed with an arbitrary distribution. Such a

counting process is called a renewal process [138, 139]. Let {N(t), t C 0} be a

counting process and let Xn denote the time between the (n - 1)st and the nth
events of this process, n C 1. If the sequence of non-negative r.v. {X1, X2,…} is

independent and identically distributed, then the counting process {N(t), t C 0} is

said to be a renewal process.

6.2 Quasi-Renewal Processes

Let Xn be the inter-occurrence time between the (n - 1)th and nth events of the

process. Let fi(x), Fi(x) and hi(x) be the pdf, cdf, and failure rate of random

variable Xi, respectively. We say {N(t), t[ 0} is a quasi-renewal process (QRP)
[140, 141] associated with the distribution F and the parameter a, a[ 0 a constant,

if Xn = an-1 � Zn, n = 1, 2,… where Zns are iid and Zn * F, where {N(t), t[ 0}

is a counting process. The pdf, cdf and failure rate, respectively, for n = 2, 3, 4,…

are given by

fn xð Þ ¼
1

an�1
f1

1

an�1
x

� �

Fn xð Þ ¼ F1
1

an�1
x

� �

hn xð Þ ¼
1

an�1
h1

1

an�1
x

� �

QRP is described in Fig. 4. W stands for warranty period and Xi is the ith inter-

failure interval. Then X2 ¼ a � X1 and X3 ¼ a2 � X1. Eventually, Xm is equal to

am�1 � X1

6.3 Extensions of Quasi-Renewal processes

Bai and Pham [6] suggested two extensions of QRP such as truncated quasi-

renewal process and censored quasi-renewal process. They omit a certain range of

possible values for the truncated QRP. After rescaling of the pmf makes it possible
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to satisfy the necessary condition of distribution which summation of probability is

equal to 1. The truncated QRP above m means that for a given t, N(t) can only take

values of 0,1,…, m. For such N(t), pmf is given by

P N tð Þ ¼ if g ¼ G ið Þ tð Þ� G iþ1ð Þ tð Þ

1� G mþ1ð Þ tð Þ
; i ¼ 0; 1; . . .;m

where G ið Þ tð Þ is the convolution of the inter-occurrence times X1;X1; . . .;Xi and

G 0ð Þ tð Þ ¼ 1. So truncated QRP’s first moment and second moment are obtained by

E N tð Þð Þ ¼
X

m

i¼0

i � PT N tð Þ ¼ if g

¼
X

m

i¼0

i
G ið Þ tð Þ � G iþ1ð Þ tð Þ

1� G mþ1ð Þ tð Þ

� �

¼

Pm
i¼1 G

ið Þ tð Þ � mG mþ1ð Þ tð Þ

1� G mþ1ð Þ tð Þ
and

E N2 tð Þ
� �

¼
X

m

i¼0

i2 � PT N tð Þ ¼ if g

¼
X

m

i¼0

i2
G ið Þ tð Þ � G iþ1ð Þ tð Þ

1� G mþ1ð Þ tð Þ

� �

¼

Pmþ1
i¼1 2i� 1ð ÞG ið Þ tð Þ � m2G mþ1ð Þ tð Þ

1� G mþ1ð Þ tð Þ

If we use these two moments, we obtain the variance of N(t). There is another

extension of QRP, censored QRP. It is similar to truncated QRP but it is slightly

different. If there are above a certain number of failures, they would be trans-

formed into the last number of failures. It means that any observed failure above a

certain number, m, is transformed into a single value m. Censored QRP’s first

moment and second moment are given by

Fig. 4 Quasi-renewal
process
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E N tð Þð Þ ¼
X

m�1

i¼0

i G ið Þ tð Þ � G iþ1ð Þ tð Þ
� �

þ mG mð Þ tð Þ

¼
X

m�1

i¼1

iG ið Þ tð Þ �
X

m

j¼2

j� 1ð ÞG jð Þ tð Þ þ mG mð Þ tð Þ

¼
X

m

i¼1

G ið Þ tð Þ

and

E N2 tð Þ
� �

¼
X

m�1

i¼0

i2 G ið Þ tð Þ � G iþ1ð Þ tð Þ
� �

þ m2G mð Þ tð Þ

¼
X

m�1

i¼1

i2G ið Þ tð Þ �
X

m

j¼2

j� 1ð Þ2G jð Þ tð Þ þ m2G mð Þ tð Þ

¼
X

m

i¼1

2i� 1ð ÞG ið Þ tð Þ

6.4 Non-Homogeneous Poisson Processes

{N(t), t C 0} is said to be a non-homogeneous Poisson process [4, 9, 119, 129]

with intensity function k(t) if it satisfies

N(T) = 0

{N(t), t C 0} has independent increments

Pr (exactly 1 event in (t, t ? h)) = k(t)h ? o(h)
Pr (more than 1 event in (t, t ? h)) = o(h)

Then Pr N tð Þ ¼ nð Þ ¼ e�m tð Þm tð Þn

n! ; n� 0 wherem tð Þ ¼
R t
0
k sð Þds

N(t) has a Poisson distribution with mean m(t) which is the mean value function

of the process.

6.5 Compound Poisson Processes and Marked Poisson Processes

Both compound Poisson and marked Poisson processes [134] appear often as

models of physical phenomena. Given a Poisson process N(t) of rate k[ 0,

suppose that each event has associated with it a random variable, possibly rep-

resenting a value, an interval. The successive values X1, X2, X3,… are assumed to

be independent random variables. Then, a compound Poisson process is the

cumulative value process defined by

Z tð Þ ¼
X

N tð Þ

k¼1

Xk for t� 0
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If k[ 0 is the rate for the process N(t) and l = E(X1) and r
2
= Var(X1) are the

common mean and variance for X1, X2, X3,…, then the moments of Z(t) can be

determined as follows:

E N tð Þð Þ ¼ klt; Var N tð Þð Þ ¼ k r2 þ l2
� �

t

A marked Poisson process is the sequence of pairs (W1, X1), (W2, X2),…, where

W1, W2,… are the waiting times or event times in the Poisson process N(t).

Theorem 2.1 [134] Let (W1, X1), (W2, X2),… be a marked Poisson process where

X1, X2, X3,… are the waiting times in a Poisson process of rate k and X1, X2, X3,…

are independent identically distributed continuous random variables having

probability density function f(x). Then (W1, X1), (W2, X2),… form a two-dimen-

sional non-homogeneous Poisson point process where the mean number of points

in a region A is given by

l Að Þ ¼
ZZ

A

kf xð Þdxdt

6.6 Bivariate Exponential Distribution

The bivariate distributions have been investigated by many researchers [22, 23, 62,

65, 103, 110–113] for the reliability applications. Specifically, some researchers

have studied the cases of bivariate gamma distributions [110, 112], bivariate

exponential distributions [22, 23] and bivariate logistic distributions [28, 62].

Among various bivariate distributions, bivariate exponential distributions

(BED) are one of the most common distributions applied in reliability engineering.

The BEDs have also attracted many practical applications in reliability problems.

However, unfortunately, there is no clear and explicit form for the BED unlike

bivariate normal distributions. Therefore, a lot of researchers [22, 23, 52, 61, 65,

97, 113] have tried to develop various types of BEDs.
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Part II

Risk Modeling



Risk Analysis

Terje Aven

1 Introduction

A risk analysis is a methodology to determine the nature and extent of risk.

It comprises the following three main steps:

1. Identification of relevant threats/hazards

2. Cause and consequence analysis, including analysis of exposures and

vulnerabilities

3. Risk description

The basis of the risk analysis is the systematic use of analytical—largely

probability-based—methods which have been constantly improved over the past

years. Probabilistic risk assessments for large technological systems, for instance,

include tools such as fault and event trees. The processing of data is often guided

by inferential statistics and organised in line with decision analytic procedures.

These tools have been developed to generate knowledge about cause–effect rela-

tionships, express the strength of these relationships and characterise remaining

uncertainties. In short, risk analysis specify what is at stake, assess uncertainties

and calculate probabilities for (un)wanted consequences, to produce a risk picture.

A number of approaches and methods exist for analysing risks. We distinguish

between two main categories:

a. Statistical methods. Data are available to predict the future performance of the

activity or system analysed. These methods can be based on data extrapolation

or probabilistic modelling.
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b. System analysis methods. These methods are used to analyse systems where

there is a lack of data to accurately predict the future performance of the

system. Insights are obtained by decomposing the system into subsystems/

components for which more information is available. Overall probabilities and

risk are a function of the system’s architecture and of the probabilities on the

subsystems/component level [43]. Examples of such methods are FMEA

(failure mode and effect analysis), FTA (fault tree analysis), ETA (event tree

analysis), QRA (Quantitative risk analysis) and PRA (probabilistic risk

assessment).

This approach also includes analysis of specific scenarios, which show different

plausible pathways from release of an agent to the final outcome (loss).

In this chapter we restrict attention to the system analysis methods, and the

QRAs. The other system analysis methods mentioned above can be viewed as tools

being used in a QRA.

Apostolakis [4] presents an excellent summary of the benefits of QRA, mainly

based on experience from nuclear power, but they are relevant also for other

industries:

1. Considers a number of scenarios that involve multiple failures, thus providing

an in-depth understanding of system failure modes.

2. Increases the probability that complex interactions between events/systems/

operators will be identified.

3. Provides a common understanding of the problem, thus facilitating communi-

cation among various stakeholder groups.

4. Is an integrated approach, thus identifying the needs for contributions from

diverse disciplines such as engineering and the social and behavioral sciences.

5. Focuses on uncertainty quantification and creates a better picture of what the

community of experts knows or does not know about a particular issue, thus

providing valuable input to decisions regarding need for research in diverse

disciplines, e.g., physical phenomena and human errors.

6. Facilitates risk management by identifying the dominant accident scenarios so

that resources are not wasted on items that are insignificant contributions to

risk.

Nonetheless, despite these benefits, QRAs are subject to strong criticism. For

example, Reid [46] argues there is a common tendency of underestimation of the

uncertainties in QRAs. The disguised subjectivity of risk assessments is potentially

dangerous and open to abuse if it is not recognised. According to Stirling [54],

using risk assessment when there does not exist strong knowledge about the

probabilities and outcomes is irrational, unscientific and potentially misleading.

Renn [47] summarises critique drawn from the social sciences over many years and

concludes that technical risk analyses represent a narrow framework that should not

be the single criterion for risk identification, evaluation and management.
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A substantial part of the research and development within risk assessment is

motivated by the need for meeting this critique and developing improved methods

and models. The right move forward is not to reject QRA, but to improve the tool

and its use. The challenge is how decision-making on risk can be informed by

the best available technical and scientific knowledge (refer Stirling [53]: 100).

The aim of this paper is to discuss to what extent the trends seen are in fact

meeting the challenges raised.

The ambition of the discussion is of course not to cover all important issues of

QRAs. The scope is limited to some critical issues, and these are mainly of

foundational character.

This chapter reviews basic principles and methods in risk analysis. Some key

challenges related to conduction and use of the analyses are identified and dis-

cussed. These relate to inter alia the treatment of uncertainties and the incorpo-

ration of human and organisational factors.

2 Basic Features of a QRA

To explain the main ideas of a QRA we will look into the three main steps (1–3) of

the analysis mentioned in the previous section: (1) Identification of relevant

threats/hazards, (2) Cause and consequence analysis and (3) Risk description.

The level of depth of the various analysis steps depends of course on the

purpose and scope of the analysis.

A simple examplewill be used to illustrate the basic steps of the analysis and some

of the commonmethods used in the analysis. The example is to large extent based on

Garrick et al. [25] and Aven [8]. We refer to the former reference for the technical

details. Various aspects of the approach adopted by Garrick et al. [25] are discussed.

The system is a hypothetical electrical grid. The electrical infrastructure is

critical to the nations’s well-being. The analysis covers analyses related to cyber

attacks and physical attack on a hypothetical electric power grid.

The system has many functions, but the main function is the delivery of electric

power to the consumers. The following damage levels are defined:

0 no damage

1 transient outage (4–24 h) to network 1

2 transient outage to the region and network 1

3 long-term outage (more than 24 h) to network 1

4 long-term outage to network 1 and transient outage to the region (a transient outage

is an outage which is automatically restored with no human intervention)

5 long-term outage to the region and network 1.

In addition the analysis focuses on (I) The number of attacks (suitably defined)

and (II) The proportion of attacks being ‘‘successful’’.
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2.1 Step 1: Identify Relevant Threats and Hazards

As a basis for this activity an analysis of the system is carried out, to understand

how the system works, so departures from normal, successful operation can be

easily identified. Once the system is understood, vulnerabilities that require special

analysis can be identified. The electrical grid has four main elements; substations,

transmission lines, supervisory control and data acquisition (SCADA) systems and

energy management systems (EMSs).

A first list of hazards/threats is normally identified based on this system anal-

ysis, experience from similar type of analyses, statistics, brainstorming activities

and specific tools such as Failure mode and failure effect analysis (FMEA) and

Hazards and operability studies (HAZOP).

The FMEA was developed in the 1950s and was one of the first systematic

methods that was used to analyse failures in technical systems. If we describe or

rank the criticality of the various failures in the failure mode and effect analysis,

the analysis is often referred to as an FMECA (Failure Modes, Effects and

Criticality Analysis). The criticality is a function of the failure effect and the

frequency/probability.

FMEA is a simple analysis method to reveal possible failures and to predict the

failure effects on the system as a whole. The method is inductive; for each com-

ponent of the system we investigate what would happen if this component fails.

The method represents a systematic analysis of the components of the system to

identify all significant failure modes and to see how important they are for the

system performance. Only one component is considered a time, the other com-

ponents are then assumed to function perfectly. FMEA is therefore not suitable for

revealing critical combinations of component failures.

A HAZOP is a systematic analysis of how deviation from the design

specifications in a system can arise, and an analysis of the risk potential of

these deviations. Based on a set of guidewords, scenarios that may result in a

hazard or an operational problem are is identified. The following guidewords

are commonly used: NO/NOT, MORE OF/LESS OF, AS WELL AS, PART

OF, REVERSE, AND OTHER THAN. The guidewords are related to process

conditions, activities, materials, time and place. For example, when analysing a

pipe from one unit to another in a process plant, we define the deviation ‘‘no

throughput’’ based on the guideword NO/NOT, and the deviation ‘‘higher

pressure than the design pressure’’ based on the guideword MORE OF. Then

causes and consequences of the deviation are studied. This is done by asking

questions, for example for the first mentioned deviation in the pipe example

above:

• What must happen to ensure the occurrence of the deviation ‘‘no throughput’’

(cause)?

• Is such an event possible (relevance/probability)?

• What are the consequences of no throughput (consequence)?
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As a support in the work of formulating meaningful questions based on the

guidewords, special forms have been developed.

Normally the source identification is strongly integrated with step 2, as source

identification quickly leads to discussions of scenarios, causes, uncertainties and

likelihoods.

For the case, we restrict attention to potential terrorist attacks. Further detailing

is carried out in Step 2.

2.2 Step 2: Cause and Consequence Analysis

We focus on the following threats:

i. a physical attack on the electrical grid

ii. a complementary simultaneous cyber attack on the electrical grid.

Now starting from the events (i) and (ii), a standard analysis can be performed

using event trees and fault trees to identify the possible consequences of the

initiating events (i) or (ii) and possible scenarios leading to the events based on a

backward approach. This process leads to a number of specified scenarios.

We first look at the backward analysis, asking how the initiating events (i) and

(ii) may occur.

Numerous physical methods could be used to damage equipment at each sub-

station with varying degrees of damage to the network. For example, carbon fibres

could be sprayed over buses and transformers to cause severe short circuits, and

explosives could be used to destroy key transformers, circuit breakers and bus

sections. Without going into more details, we see the contours of an analysis

establishing possible scenarios that can lead to the event (i). This analysis could be

structured by using fault trees, see the simple example in Fig. 1. The attack occurs

if either the basic event A occurs or B (or both).

Physical attack on 

the electrical grid

Or-gate

(a) Carbon fibers etc. are 
sprayed over buses and 
transformers to cause 
severe short circuits

(b) Explosives are used to 
destroy key transformers, 
circuit breakers and bus 
sections

Fig. 1 A simple example
of a fault tree
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A fault tree is a logical diagram which shows the relation between a top event—

often a system failure (the attack in this case), and events that may cause this

undesirable event (often failures of the components of the system), referred to as

basic events. The graphical symbols showing the relation between these events

are called logical gates. The two most common logical gates are the Or-gate

(see Fig. 1) and the And-gate. The output from an And-gate is true if the

input-events are all true. In the case of an Or-gate, the output is true if at least one

input-event is true.

The fault tree (FTA) method was developed by Bell Telephone Laboratories

in 1962 when they performed a safety evaluation of the Minuteman Launch

Control System. The Boeing company further developed the technique and

made use of computer programs for both quantitative and qualitative fault tree

analysis. Since the 1970s fault tree analysis has become very widespread and is

today one of the most used risk analysis methods. The applications of the

method include most industries. The space industry and the nuclear power

industry have perhaps been the two industries that have used fault tree analysis

the most.

A fault tree that comprises only And- and Or-gates can alternatively be rep-

resented by a reliability block diagram. This is a logical diagram which shows the

functional ability of a system. Each component in the system is illustrated by a

rectangle as shown in Fig. 2. If there is connection from a to b in Fig. 2, this means

that the system is functioning. Usually ‘‘functioning’’ means absence from one or

more failure modes.

The diagrams in Figs. 1 and 2 represent alternative ways of representing the

same activity or system.

The next stage in the analysis would be to perform a resource attacker’s

analysis, which addresses the following points:

– The need for resources to carry out the attack

– Possible attackers

– Their motivation, competence, resource basis and ability in general to perform

the attack

– Knowledge, access and target vulnerabilities, as well as non-retribution and the

ability to assess the success of an attack (cf. Anton et al. [2]).

A comprehensive analysis would also address factors that would influence the

performance of the attackers, and the systems and barriers to withstand the

attacks and reduce their consequences. Examples of such performance influencing

factors are political conditions, intelligence, surveillance and reconnaissance, and

self-awareness.

(a) (b)

Fig. 2 A reliability block
diagram (Series system).
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An influence diagram (Bayesian belief network) could be used to show the

influencing factors. A simple example is shown in Fig. 3.

Now, if an attack occurs, what are the consequences? To analyse these, event

trees are used. They produce scenarios starting from the initiating events, in our

case (i) and (ii). A simple event tree based on (ii) is shown in Fig. 4.

The Network 1 event represents the event that attackers damaging sufficient

equipment in Network 1 cause a long-term power outage. The horizontal path from

the Network 1 event occurs if the attackers do not disable enough equipment to

cause a network power outage. The failure path from the Network 1 top event (the

vertical path in the event tree) occurs if the attack results in long-term damage to

network power supplies.

The SCADA event represents the event that intruders initiating a cyber attack

that causes short-term power failures throughout the regional grid. The horizontal

path from the SCADA event occurs if the intruders do not disable the regional

grid. The failure path from the SCADA event (the vertical path in the event tree)

occurs if the intruders cause a regional power outage.

Based on the various scenarios, a damage category is determined, as shown in

Fig. 4. This event tree provides a basis for analysing uncertainties and probabilities

related to the various attack scenarios. As noted by Garrick et al. [25], in practice,

‘‘it is often necessary to increase the level of detail in the supporting analyses to

examine the threats, vulnerabilities, and causes that may contribute to each

undesired condition. The increased detail facilitates a more systematic evaluation

of each potential cause of failure and provides a logical framework for assessing

the effectiveness of specific mitigation measures’’. The detailed analyses also often

contribute to reduce the inherent uncertainties in the phenomena and processes

studied, and identify the most important sources of uncertainty.

An example of a more detailed analysis is a vulnerability analysis of critical

systems, such as the SCADA system. A vulnerability analysis studies the possible

consequences (specifically addressing the system weaknesses) of possible threats

and hazards. The vulnerability study can be conducted in many different ways. An

example is the approach by Anton et al. [2], which is based on an identification of

vulnerabilities using a checklist covering a rather comprehensive taxonomy

applied to physical, cyber, human/social and infrastructure objects. It covers

attributes related to

Attack is
conducted

Political
conditions Intelligence

Surveillance and 
reconnaissance

Fig. 3 Factors influencing
the possible occurrence
of an attack
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Design/architecture (Singularity—uniqueness, centrality, homogeneity; Sepa-

rability; Logic/implementation errors—fallibility; Design sensitivity—fragility,

limits, finiteness; Unrecoverability),

Behavioral (Behavioral sensitivity/fragility; Malevolence; Rigidity; Malleabil-

ity; Gullibility—deceivability, naivete; Complacency; Corruptibility—controlla-

bility) and

General (Accessible—detectable, identifiable, transparent, interceptable; Hard

to manage or control; Self-unawareness and unpredictability; Predictability).

By a systematic review of these attributes, the aim is to identify vulnerabilities

which are beyond the standard well-known vulnerabilities.

2.3 Step 3: Risk Description

Up to now we have performed a qualitative analysis with the purpose of gaining

insights. The analysis structures the analysts’ knowledge on the threats and vul-

nerabilities and what the consequences of a threat are. Normally there would be a

number of scenarios developing from a specific initiating event. There are

uncertainties present, and these uncertainties we need to assess and describe.

The key question to address are:

• How likely is it that a physical attack on the electrical grid occurs in a specified

period of time?

• Are there large uncertainties in the phenomena that influence the occurrence of

this event?

• What are the essential factors creating the uncertainties?

• How likely are the different consequences, using the appropriate

categorisations?

• Are there large uncertainties in the phenomena that influence these likelihoods?

• What are the essential factors creating the uncertainties?

SCADA 
damage

Damage
level

Scenario

1

2

3

4

None

2

3

4Network 1 
damage

Fig. 4 Simple event tree for
the initiating event (ii)
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Various kind of risk matrices can be informative to present the likelihoods. The

traditional risk matrix show combinations of possible consequences (with some

defined categories) and associated probabilities (See Fig. 5).

In Fig. 5 the x is to be interpreted as the assessor’s probability that the scenario

resulting in damage category 2 will occur. The assignments are based on relevant

models and data. These models and data are a part of the background information

for the assigned probabilities.

Focus in the analysis is on quantities like

X: the number of future attacks (properly defined)

Yi: 1 if attack i is successful and 0 otherwise

Y: the proportion of the attacks being successful

Z: the number of successful attacks.

Then we assess uncertainties, using probabilities, and this leads to probability

distributions of the above quantities. Given a number of attacks, say 10, we may, for

example, assign a probability of 20% that one of these is successful. From the analysis

we may establish a probability distribution for Z, the number of successful attacks.

Probabilities and expected values are used to express uncertainties and degrees

of belief. However, we need to see beyond these values. The analyses are based on

judgements, made by some experts, a number of assumptions and suppositions are

made, and there could be large uncertainties associated with the phenomena being

studied. The outcomes could be surprising relative to the assigned probabilities

and expected values. In a risk analysis a number of such probability assignments

are performed, and the hidden uncertainties could create surprising outcomes

someplace. You do not know where it will come, but it certainly could happen.

An assumption could be that the ‘‘war of terror’’ is further escalating, but we

could be wrong.

To identify and express such uncertainties different types of procedures are

used [8, 50]. These relate to the background information (assumptions and sup-

positions) of the assigned probabilities, as well as factors such as

– Vulnerabilities

– Complexity in technology

>50%

0 4321

Probability

Damage
category

<1%

1-10%

x
10-50%

Fig. 5 An example of a risk
matrix. Here x corresponds
to a scenario in damage
category 2 and probability
of 10–50%
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– Complexity in organisations

– Available information

– Time horizon

– The thoroughness, etc., of the analysis. What is the experts’ competence, seen in

relation to the best available knowledge? Do we have available relevant expe-

rience data? To what extent would further analysis reduces the uncertainties

about the potential consequences? Etc.

– IRGC, International Risk Governance Council [31] consequence features, such as

• Delay effects—which describes the time of latency between an initial event

and the actual damage.

• Reversibility—which describe the possibility to restore the situation to the

state before damage occurred.

For example, the feature ‘‘delay effects’’ could lead to a focus on activities or

mechanisms that could initiate deteriorating processes causing future surprises.

Addressing the uncertainties also mean to consider the manageability; i.e., to
what extent is it possible to control and reduce the uncertainties, and obtain

desirable outcomes. Some risks are more manageable than others, meaning that the

potential for reducing the risk is larger for some risks compared to others. By

proper uncertainty management, we seek to obtain desirable consequences.

Risk should be described by addressing such issues along with the probabilities.

The risk analyses systemise the knowledge and uncertainties about the phe-

nomena, processes, activities and systems being analysed. This knowledge and

these uncertainties are described and discussed and this provides a basis for

evaluating what is important (tolerable and acceptable) and for comparing options.

Expressing risk also means to perform sensitivity analyses. The purpose of

these analyses is to show how sensitive the output risk indices are with respect to

changes in basic input quantities, for example assumptions and suppositions.

The analysis is used to identify critical systems, and thus provide a basis for

selecting appropriate measures. To illustrate this, let R be a risk index, for example

expressing the expected number of fatalities (PLL) or the probability of a system

failure, and let Ri be the risk index when subsystem i is in the functioning state.

Then a common way of ranking the different subsystems is to compute the

risk improvement potential (also referred to as the risk achievement worth)

Ii = Ri - R, i.e., the maximum potential risk improvement that can be obtained by

improving system i (Aven [6], Haimes [28]). The potential Ii is referred to as a risk
importance measure.

3 Challenges

The section addresses some important challenges of risk analysis:

1. Treatment of uncertainties

2. The causal chains and event modelling
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3. Incorporation of human and organisational factors

4. The decision context.

These relate in particular to the scientific foundation of the QRAs but also the

applications of the QRA.

3.1 Treatment of Uncertainties

A proper treatment of uncertainties in risk assessments is one of the main chal-

lenges of QRA. The risk analyses are to describe the uncertainties (refer to item 5,

Sect. 1) but many risk analyses ignore uncertainties beyond best estimates. Con-

sider the following statement from an experienced risk analyst team about

uncertainty in quantitative risk analysis [14]:

The analyses are based on the ‘‘best estimates’’ obtained by using the company’s standards
for models and data. It is acknowledged that there are uncertainties associated with all
elements in the analysis, from the hazard identification to the models and probability
calculations. It is concluded that the precision of the analysis is limited, and that one must
take this into considerations when comparing the results with the risk acceptance criteria
and tolerability limits.

Based on such a statement one may question what uncertainty in QRA means.

Everything is uncertain, but is not risk assessment performed to assess and

describe the uncertainties? Again refer to item 5 above.

We have to acknowledge that there are different types of risk assessments (QRAs)

and they treat uncertainties to varying degree. Traditionally six levels have been

identified [41], and the best-estimate approachmentioned above is referred to as level

4. Themost detailed level, level 6, is the probability offrequency approach [32]. Here

second-order probabilities (subjective probabilities) P are used to describe the

assessors’ epistemic uncertainties about the relative frequency interpreted proba-

bilities pf. The latter probabilities describe stochastic or aleatory uncertainties

(variations). The analysismay produce a 90% credibility interval for pf, [a, b], saying
that the analyst is 90% confident that pf lies in the interval [a, b].

If we look at the prevailing practice concerning uncertainty treatment in QRAs

today the first impression may indicate that not much has changed since the late

1970s and the beginning of the 1980s. However, these issue of uncertainties and

treatment of uncertainties in QRAs has been continuously addressed by analysts

and researchers since then. Some of the main challenges focused have been:

• The meaning and usefulness of the distinction between epistemic and aleatory

uncertainties.

• The meaning of model uncertainty and approaches for treating model

uncertainty.

• The need for seeing beyond expected values and probabilities when assessing

uncertainties

• Alternative representations of uncertainty than probability.
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In the following we will look closer at these challenges and give some

reflections on the way ahead (Sect. 3.1.5).

3.1.1 The Distinction Between Epistemic and Aleatory Uncertainties

If we study the lifetimes of a type of light bulbs, the distinction between aleatory

uncertainty and epistemic uncertainty is clear and easy to understand. The varia-

tion in lifetimes produces the aleatory uncertainty. If we had full knowledge about

the generated distribution of lifetimes, there would be no epistemic uncertainties.

However, in practice we do not know this underlying true distribution and hence

we need to address epistemic uncertainties. In practice this is typically done by

assuming that the distribution belongs to a parametric distribution class, for

example the Weibull distribution with parameters a and b. This distribution is to

be considered a model of the underlying true distribution, and given this model the

epistemic uncertainties are reduced to lack of knowledge concerning the correct

parameters a and b.

For mass produced units and other situations with large populations of units,

this uncertainty structure makes sense. We would however prefer to refer to the

aleatory uncertainty as variation and not uncertainty, as variation or population

variation explains better what we would like to express.

In a risk analysis context, the situations are often unique, and the distinction

between aleatory uncertainty and epistemic uncertainty is then more problematic.

Consider as an example the probability of a terrorist attack (properly specified).

To define the aleatory uncertainty in this case we need to construct an infinite

population of similar attack situations. The variation in this population generated

by ‘‘success’’ (attack) and ‘‘failure’’ (not attack) represents the aleatory uncer-

tainty. The proportion of successes equals the probability (chance in a Bayesian

context, see, e.g., Singpurwalla [51]) of an attack. But is such a construction

meaningful? No, it makes no sense to define a large set of ‘‘identical’’, independent

attack situations, where some aspects (for example related to the potential

attackers and the political context) are fixed and others (for example the attackers’

motivation) are subject to variation. Say that the attack success rate is 10%. Then

in 1,000 situations, with the attackers and the political context specified, the

attackers will attack in about 100 cases. In these situations the attackers are

motivated, but not in the remaining ones. Motivation for an attack in one situation

does not affect the motivation in another. For independent random situations (refer

the light bulb example above) such ‘‘experiments’’ are meaningful, but not in

unique cases like this.

This type of problem is surprisingly seldom addressed in the literature. It is

common to define the underlying aleatory-based probabilities and distributions,

but without clarifying their meaning. Researchers express that there is only one

type of uncertainty, stemming from lack of knowledge (i.e., it is epistemic), seem

to represent a small minority. See, e.g., Helton and Burmaster [28]. Yet, the

Bayesian paradigm (as, for example, presented by Lindley [35]) is based on this
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idea. Probability is considered a measure of uncertainty about events and outcomes

(consequences), seen through the eyes of the assessor and based on the available

background information and knowledge. Probability is a subjective measure of

uncertainty, conditional on the background knowledge. The reference is a certain

standard such as drawing a ball from an urn. If we assign a probability of 0.4 for an

event A, we compare our uncertainty of A to occur with drawing a red ball from an

urn having 10 balls where 4 are red.

According to this paradigm, there is epistemic uncertainty associated with the

occurrence of an attack. And the analyst assigns a probability expressing his/her

uncertainty about this event. If relevant, knowledge about the variability is

included in the background knowledge. The variability gives rise to uncertainty

but is not defined as uncertainty in this context. A relative frequency generated by

random variation is referred to as a chance, to distinguish it from a probability,

which is reserved for expressions of epistemic uncertainty based on belief [35, 51].

Thus, we may use probability to describe uncertainty about the unknown value of a

chance, whenever a chance is introduced.

Consider again the light bulb example. Say that the problem is to express the

probability that a specific new light bulb fails before x units of time, and we adopt

the Bayesian approach using subjective probability P. Let A be the failure event.

To specify the probability of A given the background knowledge K, i.e., P(A|K),
the analyst may use the standard Bayesian approach conditioning on the param-

eters, which gives that

P AjKð Þ ¼
Z

G xj a; bð Þ dF a; bjKð Þ; ð1Þ

where F is the prior (or posterior) distribution of a and b given the background

knowledge, and G(x|a, b) is the Weibull lifetime distribution. If a and b are known,

the probability that the light bulb fails before x units of time is set equal to the chance

G(x|a, b). Here P is a subjective probability reflecting epistemic uncertainties. The

aleatory uncertainty (the chance distribution of lifetimes) is expressed by theWeibull

distribution G. We may also express epistemic uncertainties about the chance dis-

tribution, for example a probability of 0.10 that the chance at x = 1 is at least 0.2.

3.1.2 Model Uncertainty

Model uncertainty in a QRA context is a difficult concept. Its meaning and how to

deal with it have been addressed by many researchers. See, e.g., Dewooght [21],

Nilsen and Aven [39], Haimes [27] and the references therein.

The models are used as tools to obtain insight into risk, to express risk, and they

form part of the conditions and the background knowledge on which the analysis is

built. It is obviously important to reflect on how suitable the model is for its

objective. In this regard, however, it is not only the approximation of the real

world that is the point, but also the model’s ability to reflect the essential aspects of

the real world, and to simplify complicated features and conditions.
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Let us return to the Weibull distribution introduced in Sect. 3.1.5. This distri-

bution is a model (a simplified representation) of the real world. We may interpret

model uncertainty as the accuracy of this model relative to the true distribution,

and if the aim of the risk analysis is to determine this distribution the issue of

model uncertainty has a clear meaning and it obviously needs due attention. Model

uncertainty, or model accuracy, is also relevant in the Bayesian context—the

reference is the underlying chance distribution. However model uncertainty or

accuracy has no meaning with respect to the subjective probability P. For the

probability P the model is merely a tool judged useful for expressing the uncer-

tainties about A. The model is a part of the background knowledge. If we change

the model, we change the background knowledge. If we have specified

P(A|K) using the Weibull distribution according to formula (1), the probability is

conditional on the use of this distribution. If we knew the true distribution P would

be different, but since this distribution is unknown we condition on this model. We

have introduced the Weibull distribution to simplify the problem. If we had

considered the space of all distribution functions, the assignment process would

not be feasible in practice.

What is then a satisfactory or a good model? How accurate needs a model to

be considered acceptable? Well, the ultimate requirement for a model is that any

improvement in the model to make it more accurate, as judged by the analyst,

should not lead to a change in the conclusions made. However, this requirement

may be difficult to verify—the best the analyst can do in most cases is to use

sensitivity analyses to see how changes in the model affect the results. And of

course, an experienced risk analyst should have an idea of what is important for

the risk results and what is not. It would also be a task for the risk analysis

discipline (community) to contribute to the development of adequate models—to

standardise what a good model is. Note that a crude model can be preferred

instead of a more accurate model in some situations if the model is simpler and

it is able to identify the essential features of the system performance. Achieving

the appropriate balance between simplicity and accuracy is a main task of the

risk analyst.

The natural sciences provide theories and laws describing physical phenomena

such as ignition and explosion. Similarly, social science theories provide a basis

for modelling human and organisational factors. In principle there is no difference

compared to the natural sciences. The uncertainties are larger, but seeing risk

assessment as a tool to describe the uncertainties (refer again to item 5 in Sect. 1),

this should not undermine the risk assessments.

To take into account model uncertainties, different approaches are used. In

structural reliability analysis (SRA) attempts are made to explicitly reflect the

model uncertainties, see, e.g., Aven [7]. Let Z be the true capacity of the system at

the time of interest. Using the model G(X) = X1 - X2, where X1 represents a

strength measurement and X2 represents a load measurement, we have put

Z = G(X). This means a simplification, and the idea is then to introduce an error

term X0, say, such that we obtain a new model G0(X) = X0(X1 - X2). Clearly, this

may give a better model, a more accurate description of the world. However, it
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may not be chosen in a practical case as it may complicate the assessments. It may

be much more difficult to specify a probability distribution for (X0, X1, X2) than for

(X1, X2). There might be lack of relevant data to support the uncertainty analysis of

X0 and there could be dependencies between X0 and (X1, X2). We have to balance

the need for accuracy and simplicity.

In the literature various other methods have been suggested to reflect model

uncertainties. A typical procedure used is the following [3]: let M1 and M2 be two

alternative models to be used for assigning the probability A. Conditional on Mi,

we have an assignment P(A|Ki). Unconditionally, this gives

P AjKð Þ ¼ P AjK1ð Þ p1 þ P AjK2ð Þ p2;

where pi is the analyst’s subjective probability that the ith model (i.e., the set of

associated assumptions) is true.

Such a procedure is analogous to the Weibull case if ‘‘true’’ refers to a condition

of the real world that is true or not. The model in itself is not true. We have

introduced the model to simplify a complex world. The same procedure could also

be used for the distribution class but as concluded above, at a certain stage we have

to accept the model with its strengths and limitations.

3.1.3 The Need for Seeing Beyond Expected Values and Probabilities

It is common to define and describe risk using probabilities and expected values.

However, these perspectives have been challenged. The probabilities and expected

values could camouflage uncertainties (e.g., Rosa [48], Aven [10]). The assigned

probabilities are conditioned on a number of assumptions and suppositions.

They depend on the background knowledge. Uncertainties are often hidden in

the background knowledge, and restricting attention to the assigned proba-

bilities could camouflage factors that could produce surprising outcomes. By

jumping directly into probabilities, important uncertainty aspects are easily

truncated, meaning that potential surprises could be left unconsidered.

Let us look at an example. Consider the risk, seen through the eyes of a risk

analyst in the 1970s, related to future health problems for divers working on

offshore petroleum projects. An assignment is to be made for the probability that a

diver would experience health problems (properly defined) during the coming

30 years due to the diving activities. Let us assume that an assignment of 1% is

made. This number is based on the available knowledge at that time. There are not

strong indications that the divers will experience health problems. However, we

know today, that these probabilities led to poor predictions. Many divers have

experienced severe health problems [15]. By restricting risk to the probability

assignments alone, we see that aspects of uncertainty and risk are hidden. There is

a lack of understanding about the underlying phenomena, but the probability

assignments alone are not able to fully describe this status.
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Several risk perspectives and definitions have been proposed in line with these

acknowledgments. For example, Aven and Renn [14] defines risk associated with

an activity as uncertainty about and severity of the consequences of the activity,
where severity refers to intensity, size, extension, scope and other potential

measures of magnitude, and is with respect to something that human beings value

(lives, the environment, money, etc.). Losses and gains, for example expressed by

money or the number of fatalities, are ways of defining the severity of the

consequences.

In case of large uncertainties, risk analyses could support decision-making, but

other principles, measures and instruments are also required, such as the cau-

tionary/precautionary principles [15, 30] as well as robustness and resilience

strategies [31]. An informative decision basis is needed, but it should be far more

nuanced than can be obtained by probabilistic analysis alone. This is stressed by

many researchers, e.g., Apostolakis [4] and Apostolakis and Lemon [5]: QRA

results are never the sole basis for decision-making. Safety-related decision-

making is risk-informed, not risk-based. This conclusion is however not only

justified by referring to the need for addressing uncertainties beyond probabilities

and expected values. A main issue here is the fact that risk needs to be balanced

with other concerns (See Sect. 4).

3.1.4 Alternative Representations of Uncertainty Than Probability

There are different traditions and schools concerning uncertainty assessments. In a

QRA, probability is by far the most common approach to represent uncertainties.

However, recently we have seen an increasing number of contributions where

alternative representations are suggested and used. It has been questioned whether

uncertainty can be represented by a single probability, or if imprecise (interval)

probabilities are needed for providing a more general representation of uncertainty

[19, 20, 56]. also been questioned whether probability is limited to special cases of

uncertainty regarding binary and precisely defined events only. Suggested alter-

natives for addressing these cases include fuzzy probability [26, 58] and the

concept of possibility [55, 57]. Furthermore, probabilities have been criticised for

not reflecting properly the weight of the evidence they are based on, as is done in

evidence theory [52].

One of the major objections against using probability to represent uncertainty

seems to be that probability is a measure of randomness only. The existence of

alternative interpretations of probability is not always recognised and, as pointed

out by Natvig [38], work on fuzzy-based representations of uncertainty often

seems to be motivated by the inadequacy of the relative frequency interpretation of

probability; thus not taking into account other interpretations [24].

The interpretations of many of these alternative representation are not clear. To

avoid confusion about the concept of uncertainty, it may be better to separate

uncertainty from lack of precision (ambiguity, vagueness, fuzziness). We refer to

Flage et al. [24] and Aven [11].
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3.1.5 The Way Ahead

The scientific basis of the QRAs needs to be strengthened. A risk assessment must

have a solid scientific basis, which clarifies the axioms, interpretations and mea-

surement procedures of the representations of uncertainties, probabilities and

risk [17]. If a probability of an attack or a probability of an oil spill is introduced, its

meaning must be explained. If the produced probability numbers are subject to

uncertainties, this uncertainty must be assessed and discussed. The background

knowledge that the probabilities are based on must be described. The role of models

must be clarified.How ismodel uncertainty understood and dealt with in the analysis?

The risk analysts need to be professional in the field of risk and uncertainty. Now

we often see risk analysts with a poor background in the fundamentals of risk

assessment. It is not sufficient to be a statistician or an engineer to act as a professional

risk analyst. Risk analysis is a discipline in its own and requires education and

training in topics like risk and probability concepts, risk analysis methods, uncer-

tainty analysis, risk characterisations and risk communication. The stakeholders’,

including the decision-makers’ and third parties’, understanding of risk assessments

and their results depends very much on the professional risk analyst’s ability to

communicate the risk picture. Risk professionals need to be sharp on the scope, as

well as the boundaries and limitations of the assessments [11].

The risk analyses need to provide a much broader risk picture than what is

typically the case today. Separate uncertainty analyses should be carried out,

extending the traditional probabilistic based analyses. It is not sufficient to produce

a risk picture by just reporting some probability estimates or assignments. What is

needed is also

– Sensitivities showing how the risk indices depend on the background knowledge

(assumptions and suppositions)

– Uncertainty assessments

– Description of the background knowledge, including models used.

The uncertainty assessments should not be restricted to standard probabilistic

analysis, as this analysis could hide important uncertainty factors. The search for

quantitative, explicit approaches for expressing the uncertainties, even beyond the

subjective probabilities, may seem to be a possible way forward. However such an

approach should be used with care. Trying to be precise and accurately expressing

what is extremely uncertain does not make sense. Instead we recommend a more

open qualitative approach for revealing such uncertainties. Some would feel this as

less attractive from a methodological and scientific point of view, perhaps it is, but

it would be more suited for solving the problem at hand, which is about analysis

and management of risk and uncertainties.

What we would like to see is a broad risk description covering risk numbers,

sensitivities as well as uncertainty factors.

We are sceptical to the alternative representations of uncertainty as mentioned

in Sect. 3.1.4. However, further research is required to clarify the role of these

representations in QRA. See discussion in Aven [11] and Aven and Zio [16]
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3.2 The Causal Chains and Event Modelling

The traditional risk analysis approach used in QRAs can be viewed as a special

case of system engineering [27]. This approach, which to large extent is based on

causal chains and event modelling, has been subject to strong criticism. Many

researchers argue that some of the key methods used in risk analysis are not able to

capture ‘‘systemic accidents’’. Hollnagel [29], for example, argues that to model

systemic accidents it is necessary to go beyond the causal chains—we must

describe system performance as a whole, where the steps and stages on the way to

an accident are seen as parts of a whole rather than as distinct events. It is not only

interesting to model the events that lead to the occurrence of an accident, which is

done in, for example, event and fault trees, but also to capture the array of factors

at different system levels that contribute to the occurrence of these events.

Leveson [34] makes her points very clear:

Traditional methods and tools for risk analysis and management have not been terribly
successful in the new types of high-tech systems with distributed human and automated
decision-making we are attempting to build today. The traditional approaches, mostly
based on viewing causality in terms of chains of events with relatively simple cause-effect
links, are based on assumptions that do not fit these new types of systems: these
approaches to safety engineering were created in the world of primarily mechanical
systems and then adapted for electro-mechanical systems, none of which begin to
approach the level of complexity, non-linear dynamic interactions, and technological
innovation in today’s socio-technical systems. At the same time, today’s complex engi-
neered systems have become increasingly essential to our lives. In addition to traditional
infrastructures (such as water, electrical, and ground transportation systems), there are
increasingly complex communication systems, information systems, air transportation
systems, new product/process development systems, production systems, distribution
systems, and others.
The limitations of the traditional models and approaches to managing and assessing risk

in these systems make it difficult to include all factors contributing to risk, including
human performance and organisational, management and social factors; to incorporate
human error and complex decision-making; and to capture the non-linear dynamics of
interactions among components, including the adaptation of social and technical structures
over time.

Leveson argues for a paradigm-changing approach to safety engineering and

risk management. She refers to a new alternative accident model, called STAMP

(System-Theoretic Accident Modeling and Processes).

A critical review of the principles and methods being used is of course

important, and the research by Hollnagel et al. [45] and others in this field adds

valuable input to the further development of risk analysis as a discipline. Obvi-

ously we need a set of different approaches and methods for analysing risk. No

approach is able to meet the expectations with respect to all aspects. The causal

chains and event modelling approach has shown to work for a number of industries

and settings, and the overall judgement of the approach is not as negative as

Leveson expresses. Furthermore, the causal chains and event modelling approach

is continuously improved, incorporating human, operational and organisational
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factors, see e.g., I-Risk [40], ARAMIS [22], the BORA project [13], the SAM

approach [42] and the Hybrid Causal Logic Method [37, 49]. It is not difficult to

point at limitations of these approaches, but it is important to acknowledge that the

suitability of a model always has to be judged by reference to its ability to rep-

resent the real world, but also its ability to simplify the world, as discussed above.

We consider the causal chains and event modelling to provide a sound basis for

the risk analyses in many cases. However, we acknowledge the limitations of this

approach, as well as other aspects of the analyses, and add alternative qualitative

tools to see beyond these limitations. Insights provided by this alternative research

paradigm can be used to strengthen the risk picture obtained by the more tradi-

tional approach.

3.3 Incorporation of Human and Organisational

Factors (HOFs)

Another important research issue is the development of appropriate problem

decomposition methods for risk and vulnerability analysis (including extending the

logic modelling techniques—such as fault tree and event tree to include influence

diagrams), essential for capturing different dimensions of complex risk issues. The

work must be seen in relation to the existing approaches mentioned above; such as

the HCL method [37, 49] and related methodologies (see e.g., Léger et al. [33],

Ale et al. [1] and Luxhøj et al. [36]), which develop methodology for operational

risk analysis including analysis of the performance of safety barriers, with respect

to technical systems as well as human, operational and organisational factors.

To simplify, the basic problem can be summarised as follows, using an example

from maintenance in a process plant:

1. Identify events A that summarise essential barrier performance. An example is

‘ignition’ or ‘avoid ignition’ given a specific leakage scenario.

2. Establish a deterministic model that links A and events Bi and quantities Xi on a

more detailed level. A fault tree is an example of such a model.

3. Specify a set of operational and management factors Fi that could influence the

performance of the barriers, and which have not been included in the model

developed in stage 2. Examples of such factors are the quality of the mainte-

nance work, the level of competence and the adequacy of organisation.

4. Specify probabilities P(Bi|F), where F is the vector of the Fis.

5. Use probability calculus to obtain P(A|F).

To carry out such an analysis there are a number of challenges, of which the

following are some of the more important:

• Determine which F factors that should be included in the basic stage 2 model.

The F factors are fixed, meaning that the probability assignments are condi-

tioned on these factors. If some of the F factors are to be considered unknown to
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the analyst, these factors need to be included in the basic model, or the factors

should be divided into two categories, reflecting unknown factors on the one

hand and some given factors on the other. Such a distinction is made in the

SAM-method [42].

• Finding adequate procedures for assigning scores to the F factors and specifying

the probabilitiesP(Bi|F). The probabilitiesP(Bi|F) need to be based onmodels and

methods used for barrier performance analyses, such as human reliability analysis.

For the purpose of the present chapter we will not go further into the analysis. Our

concern is the research direction, where the ambition is to explicitly incorporate the

human and organisational factors. Developing suitable methodology is not

straightforward. A detailed analysis requires substantial input data, and the datamust

be relevant. Such analyses cannot be performed without extensive use of expert

judgements. However, expert judgement is not to be seen as something negative. The

risk analysis is a tool for summarising the information available (including uncer-

tainties), and expert judgements constitute an important part of this information.

The developments in this field seem to be partly based on the causal chains and

event modelling approach. A natural question then is to what extent these

developments are meeting the critique raised in the previous section. Are, for

example, the non-linear dynamics of interactions among components adequately

reflected? Such issues need to be addressed, and for these developments to gain

acceptance, validation processes are required incorporating reviews and discus-

sions of thee issues. Is the analysis to be considered a number-crunching exercise

characterised by arbitrariness. Would it not be better to adopt a more qualitative

approach? Is it possible to obtain confidence in the assigned probabilities when

they are to reflect aspects like management involvement and culture?

Validation of risk analysis methods is an important but difficult issue. To

achieve results that are trusted by the stakeholders, it is important to pay attention

to the process behind the risk calculation results. For example, subjective input to

the risk analysis should to as large extent as possible be assigned by broad groups

of experts, rather than by one single expert. A method for assigning probabilities

cannot be validated in the sense that you can check that the results are correct.

However, all stakeholders need to have confidence in the process of transforming

the analysts’ knowledge and lack of knowledge into probabilities.

We expect further developments in this area. Due attention needs to be paid to

validation and foundational issues.

3.4 The Decision Process

Our main focus here is the search for mechanistic decision rules, linked to

acceptance (tolerability) limits. For example, the Norwegian offshore petroleum

regulations state that risk acceptance criteria (tolerability limits) expressed as

upper limits of acceptable (tolerable) risk should be developed, and before the risk

analyses are carried out (PSA [15, 44]). Such criteria are common and we see an
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increasing trend. But one may question the appropriateness of introducing such

criteria. Consider the following criterion:

The probability of getting an oil spill during 1 year of operation causing an environmental
damage having a restitution period of more than z years, should not exceed 1 9 10-x.

At the political level it is obvious that it would not be possible to establish

consensus about such a limit. Different parties would have different preferences. But

for the Government it should it be possible to establish such a number? Say that it

would make an attempt to do this. And suppose that it considers two options, a weak

limit, say 1 9 10-3 and a strong limit say 1 9 10-4. What limit should it choose?

The answer would be the weak limit, as the strong limit could mean lack offlexibility

in choosing the overall best solution. If the benefits are sufficiently large, the level

1 9 10-3 could be acceptable. Following this line of arguments, the use of such

limits leads to the formulation ofweak limits, which aremet inmost situations.QRAs

are then used to test whether the risks are acceptable in relation to these weak limits.

It is to large extent waste of money, the conclusions are obvious.

At the operational level, the same type of arguments will apply. The oil company

is to determine an acceptance criterion, and it faces the same type of dilemmas as

above. Why should it specify strong limits? It would restrict the company from

obtaining the overall best solutions. The result is that weak limits are specified and

risk assessments play the role of verification, a role that adds not much value.

If a high level of safety or security is to be obtained, other mechanisms need to

be implemented than risk acceptance (tolerability) limits. If such criteria are

established, they give a focus on obtaining a minimum safety standard, instead of

continuous improvement and risk reduction.

The ALARP principle represents such a mechanism. The ALARP principle

expresses that the risk should be reduced to a level that is as low as reasonably

practicable. A risk reducing measure should be implemented provided it cannot be

demonstrated that the costs are grossly disproportionate relative to the gains

obtained [30]. Risk assessments play an important role in ALARP processes, as

risk reduction needs to be based on risk assessments. Risk must be described and

the effect of risk reducing measures determined. Although the ALARP principle

has been in use for many years, its interpretation and the implementation proce-

dures are still being discussed. Implementing a broad risk perspective as outlined

in Sect. 2.3 would require updated ALARP procedures, as risk is more than

computed probabilities and expected values.

4 Conclusions

We make the following conclusions:

1. The scientific basis of the risk analyses needs to be strengthened.

2. The risk analyses need to provide a much broader risk description than what is

typically the case today. More weight should be given to uncertainties.
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3. Further research is needed for improving the modelling and analysis of human

and organisational factors.

4. The ALARP principle and implementation need to be adapted to such an

extended risk description. Risk acceptance (tolerability) limits should be used

with care.

Other researchers have presented similar recommendations, see e.g., Stirling

[53, 54] and Renn [47]. In the social scientist risk research community there has

been a strong recognition of the need for moving away from a search for an

‘‘analytical fix’’ and towards addressing the social and institutional aspects of the

problem. IRGC, International Risk Governance Council [31] and UKCabinet Office

[18] are examples of risk frameworks based on this recognition. Fischhoff [23] have

summarised seven stages in this retreat away from what might be seen as ‘‘naïve

positivism’’ in the risk debate [53], see Table 1.

Nonetheless, the risk analyses consultants and the formal decision-making on

the regulation of risk remain relatively unaffected by this recognition (refer

Stirling [53]: 100). There are many reasons for this, but a main factor is certainly

the risk assessment tool in itself. The assessments are in general lacking a proper

foundation and the perspective on uncertainties is too narrow.

The relative frequency based approach and the Bayesian schools of thought

have collided for many years over the definition of probability, sowing consid-

erable confusion over the definition of risk and the limits of probabilistic risk

analysis [41]. Attempts at reconciliation of these two perspectives have led to the

probability of frequency approach, as briefly described and discussed in the

beginning of Sect. 3.1. However, on both sides of this approach we have other

approaches, the pure classical approach based on relative frequency interpreted

probabilities only, and broad risk perspectives as discussed for example by Aven

and Renn [14]. The broad perspectives are categorised by an acknowledgement of

the need for seeing beyond the probabilistic analysis. The main pillar of risk is not

probability but uncertainty, refer the Aven and Renn [14] definition of risk:

uncertainty about and severity of the consequences (or outcomes) of an activity

with respect to something that human beings value.

Classical decision theorists have often taken the stand that the distinction

between aleatory and epistemic uncertainties as in the probability of frequency

approach is unnecessary because, according to the axioms of expected-utility

decision analysis, it is irrelevant in rational choices [41]. All one needs is their

Table 1 Stages in the development of risk communication [23, 53]

1: all we have to do is get the numbers right

2: all we have to do is tell them the numbers

3: all we have to do is explain what we mean by the numbers

4: all we have to do is show them that they’ve accepted similar risks in the past

5: all we have to do is show them that it’s a good deal for them

6: all we have to do is treat them nice

7: all we have to do is make them partners
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common measure, the Bayesian (subjective) probability, that can characterise both.

The different probabilities can then be combined for decision-making purposes as if

all uncertainties were of the same nature. Such a view is however disputed by many

researchers and analysts. As argued by Paté-Cornell [41], rationality can be viewed

as more complex than the simple maximisation of expected utility. Decision-

makers may need and/or ask for a full display of the magnitudes and the sources of

uncertainties before making an informed judgement.

Such a perspective provides the basis for the risk perspective adopted in many

risk frameworks (e.g., IRGC [31], Aven [9]). It considers uncertainty as the main

component of a risk description—probability is just a tool used to express the

uncertainties. To some extent we describe the uncertainties, but one should

acknowledge that the full scope of these uncertainties cannot be transformed to a

mathematical formula, using probabilities or other measures of uncertainty.
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Risk Importance Measures

Enrico Zio

1 Introduction

Quantitative information about the role that the components of a system play with

respect to its risk, safety, reliability and availability is of great practical aid to

system designers and operators. Indeed, the identification of which components

mostly contribute to the system failure behavior allows one to trace system design

bottlenecks and provides guidelines for effective operation and maintenance

actions for system performance improvement.

In this regard, risk Importance Measures (IMs) are a fundamental outcome of the

risk analysis of any complex technological system, as they are intended to quantify

the contribution of the system components or their basic failure events to the system

unreliability, unavailability or risk. For example, in the Probabilistic Safety

Assessment (PSA) of nuclear power plants, IMs evaluate the importance of the

components (or their basic failure events) with respect to their impact on the relevant

risk measure, e.g., the Core Damage Frequency (CDF) or the Large Early Release

Frequency (LERF). In other system engineering applications, such as aerospace and

transportation, the impact of the components and their failure events is considered on

the system unreliability or, for renewal systems such as the manufacturing pro-

duction and power generation ones, on the system unavailability.

IMs were first introduced by Birnbaum [7]. The Birnbaum importance measure

gives the contributions to the system reliability due to the reliability of the various

system components. Components for which a variation in reliability results in the
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largest variation of the system reliability have the highest importance. Fussell and

Vesely later proposed a measure based on the cut sets importance [12]. According

to the Fussell–Vesely measure, the importance of a component depends on the

number and on the order of the cutsets, in which it appears.

Other concepts of importance measures have been proposed and used, based on

different views of the influence of the components on the system performance.

Structural importance measures account for the importance of the logic position of

the components in the system [21, 22]. Criticality importance measures consider

the conditional probability of failure of a component, given that the system has

failed [11, 16]. Joint importance measures account for the interactions of com-

ponents in their contribution to system performance [2, 15].

Lately, IMs are being widely used in risk-informed applications of the nuclear

industry to characterize the importance of basic events, i.e., component failures,

human errors, common cause failures, etc., with respect to the risk associated to

the system [9, 10, 24, 25]. In this framework, two other measures are frequently

used: the risk reduction worth and the risk achievement worth [10]. The former

one is a measure of the ‘worth’ of the basic event in achieving the present level of

system risk and, when applied to components, it highlights the importance of

maintaining the current level of reliability with respect to the basic failure events

associated to such components. The latter one, the risk reduction worth, is asso-

ciated to the maximum decrease in risk consequent to an improvement of the

component associated with the basic event considered.

The use of importance measures in risk-informed applications relates to the

ranking, or categorization of components or, more generally, basic events, with

respect to their risk-significance or safety-significance. A distinction is made between

ranking and categorization [10]: the purpose of ranking is generally to arrange items in

order of increasing or decreasing importance; the purpose of categorization is to

allocate items into groups, according to some pre-set guidelines or criteria.

Distinction ismade also between risk-significance and safety-significance [10, 29].

Depending on the application, it may be appropriate to rank or categorize components

or basic events, with respect to risk-significance or with respect to safety-significance.

Risk-significance and safety-significance are regarded as complementary ways of

identifying the role of components or basic events, in determining the risk from

operation of the system. On one side, an individual component (basic event) can be

identified as being risk-significant if its failure or unavailability (occurrence) con-

tributes significantly to the measures of system risk, e.g., the core damage frequency,

the large early release frequency, the unreliability or the unavailability. Safety-sig-

nificance, instead, is related to the role that the component or the basic event plays in

the prevention of the occurrence of the undesired system end state; in other words,

safety-significance refers to the significance of a contribution to the probability of

system success.

In general, there are two types of applications in risk-informed regulation. The

first focuses on the high significance group, with the aim of gaining a reduction in

the risk associated to system operation. A categorization according to risk-

152 E. Zio



significance is more appropriate in this case since it focuses on the components

that contribute most to the chosen measure of risk.

The second type of application aims at rendering more effective and less costly

the requirements and Operation and Maintenance (O&M) activities by focusing

them on what is risk-important, while relaxing those on the low significance group

[10], provided that at most only a small risk increase results, well within the limits.

In this Chapter, some typical IMs used to characterize the importance of binary

components, i.e., components which can be either functioning or faulty, are

presented. The definitions of the IMs will be given with respect to the system

reliability R(t) and failure probability F(t) = 1 - R(t), which will be taken as

the measures of the risk associated to the system. The interpretations and uses of

the different importance measures are critically discussed and their advantages and

limitations highlighted. Topical issues are addressed, such as the importance of

groups of components or basic events and the influence of uncertainty on the

importance rankings. The extension of the definitions of the IMs to multi-state

components and systems is also addressed.

A number of numerical and application examples are provided to substantiate

the underlying definitions, concepts and interpretations.

The material presented draws from the abundant literature on the subject,

organizing it in what is hoped to be a systematic presentation of the matter. Part of

the base material has been organized by the Author in a similar format for a

Chapter of the book Computational Methods for Reliability and Risk Analysis,

World Scientific, 2009.

Importance measures are used in various fields to evaluate the relative impor-

tance of components in a system with respect to some criteria. This Chapter pro-

vides an overview on various types of importance measures relative to reliability

and risk criteria. The different importance measures are critically discussed and

their advantages and limitations highlighted with reference to the specific appli-

cation context. The importance measures of groups of components are introduced

and discussed. The influence of uncertainty on the importance ranking is consid-

ered. The extension to IMs for multi-state components and systems is given.

2 Birnbaum’s Measure

Consider a system of n components. Let r tð Þ ¼ r1 tð Þ; r2 tð Þ; . . .; rn tð Þð Þ be the

vector of the reliabilities of the individual components at time t and let R r tð Þð Þ be
the system reliability, dependent on the individual component reliabilities and on

the system configuration. Birnbaum’s measure of importance of the jth component

is defined as:

IBj tð Þ ¼ oR r tð Þð Þ
orj tð Þ

ð1Þ
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If IBj tð Þ is large, a small change in the reliability rj(t) of component j will lead to

a large change in the system reliability R at time t.
Properties of Birnbaum’s measure are:

i. 0� IBj tð Þ� 1

ii. When R r tð Þð Þ is a linear function of r tð Þ and if all components j are inde-

pendent, then IBj tð Þ does not depend on rj(t), j = 1,2,…,n.

2.1 Example 1

Consider three system configurations composed of two or three binary components

with the following reliabilities: r1 = 0.98, r2 = 0.96, r3 = 0.94. Table 1 reports the

Birnbaum importances of the three components in the different configurations [16].

In the series system configuration I, the less reliable component 2 is ranked

highest. This result is general: in a series system the Birnbaum measure prioritizes

components according to increasing values of reliability. The result is also rea-

sonable from the logic structure of the system: in a series system the reliability is

driven by the least reliable component, which constitutes the system bottleneck.

Dually, in the parallel configuration II, the importance measure IBj ranks highest

component 1, the most reliable one. Again, this is reasonable from the point of

view of the system logic structure: in a parallel system, the system behavior is

driven by the most reliable components and IBj prioritizes the components

accordingly. This is confirmed also by the ranking produced by IBj for the com-

ponents of the system in configuration III, where the three components 1, 2 and 3

are in a 2-out-of-3 logic of operation. Again, Birnbaum’s importance decreases

with decreasing reliability of the components.

2.2 Analysis of Birnbaum’s Measure in Terms of the System

Structure Function

The system state can be represented by an indicator variable XT which assumes the

value of 1 when the system is functioning and 0 when it is faulty. XT is a Boolean

function of the Boolean variables X1, X2,…, Xn describing the states of the n com-

ponents of the system (Xj = 1 if the component is functioning, 0 otherwise) [30]:

Table 1 Birnbaum IMs of Example 1

Configuration no. System configuration
(system components)

R IB1 IB2 IB3

I Series (1–2) 0.9408 r2 = 0.96 r1 = 0.98 /

II Parallel (1–2) 0.9992 1 - r2 = 0.04 1 - r1 = 0.02 /

III 2-out-of-3 (1–2–3) 0.9957 0.0952 0.0776 0.0584
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XT ¼ U X1;X2; . . .;Xnð Þ ¼ U Xð Þ ð2Þ
Such function is called a structure function and incorporates all the causal

relations among the components states which lead to the system failure event.

It maps an n-dimensional vector X ¼ X1;X2; . . .;Xnð Þ of Boolean variables (equal

to 0’s and 1’s) onto a Boolean variable XT (equal to 0 or 1).

The structure function can be written expliciting the indicator variable Xj of

component j [30]:

U X tð Þ½ � ¼ Xj tð ÞU X tð Þ;Xj ¼ 1
� �

þ 1� Xj tð Þ
� �

U X tð Þ;Xj ¼ 0
� �

¼ Xj tð Þ U X tð Þ;Xj ¼ 1
� �

� U X tð Þ;Xj ¼ 0
� �� �

þ U X tð Þ;Xj ¼ 0
� �

ð3Þ

By applying the expectation operator E½�� to U X tð Þ½ � and assuming that the

components are independent, the system reliability is computed as [30]:

R r tð Þð Þ ¼ rj tð Þ � E U X tð Þ;Xj ¼ 1
� �� �

� E U X tð Þ;Xj ¼ 0
� �� �� �

þ E U X tð Þ;Xj ¼ 0
� �� �

¼ rj tð Þ � R rj ¼ 1; r tð Þ
� �

� R rj ¼ 0; r tð Þ
� �� �

þ R rj ¼ 0; r tð Þ
� �

¼ rj tð Þ � Rþ
j tð Þ � R�

j tð Þ
n o

þ R�
j tð Þ ð4Þ

where,

– Rþ
j tð Þ ¼ R rj ¼ 1; r tð Þ

� �

= E U X tð Þ;Xj ¼ 1
� �� �

is the system reliability when

component j is always in its functioning state, i.e., Xj = 1 and rj = 1,

throughout the time interval [0, t]. It represents the maximum reliability

achievement if component j is considered perfect, i.e., always in the functioning

state.

– R�
j tð Þ ¼ R rj ¼ 0; r tð Þ

� �

¼ E U X tð Þ;Xj ¼ 0
� �� �

is the system reliability when

component j is always in the faulty state, i.e., Xj = 0 and rj = 0, throughout the

time interval [0, t]. It represents the maximum reduction in reliability if com-

ponent j is considered failed with certainty and permanently, or, which is

equivalent, removed from the system.

Hence, we can write:

IBj tð Þ ¼ oR r tð Þð Þ
orj tð Þ

¼ R rj ¼ 1; r tð Þ
� �

� R rj ¼ 0; r tð Þ
� �

¼ Rþ
j tð Þ � R�

j tð Þ ð5Þ

Since U X tð Þ;Xj ¼ 1
� �

� U X tð Þ;Xj ¼ 0
� �

can assume a value equal to 1 or 0

only, then

IBj tð Þ ¼ E U X tð Þ;Xj ¼ 1
� �

�U X tð Þ;Xj ¼ 0
� �� �� �

¼ P U X tð Þ;Xj ¼ 1
� �

�U X tð Þ;Xj ¼ 0
� �

¼ 1
� �

¼ Pfthe systemstate X tð Þ;Xj ¼ 1
� �

is a ‘‘critical’’;pathvector ði:e:; probability
that the system functionsonly if Xj ¼ 1; i:e:; whencomponent j functionsÞ
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Note that the fact that component j is critical tells nothing about the state of

component j. The statement concerns only the states of the other system compo-

nents, X tð Þ, i.e., the system must be in such a state that component j being failed

(Xj = 0) leads to the failure of the system ðU X tð Þð Þ ¼ 0Þ and component j being
functioning (Xj = 1) leads to the success of the system ðU X tð Þð Þ ¼ 1Þ.

For example, in the previous series system configuration I, component 1 is

critical only if component 2 is functioning, regardless of the state of component 1

and thus IB1 ¼ P X2 ¼ 1½ � ¼ r2; the reliability of component 2. Vice versa, for the

parallel system configuration II, component 1 is critical only if component 2 is

failed and thus IB2 ¼ P X2 ¼ 0½ � ¼ 1� r2:
Note also that, denoting by qj tð Þ ¼ 1� rj tð Þ the probability that component

j fails before t, the Birnbaum importance measure can be defined dually with

respect to the system failure probability:

IBj tð Þ ¼ oR r tð Þð Þ
orj tð Þ

¼ R rj ¼ 1; r tð Þ
� �

� R rj ¼ 0; r tð Þ
� �

¼
oF q tð Þ

� 	

oqj tð Þ
¼ F qj ¼ 1; q tð Þ

h i

� F qj ¼ 0; q tð Þ
h i

¼ Fþ
j tð Þ � F�

j tð Þ
ð6Þ

where,

– q tð Þ ¼ q1 tð Þ; q2 tð Þ; . . .; qn tð Þð Þ is the vector of the unreliabilities at time t of the

individual components;

– F q tð Þ
h i

¼ 1� R r tð Þ½ � is the system failure probability or unreliability (or, more

generally, risk) at time t;

– Fþ
j tð Þ ¼ F qj ¼ 1; q tð Þ

h i

¼ P U X tð Þ;Xj ¼ 0
� �

¼ 0
� �

is the system failure

probability or unreliability when component j is in its faulty state (Xj = 0)

throughout the time interval [0, t]. It represents the maximum risk achievement

if component j is considered failed with certainty and permanently, or, which is

equivalent, removed from the system;

– F�
j tð Þ ¼ F qj ¼ 0; q tð Þ

h i

¼ P U X tð Þ;Xj ¼ 1
� �

¼ 0
� �

is the system failure prob-

ability or unreliability when component j remains in the functioning state (Xj = 1)

throughout the time interval [0, t]. It represents the maximum reduction in risk if

component j is considered perfect, i.e., always in the functioning state.

3 Criticality Importance

Birnbaum’s importance for the component j at time t is independent of the reli-

ability of component j itself, i.e., IBj tð Þ is not a function of rj(t).

Let C X tð Þ;Xj ¼ 1
� �

be the event that the system is in a state such that j is

critical. Such event is independent of the state of j. Then,
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P C X tð Þ;Xj ¼ 1
� �� �

¼ IBj tð Þ ð7Þ

The probability that j is critical and (\) failed at time t is

P C X tð Þ;Xj ¼ 1
� �

\ Xj tð Þ ¼ 0
� �� �

¼ IBj tð Þ � 1� rj tð Þ
� �

ð8Þ

The ‘‘criticality importance’’ Icrj tð Þ of component j at time t is defined as the

probability that component j is critical for the system and failed at time t. given
that the system has failed at time t:

Icrj tð Þ ¼ P C X tð Þ;Xj ¼ 1
� �

\ Xj tð Þ ¼ 0
� �

U X tð Þ½ � ¼ 0j
� �

¼ P C X tð Þ;Xj ¼ 1
� �

\ Xj tð Þ ¼ 0
� �� �

P U X tð Þ½ � ¼ 0f g ¼
IBj ðtÞ � 1� rj tð Þ

� �

1� R r tð Þð Þ ¼
IBj tð Þ � qj tð Þ
1� R r tð Þð Þ

ð9Þ
In other words, Icrj ðtÞ is the probability that component j has caused the system

failure, given that the system is failed at time t. When component j is repaired, the
system will start functioning again.

3.1 Example 2

Let us consider the same three system configurations as in Example 1. Table 2

reports the criticality importance measures Icrj of the three components j = 1, 2, 3

[16].

A number of considerations follows:

– The numerator of Icrj is the probability that the system failure has been caused by

component j. Indeed, for instance in case of the series system configuration I, the

numerator is r2ð1� r1Þ ¼ Pðcomponent 2workingÞ � Pðcomponent 1 failedÞ; i.e.,
the probability that the system failure has been caused by component 1. Similarly

to IB, in a series system the most important component according to Icr is the least
reliable one, for it will most probably be the cause for the system failure.

– In the parallel system configuration II, Icr1 ¼ Icr2 as it should be since if the

system is failed, it will start functioning again irrespective of which of the

components is repaired. Obviously, this result is general and applies to all

simple parallel systems.

Table 2 Criticality IMs of Example 2

Configuration no. System configuration
(system components)

Icr1 Icr2 Icr3

I Series (1–2) IB1 1�r1ð Þ
1�r1r2

¼ 0:3243
IB2 1�r2ð Þ
1�r1r2

¼ 0:662 –

II Parallel (1–2) IB
1
1�r1ð Þ

1�r1�r2þr1r2
¼ 1 1 –

III 2-out-of-3 (1–2–3) 0.4428 0.7219 0.8149
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– In the 2-out-of-3 system configuration III, the importance is now increasing with

decreasing component reliability, opposite to the Birnbaum’s measure. Physi-

cally, the more unreliable the component is the more its contribution to the

system failure.

4 Fussell–Vesely Importance Measure

The Fussell–Vesely importance measure of component j at time t, IFVj tð Þ, takes
into account the fact that a component may contribute to the system failure without

being critical. A cut set is a set of events (component failures) whose representing

vector of indicator variables X is such that the structure function XT ¼ U Xð Þ ¼ 0:
A minimal cut set (mcs) is a cut set that does not have another cut set as a subset.

Physically, a minimal cut set is an irreducible cut set: repairing one element

(component) of the set, repairs the system [30] (i.e., when the indicator variable

X of the element returns to 1 upon repair also the system indicator variable XT

returns to 1). A component contributes to system failure when a minimal cut set

(mcs) containing its failure event occurs.

We then define the Fussel–Vesely importance measure as follows:

IFVj tð Þ ¼ probability that at least one mcs containing j is verified at time t, given

that the system is failed at t.
Let:
mj number of mcs containing component j, j = 1, 2,…, n,
Mjh = hth mcs among those containing component j, verified at time t,
Dj(t) = event that at least one mcs that contains component j is verified at time t

¼ Mj1 tð Þ [Mj2 tð Þ [ � � � [Mjmj
tð Þ; ð[ ¼ logic OR operator)

Then,

IFVj tð Þ ¼ P Dj tð ÞjU X tð Þ½ � ¼ 0
� �

¼ P Dj tð Þ \ U X tð Þ½ � ¼ 0
� �

P U X tð Þ½ � ¼ 0f g ¼ P Dj tð Þ
� �

P U X tð Þ½ � ¼ 0f g
ð10Þ

Assuming independent components,

P U X tð Þ½ � ¼ 0f g ¼ 1� R r tð Þð Þ
P Mjh tð Þ
� �

¼
Y

l2Mjh

1� rl tð Þð Þ ð11Þ

However, since component j may belong to more than one minimal cut set, the

mcs-events Mjh, j = 1, 2,…, n, h = 1, 2,…, mj may not be disjoint and inde-

pendent, even if all the components are independent. Taking for simplicity theMjh-

independence assumption as valid [30],
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P Dj tð Þ
� �

ffi 1�
Y

mj

h¼1

1� P Mjh tð Þ
� �� �

ð12Þ

and the Fussell–Vesely importance measure may be written as:

IFVj tð Þ ffi 1�Qmj

h¼1 1� P Mjh tð Þ
� �� �

1� R r tð Þð Þ ð13Þ

Adopting the rare-event approximation, neglecting the situation of two or more

mcs containing j verified at the same time [30]:

IFVj tð Þ ffi
Pmj

h¼1 P Mjh tð Þ
� �

1� R r tð Þð Þ ¼
Pmj

h¼1 P Mjh tð Þ
� �

F tð Þ ð14Þ

Note from Eq. 14 that the numerator of IFVj tð Þ can be interpreted as the sum of

the terms in the risk equation containing component j, i.e., the fraction of the risk

pertaining to j. Then, IFVj tð Þ can be alternatively computed as:

IFVj tð Þ ffi
F tð Þ � F�

j tð Þ
F tð Þ ð15Þ

where the numerator actually yields the part of F containing the term qj.

4.1 Example 3

Let us consider the same three system configurations as in Example 1. Table 3

reports the Fussel–Vesely importance measures IFVj of the three components

j = 1, 2, 3 [16].

A number of considerations follows:

– The values of IFVj ; j = 1, 2,…, n, for the three considered system configurations

are very close, if not equal, to the corresponding values of Icrj ; j = 1, 2,…, n.

This should not surprise since both IFVj and Icrj aim at quantifying the contribution

of a component to the system failure probability, though from slightly different

Table 3 Fussel-Vesely IMs of Example 3

Configuration
no.

System configuration (system
components)

IFV1 IFV2 IFV3

I Series (1–2) 1�r1
1�r1r2

¼ 0:3378 1�r2
1�r1r2

¼ 0:6757 –

II Parallel (1–2) 1 1 –

III 2-out-of-3 (1–2–3) 0.4651 0.7442 0.8372
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perspectives. Compare, for instance, the numerators of the two measures IFV1 and

Icr1 , i.e., (1 - r1) and r2(1 - r1), respectively: according to the Fussell–Vesely

measure, component 1 contributes to the system failure when it fails (i.e., when its

single-component cut set is verified), independently on whether component 2 is

functioning or not; instead, the criticalitymeasure considers the contribution to the

system failure of component 1 only when it is this component responsible for the

system failure, i.e., when 1 is failed, but 2 is working.

– In the parallel system configuration II, the system itself constitutes a minimal cut

set, that is D1ðtÞ ¼ D2ðtÞ ¼ U X tð Þ½ � ¼ 0f g; it then follows that IFV1 ¼ IFV2 ¼ 1:

5 Risk Achievement Worth

The mathematical definition of the Risk Achievement Worth (RAW) of compo-

nent j at time t is:

RAWj tð Þ ¼
F qj ¼ 1; q tð Þ
h i

F tð Þ ¼
Fþ
j tð Þ
F tð Þ ð16Þ

In words, the risk achievement worth is the ratio of the risk when component

j is considered always failed in (0, t) (qj = 1, Xj = 0) to the actual value of the

risk. It is a measure of the ‘worth’ of the basic event in achieving the present level

of system risk and when applied to the system components, it highlights the

importance of maintaining the current level of reliability with respect to the basic

failure event associated to such components. The RAW is a very discriminating

measure and it has to be interpreted very carefully. While it can be an appropriate

measure for assessing the effect of a temporary change in the component operative

condition in which it is made unavailable, if it is used in the context of assessing

permanent changes, it is an extreme bounding measure since it considers only

complete unavailability as a change.

5.1 Example 4

Let us consider the same three system configurations as in Example 1. Table 4

reports the RAW values of the three components j = 1, 2, 3, respectively.

A number of considerations follows:

– Components in series logic have the same value of RAW, e.g., components 1

and 2 in system configuration I. Indeed, the system is failed if any of the series

components is failed, so that Fþ
j ¼ 1; j ¼ 1; 2; . . .; n.
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– Components in parallel logic are ranked by RAW opposite to their failure

probability. In other words, the more reliable components are ranked first, as

suggested by the Birnbaum measure. Reasonably, for parallel components the

achievement in risk is highest if the most reliable component is taken out of

service.

6 Risk Reduction Worth

The mathematical definition of the Risk Reduction Worth (RRW) of component

j at time t is:

RRWj tð Þ ¼
F tð Þ

F qj tð Þ ¼ 0; q tð Þ
h i ¼ F tð Þ

F�
j tð Þ ð17Þ

In words, the risk reduction worth is the ratio of the nominal value of the risk to

the risk when component j is always available (qj = 0, Xj = 1). It measures the

potential of component j in reducing the risk, by considering the maximum

decrease in risk achievable when the component j is always perfectly operating.

This measure is useful for identifying improvements which can most reduce risk.

6.1 Example 5

Let us consider the same three system configurations as in Example 1. Table 5

reports the RRW values of the three components j = 1, 2, 3, respectively.

A number of considerations follows:

– Components in series logic are ranked by RRW in increasing order of failure

probability. Reasonably, for series components the reduction in risk achievable by

improving the component to perfection is highest for the components which con-

tribute most to the system failure, i.e., the least reliable, bottleneck components.

– Components in parallel logic have the same RRW values. Indeed, a simple

parallel system cannot fail if any of its constituting components cannot fail so

that F�
j ¼ 0 and RRWj ¼ 1; j ¼ 1; 2; . . .; n.

Table 4 Risk Achievement Worth IMs of Example 4

Configuration no. System configuration
(system components)

RAW1 RAW2 RAW3

I Series (1–2) 1
q1þq2�q1q2

¼ 16:89 1
q1þq2�q1q2

¼ 16:89 –

II Parallel (1–2) q2
q1q2

¼ 1
q1
¼ 50 1

q2
¼ 25 –

III 2-out-of-3 (1–2–3) 22.67 18.31 13.75
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7 Different Importance Measures for Different Uses

Different importance measures may lead to different rankings of the components.

The analyst should be aware of such differences for a proper use of the informative

content provided by the measures.

A most important area of application of importance measures is in support to

the establishment of test and maintenance programs [24], which greatly influence

the unavailability of components. In this respect, the ranking produced by the

Birnbaum importance measure IB seems to be the most appropriate one. On the

other hand, the question on ‘what will be the result in terms of risk, when a certain

component is taken out of service’ seems to be best addressed by RAW.

The other traditional area of application of IMs is in the design of systems

and plants. Significant components are selected with the aid of IMs and

improvement in the design is introduced for decreasing the unavailability of the

selected components and improving the defense-in-depth against their failures.

Two IMs are often used for these purposes: IFVand IB. The IFV importance is

used for the selection of components candidate for improvement because it

contributes to risk the most; then, the information from the Birnbaum impor-

tance measure IB allows identifying for which components the improvements

are most effective.

The IFV importance measure is also the most appropriate one for identifying the

components that most probably are the cause of system failure and, therefore, it

can be used to set up a repair priority list.

Another important issue concerns IMs which are most appropriate to rank or

categorize components with respect to risk-significance or with respect to safety-

significance (as defined in Sect. 1). Let us represent the risk metric F by the

following linear equation [29], which can be derived proceeding as for the dual Eq.

4 for the system reliability:

F ¼ aj � qj þ bj ð18Þ

where qj is the unavailability of the generic component j, aj ¼ F�
j � Fþ

j is the

coefficient with which qj appears in the risk equation and bj ¼ F�
j represents the

collection of all the other terms of F that do not contain qj. Eq. 18 holds when

component j is independent from the other components.

Table 5 Risk Reduction Worth IMs of Example 5

Configuration
no.

System configuration (system
components)

RRW1 RRW2 RRW3

I Series (1–2) q1þq2�q1q2
q2

¼ 1:48 q1þq2�q1q2
q1

¼ 2:96 –

II Parallel (1–2) q1q2
0

¼ 1 q1q2
0

¼ 1 –

III 2-out-of-3 (1–2–3) 1.79 3.58 5.38
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Using Eqs. 18 and 15 one canwrite the expression for the Fussel–Vesely IM as [29]:

IFVj ¼ ajqj þ bj � bj

ajqj þ bj
¼ ajqj

ajqj þ bj
� ajqj

bj
; when ajqj � bj ð19Þ

The Fussell–Vesely importance measure is often used as a measure of risk-

significance. The assumption ajqj � bj is verified in high-risk installations, such

as the nuclear ones, which are designed with significant redundancy according to

the defense-in-depth principle, so that it is very unlikely that a single component

alone contributes much to the risk. IFVj ; then, turns out to be proportional to the

unavailability of component j and represents the contribution of component j to the

risk metric F: in this sense, IFVj represents the risk-significance of component

j. Note that ajqj is the probability of the union of all the minimal cut sets containing

component j, so that IFVj can be alternatively interpreted as the relative contribution

to risk of all the minimal cut sets containing component j.
Similarly, the expression (16) of RAW can be written as:

RAWj ¼
aj þ bj

ajqj þ bj
� aj

bj
þ 1; when ajqj � bj ð20Þ

Thus, when ajqj � bj, RAWj is independent on qj and represents the degree of

defense against failure provided by the rest of the installation. The risk achievement

worth RAW is thus typically used to characterize components according to their

safety-significance, as it is a measure of the impact of setting to one the unavail-

ability of the particular component, i.e., of removing it. A high value of RAWjmeans

that component j is highly safety-significant since the increase in risk due to the

unavailability of the component is high. Note that RAWj represents a somewhat

extreme measure of the amplification of the system risk due to component j, since it
assumes its complete unavailability. Hence, its use to rank components and define

changes in the technical specifications (surveillance and/or test frequencies, etc.)

must be very careful: there are very few components, if any, for which the impact of

a proposed change is to render them totally ineffective. For this reason, the use of

RAW as a safety-significance measure is still controversial and a debate is ongoing

among the practitioners on whether other measures could be more suitable.

Finally, note that in general all measures are time-dependent: at different times

one may get different rankings of the importance of the components depending on

the current state of the system and its components.

8 Open Issues on Importance Measures

The following concerns have been raised on the IMs [10]:

1. IMs produce risk rankings that are not necessarily related to the risk change that

results from credible changes to the contributor probabilities qj. Indeed, IMs
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deal with changes in reliability or risk only at the extremes (0,1) of the defined

range of probability.

2. IMs rank only individual components or basic events whereas they are not

directly applicable to combinations or groups of components or basic events.

Indeed, there is no simple relationship between the importance measures

evaluated at the single component or basic event level and those evaluated at

the level of a group of components or basic events. In practice, different basic

events may represent different modes of failure or unavailability of a single

component and in order to determine the importance of such component one

has to consider all the related basic events as a group. Furthermore, many risk-

informed applications deal with evaluating the risk change associated to

changes in the plant technical specifications (surveillance and/or test frequen-

cies, etc.) which impact a group of components.

3. IMs do not typically consider the credible uncertainty range of components’

unavailabilities or basic event probabilities and this raises a doubt on the

robustness of the conclusions drawn from importance analyses.

4. IMs have been mainly applied to systems made up of binary components (i.e.,

components that can be in two states: functioning or faulty). This kind of

systems have many practical applications; yet the hypothesis of dichotomizing

the components and system states is often over-simplified and insufficient for

describing the real functioning of many systems, whose performance can

settle on different levels (e.g., 100, 80, 50% of the nominal capacity)

depending on the operative conditions of the constitutive multi-state

components.

Research efforts are being performed to address the above concerns. For

example, to address the first issue, i.e., the fact that the importance measures deal

with changes in the probabilities of the basic events only at the extremes 0 or 1 of

their ranges, a generalized risk importance measure has been proposed [10] which

depends also on the actual value of a proposed change in the probability of the

basic failure event (see Sect. 9).

Furthermore, a Differential Importance Measure, DIM, has been introduced to

partially overcome the second issue [9]. The DIM is a first-order sensitivity

measure that ranks the parameters of the risk model according to the fraction of the

total change in risk due to a small change in the parameters’ values, taken one at a

time. The DIM bears the important property of additivity: the DIM of a group of

components or basic events is the sum of the DIMs of the single components or

basic events of the group. The concepts underpinning the DIM definition will be

illustrated in details in the later Sect. 12.

The need for importance measures capable of considering combinations of

components arises also when planning a budget-constrained improvement in the

reliability of a system design, for example by replacing one of its components with

a better-performing one or by inspecting and maintaining it more frequently.

Due to the budget constraints, the improvement may need to be accompanied

by the sacrifice of the performance of another, less important component.
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The interactions of these coupled changes to system design must be accounted for

when assessing the importance of the system components. To this aim, second-

order sensitivity measures such as the Joint Reliability Importance (JRI) and Joint

Failure Importance (JFI) measures have been introduced [2, 15].

A second-order extension of the DIM, named DIMII, has been proposed for

accounting the interactions of pairs of components when evaluating the change in

system performance due to changes of the reliability parameters of the compo-

nents. The extension aims at supplementing the first-order information provided by

DIM with the second-order information provided by JRI and JFI for use in risk-

informed decision-making [32].

As for the third issue, in general the importance measures are random variables.

For example, the definition of the risk reduction worth RRWj is given by Eq. 17 as

the ratio of the nominal value of the risk F to the risk when component j is always
available, Fj. F and F�

j are to be considered as random variables characterized by

given probability distributions; then, RRWj is a random variable for which specific

statistics can be calculated, e.g., mean, median, etc. The probability distribution for

RRWj describes the random variability due to the intrinsic randomness of the

system performance states. Uncertainties in the reliability parameters of the system

components (epistemic uncertainties) have also to be included to give the total

probability distribution. When the importance measures are treated as random

variables, the non-trivial inter-comparison of their distribution for component

ranking must be carried out. Methods have been proposed in the literature, but their

application in practice is rare or non-existent, mainly due to the computational

difficulty and burden [6, 23]. Some of these methods will be illustrated in Sect. 13.

Finally, as for the last issue, some research results on the generalization of IMs

for application to multi-state systems made up of multi-state components will be

illustrated in details in Sect. 14.

9 Generalized Risk Importance Measure

To overcome the fact that the importance measures deal with changes in the

probabilities of the basic events only at the extremes 0 or 1 of their ranges, a

generalized risk importance measure has been defined by considering the fol-

lowing relative change in risk due to a change in the probability of the basic failure

event j from the value qj to the value qj
n [10]:

DFj

F
¼

Fn
j � F

F
¼ F qj ¼ 1; q tð Þ

h i

� F qj ¼ 0; q tð Þ
h in o qnj � qj

F


 �

ð21Þ

where:

qnj = the considered new value for the probability of the basic failure event j,

Fn
j = the system risk measure with the new value for the probability of the

basic failure event j.
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Rearranging the equation slightly, yields the generalized importance measure,

IGj ðqnj Þ:

IGj qnj

� 	

¼
Fn
j

F
¼ F qj ¼ 1; q tð Þ

h i

� F qj ¼ 0; q tð Þ
h in o qnj � qj

F


 �

þ 1 ð22Þ

Further rearrangement and the use of the importance measures definitions

previously introduced yields:

IGj qnj

� 	

¼
Fn
j

F
¼ Icrj

qnj
qj


 �

þ 1

RRWj
ð23Þ

The defined importance measure is considered general since qnj can take any

value and is not restricted to a value of 0 or 1 as is the case in the definitions of

RRW, RAW, IFV. The continuous relationship between qnj and the generalized

importance measure IGj ð�Þ gives rise to the so-called ‘risk impact curve’. The

relationship is linear with a slope equal to the criticality importance and the y-axis
intercept equal to the inverse of the risk reduction worth. Furthermore, when qnj
equals unity, the generalized importance measure attains the value of the risk

achievement worth. Figure 1 illustrates this relationship [10].

10 Importance Measures for Multiple Basic Events

An issue of concern is that importance measures rank only individual components

or basic events whereas they are not directly applicable to combinations or groups

of components or basic events. In practice different basic events may, for example,

represent different modes of failure or unavailability of a single component and in

order to determine the importance of such component one has to consider all the

related basic events as a group. Furthermore, many risk-informed applications deal

with evaluating the risk change associated to changes in the plant technical

0 1 1/qj
n
jq

j
q

G
jI ( )

n
jq

1

1/RRWj

Slope =

RAWj

jI cr

Fig. 1 Risk impact curve
[10]
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specifications (surveillance and/or test frequencies, etc.); such changes may indeed

impact a group of components.

In general there is no simple relation between the importance measures of the

individual components and the group taken as a whole.

Suppose that the expression of the indicator variable T of the failure event of a

system, in terms of the indicator variables of its basic Boolean events

A, B, C1, C2, C3, C4, D, E, F, G, H is of the form [10]:

T ¼ AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ þ GH ð24Þ

where as usual the product of two indicator variables denotes the intersection of

the two associated events and the sum denotes the union [30]. Let us calculate

some importance measures for the components of group C, constituted by two

pairs of components in series, C1 - C3 and C2 - C4.

10.1 Risk Achievement Worth

For a single component, the calculation of the risk achievement worth entails

calculating the risk of the system when the failure event of the considered com-

ponent is verified with certainty. For example, the expression for RAW(C1) in

terms of basic events is [10]:

RAW C1ð Þ ¼ AB 1þ C3ð Þ þ DE C2 þ C4ð Þ þ F 1þ C3ð Þ C2 þ C4ð Þ þ GH

AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ þ GH
ð25Þ

where the indicator variable C1 has been replaced by the value which indicates

occurrence of the associated event of failure of the component C1. Then, the

numerical value of RAW(C1) can be calculated by replacing the indicator vari-

ables with the probabilities of the corresponding basic events.

Analogously, for the components of group C, the calculation of the group RAW

entails calculating the system risk when the failure event of all of the components

belonging to the group is verified with certainty. An approach for calculating the

group RAW could be the simple setting at the value 1 of all the indicator variables

related to the basic events belonging to group C. This would result in [10]:

RAW Cð Þ ¼ 2ABþ 2DE þ 4F þ GH

AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ þ GH
ð26Þ

Note that this way of proceeding leads to the fact that each of the two pairs of

components in series C1 - C3 and C2 - C4 contributes with a term 2 in the

system structure function. Generalizing, the effect of this simple substitution is that

for n components in series, the unavailability of the series group is n times the

unavailability of the single component, which has been set to 1 and thus it leads to

an unavailability equal to n. Indeed, this is not the correct approach to calculate the
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system risk when all of the failure events of the group are verified: the effect of this

simple substitution is the generation of non-minimal cut sets.

Another approach could be to evaluate the RAW for each of the basic events

and then add all the resulting RAWs. This approach, however, has problems

similar to the above formulation since the numerator of this sum would contain a

contribution of 4GH, since each of the four single-component RAWs would

contribute a term GH.
The correct way of proceeding for calculating the group RAW is to evaluate the

structure function as a probability equation with the appropriate Boolean reduction

[30]. The step-by-step procedure to be followed is:

1. Take the structure function of the system failure event corresponding to the

measure of interest (CDF, LERF, unreliability, etc.).

2. Rename the basic events in the group under investigation so that they all have

the same identifier.

3. Boolean-reduce the thereby obtained structure function.

4. Calculate the risk index for the new basic event with its value set at unity.

This gives an importance measure for the group. In this case, the group is totally

correlated in its effect, since the probabilities of the individual members of the

group are set to one. The difference between this approach and the previous one

setting individually to one of the group event probabilities in the not-reduced

expression for T can be seen in the following.

The substitution of C1, C2, C3, C4 by C and the re-reducing of the Eq. 24 would

give [10]:

T ¼ ABC þ DEC þ FC þ GH ð27Þ
and

RAW Cð Þ ¼ ABþ DE þ F þ GH

AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ þ GH
ð28Þ

It can be easily seen that following this approach, the group RAW cannot be

expressed simply in terms of combinations of the RAW measures for the indi-

vidual members of the group. A consequence of this fact is that the risk equation

must be re-reduced and evaluated each time a group RAW is to be evaluated.

10.2 Birnbaum Importance Measure

The Birnbaum importance measure for an individual basic event is evaluated by

IBj ¼ F qj ¼ 1; q tð Þ
h i

� F qj ¼ 0; q tð Þ
h i

ð29Þ

For the single jth basic event, the sensitivity of the risk measure to the prob-

ability of that event, qj, can be parameterized as
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F qj
� �

¼ IBj qj þ F qj ¼ 0; q tð Þ
h i

ð30Þ

The meaning of the Birnbaum importance measure therefore is that it represents

the sensitivity coefficient of the risk measure to the probability of that basic event and

provides one way of looking at the defense-in-depth issue in a probabilistic sense.

One may think of applying the procedures discussed above for the RAW to

produce meaningful Birnbaum importance measures of groups of events. For

example, using the not-reduced structure function (24) if a substitution of 1 were

made for each member Ck of the group C, the resulting ‘group Birnbaum measure’

would be [10]:

IBC ¼ 2ABþ 2DE þ 4F ð31Þ

On the contrary, following the same substitution and re-reduction procedure,

which leads to (27) would result in a ‘group Birnbaum measure’ of ABþ DE þ F.
That neither of these Birnbaum importance measures is an appropriate sensitivity

measure will be shortly shown in the following Sect. 11.

10.3 Fussell–Vesely Importance

The Fussell–Vesely measure of importance for a single basic event represents the

fraction of the risk measure to which the basic event contributes, i.e., it is the sum

of the cut sets involving such basic event divided by the sum of all the cut sets. The

Fussell–Vesely measure obtained by including all cut sets that contain one or more

basic events of the group C is given by [10]:

IFVC Cð Þ ¼ AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ
AB C1 þ C3ð Þ þ DE C2 þ C4ð Þ þ F C1 þ C3ð Þ C2 þ C4ð Þ þ GH

ð32Þ

This is a measure that assesses the contribution of the group C in such a way

that any cut set that has a contribution from any one member Ck of the group is

included, k = 1, 2, 3, 4. Note, however, that this is not the same result that would

be obtained by adding the individual Fussell–Vesely measures IFVCk
, k = 1, 2, 3, 4.

Since this measure does not involve assessing changes, but is a simple ratio of

contributors, this is an appropriate measure of group importance.

10.4 Risk Reduction Worth

The risk reduction worth importance of a single basic event is the ratio of the risk

value to that calculated with the probability of such basic event set to 0. Substi-

tuting 0 for each member of the group to calculate the RRW of the group is an

appropriate way since in this case there is no problem with non-minimal cut sets.
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11 Relationship of Importance Measures to System

Risk Changes

Paradoxically, importance measures are for the most part not directly related to the

risk changes associated with the change in the system which is considered. That

this is true for those importance measures which are based on taking parameter

values or basic event probabilities to their extremes should be obvious. Thus, there

is concern in identifying sensitivity measures related to importance measures that

can fill the role of characterizing directly the change in risk, particularly when a

group of components is affected by the change. As a simple example, take a cut set

equation in terms of indicator variables and treat it as an algebraic equation,

replacing each of the events in the group C of interest by a common indicator

variable, and without performing a Boolean reduction, differentiate the equation

with respect to that variable. For the Eq. 24, replacing Ck with C, k = 1, 2, 3, 4,

the algebraic equation would become [10]:

T ¼ 2ABC þ 2DEC þ 4FC2 þ GH ð33Þ

and differentiating:

oT

oC
¼ 2ABþ 2DE þ 8FC ð34Þ

This is a sensitivity parameter that is valid when the changes in the value for

C are small, and the approximation

DE T½ � ¼ DF ¼ oF

oC
DC ð35Þ

is appropriate if the impact of the change on each member of the group is the same.

This sensitivity parameter is, however, different from any of the importance

measures presented in the previous sub-chapters. As the magnitude of the changes

in C increases, higher order derivatives are needed to assess the change in F. Thus,
it can be concluded that the sensitivity of risk to a multi-component change cannot

easily be related to single-component importance measures.

12 The Differential Importance measure (DIM)

As highlighted in the previous Sections, a limitation of the above mentioned

importance measures is that they rank only individual components or basic events

whereas they are not directly applicable to combinations or groups of components

or basic events [10]. To partially overcome this limitation, the Differential

Importance Measure, DIM, has been introduced for use in risk-informed decision

making [8, 9]. The DIM is a first-order sensitivity measure that ranks the

parameters of the risk model according to the fraction of the total change in the
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risk that is due to a small change in the parameters’ values, taken one at a time.

The DIM bears an important property of additivity: the DIM of a group of com-

ponents or basic events is the sum of the DIMs of the single components or basic

events of the group.

In what follows, we briefly recall the concepts underlying the definition of the

DIM introduced in [9].

Consider the generic risk metric F. In general, the risk metric of interest can be

expressed as a function F p1; p2; . . .; pNp

� �

of the parameters pi, i = 1, 2,…, Np of

the underlying stochastic model (components failure rates, repair rates, ageing

rates, maintenance intervals, human error probabilities, etc.). The total variation of

the function of interest due to small variations in its parameters, one at a time, is

given by the differential

dF ¼ oF

op1
� dp1 þ

oF

op2
� dp2 þ � � � þ oF

opNP

� dpNP
ð36Þ

The DIM of parameter pi is then defined as the fraction of total change in F that

is due to a change in the parameter value

DIM pið Þ ¼ dFpi

dF
¼

oF
opi

� dpi
oF
op1

� dp1 þ oF
op2

� dp2 þ � � � þ oF
opNP

� dpNP

ð37Þ

Because of its definition, once all the individual sensitivities oF=opi,
i = 1, 2,…, Np have been computed, the DIM enjoys the additivity property, i.e.,

the DIM of a subset of parameters, pi, pj,…, pk is the sum of the DIMs of the

individual parameters:

DIM pi; pj; . . .; pk
� �

¼
oF
opi

� dpi þ oF
opj

� dpj þ � � � þ oF
opk

� dpk
dF

¼ DIM pið Þ þ DIM pj
� �

þ � � � þ DIM pkð Þ
ð38Þ

Viewing the definition of DIM in Eq. 37 in terms of a limit for the parameter

variation going to zero, allows defining the operational steps for its computation.

Two different hypotheses can be considered:

1. all the parameters change by the same small value (uniform changes);

2. the parameters are changed by the same percentage (uniform percentage

changes).

Under hypothesis (1), DIM(pi) measures the importance of parameter pi with
respect to a small equal change in all parameters; under hypothesis (2), DIM(pi)
measures the importance of parameter pi when all the parameters are changed by

the same fraction of their nominal values.

Clearly, the two assumptions address different situations and should lead to

different importance values. The conditions under which to apply one hypothesis

or the other depend on the problem and risk metric model at hand. In particular,

when investigating the effects of changes at the parameter level, hypothesis (1)
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cannot be used since the parameters may have different dimensions (e.g., failure

rates have inverse-time units, maintenance intervals have time units and human

error probabilities are dimensionless numbers).

12.1 Example 6

An application of DIM is considered with reference to the Containment Spray

Injection System (CSIS) of a nuclear power plant. The function of the Contain-

ment Spray Injection System (CSIS) is to deliver cold water containing boron

through spray heads from the Refuelling Water Storage Tank (RWST) to the

containment volume during the first half hour after a large Loss Of Coolant

Accident (LOCA). Refer to [27] for a comprehensive description of the system

[19].

The principal objective of CSIS is to reduce the pressure in the containment.

The CSIS also provides the preferred path for delivery of sodium hydroxide to the

containment for initial fission product removal. Figure 2 shows a simplified flow

diagram of the system. The CSIS consists of two redundant spray subsystems from

the RWST to the containment. The valves colored in black in Fig. 2 are normally

closed during plant operation. In order to operate both subsystems of the CSIS,

valves V5 or V6 and V7 or V8 must be opened and pumps P1 and P2 must be

started. In the event of a large LOCA this would normally be done by a signal from

the Consequence Limiting Control System (CLCS). It should be noted that valves

V1 and V3 also receive a CLCS signal to prevent those valves from being closed

Path A

Path B

Fig. 2 CSIS simplified flow diagram [27]
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during the CSIS operation or to open them should they have been inadvertently

closed.

The CSIS is designed on the following basis:

a. Either spray subsystem S1 or S2 will provide sufficient spray to the containment

atmosphere.

b. The CSIS is required to function only until the water supply in the RWST is

exhausted.

The CSIS is considered to fail in its function when it is incapable of delivering

spray fluid from the RWST to the containment atmosphere at a rate at least

equivalent to the full delivery from one of the two containment spray pumps. The

fault tree for the CSIS failure event is reported in Fig. 3. The unavailability data of

the basic events are reported in Table 6, with the original reference coding from

[27]. The minimal cut sets can be readily found by inspection of the fault tree.

There are three first-order cut sets, one consisting of a failure related to the RWST

(Event 1 in Table 6), which is the only water supply for the CSIS, whereas the

others are common mode failures (Events 32 and 33 in Table 6). The first common

mode failure refers to the CLCS and accounts for the miscalibration of several

sensors that prevent the proper CLCS signal from reaching the CSIS in the event of

a LOCA. The second common mode failure refers to the possibility that both CSIS

flow recirculation valves V2A and V2B were left open after the monthly pump test

due to an operator error. Several second-order cut sets also contribute to the CSIS

unavailability, arising from the combination of all the failure events related to one

of the two injection paths with all those of the other.

Fig. 3 Fault tree for the CSIS, adapted from [27]
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Table 6 Unavailability data of the failure events of the CSIS [27]

Event/component Code [27] Unavailability, qi Occurrence
rate,
ki (day

-1)

1 RWST Vent Plugged CVT0001P 4.40 9 10-7 1.21 9 10-9

Failures on path A

2 V4A left closed CXVA004X 1.00 9 10-3 2.74 9 10-6

3 MOV V3 closed CMV100AC 1.00 9 10-4 2.74 9 10-7

4 V2A left opened CXVA002X 1.00 9 10-2 2.75 9 10-5

5 Filter F1 plugged CFLA01AP 1.10 9 10-4 3.01 9 10-7

6 Motor Drive Clutch disengaged
(Pump P1)

CCL1A01G 3.00 9 10-7 8.22 9 10-7

7 Control circuit failure causes P1
not to start

CST1A01F 1.00 9 10-3 2.74 9 10-6

8 P1 fails to start CPMA01AA 1.00 9 10-3 2.74 9 10-6

9 P1 discontinuous running CPMA01AF 1.50 9 10-5 4.11 9 10-8

10 Check valve V10 failed closed CCVA001C 1.00 9 10-4 2.74 9 10-7

11 Spray system A nozzles plugged CNZA001P 1.30 9 10-4 3.56 9 10-7

12 CLCS train A fails to command
pumps and valves

GCL01 4.60 9 10-3 1.26 9 10-5

13 Insufficient power (EPS failure) JD00 4.10 9 10-5 1.12 9 10-7

14 Insufficient power (EPS failure) JK00 1.10 9 10-6 3.01 9 10-7

15 Unavailability due to test No code 1.94 9 10-3 5.32 9 10-6

16 Unavailability due to maintenance No code 2.20 9 10-3 6.06 9 10-6

Failures on path B

17 V4B left closed CXVB004X 1.00 9 10-3 2.74 9 10-6

18 MOV V1 closed CMV100BC 1.00 9 10-4 2.74 9 10-7

19 V2B left opened CXVB002X 1.00 9 10-2 2.75 9 10-5

20 Filter F2 plugged CFLB01AP 1.10 9 10-4 3.01 9 10-7

21 Motor Drive Clutch disengaged
(Pump P2)

CCL1B01G 3.00 9 10-4 8.22 9 10-7

22 Control circuit failure causes P2
not to start

CST1B01F 1.00 9 10-3 2.74 9 10-6

23 P2 fails to start CPMB01BA 1.00 9 10-3 2.74 9 10-6

24 P2 discontinuous running CPMB01BF 1.50 9 10-5 4.11 9 10-8

25 Check valve V9 failed closed CCVB001C 1.00 9 10-4 2.74 9 10-7

26 Spray system B nozzles plugged CNZb001P 1.30 9 10-4 3.56 9 10-7

27 CLCS train B fails to command
pumps and valves

GCL02 4.60 9 10-3 1.26 9 10-5

28 Insufficient power (EPS failure) JC00 4.10 9 10-5 1.12 9 10-7

29 Insufficient power (EPS failure) JJ00 1.10 9 10-6 3.01 9 10-9

30 Unavailability due to test No code 1.94 9 10-3 5.32 9 10-6

31 Unavailability due to maintenance No code 2.20 9 10-3 6.06 9 10-6

Common mode failures

32 CLCS signal fail to reach CSIS No code 1.00 9 10-3 2.74 9 10-6

33 Both V2A and V2B left open after
test

No code 9.00910-4 2.47910-6
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In Figs. 4 and 5 we report the time-dependent behavior of the DIM computed

by MC simulation (107 trials), with parameters changed under hypothesis H1 and

H2, respectively. Then, for sake of clarity, Figs. 6 and 7 report only the values of

the DIM at 1 year. The number of MC trials is 107 in both cases. The CPU time

required for the simulation was of about 2 min on an ATHLON 1400 MHz pro-

cessor. The additional burden in the simulation due to the computation of the

33 (number of parameters) 9 36 (time points) first-order sensitivities was of a

factor 1.5.

The ranking produced by the DIM at 1 year under hypothesis H1 (Fig. 6)

assigns the highest importance to the three events constituting the three first-order

cut sets: the RWST vent plugged and the two common mode failures of operator

errors on CLCS calibration and after test of valves V2A and V2B. Then, the other

0 50 100 150 200 250 300 350
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

time (d)

D
IM

, 
H

1

Fig. 4 Time-dependent
DIMs of the failure events of
the CSIS. Parameter changed
according to hypothesis H1.
The MC error bars are also
reported. ( : event 1, :
event 32, : event 33; :
other events)
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Fig. 5 Time-dependent
DIMs of the failure events of
the CSIS. Parameter changed
according to hypothesis H2.
The MC error bars are also
reported. ( : event 1, :
event 32, : event 33; :
other events)
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events contributing to the second-order cut sets are assigned low importance,

without much difference among themselves. The reason for this ranking stands in

that, under hypothesis H1, the DIM gives indications on the relevance of an event

with respect to its logical role in the system, regardless of the probability that the

event actually occurs. This viewpoint is similar to that of the Birnbaum IM. As a

consequence, event 1 in Table 6 is ranked as the other two common mode failures

even though its occurrence rate is four orders of lower magnitude. The very low

likelihood of such event is also the reason for the great uncertainty in the estimate

of its DIM.

In Fig. 7, the ranking according to the DIM under the hypothesis H2 at 1 year is

reported. Compared to that produced under hypothesis H1, such ranking reflects

that under hypothesis H2 the logical importance of the events is weighed by their

actual occurrence probability. Thus, under such hypothesis, only common mode
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Fig. 6 DIMs of the failure
events of the CSIS, evaluated
at 1 year. Parameter changed
according to hypothesis H1
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Fig. 7 DIMs of the failure
events of the CSIS, evaluated
at 1 year. Parameter changed
according to hypothesis H2.
The MC error bars are also
reported
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failures are assigned high importance, while the plugging of the RWST vent drops

to the group of events of lowest criticality. Furthermore, when adopting hypothesis

H2, the DIM allows discriminating the relative importance among the events

contributing to the second-order cut sets. Indeed, events 4 and 19, i.e., valves V2A

and V2B respectively left open, stand out from the low importance group, due to

their relatively high occurrence probability (Table 6). Likewise, events 12 and 27,

related to failures of the CLSC to command the proper tripping of the CSIS pumps

and valves, are ranked in accordance to the fact that they have the second highest

occurrence probability among the events referred to each injection path.

Importance measures are useful to identify possible weaknesses in the system

design and operation, and to suggest improvement actions, e.g., the introduction of

a redundancy or of a more reliable component, aiming at reducing the criticality

degree of the identified situation.

With reference to the example of the CSIS, one can suggest the introduction of

corrective actions to limit the criticality of the high-importance events. In order to

prioritize the corrective actions, reference is made to the ranking produced under

the hypothesis H2, which seems more informative for the present purposes. Both

common mode events are related to human errors; the effects on the system of two

possible corrective actions are analyzed. The first one refers to the case that the

CLSC miscalibration can be detected immediately upon occurrence and a miti-

gating repair action is undertaken. For simplicity, a constant repair rate of arbitrary

value l= 0.5 day-1 is assumed. The second one considers the possibility of

resorting to two independent testing teams for valves V2A and V2B so that the

contribution to the failure of V2A and V2B due to a common mode event vanishes

and only the two independent failure events 4 and 19 remain. Figure 8 shows the

effects on the values of the DIMs after the mitigation action has been done: as

expected, the importance of the event of CLSC miscalibration is significantly

reduced and the independent failures of valves V2A and V2B assume top relevance.

The modification results in a decrease of a factor of 5 in the system unavailability.
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13 Importance Measures for Multi-State Systems

As above mentioned, classical importance measures, such as the Birnbaum, Fus-

sell–Vesely, risk achievement worth and risk reduction worth, have been mainly

applied to systems made up of binary components (i.e., components that can be in

two states: functioning or faulty).

Since many components and systems are multi-state, efforts have been made to

extend the evaluation of the importance of components to multi-state systems.

Early work towards the extension of the Birnbaum measure to the case of multi-

state systems can be found in Griffith [13], for the case of finitely many states and

in Kim and Baxter [17], for the case of continuum structure functions. Later, in

Levitin and Lisnianski [18] and Armstrong [3] the Birnbaum measure has been

applied to the case of multi-state systems composed by binary components and to

components with dual failure-modes, respectively.

Importance measures related to the occupancy of a given state by a component

have been proposed in Griffith [13] and Wu and Chan [28]: these measures

characterize the importance of a given component being in a certain state or

degrading to the neighboring state with respect to the expected system perfor-

mance. The IM of a given component is, therefore, represented by a vector of

values, one for each state of the component. Such representation may be of difficult

interpretation to the reliability analyst in practice.

Other measures have been defined in order to prioritize multi-state components

with respect to the MSS availability. In [5], two measures are proposed to identify

the components with the highest potential of improvement in the system avail-

ability and the components responsible for the unutilized capacity of the system.

Furthermore, in [20] measures are proposed in order to characterize how much a

performance level of a component is responsible for the achievement or non-

achievement of a given system performance.

A generalization of some commonly used importance measures has been pro-

posed for application to multi-state systems constituted by multi-state components

[20]. Physically, these measures characterize the importance for a multi-state

component of achieving a given level of performance and their definitions entail

evaluating the system output performance measure when the functioning of the

component of interest is restricted in performance. In [20], an analysis of the

generalized measures is presented when the performance of the components is

restricted according to different models and when different system output per-

formance measures are considered.

13.1 Multi-State Systems

Consider a system made up of n components. Let Xj(t) be a random variable

representing the performance level of component j at time t, j = 1, 2, …, n. Xj(t)
can assume one of mj ? 1 values:
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xj0; xj1; . . .; xjmj
0 ¼ xj0 � xj1 � . . .� xjmj

� �

ð39Þ

The value xjk is the level of performance of component j when in state k ranging
from complete failure (xj0 = 0) to the maximum performance value (xjmj

).

Let W(t) be a non-negative random variable representing the performance level

of the system at time t. The system performance W(t) is determined on the basis of

the individual components’ performances, Xj(t), j = 1, 2,…, n. and depends on the
system logic of operation of the considered system. W(t) can assume one of m ? 1

values, ranging from complete system failure (state i = 0) to perfect functioning

(state i = m):

w0;w1; . . .;wm 0 ¼ w0 �w1 � . . .�wmð Þ ð40Þ
In practice, MSS may be requested to work at different performance levels at

different times. For example, the production of electrical and thermal power plants

varies according to the daily and seasonal load demands. Assume that at time t a
given level of system performance D(t) is required.

The behavior of a MSS is generally judged in terms of a measure of output

system performance O [4]. For example, the system steady-state availability or the

system steady-state performance are frequently used. A detailed description of the

various measures of MSS output performance can be found in [4]. In the following

illustration of the MSS importance measures, we shall often refer to the avail-

ability at time t, which for a MSS is the probability that at that time the system has

performance W(t) C D.

13.2 Importance Measures for MSS

One of the first notions of IMs for multi-state components in MSS has been

introduced in the early eighties by Griffith [13]. Consider a system made up of

n components having m ? 1 possible levels of performance wi such that

0�w0 �w1 � � � � �wm. Each component j, j ¼ 1; 2; . . .; n, has mj possible states.

The performance of component j when in state k is xjk (0� xj0 � xj1 � � � � � xjmj
).

Physically, the measure of the Griffith’s importance of component j being in

state k, IGk jð Þ, represents the variation in the expected system performance due to a

degradation of component j from the performance state k to the performance state

k - 1. Note that, when applied to binary systems, the Griffith’s IM reduces to the

Birnbaum’s importance measure.

In this sense, the Griffith’s importance measure allows one to identify those

performance states of the components for which a single-step decrement in per-

formance has major effects on the system.

The Griffith’s importance measure of component j is the vector IG jð Þ ¼
IG1 jð Þ; . . .; IGmj

jð Þ
� 	

. In Griffith [13], it is shown that IG jð Þ can be interpreted as the
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rate of improvement of the MSS performance following an improvement in the

performance of its multi-state components.

Later, the performance utility importance function IUk jð Þ has been introduced in

order to identify which levels of components performance contribute the most to

the system performance [28]. Such information is indeed not easily retrievable

from the Griffith’s IM.

The performance utility importance function, IUk jð Þ, of state k of component j is
the expected value of the system performance when component j resides in state

k times the probability that the component j actually resides in that state k. In this

sense, IUk jð Þ can be interpreted as the contribution of state k to the overall system

performance.

The utility importance of component j is defined by the vector IUk jð Þ of the

importances of its individual states, i.e., IU jð Þ ¼ IU0 jð Þ; IU1 jð Þ; . . .; IUmj
jð Þ

� 	

. The

performance utility importance function is useful to determine which state of a

component contributes the most to the overall system performance, compared to

the other states of that component. If a state k of component j has a high value of

IUk jð Þ, it significantly contributes to the system performance. Note that, by defi-

nition, a state k of component j is important according to the measure IU either if

the system has high performances when component j is in state k (high value of

E[Wjk]) or if the probability pjk of component j being in state k is high.

Other importance measures characterize the role of multi-state components

with respect to the MSS availability. In particular, in [5] the system availability

improvement potential, I1 and expected unutilized capacity of component j, I2 are
introduced. The system availability improvement potential of component j, I1(j),
indicates which components should receive attention in order to increase the

system availability the most. This measure is useful in the identification of system

bottlenecks. Physically, I1(j) equals the variation in the system availability

obtained by fixing the performance of component j to its highest achievable one,

e.g., 100%. It can be verified that I1(j) equals the probability that component j acts
as a system bottleneck.

The expected unutilized capacity of component j, I2(j), expresses how much the

performance of the component can be reduced without effects on the system

availability. This measure is useful in the system design phase to identify com-

ponents having too much or too little extra performance with respect to that

actually required by the system.

In [20] two other importance measures are introduced, characterizing the

contribution to the system availability of state k of component j. The first measure,

IM1(j, k, t), is the probability that the performance W(t) of the system at time t is
smaller than the required performance D(t) when component j is in its lower

performance state 0 and greater than D(t) just when component j is in state k. Such
measure characterizes how much state k of component j is responsible for the

system providing at least the required performance level D(t). The second mea-

sure, IM2ðj; k; tÞ; is the probability that the performanceW(t) of the system at time t
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is smaller than the required performance D(t) when component j is in the state

k - 1 with performance just lower than that of state k and that W(t) C D when

component j is in its best performing state k = mj. Such measure characterizes

how much state k of component j is responsible for the missed delivery by the

system of the required performance D(t).

13.3 Importance Measures of Multi-State Components

Performance

The Birnbaum, Fussell–Vesely, risk achievement worth and risk reduction worth

IMs have been generalized considering the contribution to the MSS output per-

formance W given by a component j that achieves a pre-defined level of perfor-

mance a [32].

Let us denote by kja the state in the ordered set of states of component j whose
performance xjkja is equal to or immediately below a, i.e., xjk

ja
� a\xjkjaþ1. Then,

the following quantities can be defined:

– W � a
j ¼ W X Xj � a

�

� in 0; s½ �
� �

: system output performance when the perfor-

mance Xj of the j-th component is restricted to be below or equal to a (i.e.,

component j is restricted in states k B kja) in t 2 [0, s].

– W[ a
j ¼ W X Xj

�

�

[ a in 0; s½ �
� �

: system output performance when the perfor-

mance Xj of the j-th component is restricted to be above a (i.e., component j is
restricted in states k[ kja) in [0, s].

By doing so, the complete ordered set of states of the generic jth component is

divided into two ordered subsets, thus re-introducing a collectively binary logic for

the states functioning above performance level a and faulty below level a,

respectively. In this framework, the following IMs can be defined:

Birnbaum measure of a-level

bWa
j ¼ W[ a

j �W � a
j ð41Þ

The bWa
j is the maximum change in system output performance W when the

performance of component j is changed from always above the a-level (Xj[ a,

i.e., states k[ kja) to always below or equal to the a-level of performance (Xj B a,

i.e., states k B kja).
Fussell–Vesely measure of a-level

fWa
j ¼

W �W � a
j

W
ð42Þ

The fWa
j is the ratio of the decrement in the system output performance W due

to the component j operating with a level of performance below or equal to

(Xj B a, i.e., states kj B kja) in [0, s] to the nominal value of W.
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Achievement Worth of a-level

aWa
j ¼

W[ a
j

W
ð43Þ

The aWa
j depends on the system output performance achieved by the system

when component j is obliged to operate with a performance above a (Xj[ a, i.e.,

states k[ kja) in [0, s].

Reduction worth of a-level

rWa
j ¼ W

W � a
j

ð44Þ

The rWa
j represents the reduction in W which can be achieved when the output

performance of component j is maintained below or equal to level (Xj B a, i.e.,

states k B kja). Also in the case of MSS, yrWa and fWaproduce the same ranking of

component importance.

13.4 Remarks on MSS Importance Measures

Let us compare the IMs characterizing how components contribute to the expected

value of the MSS performance, i.e., those proposed in Griffith [13] and [28], and

those just illustrated in the Sect. 13.3 based on the limitation of the performance of

the multi-state components, in which the availability is taken as output perfor-

mance measure W [31].

For brevity’s sake, we do not give the details of the analytical relationships

that can be shown to hold among the IMs. Yet, it is worth mentioning that all the

measures can be derived from the knowledge of the performance utility

importance function and of the probabilities of the components being in their

states [33]. This entails a significant reduction in the computation time needed to

perform the importance analyses, since the computation burden is only in the

estimation of the IUk jð Þ and pjk. Such feature is particularly profitable when

dealing with complex systems whose modeling often requires the use of time-

consuming simulation codes. In these cases, there is no need to repeat the system

simulation each time a different IM is considered, since the value of the IM can

be derived from IUk jð Þ and pjk.
From the physical point of view, the IMs considered are related to the occu-

pancy of a given state by a component. However, the various IMs refer under

different perspectives to the event that a component occupies a given state or a

subset of states. In particular, a distinction can be made between measures

referring to ‘occurring events’ and to ‘existing conditions’ as pointed out in [26]

with reference to IMs for binary states. An example of an occurring event is the

failure of a component, whereas an example of an existing condition is a
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component being faulty. The importance of an occurring event depends both on

the effect of the event on the system as well as on the probability of that event

actually occurring. On the other hand, the importance of an existing condition is

related to the fallbacks of that condition on the system, regardless of its occurrence

probability. The IUk jð Þ measure considers the event of component j residing in state

k as an ‘occurring event’. Indeed, by definition IUk jð Þ is the expected system

performance E[Wjk] when component j resides in state k times the probability pjk of
component j of actually residing in that state. Instead, the other measures refer to

existing conditions: the one-step degradation addressed by IG or the confinement

of the components into states with performance always below or above are given

conditions and their effect on the system are analyzed regardless of their actual

occurrence probability.

IMs have different applications for decision-making depending on whether they

refer to occurring events or existing conditions. Consider a case in which the goal

is to prioritize actions for system improvement, such as increasing inspection/

maintenance frequencies or allocating redundancies. Then, it seems reasonable to

consider IMs adopting the existing condition perspective: indeed, the analyst has

to judge the performance of the system after the improvement has been done. For

example, if the aim is that of achieving the maximum improvement in system

performance, the analyst’s decision should be driven by the measures aWa
j ; on the

contrary, if the aim is that of reducing the likelihood of low- or zero-performance

system configurations then one should follow the prioritization suggested by the

performance reduction measures rWa
j , fW

a
j .

On the contrary, from the perspective of the occurring event, the IUk jð Þmeasures

identify which components in which state contribute or not to the performance of

the system without any change. In this view, the system performance can be

increased by acting on component j with respect to either E[Wjk] or pjk, depending

on which factor is responsible for the low value of IUk jð Þ.
A more detailed discussion of the analytical and physical relationships holding

among the measures is contained in [33].

13.5 Example 7

Let us consider a system made up of a series of g = 2 macro-components (nodes),

each one performing a given function (Fig. 9). Node 1 is constituted by n1 = 2

components in parallel logic, whereas node 2 is constituted by a single component

(n2 = 1) so that the overall number of components in the system is

n ¼Pg
l¼1 nl ¼ 3. The mission time s is 1,000 h [5].

For each component i = 1, 2, 3 there are mi = 5 possible states, each one

corresponding to a different hypothetical level of performance xi,j, j = 1, 2,…, 5.

Each component is assumed to move stochastically from one state j to

another state k, according to exponential time distributions with rate ki;j!k (h
-1).
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To each component i = 1, 2, 3, there corresponds a transition matrix K
i of the

values of the transition rates:

K
1 ¼

� 5	 10�3 0 0 5	 10�4

5	 10�3 � 5	 10�3 0 6	 10�3

0 5	 10�3 � 5	 10�3 8	 10�3

0 0 5	 10�3 � 8	 10�3

1	 10�2 5	 10�3 5	 10�3 5	 10�3 �

2

6

6

6

6

4

3

7

7

7

7

5

ð45Þ

K
2 ¼

� 5	 10�3 0 0 1:5	 10�3

5	 10�3 � 5	 10�3 0 2	 10�3

0 5	 10�3 � 5	 10�3 3	 10�3

0 0 5	 10�3 � 4	 10�2

1	 10�2 5	 10�3 5	 10�3 5	 10�3 �

2

6

6

6

6

4

3

7

7

7

7

5

ð46Þ

K
3 ¼

� 5	 10�4 0 0 5	 10�5

5	 10�3 � 5	 10�4 0 6	 10�5

0 5	 10�3 � 5	 10�4 7	 10�5

0 0 5	 10�3 � 8	 10�5

1	 10�1 5	 10�2 5	 10�2 5	 10�2 �

2

6

6

6

6

4

3

7

7

7

7

5

ð47Þ

Table 7 gives the values of the performances xi,j (in arbitrary unit) of the three

components in correspondence of all the possible states j = 1, 2,…, 5. Note that

state 5 corresponds to zero-performance, i.e., component failure.

The output performance Wj associated to the system state j ¼ ðj1; j2; . . .; jnÞ is
obtained on the basis of the performances xi,j of the components i = 1, 2,…,

n constituting the system. As in [18], it is assumed that the performance of node 1

constituted by two components in parallel is the sum of the performances of the

two individual components and that the performance of the two-nodes series

system is that of the node with the lowest performance. For example, when the

system is in configuration j
 ¼ ð1; 3; 2Þ, the first node is characterized by a per-

formance equal to x1,1 ? x2,3 = 120 and the second node by a performance

x3,2 = 75: hence, the value of the system performance is Wj
 ¼ 75.

Let Ca
i and C

a

i be the sets of states of component i characterized by a perfor-

mance level below or equal to and above a, respectively. Then, W
� a

i ¼ Wðji 2
C
a
i in ½0; s�Þ is the system mean performance over the period s when the perfor-

mance of the ith component is below or equal to a (i.e., ji 2 C
a
i ) in ½0; s� and

W
[ a

i ¼ Wðji 2 C
a

i in ½0; s�Þ is the system mean performance over s when the

performance of the ith component is above a (i.e.,ji 2 �Ca
i ) in ½0; s�.

1

2

3

Fig. 9 Reliability block
diagram of the system
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Figure 10 reports the results pertaining to the calculation of the MSS perfor-

mance importance measures for each of the three components and all possible

a-levels. The system mean performances W , W
� a

i , W
[ a

i , i = 1, 2,…, n, for the
evaluation of the MSS importance measures have been estimated by Monte Carlo

simulation. Component 3 is the most important according to the measures rWa
j ,

fWa
j and bWa

j and the least important according to aWa
j at any a-level. The

measures rWa
3 , fW

a
3 are indicators of the reduction in mean system performance

W
� a

3 due to component 3 providing at most a level of performance. Indeed, the

performance x3,j of component 3 in its state j = 1, 2,.., 5, determines the system

performance which cannot exceed the value W
� a

3 ¼ a ¼ x3;j. The large values of

bWa
3 ¼ �W[ a

3 � �W � a
3 also follows from the above considerations. Thus, as

Table 7 Performance values
of the system components (in
arbitrary units)

Performance (xi,j)

Component (i) j = 1 j = 2 j = 3 j = 4 j = 5

1 80 60 40 20 0

2 80 60 40 20 0

3 100 75 50 25 0

Fig. 10 MSS component performance importance measures as a function of the reference a-
level (state j)
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expected, to achieve a satisfactory system performance, it is very important to

assure a sufficient a-level for component 3. Note that rW0
3 equals infinity, given

that the performance reduction W
� 0

3 of component 3 at 0-level (i.e., with com-

ponent 3 always in the zero performance state j = 5, x3,5 = 0), equals zero

(correspondingly, fW0
3 ¼ 1). On the contrary, the small values of the performance

achievement worth measure obtained at any a-level indicate that actions for

improving the performance of components above are more effective if devoted to

component 1 or 2. Indeed, component 3 is already characterized by an high

average performance over the mission time (�x3 ¼ 97:531).
As for the relative ranking of components 1 and 2, at lower performance levels,

the performance reduction measures rWa and fWa and the Birnbaum measure bWa

indicate that component 2 is more important than component 1. This is due to the fact

that the average performance over the mission time of component 2 is higher

(�x2 ¼ 59:085) than that of component 1 (�x1 ¼ 58:116) and when the performance of

one of the two components in the parallel logic node is forced to the 0-level, the

performance of the node is entirely determined by the other component so that

W
� 0

1 [W
� 0

2 because �x2 [�x1 and, correspondingly, rW
0
1\rW0

2 and fW
0
1\fW0

2 . On

the other hand, at higher a-levels, the least performing component 1 more and more

affects the system performanceW
� a

1 , which, at the highest a-level corresponding to

j ¼ 1 for i ¼ 1; 2; 3 becomes lower than W
� a

2 so that rW0
1 [ rW0

2 and fW0
1 [ fW0

2 .

As for the performance achievement worth measure, aWa, it ranks component 1

higher than component 2 for any a-level: this indicates that efforts towards perfor-

mance improvement are to be devoted to component 1, with lower performance.

14 Importance Measures Under Uncertainty

Uncertainties inevitably enter the modeling of the behavior of a system and it is

customary in practice to categorize them into two types: aleatory and epistemic

[1]. The former type (also referred to as irreducible, stochastic or random uncer-

tainty) describes the inherent variation associated with the physical system or the

environment (e.g., variation in atmospheric conditions, in fatigue life of com-

pressor and turbine blades, etc.); the latter (also referred to as subjective or

reducible uncertainty) is, instead, due to lack of knowledge of quantities or pro-

cesses of the system or the environment (e.g., lack of experimental data to char-

acterize new materials and processes, poor understanding of coupled physics

phenomena, poor understanding of accident initiating events, etc.). In practice,

IMs are typically calculated without due account of the uncertainties.

On the contrary, this sub-chapter shows that uncertainties can influence IMs and

proposes a procedure to account for them in the resulting ranking of the basic

events or components. The uncertainties considered are of epistemic type on the

values of the parameters of the system model and are represented by probability

density functions.
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For simplicity, the illustration is limited to the case of uniformly distributed

uncertainty affecting directly the IMs of two components A and B of a hypothetical

system (denoted as IA and IB, respectively). Table 8 reports the ranges of the IMs

uniform distributions (Fig. 11a, b). It can be observed that the IM of component

B (IB) is significantly more uncertain than that of component A (IA), but the

expected value of IA, E[IA] is larger than that of B, E[IB]. On the other hand, there

is a range in which the IB quantiles are larger than the IA ones. For example, if one

were to perform the ranking based on the IMs 95th quantile values the conclusion

would be that component B is more important than A contrarily to what would

happen if the ranking were based on the expected values.

The drawback of comparing the expected values or specific quantiles lies in the

loss of information about the distribution. For example with reference to Fig. 11b,

the fact that the 95th quantile of IA (0.015) is lower than that of IB (0.017) only

means that the point value which IA is lower than with probability of 0.95 is lower

than the analogous point value for IB; the full information on the actual difference

between the distributions of IA and IB does not play any role.

A natural way to give full account of the difference between the distributions

of IA and IB is to consider the random variable (rv) IA - IB whose pdf and cdf

are shown in Fig. 11c and d, respectively. In order to establish if component A is

more important than B, one can consider the exceedance probability that IA is

larger than IB, rAB ¼ PðIA [ IBÞ ¼ 1� FABð0Þ; for example, in the present case

rAB = 0.81, which means that with high probability component A is more

important than B.
To decide on the relative importance of the two components A and B, it is

necessary to fix a threshold T 2 [0.5, 1] on the rAB value such that if rAB is larger

than T then A is more important than B otherwise no conclusion can be drawn.

Obviously, the lower the threshold, the higher the risk associated with the decision.

On the other hand, the choice of a simple-valued threshold has some limitations

when considering multiple components. For example, if the IMs of three com-

ponents, A, B and C are such that their differences all fall very close to T it could

happen that IA[ IB, IB[ IC and IC[ IA. Moreover, rAB could fall very close to

T in which case no robust conclusion can be drawn on the components importance

given the inevitable approximations and uncertainties related to the estimation of

the IMs distributions.

These limitations can partially be overcome by referring the comparison to a

threshold range [Tl, Tu] in such a way that for the two components A and B:

• If rAB[ Tu, then A is more important than B
• If rAB\ Tl, then B is more important than A.

Table 8 Range of the IMs
uniform distributions

Uniform distribution range

IA [0.0141, 0.0155]

IB [0.0020, 0.0178]
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• If Tl\ rAB\Tu, then A is equally important to B. In this case, different kinds of

additional constraints/targets can guide the ranking order (costs, times, impacts

on public opinion, etc.).

Let us examine the behavior of the probabilistic exceedance measure rAB =

P(IA[ IB) in relation to the values of the standard deviations of the IMs distri-

butions, rIA and rIB : Figure 12 shows the variation of rAB for increasing values of

the standard deviation rIB ; keeping fixed the mean values of IA and IB and the ratio

k ¼ rIA=rIB for different values of k. In the extreme case of no uncertainties on the

knowledge of IA and IB (rIA ¼ 0 and rIB ¼ 0), component A is more important than

B (because E[IA][E[IB]) and thus rAB = 1. Increasing the standard deviation rIB
(and thus also rIA ; for keeping the ratio k constant), as expected rAB = 1 holds as

long as the pdfs of IA and IB do not overlap, i.e., IA and IB are uncertain quantities

but it is not uncertain that IA[ IB. The higher the ratio k, the lower the set of points
for which rAB = 1. Finally, rAB decreases as the overlapping between pdfs

increases.

When considering systems with large numbers of components, a procedure for

successive ranking must be introduced to avoid the combinatorial explosion of

pairwise comparisons. A possible method consists in applying the Quicksort

algorithm [14, 23], which is a divide-and-conquer sorting algorithm, that relies on

a partition of the elements based on a quantitative indicator of their ‘size’. One of

the elements in the set to be sorted is selected as pivot, i.e., as reference for moving

Fig. 11 Probability density functions (pdfs) and cumulative distribution functions (cdfs) of the
uniform random variables IA, IB (a and b) and of IA - IB (c and d)
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all elements of size smaller before the pivot and all elements of size larger after it;

the sublists of smaller and larger elements are then recursively sorted.

In the component importance ranking of interest here, the pivot element p is

chosen as the component in the middle position of the components importance

rank list obtained looking only at their mean values of reliability/availability. The

exceedance probability value of rpj = P(Ip[ Ij) is then calculated for each com-

ponent j = p in the list and the pre-defined threshold range [Tl, Tu] defines the

rank order between p and j. The basic steps of the procedure are as follows:

1. Rank the components according to their IMs computed by considering the

mean values of their reliability/availability parameters, i.e., without considering

uncertainties.

2. Define the range [Tl, Tu] of values of the probabilistic exceedance measure rpj;
for values rpj in this range, it is not possible to decide if Ip [ Ij or Ip\ Ij and
this leads to consider components p and j as equally important, unless addi-

tional constraints/targets (e.g., costs, times, impacts on public opinion, etc.)

allow defining an importance rank between the two.

3. Apply the Quicksort algorithm based on rpj = P(Ip[ Ij):

3.1. List the components in the rank order found in step 1.

3.2. Choose the middle element of the list (sublist) as pivot element, p.
3.3. For each j in the sublist compute the cdf, Fpj, of Ip - Ij and evaluate

rpj ¼ 1� Fpjð0Þ:
– If rpj[Tu, then put j in the sublist of elements less important than p.
– If rpj\Tl, then put j in the sublist of elements more important than p.
– If rpj falls in [Tl, Tu], then p is equally important to j.

3.4. Append the sublist of less important elements to the right of p and the sublist

of more important elements to the left of p.

Fig. 12 rAB versus rIB ,
keeping k ¼ rIA=rIB , E[IA]
and E[IB] constant
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3.5. Recursively apply to each sublist steps 3.2–3.4 until no sublist with more than

one element exists.

An alternative ranking procedure has been proposed in [23 ] which follows the

same steps 1 and 2 above, whereas it differs in the steps 3 and 4, which are as

follows:

3. Find the probability that each component i = 1, 2,…, N occupies a specific

position in the ranking. This is achieved by repeating for t = 1, 2,…, M, the

following Monte Carlo sampling:

3.1. Sample a realization of the components’ failure rates kt1; k
t
2; . . .; k

t
N .

3.2. Find the tth IMs relative to the failure rates of 3.1.

3.3. Rank the components IMs.

3.4. The probability P(Ri) that component i is in the rank position

Ri = 1, 2,…, N is given by the ratio between the number of simulations with

component i resulting in position Ri and the number of samples M.

4. To rank the component:

4.1. List the components in the rank order found in step 1.

4.2. Choose the most important component as pivot P i.e., the component with

largest probability of being the most important.

4.3. Compute the measure of exceedance r
pj between the components p and j with

j = p ? 1, p ? 2:

r
pj ¼ PðRp �RjÞ ¼
X

N

Rp¼1

pðRiÞ
X

Rp

Rj¼1

pðRjÞ ð48Þ

where Rp = rank of p and Rj = rank of j.
4.4. If r
pj [ Tu, then leave component p in the actual position; else, if Tl\r
pj\Tu

then put the component j in position Rp; otherwise, if r


pj\Tl swap the rank

orders of components p and j.
4.5. p = p ? 1, repeat steps 4.1–4.3 until p = N.

As an example, consider the system in Fig. 13. Table 9 reports the components

reliabilities and the values of the Birnbaum, Fussel–Vasely, Criticality, RAW and

RRW IMs.

Let us now assume that the components are exponential, i.e., with constant

failure rates ki, i = A, B, C and that epistemic uncertainties affect their failure

rates, as described by lognormal distributions.

fkiðkiÞ ¼
e
�½lnðki�liÞ�2

zr2
i

ki � ri �
ffiffiffiffiffiffi

2p
p ð49Þ

At each time instant t the reliability of component i is:
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riðt; kiÞ ¼ e�kit ð50Þ

with pdf (for 0\ ki\ 1):

fkiðkiÞ ¼ � e
�

ln �lnðkiÞ
t �li

� �� �2

2r2
i

ki � lnðkiÞ � ri �
ffiffiffiffiffiffi

2p
p ð51Þ

The parameters of the distributions of the failure rates are reported in Table 10;

the values have been chosen such that the means of the reliabilities at time t = 105

(in arbitrary units of time) are equal to the values in column 2 of Table 9. As an

example, Fig. 14 reports the lognormal distribution of the failure rate of compo-

nent A (left) and the pdfs of its reliability at various times (right). In Fig. 16a and

b, the pdfs of the failure rates and reliabilities at time t = 105 (in arbitrary units of

time) are reported for all three components.

For brevity’s sake, let us limit the discussion of the uncertainties to the Birn-

baum measure, the reasoning remaining the same for the other IMs. Note that in

spite of the simplicity of the considered system, finding the Birnbaum IM distri-

butions by an analytical approach is impracticable. To overcome this difficulty,

Monte Carlo sampling has been applied. The resulting distributions at the fixed

time instant t = 105 are plotted in Figure 16c and d.

Fig. 13 Reliability block
diagram of the system

Table 9 Components reliability and importance measures

Reliability Birnbaum Fussel–Vasely Criticality RAW RRW

A 0.985 0.009 0.002 0.001 1.094 1.001

B 0.990 0.014 0.002 0.001 1.141 1.001

C 0.905 0.9999 0.999 0.998 10.5 634

Table 10 Parameters of the
lognormal distributions of the
components failure rates

Component i E[ki] Var[ki]

A 1.00e-007 5.00E-08

B 1.50e-007 5.00E-08

C 1.00e-006 5.00E-07
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It can be noted that the distribution of the IM of component C is displaced to

larger values than that of components A and B which leaves no doubt that the most

important component is C, as expected from the structure of the system and the

components reliability values. As for the ranking of A and B one must compute the

exceedance reliability rAB. The result obtained by Monte Carlo sampling is

rAB = 0.52, which with respect to Tl = 0.3 and Tu = 0.7 leads to conclude that

Fig. 14 Lognormal distributions of the failure rate of component A (left) and corresponding pdfs
of the reliability at different time instants (right)

Fig. 15 Probability mass functions of the three components rank orders obtained by the ranking
method of [23]

192 E. Zio



IA = IB. Hence, the final components ranking provided by the procedure here

proposed sees C as the most important element, followed by A and B equally

important.

As a term of comparison, the procedure in [23] has been applied. The proba-

bility mass functions (pmfs) of the ranks of the three components obtained by

Monte Carlo sampling of their uncertain failure rates are reported in Fig. 15.

Notice that r
CA ¼ r
CB ¼ 1[ r
AB, which implies that component C is more

important than both A and B also for this method. On the other side, A results

more important than B giving that the exceedance measure r
AB ¼ 0:52�
ð0:48þ 0:52Þ þ 0:48 � 0:52 ¼ 0:77. Notice, however, that if one considers

r
AB ¼ 0:48 � ð0:52þ 0:48Þ þ 0:52 � 0:48 ¼ 0:73, B results more important than A;
this shows that, in general, the exceedance measure r
ij 6¼ 1� r
ji is dependent on

the choice of the pivot, and so is the final rank.

It is interesting to investigate the relation between the two exceedance measures

calculated, r
ij and rij. Given that component C results the most important in all the

Fig. 16 Pdfs of the failure rates (a) reliabilities (b) and Birnbaum IMs (c and d) of the three
components
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M Monte Carlo samples ðPðRC ¼ 1Þ ¼ 1Þ, the probability that A occupies a spe-

cific rank order between 2 and 3 is equivalent to the probability that B gains the

only other rank order available, i.e., the probability mass value of rank order 2 of

component A is the exceedance measure rAB and, vice versa, the probability mass

value of rank order 2 of component B is the exceedance measure rAB.
On the contrary, the Birnbaum IM values in Table 9, obtained neglecting

uncertainties, would lead to the conclusion that A is more important than B.
Equation 51 and Fig. 14 clearly demonstrate that the components reliabilities

depend on both the time t and the failure rate ki, the latter being affected by

epistemic uncertainty. Since the components IMs are functions of their reliabili-

ties, they also are dependent on t and ki, and are affected by epistemic uncertainty.

Figure 17 shows how the pdf of IA varies with time; in particular, at t = 105 one

obtains the curve in Fig. 16c. The dependence of the IM on time implies that,

Fig. 17 Variation of the pdf
of IA with time

Fig. 18 Behaviour in time of
the exceedance measure rAB
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in general, the exceedance measure rij too is time-dependent (rij = rij(t)). In

Fig. 18, the behavior in time of rAB is reported. In the particular case of the system

of Fig. 13, the exceedance measure remains constant and so does the components’

ranking; in general this is not true and due account has to be given to the

dependence on time but more sophisticated condensation operators might be

needed for that scope. The simplest way is to take the average or median value of

the exceedance measure over the mission time.

The same reasoning can be repeated for the exceedance measure r
ij of [23].
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Dependent Competing-Risk Degradation

Systems

Yaping Wang and Hoang Pham

1 Introduction

The failure of many units or systems, such as components, parts, machines, can be

generally classified into two kinds of failure modes: one is catastrophic failure in

which units break down by some sudden external shocks; the other is degradation

failure in which units fail to function due to the physical deterioration. There are a

great number of such cases for this kind of competing failure modes in our real

life.

• A battery supplies electric power by chemical reaction. It is gradually weakened

by usage and finally turns out to be useless when the substances in the battery

are exhaustive. On the other hand, overheating or overvoltage can also cause the

damage of the battery.

• An electronic component may have two kinds of failure modes. One failure

mode is due to the overloading stress to the system caused by random voltage

spikes. The other is due to wear-out process, which usually happens when it has

run for many cycles.

In the catastrophic failure case the units break down as soon as cumulative

shock damage or some extreme shock exceeds some predetermined failure

threshold, while in the degradation case the unit fails when the total degradation

amount drops below a critical failure level. Therefore, it would be necessary to

formulate probabilistic or stochastic models of such competing risk systems

combining degradation and random shock that outline the features of the two-

process complex phenomenon. The reliability analysis for this model is a key step
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for the manufacturing engineers to make warranty plans and maintenance policies

for the products featured by the two competing failure modes. Numerous mathe-

matical formulations and probabilistic models are proposed to combine these two

competing risk failure modes.

2 Literature Review

2.1 Random Shock Model

Shock Models, one of the most important subjects in reliability modeling,

are usually defined by the time interval between two consecutive shocks, the

damage size caused by individual random shock, and the system failure function.

Usually, in shock models the system is subject to shocks of random magnitude

occurring at random times. The basic setup in the shock models is pairs of the i.i.d

two-dimension random variables fðAn;BnÞg1n¼0, where An denotes the magnitude of

the nth shocks and Bn the time interval between the (n - 1)st and nth shocks, or

alternatively, the time between the nth and the (n ? 1)st shocks, called model I and

model II, respectively. However, model II differs significantly from model I in the

following two aspects: (1) in model II the magnitude An impacts the time interval

Bn until the (n ? 1)st shock; (2) there exists a first shock at time zero in model II

while in model I both A0 and B0 equal to zero. Shock models have been studied by a

number of literatures [1–25] for the purpose of providing the mathematical for-

mulations for modeling the system reliability in the random environments. Tra-

ditionally, three classic random shock models are widely used, listed as follows:

• Cumulative Shock Model.

• Extreme Shock Model.

• d-Shock Model.

Furthermore, some extensions including mixed shock model and run shock

model are developed in recent years.

2.1.1 Cumulative Shock Model

Cumulative shock model means the system breaks down when the cumulative

shock magnitude exceeds some given threshold. Let T C 0 denote the lifetime of

the system, {N(t), t C 0} the counting process generated by the renewal sequences

fBng1n¼0, and Z � R some prefixed critical region. A suitable representation of the

cumulative shock model is indicated in the form of

fT � tg ,
X

NðtÞ

i¼0

Ai 2 Z

( )

;

where Ai denotes the magnitude of the nth shocks.

198 Y. Wang and H. Pham



Thus, F(t) = Pr {T B t} and FðtÞ ¼ 1� FðtÞ denote the lifetime distribution

and the survival function for the system, respectively.

In terms of the cumulative model, the properties of the lifetime distribution are

studied in some early literatures. Esary and Marshall [1] justify the properties of the

lifetime distribution for a device subject to accumulative shocks governed by a

Poisson process with a probability �Pk of surviving the first k shocks. A-Hameed and

Proschan [2] extend the results from [1] to a non-homogeneous Poisson process in

series system consisting of finite components and obtained the bound for the mean

life of the device. Agrafiotis and Tsoukalas [3] discuss the first passage time and

asymptotic properties of a correlated cumulative shock model with the excess level

increments for individual shock. In the model the shock interval and shock mag-

nitude are correlated for given n. Gut and Husler [4] put forward a generalized

cumulative shock model in which only the summation of a suitable portion of the

most recent shocks will contribute to the system stopping time, that is

fT � tg , min n : Skn;n ¼
X

n

j¼n�knþ1

Xj [ t

( )

; t[ 0;

where Xj denotes the magnitude of the jth shock; Skn;n the summation of the

magnitude from the knth shocks to the nth shock.

In addition, some results of the maintenance policies for a system subjected to

cumulative shocks have been studied by several researchers. Nakagawa and

Kijima [5] propose a periodic replacement policy with minimal repair at failure for

the cumulative shock model in order to obtain the optimal solution for the time T*,
shock N*, and damage Z* at which time point the replacement is done. Qian et al.

[6] focus on the analysis of maintenance policies for an extended cumulative shock

model with shocks occurring at a non-homogeneous Poisson process. The system

will be maintained when cumulative shock does not exceed the failure threshold,

repaired when cumulative shock exceeds the threshold, and replaced at failure N or

time T. Wortman et al. [7] examine the maintenance strategy with the inspection

time modulated by a renewal process for a non-self-announcing failure system

subject to deterioration governed by random shocks. Chelbi and Ait-Kadi [8]

develop the expression of the time-stationary availability for a hidden failure

system subject to the transient shocks with a predetermined inspection time in

order to generate an optimal solution for the target availability level with limit

resources.

2.1.2 Extreme Shock Model

Extreme shock model means that the system fails as soon as the magnitude of an

individual shock goes into some given critical region Z � R, shown as:

fT � tg , minfi : Ai 2 Zf g; �NðtÞg
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where T denotes the lifetime of the system, N(t) the counting process of random

shock occurring, and Ai the magnitude of the nth shocks.

In the early work on this model, Esary and Marshall [1] study the properties of

the maximum shock threshold underlying the assumption of homogeneous Poisson

process, while Ross [9] extends the analysis of Esary and Marshall [1] to the non-

homogeneous condition. One important setting of the extreme shock model is

‘‘general shock model’’ developed by Shanthikumar and Sumita [10]. The model

extends the extreme shock model by considering a sequence of random shocks

governed by a correlated pair of renewal sequences (Xn, Yn), where Xn denotes the

magnitude of the nth shock and Yn the time interval between two consecutive

shocks. Chen and Li [11] analyze a deteriorating system subject to extreme shock

with the deterioration process governed by both the external shocks and internal

loading under the assumptions such that: (1) the magnitude of the random

shock the system can bear will be decreasing with the numbers of repairs; (2) the

repair time will be increasing upon each repair. Finally, an optimal replacement

policy N*, at which failure number the system will be repaired, is determined by

minimizing the long-run average cost.

2.1.3 d-Shock Model

The d-shock model in Li [12] is defined as the system fails when the time lag

between the two successive shocks falls into some critical region determined by a

prefixed parameter d. Therefore, a suitable representation for the d-shock model

can be given as:

T � t , fminfi : Bi 2 CðdÞ; i 2 Ng; �NðtÞg;

where C(d) is the critical region for the system and Bi the time interval between the

(n - 1)st and nth shocks.

In the work of Li and Kong [13], some useful results for the d-shock model

underlying homogeneous Poisson process are given, such as survival function,

class properties, and asymptotic behavior of the lifetime distribution. Moreover,

the analytical survival function for the non-homogeneous Poisson process is also

discussed.

Furthermore, Li and Zhao [14] derive some useful properties for the reliability

estimation of the coherent structure of series system, parallel system, and k-out-of
n system, such as bounds for system mean lifetime and limiting probability. Lam

and Zhang [15] study a replacement policy for two systems embedded in the

d-shock model: one is deteriorating system with a non-decreasing threshold after

repair times and geometrically increasing repair times; the other is improving

system with decreasing threshold after repair and geometrically decreasing repair

times. Rangan and Tansu [16] extend the d-shock model of [15] by considering the

random threshold failure in the context of renewal process.
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2.1.4 Some Extensions and Variations

Ross [9] defines a general shock model with a damage function Dt in which

Dt(x1,…, xn,…, 0) represents the damage at time t if exactly n shocks occur with

the magnitude of x1,…, xn. By assuming Dt(x1,…, xn, 0) = max (x1,…, xn, 0) or
Dtðx1; . . .; xn; 0Þ ¼

Pn
i¼1 xi; the cumulative shock and extreme shock model are

obtained respectively. Another realistic variation of shock model is provided by

Fan et al. [17] for the purpose of studying the lifetime distribution of the multi-

component system that suffers from the interplay of aging and random shocks.

In the model the probability that a shock with magnitude x arriving at time u is

fatal to the system is given by 1� exp½�dðaþ uÞ � x�, where a is the initial age of

the system at time zero and d is the system aging rate.

Igaki et al. [18] generalize the cumulative and extreme shock model by con-

sidering a trivariate stochastic process including the magnitude of the shocks, the

shock intervals, and the random system state. In the model, the magnitude of the

shocks and the shock intervals are correlated with each other with a joint distri-

bution affected by the transition of system state modulated by a Markov renewal

process. Gut [19] proposes a mixed shock model to combine the extreme model

and cumulative shock model. In the model the system is supposed to break down

either due to a cumulative effect of many small shocks or one single large shock,

whichever comes first. Further realistic analysis of the model is stated by Gut and

Husler [4].

A new case, called the run shock model, is introduced by Mallor and Omey [20],

which models a system operating normally until k consecutive shocks with critical

magnitude, which is expressed as

T � t , minfnjAn�j 2 Z; j ¼ 0; 1; . . .; k � 1g; �NðtÞ;

where An-j represents the magnitude of the (n - j)th shock and k is some given

positive integer.

One extension of the run shock model is proposed by Mallor and Santos [21],

in which the system breaks down when the cumulative damage due to the shock in

a critical k run, where all of shocks are critical and not contained in any of k ? 1

consecutive sequence, exceeds a fixed threshold z. This model is governed by three

correlated variables, including the magnitude of shock, shock occurring interval,

and cumulative damage, respectively. Further analysis of the lifetime distribution

and mean time to failure for the extended shock model is provided by Mallor and

Santos [22]. Moreover, Mallor et al. [23] generalize the asymptotic behavior for

the lifetime of the mixed shock model that is the combination of the accumulative

shock model and run shock model.

In the work of Finkelstein and Zarudnij [24], two types of non-cumulative

shock processes are considered. The first model divides the shocks into three levels

according to their magnitude, shocks with small level that are harmless to the

system, shocks with intermediate level that lead to the system failure with some

probability, and shocks with large level that result in the immediately system
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failure. The second model assumes that the system will not fail if two successive

small shocks do not occur in a short time period. The system failure function and

its exponential approximation are derived analytically. Bai et al. [25] derive the

asymptotic lifetime distribution for a new shock model based on a marked point

process with cluster mark and then illustrate its application to an example with the

insurance background.

2.2 Degradation Model

Nowadays the products are developed to be more reliable with a longer lifetime

and higher quality, so it is really a significant challenge to obtain the sufficient and

accurate time-to-failure data in a cost-effective manner prior to the product release.

The design engineers may be unable to obtain the time-to-failure data of the new

products by testing them under the normal operating conditions, either because

their lifetimes are too long, or the time between design and product release is too

short.

Two approaches are introduced to overcome these obstacles to obtain the

information of the lifetime regarding the warranty periods and the reliability

specifications of the products. One is Accelerated Life Testing (ALT); the other is

degradation analysis. Also, by combining the ALT and degradation analysis, a new

approach, called Accelerated Degradation Testing (ADT), is created.

Degradation analysis involves the measurement of the degradation of a product

at various time points and this information is then used to estimate the eventual

failure lifetime for the product. One of the major advantages of performing reli-

ability analysis based on degradation data is that it relates the reliability analysis

directly to the physics of failure mechanism. Cutting tools, hydraulic structures,

brake linings, airplane engine compressor blades, corroding pipelines, and rotating

equipment, all of these structural systems suffer from increasing wear with usage

and age. Various physical deterioration processes can be observed, such as

cumulative wear, crack growth, erosion, corrosion, fatigue, consumption, etc. The

deterioration of these systems might incur high cost due to production losses,

delays, and safety hazards if the resistance of a deterioration structure drops below

the applied failure threshold. Therefore, many papers have been focused on the

research and applications for the reliability degradation model [26–51].

2.2.1 Methodology

Based upon the methodology, the studies of the degradation analysis can be

divided into three main categories.

One of the most widely used methods to model the degradation data is called
‘‘General Path Model’’. Lu and Meeker [26] introduce a two-stage method of
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estimating the parameters of the mixed-effect path model to describe the system

degradation performance. The general path model can be represented as

xij ¼ f ðt;/; hiÞ þ eij;

where xij denotes the observation of degradation measure from the jth measure-

ment on the ith unit; hi random effect parameter for the ith unit follows normal

distribution, that is, hi * N(lh, Rh); / the fixed-effect parameter.

The two steps for estimating the parameters in the general path model are given

as:

• The 1st stage: for each sample unit, the degradation model is individually fitted

to the sample path to obtain n estimates of the model parameters;

• The 2nd stage: the estimates of /, lh, and Rh are computed using the n esti-

mates obtained by the 1st stage.

Yuan and Pandey [27] elaborate the limitation of the linear regression for

degradation analysis and then propose a general nonlinear mixed-effect (NLME)

model to analyze and predict the degradation process. An alternative approach of

two-stage maximum likelihood estimation for the general path model is proposed

by Robinson and Crowder [28], where a Bayesian estimation model is used to

estimate the distribution function of failure time in the general path model. Wu and

Shao [29] develop the statistical inference using the ordinary least square and

weighted least squares to estimate the parameters of degradation path in a non-

linear mixed-effect model.

The second approach to perform the degradation analysis is ‘‘Stochastic Process
Model’’, such as Markov process and Brownian motion. Van Noortwijk et al. [30]

model a Bayesian failure model of degradation analysis, in which the average

amounts of deterioration are l1-isotropic, and then explicitly obtain the probability of
preventive repairs per unit time, failure with and without inspection conditional on

the average amount of degradation. Van Noortwijk and Pandey [31] generalize a

stochastic gamma process model for a stochastically deteriorating system. In the

model, the system may fail when its deteriorating resistance drops below certain

critical stress s. The degradation path is modulated by gamma distribution, and thus

a suitable representation of the lifetime distribution is in the form of

FðtÞ ¼ PrðT � tÞ ¼ PrðXðtÞ� r0 � sg ¼

Z

1

x¼r0�s

fXðtÞðxÞdx ¼
CðvðtÞ; ½r0 � s�uÞ

CðvðtÞÞ
;

where T is the lifetime for the system; r0 is the initial resistance; s is the deter-

ministic critical stress; and C is the incomplete gamma function.

The corresponding maintenance policies for the gamma deterioration model are

provided by [47, 48]. Nicolai et al. [32] compare three stochastic processes for

degradation analysis, including Brownian motion with nonlinear drift, gamma

process with nonlinear shape function and two-stage hit-and-grow (TSHG) process.
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After that, the parameter estimation of these three processes for the inspection data

and expert data is provided. In Hsieh et al. [33] a non-homogeneous compound

Poisson process is utilized to model the discrete degradation. Then the first passage

time distribution, the likelihood estimation of the model parameters, and confident

interval approximation are derived. Xue and Yang [34] extend the two-state reli-

ability measure to the multi-state reliability by combing the Markov process and s-
coherent system structure in order to derive the dynamic reliability for the multi-

state system with complex structure, including the series systems and parallel

systems.

Kharoufeh [35] analytically derives the failure time distribution and the

moments of the lifetime for a single-unit system with cumulative wear damage

that is affected by the external environment by using the Markov additive pro-

cess. Saassouh et al. [36] propose a two-mode stochastically deteriorating model

with a sudden change point in the degradation path, where the increments of

deterioration follow a gamma law when the system is in the first mode, and the

mean deterioration rate increases when it flips into the second mode. Based on the

definition of the model, the decision rules for an online maintenance policy are

determined to optimize the system performance from the angle of asymptotic

unavailability.

Kharoufeh and Cox [37] develop a degradation-based model for assessing the

distribution and the moments of the lifetime function using the hybrid approach

including two models: Model I describes a degradation process with the rate of

degradation affected by the state of random environment governed by a homo-

geneous Markov process; Model II establishes a new path function by estimating

the degradation rates using differential equation where the number of degradation

status is approximated by K-nearest clustering method. Ebrahimi [38] proposes a

general stochastic model to estimate the reliability of the system in terms of a

deterioration process with covariate. The survival and hazard functions are ana-

lytically derived for two semi-parametric models using the differential equation by

taking the exponential form of the survival function.

The third method is ‘‘Statistical Method’’, including both parametric and
nonparametric estimation. Huang and Dietrich [39] present an extended graphical

approach for degradation analysis by considering the ordering of degradation data.

In the model, the degradation path is modulated by a truncated Weibull distri-

bution and the analytical log likelihood expression is discussed. Bae et al. [40]

examine the relationship between the degradation path function and the lifetime

distribution where the additive and multiplicative function are used to model the

degradation path. The results verify that the degradation path will have a great

influence on the form of the lifetime distribution in terms of the class properties of

lifetime distribution and failure rate.

Zue et al. [41] extend the results of Yang and Xue [34] from the s-normal

process to the random process with a general distribution by using three approa-

ches for degradation analysis. The first is the random process to fit the degradation

process with a data free-distribution; the second is the traditional general path

function; the third method is to use a multiple linear regression. Finally, a mixture
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model is introduced to model both hard failure and soft failure for the continuous

state device. Bae and Kvam [42] present a nonlinear random coefficients model to

fit the degradation path for the non-monotonically deteriorating light displays, and

then consider four different methods to approximate the log-likelihood estimation,

including a first-order method, Lindstrom-bates algorithm, adaptive importance

sampling, and adaptive Gaussian quadrature method.

2.2.2 Maintenance Policy

Also increasing interest has been put upon the probabilistic models and mathe-

matical formulations of the maintenance and replacement policies for the degra-

dation or multi-state systems [43–51]. Grall et al. [43] propose a condition-based

maintenance model including both the inspection and replacement policies based on

a multi-level control-limit rule of a stochastically deteriorating system for the pur-

pose of obtaining the optimal replacement threshold and inspection scheduling to

minimize the long-run expected cost. Wang et al. [44] consider a novel maintenance

model combing the condition-based replacement, periodical inspections, and (S, s)
type provisioning policy, noted as (T, S, s, Lp) policy, where T denotes the inspection
interval, S the maximum inventory level, s the reorder point, and Lp the replacement

threshold. Furthermore, a simulation model is established to modulate the uncertain

deterioration process and finally the maintenance scheduling is optimized to mini-

mize the cost rate using genetic algorithm. Kiessler et al. [45] examine the limiting

average availability of a hidden-failure deterioration system with the periodic

inspections where deterioration rate is governed by a Markov model.

Yang and Klutke [46] characterize the properties of the lifetime distribution for

the Levy degradation process and then illustrate the implement of the results to

inspection scheduling for the maintained system with non- self-announcing fail-

ures. Zhao [47] presents a preventive maintenance policy for a deteriorating sys-

tem with a critical reliability level to satisfy the preference of field managers with

the imperfect PM effect modulated by a parameter of degradation ratio. Pandey

et al. [48] consider an age replacement policy for the gamma deterioration model

where the component is replaced when the system fails or reaches a specific age,

whichever occurs first.

Van Noortwijk and Frangopol [49] describe two maintenance models of con-

dition-based maintenance and reliability-based maintenance for the deteriorating

civil infrastructures for the purpose of minimizing the life-cycle cost under the

constraint of adequate reliability level. Delia and Rafael [50] analyze the main-

tenance policies with two types of repair modes, including preventive and cor-

rective repairs, and phase-type distributed repair times for a cold standby system

subject to multi-stage degradation. A later work of Dellia and Rafael [51] studies a

maintenance model with failure and inspection following arrival processes and two

types of repair modes, minimal and perfect, distributed as different phase-type

distributions for a deteriorating system suffering from both internal and external

failures.
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2.3 Multiple Competing Risks of Degradation

and Random Shocks

In real world, system typically deteriorates as a result of both the graceful deg-

radation and discrete random shocks. However, most of the papers regarding the

multiple competing risks of degradation and random shocks are under the

assumption that these two processes are independent with each other. The incor-

rect independent assumption may underestimate the reliability and lifetime

behaviors of the system. Therefore, on dealing with the relationship of competing

risk of degradation and random shocks, the dynamic behaviors of the dependent

structure between them may have a non-trivial impact on the reliability function

estimation or on the maintenance and warranty policies for the deteriorating

systems.

The dependence of these two processes can be exhibited in two aspects: (1)

degradation process will make the system more vulnerable to the environment

factors, such as temperature, pressure and random shocks; (2) random shocks will

accelerate the degradation process with two modes, sudden jump or minor

acceleration of the degradation rate. Furthermore, although in many studies of

reliability model, the multiple degradation processes are assumed to have inde-

pendent lifetimes, it may be more realistic to assume some sort of dependence

among different degradation processes. For example, a system may have multiple

components with its own degradation process or even one component may be

subject to multiple degradations, in which the lower status of one degradation

process could result in an increasing load on some of the other degradation pro-

cesses. As a sequence, a more systematic probability model for the dynamic

dependent structure underlying these two processes should be called for.

2.3.1 Independent Model for Degradation and Shocks

Sim and Endrenyi [52] consider a Markov process to model the maintenance

policy with periodically minimal maintenance and major maintenance after a

number of minimal maintenances for a continuously operating system subject to

degradation and Poisson failures. The optimal solution to minimize either cost rate

or unavailability is derived. A probabilistic model of the reliability analysis for the

deteriorating structural systems subject to Poisson shocks is introduced by

Ciampoli [53], where a stochastic differential equation is employed to model the

degradation process in order to obtain the total damage of the system. A gen-

eralized Petri Net is proposed by Hosseini et al. [54] to formulate a new condition-

based maintenance model for a system subject to deterioration failures and Poisson

failures. In order to maximize the system throughout, an optimal inspection policy

based on minimal maintenance, major maintenance and major repairs is obtained.

Zhu et al. [55] examine the maintenance model for a competing risk of deg-

radation and sudden failure, where the unit is renewed when it reaches a
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predetermined degradation level or comes to a sudden failure within the limit of

certain degradation threshold. Also a preventive maintenance (PM) is done at the

scheduled time and the consecutive repair times are modulated as an increasing

quasi-renewal process due to system aging. The maintenance scheduling variables

of degradation threshold and scheduled time to preventive maintenance are

determined by maximizing the system availability with the constraint of repair

cost. Weibe et al. [56] derive the reliability estimation and the optimal solution for

calculating the discounted cost based on both condition-based and age-based

policy for a maintained system that deteriorates due to both transient shocks and

cumulative degradation process governed by a stochastic point process.

In practice, there is not only the system operating cost which will increase with

the system aging, but also the cost of time of the inspection, repair and replace-

ment. Chiang and Yuan [57] present a state-dependent maintenance policy

Ri,j(T, N, a) for a continuously deteriorating system subject to degradation and

fatal shocks using a continuous-time Markov process, where T is the system

inspection interval, N is the system boundary for replacement, and a is the prob-

ability that repair will restore the system to a better state. Delia and Rafael [58]

examine the replacement policy for a Markovian degraded system submitted to

internal or external failures with holding time on various system levels, external

repair time and internal repair time, all of which follow the phase-type distribution.

In the work by Kharoufeh et al. [59], the lifetime distribution as well as the

limiting availability for a periodically inspected single-unit system with hidden

failure is explicitly derived by utilizing the Laplace-Stieltjes transform. The sys-

tem is submitted to two failure mechanisms, the degradation wear that is governed

by its random environment characterized as a continuous Markov chain and

random shocks modulated as a homogeneous Poisson process.

2.3.2 Dependent Model for Degradation and Shocks

Tang and Lam [60] study a d-shock maintenance model for a deteriorating system

with shocks occurring according to a renewal process, where the interarrival time

of shocks follows a Weibull or gamma distribution. Because the system is dete-

riorating, the deadlock threshold for the d-shock is geometrically non-decreasing

after each repair, and the repair time is modulated by an increasing geometric

process. Frostig and Kenzin [61] derive the limiting average availability in a

maintenance model for a hidden-failure system that suffers from the wear- out and

cumulative shock damage with a Poisson process. Two models are discussed:

model I assumes the wear out process and shock which will not receive any impact

from the external environment; in model II, the shock magnitude, the shock rate

and wear- out process, all of them are dependent on the external environment

modulated by a Markov process. Based on the approach proposed by Mori and

Ellenwood [62], Van Noortwijk et al. [63] put forward a novel approach to

combine two stochastic processes of deteriorating resistance and fluctuating load

for the reliability analysis of a structural component. In the model, the
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deteriorating process is modulated as a gamma process and the random loading

exceed is given by a generalized Pareto distribution with loading arriving

according to a Poisson process.

Chiodo and Mazzanti [64] deal with the problem of the reliability function

assessment for power system devices due to repeated shocks. The systems may

survive under the condition that the individual stress load is less than the

remaining degradation resistance. Lehman [65] surveys two classes of degrada-

tion-threshold-shock models (DTS), including general DTS and DTS with

covariates, where the system failure may be due to the competing risk of degra-

dation and trauma. In the general DTS model, the traumatic failure is assumed to

be modeled as a stochastic Poisson process with intensity factor that is governed

by system aging level. In the DTS with covariates, a dynamic environment random

variable is included in the model. Fan et al. [66] consider a single-component

system that suffers from the non-homogeneous Poisson process shocks. In the

system, aging will increase the magnitude of shock sizes, thereby resulting in a

larger fatal probability. After that, an extension of that shock model to multi-

component system is examined.

Cha and Finkelstein [67] extend the Brown-Proschan model by assuming that the

random shocks will result in an immediate system failure with a probability p(t), but
accelerate the system aging process by certain random increment with probability

q(t). Finkelstein [68] introduces a generalized Strehler-Mildvan model to estimate

the first passage time of the survival function for the system subject to cumulative

damage due to biological aging and sudden killing event. The asymptotic aging

properties for the repairable system are discussed. Satow et al. [69] focus on the

replacement policy for one single unit that suffers from cumulative damage due to

aging process and shocks in order to obtain the optimal replacement level k* which
minimizes the expected cost rate.

Deloux et al. [70] propose a maintenance policy that combines the statistical

process control (SPC) and condition-based maintenance (CBM) for a continuously

deteriorating system with two kinds of failure mechanisms, deteriorating and

random shocks. The system failure is governed by deteriorating process as a

function of the deterioration level and the system time but an associated failure

acceleration factor due to stress is taken into account when the stress intensity

exceeds some critical level k. Klutke and Yang [71] present a maintenance policy

for the periodically inspected systems with non- self-announcing failure, submitted

to cumulative damage due to both graceful degradation and random shocks for the

purpose of optimizing the system performance from the limiting average avail-

ability point of view.

2.3.3 Multiple Degradation Model

Li and Pham [72] focus on the reliability analysis for a generalized multi-state

degradation system subject to multiple competing failure processes, consisting of

two degradation processes and cumulative random shock. The paper assumes that
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all of these processes are independent, and any of them causes the system to fail

according to the threshold values of each process. No repair or maintenance policies

are considered. Based on the definition of multi-state degraded system in [72], a

condition-based maintenance model is built by Li and Pham [73], where an

average long-run cost rate function is minimized by Nelder-Mead downhill sim-

plex method. The interinspection sequence is generated by a geometric sequence.

Wang and Coit [74] propose a general model of predicting the reliability on the

correlated multiple degradation processes and verify that the system reliability

might be underestimated because of the incorrect independent assumption by the

simulated data. A gamma-based state space model is studied by Zhou et al. [75] to

predict the lifetime for a multiple degradation processes with uncertain failure

threshold using multivariate normal distribution, where expectation–maximization

(EM) algorithm is utilized to estimate parameters of the model and Monte Carlo-

based particle smoothing algorithm is used to deal with the expectation estimation

of complete likelihood in step E of EM algorithm.

2.4 Copula Method

Only a few studies focus on the issue of multiple degradation processes according

to the literature review of previous section. These two papers in [72, 73] consider

the reliability and maintenance model for two degradation processes and random

shocks, but all of them are independent with each other. A traditional way to build

correlated multiple degradation model is to utilize the tool of multivariate distri-

bution which will create the restrictions on the same distribution of each marginal

degradation path. Recently considerable attention has been paid to the dependence

behavior between random variables modeled by copulas, which allow us to link

the univariate marginal distributions to obtain a joint probability of the events.

Compared with the traditional multivariate distribution, the most attractive

advantages of the copula method are listed as follows: (a) the univariate marginal

function can be modulated separately from their dependent structure; (b) the

marginal probability can be drawn from different kinds of distributions without

restriction; (c) the parameter coefficients of the copula model can be time-varying,

not constant. Because of these advantages, copula model is a powerful alternative

approach of the multivariate distribution to analyze the correlated multiple deg-

radation processes. There are several aspects of copulas method that could be

worked with.

2.4.1 Theoretical Model

Embrechts and Puccetti [76] provide analytical procedures to calculate the bounds

on the distribution function of the sum of n dependent risks with overlapping

margins, that is, the bounds for the sum S = X1 ? � � � ? Xn, where

X = (X1, …, Xn) belongs to Frechet class of probability measure. Kojadinovic and
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Yan [77] compare the asymptotic properties of three semi-parametric methods of

estimating the parameters in copula models, which are maximum pseudo-likelihood

estimation method of moment estimator based on Spearman’s rho, and method of

moment estimator based on Kendall’s tau. Monte Carlo simulation is used to

examine the performance of the different estimators with finite samples and compute

the asymptotic relative efficiency. Rodriguez-Lallena and Ubeda-Flores [78]

examine the properties of the conditional distribution of H1(X) given that the joint

distribution of X is H2, where H1 and H2 are the multivariate distribution functions

for random vectors X = (X1, X2, …, Xn) with common univariate marginal

distributions.

Chen and Fan [79] derive the asymptotic properties of estimators for a class of

copula-based semi-parametric stationary Markov models characterized by para-

metric copula functions and nonparametric margins. Hurlimann [80] proposes a

modified statistical method of inference functions of margins (IFM) characterized

as two-step maximum likelihood estimations of univaraite marginal distributions

and copulas, followed by minimizing the chi-square statistic of a bivariate version

of the Pearson goodness-of-fit test to determine the dependence parameters for

copula fitting in the bivariate cumulative returns. Abegaz and Naik-Nimbalkar [81]

introduce an alternative approach based on a copula-based Markov chain to

investigate the conditional probability of distributions and utilize one- and two-

stage statistical inference method to estimate the parameters. In addition, a

parametric pseudo-likelihood ratio test is given to select the copula model for the

two-stage estimation. Zezula [82] illustrates how to use the special variance

structure of Gaussian copulas to facilitate the parameter estimations under the

condition that the data dimension is large.

2.4.2 Application

Goorbergh et al. [83] apply dynamic copula model to better-of-two-markets and

worse-of-two-markets options on the S&P500 and NASDAQ to examine the

dependent behavior of bivariate option pricing with association between the assets.

The aim of the study in Zhang and Singh [84] is to derive the bivariate joint

distribution of rainfall frequency using four Archimedean copulas in order to

determine the return periods. Based on the data from US stock, Fernandez [85]

verifies that using tail-dependency tests to select the copula model may be mis-

leading especially when the data are featured with conditional volatility and series

correlation. With the help of Monte Carlo simulation Al-Harthy et al. [86] illus-

trate how the copula method can be suitable to model the dependencies in oil and

gas evaluations and come to the conclusion that compared with some more com-

monly used approaches to model dependence the copula method can accurately

detect the tail dependence structure of the variable distribution. Dalla Valle [87]

suggests a new methodology for studying the dependent relationships of opera-

tional risk management by combining the copula and Bayesian models computed

using simulation methods, especially Markov Chain Monte Carlo. Dakovic and
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Czado [88] examine the point and interval estimates using joint maximum like-

lihood and semi-parametric models to estimate the parameters of a bivariate t-
copula model in financial data.

Applications of copula methods in various fields can also be found in Ning [89]

for the dependence structure between the foreign exchange market and equity

market, Roch and Alegre [90] for daily equity returns, Ausin and Lopes [91] for

multivariate time series using time-varying copulas, and Renard and Lang [92] for

design hydrology.

2.4.3 Special Case: Dependent Risk Model

A special case of copula application is dependent risk model, which can be used as

a source of reference to construct the dependent competing risk model in reliability

using copulas, for instance the studies in [93–98]. Kaishev et al. [93] establish a

dependent multiple-decrement model to examine the dependencies among causes

of death in order to analyze the impact of complete or partial elimination of causes

of death on the survival function from competing risks using copulas. Bedford [94]

puts forward two different methods of nonparametric maximum likelihood and

bilinear adjustment estimator to perform the quantile tests for copulas in com-

peting risk problems. Lo and Wilke [95] develop a new copula graphic estimator to

a model with multiple dependent competing risk and apply the model to the data

set of duration of unemployment from Germany.

Cossette et al. [96] derive the discounted penalty function via Laplace trans-

form for a generalized Farlie-Bumbel-Morgenstern copula model in the presence

of the associations between the claim sizes and interclaim time in a compound

Poisson risk model. Another study of Cossete et al. [97] presents two approaches

of a class factor method and copula method to construct the dependent risk models

for the insurance portfolio. Embrechts et al. [98] provide the properties and

computational procedures of distributional bounds for the dependent risks func-

tions using copulas.

3 Some Recent Studies

3.1 Cumulative Competing Risks of Degradation

and Random Shocks

The detailed description of the problem could be obtained in Wang and Pham [99].

The paper includes three parts to elaborate the problem from a deteriorating

system suffering from random shocks:

Part I: A two-process cumulative combination model of competing failures

between degradation and random shocks is introduced with additive and

multiplicative degradation path.
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Part II: Two numerical examples for additive and multiplicative degradation path

are used to illustrate the combination model and also the sensitivity analysis is

discussed.

Part III: Based on the definition of the model, an imperfect preventive maintenance

(PM) policy is put forward to obtain the optimum pair (N*, T*) using differ-

ential evolution algorithm in order to minimize the expected total cost rate.

Different from the traditional competing model, a two-process cumulative

model may be more suitable to describe the problem. It is because both of these

damage works directly on the unit of system, and a cumulative damage can clearly

reflect the system’s status. Also, the perfect preventive maintenance is not so

practical in real world. In the paper they model the imperfect preventive main-

tenance by an improvement factor to reduce the system cumulative damage pro-

portionally after each imperfect PM.

3.2 Dependent Competing Risks of Degradation

and Random Shocks

Wang and Pham [100] contribute to the knowledge of the multi-state cumulative

dependent modeling of degradation and random shocks by adding time-scaled

covariate factors from random shocks into the degradation path function, and also

modulating the system’s resistance as a Quasi-renewal process in order to capture

the aging influence. Concretely, two kinds of random shocks are considered: (1)

fatal shock if an individual shock magnitude exceeds critical threshold, which

results in the system’s immediate failure; (2) non-fatal shock, which leads to both a

sudden increment jump and a minor acceleration of the degradation rate. There-

fore, the system survives only under the condition that non-fatal shock happens

and also the cumulative degradation amount does not drop below certain critical

failure threshold. Furthermore, the system resistance will decrease proportionally

to the preceding resistance with the change of the system degradation status,

modulated by a decreasing Quasi-renewal process. The structure of the paper can

be shown as:

Firstly, they introduce the dependent cumulative competing risk model for the

degradation wear and random shocks, and then a numerical example with three

different forms of degradation path functions will be employed to illustrate the

comparison between the dependent and independent models. Secondly, the ana-

lytical derivation formulas of the lifetime distribution and the degradation status

for the multi-state dependent competing risk model will be explored. Based on the

assumption and derivation for the dependent model, a numerical example will be

devoted to illustrate the application of the model by analytical approach. Finally,

Monte Carlo simulation is used as an alternative method to extend the results from

analytical approach.
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3.3 Multiple Competing Risks of Degradation

and Random Shocks

Wang and Pham [101] propose a dependent model of multiple competing risks of

degradation and random shocks by adding time-scaled covariate factors from

random shocks into the degradation paths, and also modulating the joint distri-

bution of multiple degradation processes using copula method to link the marginal

functions. The traditional way to build multiple degradation models is to utilize the

tool of multivariate distribution but it creates some restrictions on the same dis-

tribution of each marginal degradation path. Recently considerable attention has

been paid to the dependence behavior between random variables modeled by

copulas, which allow us to link the univariate marginal distributions to obtain a

joint probability of the events.

Although copula is a flexible and powerful technique to build multivariate

distribution, widely used in various applications including economics, finance, and

actuarial science, the copula method applied to model multiple degradation pro-

cesses is seldom. Furthermore, few papers consider the two types of dependent

structure in one competing risk model, the dependent structure between degra-

dation and shock, among degradation processes. The paper works on the multiple-

degradation copula model embedded with random shocks in order to consider two

dependent behaviors in one model. In [101], they discuss mathematical models to

predict the reliability of the system subject to dependent multiple degradation and

random shocks using copula method. Two kinds of random shocks are discussed

such as: fatal shock with probability p(t), which results in the system’s immediate

failure; non-fatal shock, which leads to both a sudden increment jump and a minor

acceleration of the degradation rate.

3.4 Multi-objective Optimization of Imperfect Preventive

Maintenance Policy for Dependent Competing Risk

System with Hidden Failure

In the work of Wang and Pham [102], a multi-objective maintenance optimization

embedded within the imperfect preventive maintenance (PM) and replacement for

one single-unit system subject to the dependent competing risk of degradation

wear and random shocks is studied. The contribution of the paper is listed as

follows:

• The competing risks of degradation wear and random shocks are dependent with

each other. There are two kinds of random shocks: fatal shock will cause the

system failure immediately, but on the other hand non-fatal shock will increase

the system virtual age by certain cumulative shock loading.

• A reduction factor is used to simulate the imperfect PM by modulating the

system critical threshold with a quasi-renewal process.
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• System failure is hidden, that is, the system failure will be only detected at the

time of the scheduled maintenance or replacement.

• The imperfect PM cost followed by no failure, degradation failure, and random

shock failure can be varied.

• Multi-objective optimization is employed to simultaneously maximizing the

system availability and minimizing the system cost rate by the fast elitist non-

dominated Sorting Genetic Algorithm (NSGA-II) in Matlab 7.6.0.

The chapter aims to present an overview of competingrisk with respect to

dependent system degradation and random shocks. It also discusses briefly

maintenance related risk aspect subject to imperfect preventive maintenance with

considerations of the degradation critical threshold using quasi-renewal process.

Further research has also been discussed regarding the condition based mainte-

nance and the maintenance policies for multi-component system embedded within

the framework of dependent competing risk of degradation wear and random

shocks.
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Risk and Design Management Based

on Failure Mode

Yuichi Otsuka

1 Introduction

Latent problems in products can cause the accidents in use. Failure modes and

effects analysis (FMEA) is normally used to predict these latent problems. How-

ever, a process of filling data sheets of FMEA is not obvious in detail and the

utility of FMEA sheet in next product plans involves various problems such as

difficulties in searching specific data. In this chapter, the revised method of FMEA,

called System design review based on failure modes (DRBFM) based on the

design concept GD3; will be introduced. In the System DRBFM method, the

deviations from reliable and safe design conditions (Good Design) are firstly

specified. This process is a little different from the traditional FMEA method,

however it is indispensable. Users of the System DRBFM method can recognize

the goal of predicting failure modes with this deviations. Because they can only

check whether a current design model should be regarded as the reliable one by

taking measures for all failures from the predicted deviations. Without the target,

they should judge by themselves that no latent failures are involved in their

planning products. Its heavy work. We also present a system management concept

in using the System DRBFM method in product quality management fields.
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1.1 Problems in Predicting Failure Modes

Failures caused by unconsidered problems in a design stage frequently occur.

Some of which are considered in advance, however only insufficient measures

have been taken and the failure also occurs. Already-known phenomena [6] nor-

mally occupies main causes of the failures. The product that occurs an accident has

probably been involving latent problems before the accident happening [3, 19].

These latent problems could not have previously been observed by a designer,

then no measures were taken. This oversight or underestimation lastly results in

accidents. In order to prevent the accident of products in advance, it is quite

important to introduce the concept of ‘‘Finding problems’’ in a design stage and a

management process.

Using a knowledge database to support the quality of design review in a design

stage is highly recommended [1]. Xijuan et al. [20] proposed one evaluation

method for an efficiency of design review using an error indicator. However, these

tools are effective only after the designer considers specific errors. Unfortunately

they are not very successful in finding the error itself. The causes of errors often

exist in the knowledge or experience of a designer. A systematic framework is then

necessary to make him notice his lacks in the knowledge or experience that causes

the errors in design ideas.

1.2 Design Review Based on Failure Mode

The authors have proposed a DRBFM as the methodology for stimulating crea-

tivity of a designer and finding problems in drawing. The previous researches

[12, 13] showed the procedure of the System DRBFM and provided case studies

for visualizing the effective process of finding problems. These previous reports

described the effectiveness of the System DRBFM process in visualizing the latent

problems. However, conducting the DRBFM method is not easy work and then the

users of DRBFM expect to improve the procedure and supporting policies and

tools to help them. To solve these problems, the types of designer’s errors in

conducting the DRBFM method are classified. Furthermore, the procedure of the

DRBFM method is improved in order to find the errors effectively. At first, an

organizational learning policy using designer’s errors in conducting the DRBFM

method is introduced Next, the rearranged procedure of System DRBFM and the

case study of conducting the System DRBFM method are introduced.

2 System DRBF

In a hierarchical system, a change in an element belonging to a low class amplifies

its effect in affecting a higher component or a sub-system and can finally result in

accidents [9]. To visualize this risk, we discuss the process of visualization for the
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effects of changes in an element that affects the functionality of higher components

and suffers the reliability or safety of an entire structure. The procedure of dis-

cussion for finding latent problems is defined as the System DRBFM. The System

DRBFM is the way of discussing the effect flow of latent failures, caused by the

changes from past reliable design condition (dimension, environment), to entire

fracture in the hierarchical structure of product in order to find them easier by

stimulating the participants’ focus of thinking.

2.1 Designer’s Error as the Target of Finding Problems

Figure 1 shows the management policy of the System DRBFM for organizational

learning by introducing the concept of OJT. The designer’s error involved in a

design idea can be classified into the following three types.

• Unnoticed: a problem that the designer did not consider. No measures were

taken.

• Underestimation: a problem that the designer noticed but took no measures to

prevent it, because he thought the problem would not adversely affect the

reliability or safety of the product.

• Misunderstanding: a problem that the designer noticed and took insufficient

measures, because of his lack in knowledge or experience.

In Japan, more than half of the causes in the recall of automobiles has been

occupied by problems in design [10]. It is practically necessary to find the latent

problems through the process of making design drawings. Most of the technical

problems are caused by known phenomena [16]. Previously finding these problems

can result in taking preventive actions (because measures are also known by past

records). Therefore, the designer’s error is classified into the three types according

to two viewpoints; (1) noticing problems and (2) taking appropriate measures.

Designer

System DRBFM

Manufacturing

Section

Appropriate
design

Self -perception

Discussion

Learning for 
proactive prevention

Professional
adviser

unnoticed

misundetstood

underestimated

Check with
fuction-influence

matrices

Advice

Solution

(=OJT)

Designer
 get missing knowledge

Organization

Arranging

[Design

     code]

[Attention

in operation

(advise

 manual )]

Fig. 1 Concept of timely
OJT and precautionary
prevention by system
DRBFM
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2.2 Methods of Finding Designer’s Errors

The designer’s errors are found by the System DRBFM according to the following

process. Unnoticed problems are found by examining the missing columns in a

function–influence matrix [13]. Figure 5, which shows the function of the ele-

ments and the possible failure of these functions considered by a designer) by a

professional adviser. Underestimated problems are found by discussion between

the designer, professional adviser and a necessary reviewer about the validity of

taking no measure in the case that possible failure in one element may trigger

chain failures in surrounding parts.

Misunderstood problems are also found by collations by the designer using a

design code or the knowledge of the professional adviser. If the professional
adviser has a rational doubt that a mistake may be involved in the measures, he

asks the designer to have him notice the misunderstood problem.

3 Procedures of System DRBFM Method

We discuss the procedure of the System DRBFM that finds latent errors (unno-

ticed, underestimated, or misunderstood problems) in a design according to the

concept shown in Fig. 1. At the same time, the System DRBFM process can

visualize some lacks in knowledge of a designer and offer an opportunity of

learning to the designer (OJT). The participants are a designer and a corresponding

professional advisor for the products. The professional advisor is expected to

possess appropriate expertise regarding the failure of the products. In the case of

finding insufficient expertise for a discussion, the professional advisor asks a

necessary reviewer to additionally participate in the System DRBFM.

The procedure of the System DRBFM is the following.

1. Visualization of the hierarchical structure of a product.

2. Presenting the intentional changes in a design and the incidental changes in an

environment.

3. Determination of technical causes from the point of concern.

4. Evaluating the effect of the derived points of concern to the function in higher

class.

5. Drawing an influence flow diagram and final certification using the worksheet.

6. Evaluating the form of the worksheet and its references.

3.1 Determining the Hierarchical Structure of a Target Product

The hierarchical structure of a product corresponds to the management structure of

the design shown in Fig. 2. The minimum unit of the structure is the element

involved in the charge by one designer.
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3.2 Presenting the Intentional Change in a Design

and the Incidental Change in the Environment

A designer in charge of an element presents intentional changes in his design and

incidental changes in considering environmental condition as the starting view-

point of a discussion. We now discuss the case of one intentional change ðI1Þ in
Fig. 3 to simplify this discussion.

3.3 Determination of Technical Causes from

the Point of Concern

The procedure according to Fig. 4 yields the possible failures by the changes.

1. Explaining the contents of the changes by the designer. The designer in charge of
element 1–1–1 in Fig. 2a explains the contents of the changes to the participants.

Product 

Subsystem(1) Subsystem(l) 

component(1-1) component(1-m) 

element(1-1-1) element(1-1-n1) element(1-m-1) element(1-m-nk) 

Hierarchical Structure of Products Hierarchical Structure of management system

Management 

Department(1) Department(l) 

Section(1-1) Section(1-m) 

Designer(1-1-1) Designer(1-1-n1) Designer(1-m-1) Designer(1-m-nk) 

(a) (b)

Fig. 2 Definition of a hierarchical structure of a product corresponding with management
structure. a Hierarchical structure of a product system. b Hierarchical structure of a management
system

Fig. 3 Definition of
positions of intentional
changes in product structure
by discussion
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2. Determining the function of the target element. The designer determines a

specific function [11] of the target element. The professional advisor examines

the contents of the determined function.

3. Deriving the points of concern. The designer considers the points of concern by

the changes, which possibly damages the function. The contents of concern are

filled in element-function matrix shown in Fig. 5. If the designer consider no

concern due to one change, this should be validated by the discussion among

the participants.

4. Detailed consideration for the technical cause of the points of concern. If
necessary, Fault Tree Analysis [14] is practiced, whose top phenomenon is the

point of concern. The branch of the fault tree grows as long as the contents of

the cause at the tip node in the tree possesses a sufficient specificity, which are

validated by the professional advisor.
5. Inspection of an unnoticed point. The professional advisor determines whether

any unnoticed point is lost in the element-function matrix in Fig. 5.

Fig. 4 System DRBFM flow
chart for unnoticed and
misunderstood problems

Fig. 5 Part-function
influence matrix for
discussion of the failures
in an element
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6. Certification of the content of measures to find misunderstood points. To find

the misunderstood point in the measures considered, the professional advisor
asks the designer for the following.

• Whether violations from the design code and attention in operation exist?

• Does the considered environment in service accurately correspond to a real

situation?

• Are the points of concern and those measures valid for regarding failure

modes?

• Does the professional advisor feel a sense of incompatibility in the order of

values?

7. Determining measures for all causes by the points of concern. The designer

checks whether all the causes from the concerns are treated by specific mea-

sures. All of the results are filled in the corresponding columns in the DRBFM

worksheet. Finally, the professional advisor judges whether the contents of the
design code or attention in operation cover the contents of the found

misunderstanding.

3.4 Evaluating the Effect of the Derived Points of Concern

on the Functions of a Higher Component

After the derivation of the points of concern from the changes, the participants also

discuss the effect of the concerns on the function of a component in a higher class.

In this stage, a designer in charge of the component additionally participates in the

process. By participation of the component designer, the consideration process

enables keeping the necessary expertise for both the element and the component.

The consideration by participants according to the process shown in Fig. 4

yields the function–effect matrix for the component in a higher class [13]. It should

be noted that the function columns in Fig. 6 changed corresponding to those in the

component. Continuing the above process up to the top of the products is supposed

to obtain function–element matrices such as shown in figures for the all classes.

The effect flow diagram in Fig. 7 is the summary of all function–effect matrices

that visualize the effects due to the changes.

3.5 Drawing Effect Flow Diagram and Final Certification

Using DRBFM Worksheet

In the final stage, all participants, involving the designers in each class, profes-
sional advisors, necessary reviewers and manager of the DRBFM, certify that

solutions for all problems were taken, using Fig. 7 and the DRBFM worksheet.
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3.6 Simultaneous OJT Practices

The professional adviser point the lack of knowledge or experience in designers

that have probably caused the designer’s error found through the process. More-

over, he provides the required knowledge or empirical skills to prevent the same

errors to the designer at the same time [17]. The designer can understand what he

lacked and how to fix it, which helps him to obtain necessary literacy and also

encourage his motivation to participate seriously.

3.7 Evaluating the Form of the DRBFM Worksheet

The completed worksheet is evaluated for its sufficiency by a management section

based on the following aspects.

Fig. 6 Component-function
matrix with secondary change
by initial intentional changes
in an element class

Fig. 7 Influence structure
diagram by intentional
changes
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1. Specificity of the structure and the contents of intentional and incidental

changes.

2. Specificity of the functions of the elements.

3. Sufficiency of the contents of the points of concern and their technical causes

for all types of the designer’s error.

4. Sufficiency of the measures corresponding to all causes of the points of

concern.

5. Sufficiency of the necessary expertise corresponding to the points of concerns.

6. Process management for measures (charges, limits and progresses of the

measures).

In this process, the forms of the sheet are judged (completed) or (not completed)

according to the above each factor of evaluation. When the officer in management

section considers that one factor is completed, then he checks (completed). If

insufficiency or lack of measures are found, the management section orders the

professional adviser to revise them by taking corrective actions. After the check of

the sufficient corrective measures by the management section, the process will be

finished.

4 Case Study for System DRBFM

4.1 The Targeting Product

We conducted a case study of the System DRBFM for a design change in the hair

drier shown in Fig. 8. The main purpose of this case is to allow readers to

understand the process of System DRBFM and its validity of the framework we

proposed. We discuss the results of System DRBFM, which involves a discussion

of the design changes in one class and its effect on a higher class than the original

Motor holder

Whole Shape

Ventilation

   unit

Fig. 8 Execution case:
design changing for the motor
holder in the ventilation unit
of a hair drier
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class, to simplify the discussion. Furthermore, all points of concern are considered

as the possible failure mode to prevent underestimation problems.

4.2 Procedure of the System DRBFM

The entire procedure is shown in Fig. 9. The role of the participants or the designer

in charge of hair drier (he will be called only ‘‘designer’’ hereafter) and a pro-
fessional advisor with material strength and mechanical engineering.

1. Determination of the hierarchical structure of the hair drier. In this case, the

structure of the hair drier is determined previously by the designer as illustrated

in Fig. 10.

2. Explanation of the intentional and incidental changes. The designer explains

the contents of the design change that the means of fixation of the motor holder

was changed from screw fixation to direct pressing, as illustrated in Fig. 10. He

presents Table 1 in this stage.

3. Considering the concerns as the result of the changes in the motor holder. The
designer fills a function–effect matrix for the motor holder according to the

process illustrated in Fig. 4. The professional advisor certifies the unnoticed

and misunderstood problems and fills the results in the DRBFM worksheet.

4. Considering the effects of the points of concern in the motor holder on the
ventilation unit. The designer also creates a function–effect matrix for the

ventilation unit.

5. Summarizing the effect flow diagram. All of the effects in the function–effects

matrices are filled in the effect flow diagram (Fig. 7) by the designer.

6. Final certification of measures. The professional advisor examines the validity

of the measures for all concerns. Finally, he summarizes the found contents of

misunderstood problems as a reference to change the attention in operation.

Fig. 9 Execution flow
for System DRBFM
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4.3 Result and Discussion

4.3.1 Considering the Points of Concern Due to the Change

in the Motor Holder

Table of Fig. 11 shows the results of consideration of the concerns in the motor

holder. The content of the intentional change is shown in Fig. 10. The function of

the motor holder is to fix the motor in place. The designer presents the points of

concern considered and summarizes these into the failure mode using the KJ

method [8] under certification by the professional advisor.

• Cracking

– Stress concentration caused by too tight fixation

– Stress concentration by tight R (curvature radius) at the bottom of the holder

– Cracking due to low temperature shrinkage

– Stress increase by a wide tightened area

• Deformation

– Deformation by heat stress

– Loosening during long service

– Tangential deformation due to moisture absorption

Fig. 10 Hierarchical
structure for considered
components of a hair drier

Table 1 Comparison of new
design with ordinary design
(designer-made)

Part name Comparison list New design Ordinary
design

Motor holder Material PP resin

Surface PP resin

Structure /27:3� 0:1
elongation 1.5

/28

Manufacturing Direct pressure Screw �2
Stress PP resin
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• Dissolution

– Internal dissolution due to heat

– Adsorption of dissolved materials

• Manufacturing failure

– Cracking by inclined pressure

– Insufficient deburring in processing

– Insufficient pressing to normal depth

Figure 12 shows a fault tree example for the cracking mode. The professional
advisor added creep fracture, fatigue fracture and low temperature shrinkage in the

tree as unnoticed concerns. A summary of the concerns is shown in table of

Fig. 11.

4.3.2 Considering the Effect of the Concerns in the Motor Holder

on the Ventilation Unit

The summary of the concerns is presented in table of Fig. 13. The determined

function of the ventilation unit is to allow air to flow smoothly. The designer did

not consider any concern, so the professional advisor pointed out the following

viewpoint as the determined effect due to the change in the motor holder.

• Vibration due to a gap in the position of the motor holder

– Resonance vibration

Therefore, the obtained unnoticed problem was resonance.

4.3.3 Final Certification Using Effect Flow Diagram

and DRBFM Work Sheet

The considered effect by the change in the motor holder to the function of the

ventilation unit is shown in Fig. 14. The obtained points of concern are written as

the follows.

Fig. 11 Function–influence
matrix for the motor holder
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• Unnoticed problem; fatigue fracture, creep fracture, resonance vibration

• Considered problem (possibly involving misunderstood problem); cracking on

pressing, cracking due to low temperature shrinkage, falling the motor holder

away due to heat deformation, stress concentration in R-part and degradation of

material.

The obtained DRBFM worksheets illustrated in Fig. 15 and Fig. 15a involves

the considerations for the motor holder. All of the unnoticed problems were

visualized by the certification by the professional advisor and measures were

determined after the discussion between them.

Fig. 12 Root cause analysis
of interpreting the failure
mode of cracking into
specific design aspects

Fig. 13 Function–influence
matrix for ventilation unit

Fig. 14 Influence diagram
for a failure mode in a
ventilation due to the
intentional change in the
motor holder
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Next, the process of finding a misunderstood problem and taking measures are

described. The stress distribution in the pressure zone of the motor holder which

the designer calculated using elastic theory [18] is determined as follows:

rr ¼ �r2o � r2i
4rir2o

Ed; rh ¼ r2o þ r2i
4rir2o

Ed ð1Þ

E Young’s modulus, d pressing width ri; inner radius of holder, ro outer radius of
holder.

(a)

(b)

Fig. 15 DRBFM work sheets (normal font. designer filled, bold italic font. professional adviser
added) a DRBFM worksheet for motor holder, b DRBFM worksheet for ventilation unit
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The condition of brittle fracture by the crack [15] is shown in the next equation.

K�KIc ð2Þ

K stress intensity factor, KIc fracture toughness for plane strain.

Furthermore, the fracture toughness under the plane strain [15] is represented

by the next equation.

KIc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Eg

1� m2

r

ð3Þ

g energy release rate, m Poisson’s ratio.

However, the condition of small scale yielding for the crack length a [15] must

be satisfied when we apply equations (2), (3).

a� 2:5� KIc

rY

� �2

ð4Þ

rY yielding stress.

The brittle transition temperature of polypropylene resin, which is considered as

the material of the motor holder, is about -10�C [5]. Based on this fact, the

professional advisor asked the designer whether he considered the change in

the material constants according to the change in environmental temperature. The

designer then noticed that he had misunderstood and decided to calculate again by

considering the change in temperature.

At first, the case of pressing at low temperature is considered. Young’smodulusE
becomes double and the energy release rate g becomes 0.1 times at-10�C [4] which

is the lowest temperature considered by the designer. Substituting the calculated

values into Eq. 3 shows that KIc decreases by 0.55 times. However, substituting

KIc ¼ 1:2 ðMPa
ffiffiffiffi

m
p Þ; rY ¼ 39:2MPa into Eq. 4 yields a ¼ 2:3[ 1:35mmwhich

Eq. 4 does not satisfy. Therefore, the crack penetrates the entire thickness of the

motor holder before the brittle fracture occurs. Furthermore, the condition of plas-

ticity collapse is represented by rh� rB: Substituting ri ¼ 14; ro ¼ 15; d ¼
0:1mm into Eq. 1 yields the next value of tangential stress at -10�C

0:0142 þ 0:0152

4� 0:014� 0:0152
1960� 0:0001 ffi 6:5\39:2MPa ð5Þ

Therefore, fracture does not occur at the low temperature considered, which means

that the misunderstood problem did not cause failure.

Next, the case of falling the motor holder away due to heat deformation at high

temperature is discussed. The condition of falling away is represented by rr ¼ 0:
E becomes 0.25 times at 80�C [5] when the designer considered the highest

temperature in the area of the holder. Substituting this value into Eq. 1 obtains

rr ¼ �0:15MPa: When considering that air pressure (0.10 MPa) acts on the outer

surface of the holder, the value of rr can be zero in the case of vibration and

impact. The professional advisor ordered the designer to measure the increase in

the width of pressing or re-selecting of materials. The remaining problems
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considered, which is pressing in normal temperature, stress concentration and

degradation of materials, involve no misunderstood problems as the result of the

checks by the professional advisor.
Figure 15b shows the results of discussion on the possible failure in the ven-

tilation unit. The professional advisor discusses the measures for resonance, which

is the unnoticed problem, with the designer and determines a specific test for this

failure mode.

4.3.4 Learning by the Designer and the Organization

Using Obtained Errors

For all of the unnoticed and misunderstood problems, the professional advisor
advised the designer about the error in his design and the rationality of the

obtained measures. In the discussion process the lack of designer’s knowledge

about temperature dependency in the values of material properties in deformation

behavior has been visualized. The professional adviser then explained the designer

why he thought the calculation included a mistake and general theory of elastic

deformation. Furthermore, he introduced the designer an appropriate text to

understand his explanation. This supports the argument that the design review

process we proposed can possess both the role of review process and OJT prac-

tices. Furthermore, the organization should consider revising the attention in

operation to prevent the recurrence of the misunderstood problems those previ-

ously discussed.

4.4 Evaluation of DRBFM Worksheet

The form of the DRBFM worksheet is supposed to evaluate by the mentioned

regulation.

1. The structure of the product is specified in Figs. 8 and 10. The details of the

intentional change are explicitly shown in Table 1 and Fig. 16.

2. The functions of element or component are described in the prescribed columns

in Tables of Figs. 11 and 13.

3 • Finding unnoticed problems All of the intersecting columns in Tables of

Figs. 11 and 13 are discussed regarding the existence of the concern and the

concern is classified by the fault tree in Fig. 12 to specify unnoticed technical

causes.

• Finding misunderstood problem All of the concerns considered by the

designer are certified whether the contents of measures involve misunder-

stood problems by professional advisor, as shown in Fig. 15b.

4. All of the concerns corresponding to appropriate measures are illustrated in

Fig. 15.
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5. The expertise of the professional advisor is in the strength of materials, which

corresponds to fracture phenomena such as cracks or fatigue.

6. Specific deadlines and persons in charge are determined. In this case, this

process was omitted.

This evaluation then concludes the case study validly finished.

5 Learning Policy by Personal Designers and Organizations

All of the finding process is recorded on a DRBFM worksheet [12]. A management

section evaluates the sufficiency of the forms of the DRBFM worksheet. If some

insufficiency points are found, probably caused by errors in judgments by a pro-
fessional adviser, the worksheet is then revised again. Remaining errors will be

noticed by an unpredicted claim by a manufacturing section or by claims from

commercial users. The process of the System DRBFM can specify the designer’s

unnoticed, underestimated and misunderstood errors. The designer who made the

errors can acquire the knowledge he lacks as a result of the coaching by a pro-
fessional advisor and the contents of the design code. Subsequently, the organi-

zation summarizes the results of the System DRBFM, which involves the process

of finding problems corresponding to the failure mode in the part’s function, as

Attention in operation. In another case of System DRBFM, the professional
adviser can ask a designer about an already-found error using Attention in oper-
ation and this makes the designer easily notice his error. This learning policy is

then expected to prevent the recurrence of those errors by another designer.

5.1 Importance of Introducing OJT Concepts in Management

Systems of the System DRBFM Method

Design review is utilized in various industry fields and its qualitative effectiveness

has been perceived [2]. However, the review process involves some problems such

as the uncertainty in practices, the insufficient preparation and the considerable

load on the participants [7]. Yamada classified [21] these problems into (1) mere

formalization in contents, (2) difficulty in gathering talented participants, and (3)

(a) (b)

Fig. 16 Intentional change of the motor holder in a hair drier, a geometry of motor holder of
ordinary design, b geometry of motor holder after design change
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difficulty in accumulation and utilization of past error data. To deal with these

problems, Shimizu et al. [12] have proposed the DRBFM, which discusses a

possible failure (the point of concern) caused by the changes in the design

(intentional or incidental changes) from the past reliable design certified by

commercial use. This proposal could specify the purpose and procedure of design

review and allow all engineers to practice the same design review process

according to the DRBFM process.

In this paper, the authors introduced the OJT concept into the DRBFM process

to overcome the problem of formalization. The main purpose of an ordinary design

review [7] was to discuss reliability problems to improve the product’s safety,

which only the organization had obtained the benefit by each practice. The par-

ticipants were then forced to discuss the problem that suffered their motivations for

design review. Our proposed DRBFM process introduced OJT which can give the

benefits by the practices of DRBFM for both the organization and the participants.

Furthermore, transportation of the knowledge or experience in the professional
adviser to those lacking in the designer can be useful to acknowledge [17].

Consequently, these efforts enables to maintain the enthusiasm for participation of

designer with actual profits obtained by each practice that means the improvement

of reliability and safety of products simultaneously.

In an ordinary design review, the participants included executives or an unre-

lated person for the safety of the products [7], who had no specific role for a

discussion. We determine the necessary role of participants such as the designer, a

professional advisor and reviewers corresponding to the failures by concerns.

The DRBFM manager can select a necessary professional advisor from candidates

who have been previously authorized for their expertise related to stress-strength

model [16] by the organization.

As for the final point of view, the content of utilization policy for accumulated

past data on errors have not been obvious. This paper proposes that the necessary

data in DRBFM contains worksheet, a design code and attention in operation

(the process of finding problems). The proposed data will be used in future case

according to the process of DRBFM that means the specification of the use of

accumulated data.

5.2 Application of the System DRBFM Method in New Design

The System DRBFM is also applicable in the case of new design. At first we define

product structure as follows:

Product ¼ fSub1;Sub2:::; Subi; :::g Subi: Subsystem

Subsystem ¼ fCi1;Ci2:::;Cij; :::g Cij: Component

Component ¼ feij1; eij2:::; eijk; :::g eijk: Element

Subi � Cij � eijk ! f � fSubi � fCij
� feijk f : Function of subsystem, component or element

Subi � Cij � eijk ! d � di � dij � dijk ¼ fd1; d2; :::; dn; g dn: design parameter
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Subi;Cij; eijk has one function fSubi ; fCij
; feijk ; respectively. This assumption

means the mapping between part to its function in each level of the product is

bijection (one-to-one correspondence). Moreover, Subi;Cij; eijk are expressed by

the sets of design parameter d; respectively. The meaning of ‘‘new’’ design

includes the following various cases.

1. Function f changing

(a) Adding new function fnew by adding new part.

(b) Removing one function f by removing one part.

(c) Newly composing the function set.

2. Function f unchanging

(a) Modifying the value of design parameter dn in Subi; Cij; or eijk:
(b) Adding new design parameter dnew in Subi; Cij; or eijk:
(c) Changing the link between subsystems, components or elements.

These changes occur in each level of the hierarchical structure of product. Case

1(a), 1(b) can be treated by considering the failure mode in the part and comparing

effect flow of these failure modes to neighbor parts before addition/removing and

after. In Case 1(c), it is necessary to find same/similar partial functional part as the

previous one to prepare comparing target. In discussion, a failure mode list in same

functional parts will be helpful. Cases 2(a) can be discussed easily by comparing the

values in each parameter and predicting its effect to cause failure mode. Case 2(b) is

also considered by comparing empty ; and new value of dnew:However, this case is a
little difficult in prediction, so the support by using failure mode list and previous

trouble data of part which include the parts possessing dnew may be needed. In Case

2(c), the moving parts has both the vanishing link to neighbor parts and adding new

links. Therefore this case can also be compared connections among neighbor parts in

order to predict concerns from changes in connections. In summary, the System

DRBFM is also applicable in the above cases of new design by preparing comparison

target and supports by failure mode list, past trouble data and effect flow diagram of

failure mode. If there is no comparison target, in the case of completely original

function, the prediction of failure mode depend on the participant’s knowledge and

experience, supported by failure mode list and past trouble data. Creation is often

defined by the innovative composition of some elements. It means that the partici-

pant probably enables to find same or similar functional part as previous one in new

product structure partly. Consequently, this case may occupy little part of total

design review process, which does not seriously suffer the applicability.

6 Summary

This chapter introduce the framework of the System DRBFM and its procedure to

visualize latent unnoticed and misunderstood problems in the System DRBFM

process. Unnoticed problems in design can be visualized by examining the entire
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function–effects matrices in each class of the product’s structure. Misunderstood

problems can also be visualized by the certification through a professional advisor
based on the contexts of the design code and its attention in operation. This process

will help designers to predict sufficient number of failure modes, which can

improve reliability and safety of their products in use.

In the view of management systems,organizations should update the contents of

the design code and its attention in operation according to the visualized contents

of the designers’ problems. Updated codes and attention can help another designer

to observe the past problems in his design. Professional Advisors and a design

code can compensate for the visualized lack of knowledge by the designer in the

System DRBFM process. This concept will improve the quality of management

systems of design reviews because the system can provide merits of conducting the

DRBFM method for both designers and managers. The stored data will also be

useful not only for proactive prevention of failures in service, but also in the cases

of safety certification processes which is necessary to export products in global

markets.
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Part III

Applications



Risk-Based Resource Allocation Models

for Aviation Security

Laura A. McLay

1 Introduction

The events of September 11, 2001 led to sweeping nationwide changes in aviation

security policy and operations. The piecemeal and reactive nature of many of these

changes has resulted in large increases in costs and inconvenience to travelers.

The August 2006 arrest in London of several suspected terrorists plotting to blow

up 10 US-bound transatlantic flights, and the ensuing changes in airport security

procedures, serve to further illustrate this point.

Over the past 8 years, there have been numerous changes to all aspects of

aviation security systems, all of which have been designed to prevent a reoccur-

rence of the events on September 11, 2001. Many of the changes implemented

have been politically driven. For example, several billion dollars were invested in

security devices following September 11, 2001 before any type of systematic

analysis of aviation security systems was performed [34]. Coordinated analysis

and planning have the potential to determine how taxpayer dollars can be opti-

mally spent and how security system assets can be optimally used.

Next-generation aviation security systems need not merely be makeshift

political solutions for mending complex problems; they can be the result of

modeling, analysis, and planning. This chapter summarizes analytical approaches

for managing risk in aviation security screening systems using operations research

methodologies. This chapter focuses on passenger screening problems, an
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important and highly visible aspect of aviation security. In addition, it focuses on

modeling approaches that seek to optimally use limited resources to manage the

risks associated with terrorism.

Before summarizing passenger screening research, first consider that there are

two basic approaches to aviation security screening: uniform screening and

selective screening. Uniform screening subjects every passenger and their baggage

to identical security screening procedures. The argument for uniform screening is

that anyone could pose a risk, and hence, all passengers should be screened using

the most effective technology and procedures available. The 100% baggage

screening mandate, which requires all checked baggage to be screened by a fed-

erally certified explosive detection technology (effective December 31, 2002), is a

move towards uniform screening [33]. One disadvantage of uniform screening is

that it can be very costly to apply expensive new technologies to every passenger

or bag.

Selective screening, the alternative to uniform screening, selectively applies

security technologies and procedures to a subset of passengers. The argument for

selective screening is that most passengers do not pose a risk, and hence, expensive

security technologies need not be used on all passengers. Selective screening

subjects passengers perceived as high-risk to closer scrutiny by screening them and

their baggage with more sensitive and accurate technologies and procedures, while

passengers perceived as low-risk are subjected to lower levels of scrutiny. This

approach requires that a prescreening system perform a risk assessment of each

passenger prior to the passenger’s arrival. A weakness of selective screening is that

it can assign an incorrect degree of risk to a passenger, either by error or through

‘‘gaming’’ of the system by a terrorist. Passenger prescreening is central to man-

aging risks associated with passenger screening, and prescreening systems are

discussed throughout this chapter.

In order to put aviation security modeling approaches in context, a brief history

of aviation security operations in the United States is presented. Then a survey of

modeling approaches for passenger screening is presented. The modeling approa-

ches are subdivided into three categories: (1) checked baggage screening models, (2)

passenger screening models, and (3) risk models. The modeling approaches in the

first two categories explicitly address resource allocation issues. Modeling

approaches in the third category indirectly address resource allocation by pro-

viding insight into how risk can be managed by the system. The reader is also

referred to several other surveys of operations research methodologies for more

information on how to apply analytical methods in the aviation security domain

[22, 24, 27, 59].

Designing effective aviation security systems has become a problem of national

concern. Since September 11, 2001, numerous changes have been made to aviation

security systems. Many of these changes have been politically driven, rather than

driven by coordinated, systematic analysis and planning, and as a result, the

analysis of how aviation security systems operate continues to lag well behind

their actual implementation. Effective passenger screening systems optimally

allocate and use scarce security assets and technologies to manage risks associated
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with terrorism. This chapter summarizes analytical approaches for managing risk

in aviation security screening systems using operations research methodologies. It

focuses on passenger screening problems, an important and highly visible aspect of

aviation security. This chapter shows that next-generation aviation security sys-

tems need not merely be makeshift political solutions for mending complex

problems; they can be the result of modeling, analysis, and planning. It provides

insight into the operation of passenger screening systems and guidance for the

design of next-generation aviation security systems.

2 Aviation Security Background

Hijacking attempts were a serious breach of early aviation security in the United

States. They were relatively infrequent until 1968, when twenty hijacking attempts

occurred onUS aircraft and 15 hijacking attempts occurred on foreign aircraft [8].On

September 11, 1970, then President Nixon announced a program of deploying sur-

veillance equipment to the nation’s airports to reduce the increased numbers of

hijacking attempts. Furthermore, air carriers worked with the Departments of

Defense and Transportation to determine whether X-ray devices and metal detectors

could be integrated into airports to screen passengers and their carry-on baggage. On

February 1, 1972, the Federal Airline Administration (FAA) announced that all

passengers were to be screened by at least one approved method, which included a

behavioral profile, metal detector, identification check, and physical search. When

hijacking attempts persisted, the FAA adopted emergency rules onDecember 5, 1972,

requiring air carriers to use screening procedures to prevent passengers frombringing

weapons and explosives onto the aircraft [37]. Figure 1 shows the number of

Fig. 1 Foreign and domestic
air hijacking attempts,
1947–2003
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hijacking attempts from 1947 to 2003 [8]. There were at least twenty-three total

domestic hijacking attempts during the years from 1969 to 1972, but the number of

hijacking attempts plummeted to two in 1973. There were relatively few domestic

hijacking attempts after 1972, with six or fewer domestic hijacking attempts in any

single year since 1984.

Aviation security operations at US airports did not significantly change from

December 1972 to 1996. However, the destruction of Pan Am Flight 103 over

Lockerbie, Scotland on December 21, 1988 and the crash of TWA Flight 800 on

July 17, 1996 led to the creation of the Commission on Aviation Safety and

Security on July 25, 1996, headed by then Vice-President Al Gore. The Com-

mission on Aviation Safety and Security recommended that the aviation industry

improve security using existing explosive detection technologies, automated

passenger prescreening, and positive passenger-baggage matching (PPBM).

Moreover, the FAA had been working with the airlines to annually purchase and

deploy explosive detection systems (EDSs) at airports throughout the United

States. From 1998 until September 11, 2001, EDSs were only used to screen

checked baggage of selectee passengers, those who were not cleared by the

Computer-Aided Passenger Prescreening System (CAPPS), a computer risk

assessment system developed in conjunction with the FAA, Northwest Airlines,

and the United States Department of Justice [50]. The checked baggage of non-
selectee passengers, those who were cleared by such a system, received no

additional security attention. There were no further differences between selectee

and nonselectee passengers. During this time, approximately 95% of passengers

were classified as nonselectees [1].

The terrorist events on September 11, 2001 prompted Congress to enact the

Aviation and Transportation Security Act on November 19, 2001, which trans-

ferred aviation security from the FAA to the newly created Transportation Security

Administration (TSA), then part of the Department of Transportation (now part of

the Department of Homeland Security). This act prescribed additional security

procedures to be implemented, including screening all checked baggage for

explosives by EDSs or alternative techniques [33, 34]. Given such a policy, there

would no longer be any distinction between selectee and nonselectee passengers,

since all checked baggage would be screened. In order to meet this requirement,

1,200 EDSs and 6,000 explosive trace detection systems (ETDs) were deployed to

the nation’s 429 commercial airports at a cost of $2.5B [49]. Before these security

devices were deployed, some checked baggage was physically screened for

explosives by hand searches, and PPBM removed checked baggage from aircraft if

the passengers who owned the baggage did not board the aircraft. The Aviation

and Transportation Security Act also required that security personnel become

federal employees (this was accomplished on November 18, 2002), as well as

improved perimeter security and cargo screening.

The TSA responded to these proposals through the development of CAPPS II,

an enhanced computer-based system for systematically prescreening passengers.

CAPPS II was a revision of CAPPS, which did not classify all of the 19 terrorists

on September 11, 2001 as selectees. Although the true number of these terrorists
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classified as selectees is classified, it has been estimated in the public domain that

between 6 and 11 of the terrorists were classified as selectees [2, 35, 43].

On July 14, 2004, the TSA announced that CAPPS II had been dismantled over

privacy concerns despite having invested $100M into its development. Shortly

thereafter, the TSA announced plans to replace CAPPS II with a revised version of

CAPPS in conjunction with Secure Flight [55]. Secure Flight identifies passengers
who are not permitted to fly based on federal terrorist watch lists. At present, the

number of passengers flagged by Secure Flight is extremely small. Those pas-

sengers who are cleared by Secure Flight are then prescreened by CAPPS. CAPPS

distinguishes selectees and nonselectees by requiring additional screening (such as

hand searches) for selectees and their carry-on baggage. How CAPPS operates is

considered highly sensitive and may change based on changes in national or

international situations, intelligence information, or the risk level of the Homeland

Security Advisory System [48].

Several other changes have been made to aviation security since September 11,

2001. The set of items prohibited from being carried onto aircraft have changed

several times. Soon after September 11, 2001, box cutters, knives, nail clippers,

and lighters were prohibited. Most recently, in December 2005, the TSA

announced that small knives, scissors, and tools would be permitted to be carried

on to commercial flights [52]. Severe restrictions for traveling with liquids and

gels were added in response to the August 2006 plot to blow up ten US-bound

transatlantic flights.

Moreover, the TSA implemented the Registered Traveler program to reduce the

screening time for travelers who provide personal and biometric information in

order to verify their identities [53]. At present, more than 20 airports participate in

this program [45]. The TSA has also been deploying explosive detection trace

portals and Explosives Detection Canine Teams, as they become available

[51, 56]. The Federal Air Marshal Service (FAMS) program began in 1968, when

it was called the Sky Marshal Program. FAMS was expanded after September 11,

2001, and the number of federal air marshals increased from fewer than fifty to

several thousand during this time [54].

At present, a number of new passenger screening technologies are being

developed and deployed, including trace substance detectors (also known as

puffers) and backscatter X-rays [44]. New screening technologies and procedures

are being developed to screen passenger baggage and air cargo for nuclear and

radiological material on incoming international flights (both commercial and

private flights) [26, 36, 41].

In addition, the TSA is building a layered aviation security system called

Checkpoint Evolution, which constantly adapts to changing threats by utilizing

Behavior Detection Officers, law enforcement, and process engineering [10]. In

addition, the TSA has embraced transparency, which involves facilitating dis-

cussion with travelers and stakeholders as well as maintaining a weblog called

Evolution of Security (http://www.tsa.gov/blog/).

Most aviation security efforts have been applied to passenger and baggage

screening. The Implementing Recommendations of the 9/11 Commission Act of 2007
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established a number of security benchmarks for air cargo, including a 100%screening

mandate for air cargo transported on passenger aircraft by August 2010 [17]. As a

result, a significant amount of resources are being directed to screening air cargo at

present.

The primary objective of all these efforts is to improve security operations at the

nation’s commercial airports while reducing the time required to perform pas-

senger screening. To meet these objectives, the TSA must develop new security

system paradigms that can optimally use and simultaneously coordinate several

security technologies and procedures. New security procedures put in place by the

TSA have the potential to affect a large number of passengers and baggage. Note

that in 2005, there were nearly 700 million passengers, with forecasts of over one

billion passengers by 2015 [46, 47].

3 Resource Allocation Models For Aviation Security

This section summarizes a number of research efforts that apply analytical

methods and operations research methodologies to risk-based resource allocation

models for aviation security. The modeling approaches are subdivided into three

categories: (1) checked baggage screening models, (2) passenger screening mod-

els, and (3) risk models.

3.1 Checked Baggage Screening Models

Screening checked baggage for explosives is a critical component in aviation

security system systems. At present, all checked baggage is screened for explo-

sives by a TSA-certified EDS, ETD, or alternative screening procedure. The

Aviation and Transportation Security Act required that 100% of checked baggage

be screened for explosives. Prior to September 11, 2001, only selectee checked

baggage was screened for explosives (approximately 5% of passengers).

Increasing the capacity of the checked baggage screening system to meet the 100%

screening mandate was achieved at an enormous cost.

One way to improve selective screening systems is to use expensive baggage

screening technologies with low throughput to screen passengers perceived as

higher-risk. This has the potential to be a more cost-effective approach to screen

passengers primarily by increasing throughput. Butler and Poole [4] designed a

layered approach to screening passengers and baggage instead of the existing TSA

policy of 100% checked baggage screening using EDSs by considering the eco-

nomic impact of using different screening technologies. They consider three

groups of passengers: lower-risk passengers who have volunteered for extensive

background checks, lower-risk passengers about whom little is known, and higher-

risk passengers. They recommend screening baggage with three layers of baggage
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screening devices. By sending baggage through three layers of security devices

composed of EDSs, high-throughput backscatter and dual-energy X-ray devices,

and hand searches, throughput is increased while the overall false clear rate

remains at a level comparable to that of the 100% baggage screening mandate.

Butler and Poole make similar recommendations for passenger screening. One

implication of this screening system is that the resulting improved throughput

indirectly decreases space requirements and waiting times in airport lobbies, which

is of interest because many airport lobbies were not designed to accommodate

extensive screening systems and excessively long waiting lines.

A number of papers perform a cost-benefit analysis for evaluating the impact of

using baggage screening devices and technologies to address risk-based issues asso-

ciated with checked baggage screening. The first of such models by Virta et al. [58]

assesses the trade-offs between screening only selectee baggage and screening both

selectee and nonselectee baggage by a single security device using the baggage

screening paradigm in place prior to September 11, 2001. They provide a cost model

that captures the cost of deploying, maintaining, and operating a single baggage

screening security device over a 10-year period that is composed of eight cost elements:

1. the annual direct cost of purchasing the security device,

2. the annual direct cost of operating and maintaining the security device,

3. the annual direct cost for inspecting baggage,

4. the annual direct cost of false alarms,

5. the annual direct cost of true alarms,

6. the annual direct cost of true clears,

7. the annual indirect cost of false clears,

8. the annual indirect cost associated with not fully utilizing the baggage

screening capacity.

The direct costs (items 1–6) most accurately characterize the cost of screening.

The difference in the risk associated with selectee and nonselectee baggage is cap-

tured by the prscreening multiplier b ¼ PT=S=PT=NS, the ratio of the proportion of

threats T in selectee S versus nonselectee NS checked baggage. Virta et al. [58]

evaluate the cost model according to three scenarios. Their analysis indicates that as

more nonselectee bags are screened (in addition to selectee bags), the expected

annual cost per bag screened decreases, and the expected number of detected threat

increases. Themarginal increase in security per dollar spent is significantly lower for

the 100% baggage screening mandate as compared to only screening selectee bags.

This basic cost-benefit model [58] has been extended several times. Jacobson

et al. [12] analyzed the impact of deterrence on checked baggage security

screening systems. Deterrence is modeled by reducing the probability that a

checked bag contains a threat PDET
T ,

PDET
T ¼ PTð1� qdgÞ;

where PT is the baseline probability that a checked bag contains a threat in the

absence of screening, d is the proportion of all checked bags that are screened
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(0 Bd B 1), the deterrence multiplier q captures the maximum possible level of

deterrence, and the deterrence exponent g[ 0 captures the effect of deterrence on

reducing the threat level. Since selectees and nonselectees may be screened at

different rates, then the conditional probabilities that selectee or nonselectee bags

are threats change according to the proportion screened.

Jacobson et al. [13] perform a cost-benefit analysis for the 100% baggage

screening mandate for current and next-generation screening technologies. They

evaluate the cost effectiveness of EDSs in both single-device and two-device

systems, and then consider the effect of new technologies. The two-device con-

figurations assume a cascading sequence where bags are screened by the second

device only if the first device signals an alarm. They find that a risk-based

approach, in which selectee and nonselectee bags are screened differently, is

shown to significantly improve security.

McLay et al. [30] perform a cost-benefit analysis to compare the hypothetical

impact of next-generation baggage screening technology, where the new more

effective and expensive screening device is used to screen selectee baggage and

the existing security device is used to screen nonselectee baggage. They adapt the

cost model provided by [58] and provide a risk model to capture the ability of the

prescreening system to correctly identify threat baggage across different levels of

b. They report results for a model in which the false clear rate of the next-

generation model is reduced by a factor of a (0\ a B 1) and the purchase,

installation, maintenance, and screening costs increase by a factor of 1/a, 1=a2, or

1=
ffiffiffi

a
p

. Their results indicate that the accuracy of the prescreening system is more

important for reducing the number of successful attacks than the effectiveness of

the checked baggage screening devices at detecting threats when few passengers

are classified as selectees. They conclude that using expensive and accurate

baggage screening technologies on selectees is warranted only if there is an

effective prescreening system in place.

Cost-benefit analyses are useful for reporting the performance of baggage

screening systems under hypothetical operating conditions to assess the potential

impact of changes to baggage screening operations. However, a cost-benefit

analysis cannot predict how to optimally use security devices. To address this

issue, a number of research papers have applied discrete optimization and integer

programming models to determine how to optimally deploy and use baggage

screening devices [27].

Several discrete optimization models determine how to optimally deploy and

use limited baggage screening devices (such as EDSs) in the baggage screening

paradigm in place prior to September 11, 2001, in which only selectee baggage is

screened. Jacobson et al. [11] provide a framework for measuring the effectiveness

of a baggage screening security device deployment at a particular station. A station

is a set of airport facilities that share security resources. There may be several

stations in a large, hub airport.

Jacobson et al. [16] propose three performance measures for assessing the

effectiveness of security device deployments for screening selectee checked baggage

250 L. A. McLay



across a set of flights. Note that a flight segment is the flight between takeoff and

landing of an aircraft from one airport to another. A flight is uncovered if one ormore

selectee bags on the flight has not been screened, while a flight segment is covered if
all selectee bags on it have been screened. The performance measures are:

1. Uncovered flight segments (UFS), which captures the total number of uncov-

ered flights.

2. Uncovered passenger segments (UPS), which captures the total number of

passengers on uncovered flights.

3. Uncovered baggage segments (UBS), which captures the total number of

unscreened selectee bags (regardless of flight).

They find that deploying security devices according to the UFS and UPS per-

formance measures result in very different solutions. However, they note that it is

sometimes possible to simultaneously improve both UFS and UPS performance

measures.

The concept of coverage was extended to several other research models for

baggage screening systems. Jacobson et al. [14] formulate problems that model

multiple sets of flights originating from multiple stations subject to a finite amount

of security resources. Examples illustrate strategies that may provide more robust

device allocations across the UFS and UPS performance measures.

Jacobson et al. [15] and Virta et al. [57] considers the impact of originating and

transferring passengers on the effectiveness of baggage screening security systems.

In particular, they consider classifying selectees into two types: those at their point

of origin and those transferring. Note that a selectee bag screened at its point of

origin is covered for two flight segments as opposed to one flight segment for

selectee bags screened while transferring. This is noteworthy since at least two of

the hijackers on September 11, 2001 were transferring passengers.

3.2 Passenger Screening Models

The Aviation and Transportation Security Act eliminated the distinction between

selectee and nonselectee checked baggage and indirectly shifted the distinction

between selectee and nonselectee passengers to passenger and carry-on baggage

screening. This section focuses on the issues surrounding the screening of pas-

sengers and their carry-on baggage at airport security checkpoints.

There are a number of papers that apply discrete optimization, integer pro-

gramming, and Markov decision process methodologies for analyzing risk-based

passenger screening systems. These papers introduce systematic approaches for

designing enhanced passenger screening systems by considering multilevel pas-

senger screening strategies. Multilevel screening considers two or more levels of

security to screen passengers, which generalizes the binary system of CAPPS.

These papers show how multilevel screening models can be used to provide

insights into the operation and performance of aviation security systems.
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McLay et al. [28] are the first to introduce a framework for multilevel

passenger screening using discrete optimization methodologies and algorithms.

In their framework, each passenger is assigned to a class that defines one of the

levels of security, which corresponds to a set of procedures using security

screening devices and personnel. The integer programming formulation

maximizes a security measure subject to a budget constraint. Their model is

given by

max
X

M

i¼1

LiRi

subject to
X

M

i¼1

X

N

j¼1

MCixij þ
X

M

i¼1

FCiyi �B

X

M

i¼1

xij ¼ 1; j ¼ 1; 2; . . .;N

1

N

X

N

j¼1

xij � yj � 0; i ¼ 1; 2; . . .;M

yi 2 f0; 1g; i ¼ 1; 2; . . .;M

xij 2 f0; 1g; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;N;

ð1Þ

where a set of N passengers that must be assigned to one ofM classes. Each class is

defined by a security level Li, a fixed cost associated with device purchase and

installation costs FCi, and a marginal cost associated with passenger inspection

costs MCi, i = 1, 2,…,M. There is a budget B for screening the N passengers and

risk level function Ri that captures the conditional probability that a threat is

assigned to class i given that there is a threat, i = 1, 2,…,M. The decision variables

yi = 1(0) if there is (not) at least one passenger assigned to class i = 1, 2,…,M,

and xij = 1(0) if passenger j is (not) assigned to class i for i = 1, 2,…,M, j = 1,

2,…,N. Note that in this model, each passenger must be assigned to a class, and

hence, all passengers undergo security screening. A polynomial-time greedy

heuristic is provided that obtains approximate solutions that use no more than two

classes. McLay et al. [28] provide an example in which the objective is interpreted

as the conditional true alarm probability. They conclude that using as few as two

classes for passenger screening is sufficient for designing effective, risk-based

passenger screening systems.

McLay et al. [29] develop a second multilevel screening model that considers

how to optimally use security devices once they are in place. The contribution of

their model is that it illustrates how to use security devices that are shared by

security classes. In this model, each of the M security classes corresponds to

several passenger screening device types (there are V device types available),

where each device type has an associated capacity (throughput) ck. The resulting

integer programming formulation is given by
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max
X

M

i¼1

LiRi

subject to
X

M

i¼1

X

N

j¼1

dikxij � ck; k ¼ 1; 2; . . .;V

X

M

i¼1

xij ¼ 1; j ¼ 1; 2; . . .;N

xij 2 0; 1f g; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;N:

ð2Þ

All parameters and decision variables in this model are the same as those in (1). In

addition, dik = 1(0) if class i = 1, 2,…,M uses (does not use) device type k = 1,

2,…,V.
Lazar Babu et al. [20] investigate the possible benefit from using multiple classes

for screening passengers using linear programming models. The objective of their

model is to minimize the probability of the system giving a false alarm (a proxy for

passenger inconvenience), subject to false clear and screening time constraints. They

find that using multiple classes are beneficial for security, even when a prescreening

system is not used to differentiate passenger risk. Nie et al. [39] extend this model to

incorporate the effect of passenger prescreening and the number of screeners at

security checkpoints. They evaluate the trade-offs between two performance mea-

sures, the probability of a false alarm and the total number of screeners needed.

Nearly all research models assume that each security device or checkpoint

yields a binary response, either alarm or clear. Nie et al. [38] extend the research

by Lazar Babu et al. [20] to consider checkpoints that yield a magnitude of

response. These checkpoint outcomes are used to sequentially ‘‘score’’ passengers.

Nie et al. [38] provide a method for accurately grouping passengers according to

their risk level after passengers are scored by all checkpoints, using multivariate

statistical analysis and optimization.

The models [20, 28, 29, 39] are static, meaning that they make passenger

screening decisions for many passengers at the same time. In these models, the set

of passengers to be screened at a particular station in an airport in a given period of

time is assumed to be known, and hence, passenger risk levels are assumed to be

known a priori.

A number of models for dynamic passenger screening provide insight into how

passengers can be optimally screened in real-time. In the models presented, pas-

sengers arrive at a security station in a sequential manner, with passenger risk

levels considered stochastic prior to their arrivals. In these problems, passengers

enter a security screening sequentially, and each passenger’s risk level (assessed

by a prescreening system such as CAPPS) becomes known to the TSA upon first

entering the screening process. This necessitates a change in the solution

methodology.

McLay et al. [32] introduce a sequential, stochastic passenger screening model

that determines how to optimally assign passengers (in real-time) to aviation
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security resources. Passengers are classified as either selectees or nonselectees,

with screening procedures in place for passengers with each classification. Pas-

sengers arrive sequentially, and a prescreening system determines each passen-

ger’s perceived risk level, which becomes known upon arrival. The objective is to

use the passengers’ perceived risk levels to determine the optimal policy for

screening passengers that maximizes the expected number of true alarms, subject

to capacity and assignment constraints. Their model is formulated as a Markov

decision process, and an optimal policy is found using dynamic programming.

Analysis of this is an example suggests that extremely high-risk passengers are

almost certainly classified as selectees, regardless of when these passengers arrive.

Practically speaking, this means that the screening policies provided the model is

not easily gamed by would-be terrorists.

McLay et al. [31] extend this model to consider the impact of multilevel

screening. Finding a solution to their Markov decision process optimality equa-

tions using dynamic programming is computationally intractable. To find a

screening policy, they present a heuristic to provide approximate solutions in real-

time. A method is provided to verify when the heuristic yields the optimal policy.

Analysis suggests that their heuristic is almost certain to assign extremely high-

risk passengers to the most secure class, regardless of when these passengers are

screened.

Lee et al. [23] examine the same sequential, stochastic multilevel screening

problem introduced in McLay et al. [31] using a different approach. Instead of using

Markov decision process and discrete optimization methodologies, Lee et al. [23]

apply control theory methodologies to modulate the assignment of passengers to

classes. They introduce a real-time sequential binary passenger assignment model

as a discrete-time difference equation. Through a probabilistic analysis, a closed-

loop policy is presented to achieve desired security class occupancies for a set of

passengers anticipated to undergo screening, while maximizing the overall system

security. The same closed-loop policy is also shown by applying feedback line-

arization to the fractional passenger assignment model.

Nikolaev et al. [40] propose a two-stage model for sequential, stochastic

multilevel passenger screening problems. The first stage analyzes the purchase of

security devices, while the second stage determines the screening assignments of

sequentially arriving passengers. Their model is transformed into a deterministic

integer program rather than modeled using Markov decision processes. Their

model is formulated as

max
v2V

ER max
a2A

Gða; v;RÞ
� �

; ð3Þ

where the function G(a,v,R) measures the level of security of the passenger

screening system with passenger assignment variable a, and security device

allocation variable v from the set of all possible assignments, A, and device

allocations, V. Since each passenger’s perceived risk level R, is unknown prior to

check-in, the objective is to maximize the expected total security (or the expected
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number of threat items detected) overall passenger assignments, A, for a fixed time

period, subject to security device capacity, budget, and space constraints. The

benefit of this approach is that it balances long-term issue of security device

acquisition and deployment with the short-term issue of optimally using the

security devices that are in place.

3.3 Risk Models

The resource allocation models surveyed in Sects. 3.1 and 3.2 provide insight into

how to optimally use scarce aviation security screening resources to manage risk.

This section surveys research that provides guidance for how risk should be

modeled in aviation security systems, which in turn influences how aviation

security resources are allocated.

Barnett [1] highlights several important issues regarding the tradeoffs between

safety and security in the security procedures in place on September 11, 2001. In

particular, he notes that the reduction of security scrutiny paid to selectees and their

carry-on baggage may have contributed to the events of September 11, 2001. Note

that the only practical difference between selectees and nonselectees involved

checked baggage, yet the terrorists did not have checked baggage. Barnett also

recommends implementing positive passenger baggage matching (PPBM) for all

checked baggage. Under PPBM, a passenger’s checked bag would only travel on an

aircraft if the passenger is known to be aboard the plane. The costs and delays

associated with PPBM were studied by Barnett et al. [3], who report the results of a

large-scale 2-week experiment at several commercial airports to test which costs and

disruptions would arise from using PPBM for all flights. Barnett et al. [3] reports that

implementing PPBM would delay domestic flights an average of approximately

1 min per flight (approximately one in seven flights would experience delays that

would average 7 min in length), would cost approximately 40 cents per checked bag

(in 2001 US dollars), and would not reduce the number of flights.

After September 11, 2001, CAPPS was revised, and it was used to differentiate

between passengers and their carry-on baggage. A number of papers applied

mathematical models to highlight potential weaknesses with various versions of

CAPPS.

A frequently mentioned criticism of any system designed to classify passengers

into risk classes, including CAPPS, is that such systems can be gamed through

extensive trial and error sampling by a variety of passengers through the system.

Carnival Booth is an algorithm that shows how threat passengers can determine a

set of circumstances under which they are classified as nonselectees [7]. It shows

that a system using prescreening may be less secure than systems that employ

random searches. Carnival Booth takes advantage of passengers being aware of

whether they are classified as selectees or nonselectees; a system using presc-

reening is more difficult to defeat if passengers do not know if they are selectees or

nonselectees.
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Barnett [2] provides simple mathematical models for evaluating the potential

impact of passenger prescreening systems such as CAPPS. Barnett [2] posits that

the conditional probability that a terrorist attack is detected by passenger screening

Q is

Q ¼ PH þ ð1� PÞL; ð4Þ

where P is the probability that a terrorist is classified as a selectee, H is the

conditional probability that selectee screening detects the attack, and L is the

conditional probability that nonselectee screening detects the attack. Barnett notes

that the goal of prescreening appears to maximize P, whereas taking a systems

perspective suggests that a prescreening system may alter both H and L, reducing
the total effectiveness of passenger screening. Ultimately, Barnett suggests that

prescreening may only improve aviation security under a particular set of cir-

cumstances and recommends that it be transitioned from a security centerpiece to

one of many components.

A number of experts agree with Barnett’s assessment of prescreening, but are

more optimistic of its potential usefulness. Caulkins [6] argues that prescreening

may be a worthy investment since it reduces screening costs and uses an extremely

small fraction of the budget allocated for passenger screening. Caulkins [6] also

suggests several ways that prescreening could be used to increase the overall

security even if terrorists are incorrectly classified as nonselectees. Cartensen [5]

and Ravid [42] indicate that prescreening could successfully deter attacks on

commercial aircraft, while Ravid [42] notes that the objective of prescreening is to

deter terrorist events, not necessarily to capture terrorists.

Martonosi and Barnett [25] examine the effectiveness of risk-based passenger

screening systems in greater detail. They note that passengers could be classified

as selectees because they are perceived as high-risk (with probability P) or are
low-risk passengers who are randomly classified as selectees (with probability R).
Using the notation introduced in (4), the conditional probability that a single attack

is successful is

Q ¼ ð1� PÞð1� RÞð1� LÞ þ ðPþ ð1� PÞRÞð1� HÞ:

They explore the impact of deterrence, since the events on September 11, 2001

and other terrorist attacks involved terrorists working in tandem. In particular, they

define a terrorist group’s deterrence threshold, the minimum probability that all

terrorists succeed in circumventing security in order to proceed with the attack.

McLay et al. [32] discuss an alternative way to frame deterrence by noting that if

several members of the group of threats are prevented from boarding their flights, a

terrorist attack could be canceled. Therefore, it is not necessary to prevent all

threats from boarding their flights.

All passenger screening systems implicitly define a set of rules for when a

system alarm is sounded. A system alarm determines which passengers and bags

may board a flight and which may not. A system alarm is said to be signaled for

passengers and bags that are flagged by security procedures. In extreme scenarios,
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entire airport terminals are shut down so that a bomb squad can examine a bag that

has yielded a system alarm. In general, passengers or bags that yield a system

alarm are delayed while they are subject to additional security tests and inter-

viewed by security personnel or law enforcement.

Several papers analyze the tradeoffs between the false alarm and false clear

rates associated with different system alarm rules. That is, each device yields a

response for each passenger. The system yields one of two possible outcomes:

alarm or clear, which is a function of the device outcomes and can be defined in

several ways. Kobza and Jacobson [18] formally provide a model for defining a

system alarm for aviation security procedures. They illustrate how the false alarm

and false clear rates can be interpreted as Type I (a false alarm is given) and Type II

(a threat is not detected) errors and analyze their relationship for screening systems

consisting of multiple devices.

Kobza and Jacobson [19] consider the design of security system architec-

tures using reliability models in the context of aviation security baggage

screening systems. Different objects (checked bags) can take different paths

through the system, and hence, are screened by varying subsets of screening

devices. Their model is analyzed based on Type I and Type II errors, and it is

formulated for a series of dependent devices. Kobza and Jacobson [19] note

that a system alarm is typically defined in one of two possible ways: at least

one device alarm signals a system alarm, or all device alarms signal a system

alarm. Their results indicate that multiple-device systems can be more effective

than single-device systems, taking into account the probability of errors by each

sub-system.

Glässer et al. [9] propose a computational model to evaluate aviation security

screening performance using probability models that checks the consistency,

coherence, and completeness of security requirements as defined by the FAA

guidelines. They combine probabilistic variants of abstract state machines and

model checking for analyzing aviation security models. Their model provides a

tool for analyzing the effectiveness of security checkpoint screening and to identify

potential security deficiencies.

Lee and Jacobson [21] provide alternative performance measures for evaluating

the effectiveness of dynamic multilevel passenger screening systems introduced in

Sect. 3.2. All of these models are designed to optimize the expected value of a

performance measure, where the performance measure reports the expected

number of detected threats. Lee and Jacobson [21] provide three alternative

measures to evaluate the retrospective performance of a passenger screening

system, where the set of passengers is known in hindsight:

1. The under-screened passenger. Passengers who are under-screened are

assigned to a class that is less effective than their assignments resulting from the

retrospective optimal solution.

2. The over-screened passenger. Passengers who are over-screened are assigned

to a class that is more effective than their assignments resulting from the

retrospective optimal solution.
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3. The optimally screened passenger. Passengers who are optimally screened are

assigned to the same class as their assignments resulting from the retrospective

optimal solution.

All passenger types are modeled using Bernoulli random variables. Note that

the under-screened passengers are of greatest concern, since this represents ter-

rorists who receive low levels of security scrutiny. Lee and Jacobson [21] provide

estimators to evaluate the expected number and variance of under-screened pas-

sengers, and they provide an upper bound of the probability that a dynamic

passenger assignment policy results in zero under-screened passengers.

4 Conclusions

Analytical and operations research methodologies can be used to make a difference

in aviation security. New directions in aviation security need notmerely bemakeshift

political solutions for mending complex problems; they can be the result of mod-

eling, analysis, and planning. By illustrating several ways in which operations

research hasmade an impact in passenger prescreening systems, it is shown to have a

place in the design and analysis of aviation security systems. However, there are

some limitations. When doing operations research modeling (or in fact, mathemat-

ical modeling of any type), one must often make assumptions that may limit the

applicability of the results obtained. Though such assumptions are often based on

reasonable and realistic factors, they may pose difficulties in facilitating the transfer

of the operations research analysis to decision-makers, since errors can lead to

security breakdowns that may place people at an unnecessary risk. Second, opera-

tions research models quite often look at an application’s average or mean perfor-

mance. In aviation security systems, average performance does not always capture

themost interesting and salient aspects of such operations, which are often concerned

with rare events and events ‘‘at the extremes’’.

The issues discussed here represent but the tip of the iceberg. There are

numerous problems in aviation security that can benefit from operations research

methodologies, including providing methods for detecting nuclear and radiological

weapons, improving perimeter access security with respect to airport employees,

designing models for cargo screening, analyzing passenger throughput and space

associated with security lines, and modeling secondary screening of passengers

and their baggage when screening devices give an alarm response, to name just a

few. Analytical methodologies can be used to not only gain insight into ways to

improve aviation security system operations and performance, but also to make a

lasting impression on our nation’s security and well-being.
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Complex Risk and Uncertainty Modeling

for Emergent Aviation Systems:

An Application

Ahmet Oztekin and James T. Luxhøj

1 Introduction

Modeling complex systems is a very broad area of research where, more often than

not, a multi-disciplinary approach is needed to achieve a meaningful representa-

tion of the subject matter. The analytical methods employed along the process

remain as much an art as science, especially, if the subject matter is safety and risk

analysis of a real-world system. One aspect that particularly increases the com-

plexity of modeling is the fact that many real-world systems naturally include both

discrete and continuous variables.

Probability theory is the method of choice for dealing with uncertainty in many

science and engineering disciplines due to its well understood nature and its ability

to model various phenomena in the physical world extremely well. When it comes

to building representative probabilistic models of complex real-world systems,

discrete Bayesian Networks (BNs) provide a popular and powerful tool. Given a

set of discrete random variables, discrete BNs provide a formal framework for

representing a joint probability distribution. Fore discrete BNs, exact inferencing

solutions exist and are well understood. However, discrete BNs are quite limited

for modeling uncertainty and performing probabilistic inferencing about hybrid

systems, where entities of continuous and discrete nature co-exist. Many complex

real-world applications emerge as hybrid systems and require a more general

solution.
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General Hybrid Bayesian Networks (HBNs), where continuous and discrete

variables may appear anywhere within the network topology, are a generalization on

discrete BNs. General HBNs are inherently more suitable for modeling complex

systems and provide a better modeling representation for the vast majority of real-

world applications. However, contrary to the discrete-only case, a universal solution

for exact inferencing about general HBNs is yet to be developed. Thus, there exist a

real demand among the practitioners of uncertainty analysis for a general operational

solution for representation of and inferencing about general HBNs.

In this study, we concentrate on the problem of inferencing in HBNs. Our focus,

hence our contributions are three-fold: theoretical, algorithmic and practical.

Specifically, our major contributions to the larger research domain of represen-

tation and inferencing in general HBNs can be summarized as follows:

• From a theoretical point of view, we complement classical probability theory

with Fuzzy set theory to develop a hybrid formalism to understand and model

complex uncertainty associated with real-world systems. To that end, we pro-

vide a novel framework to implement a hybrid Fuzzy-Bayesian methodology to

perform exact inferencing in general HBNs.

• From an algorithmic perspective, we provide a suite of inferencing algorithms

for general HBNs. In particular, we introduce two transformations for general

HBNs to create Type-I and Type-II Fuzzy-Bayesian Networks (FBNs) and

present formal representation techniques and separate inferencing mechanisms.

• Finally, from a practical perspective, we apply our framework, methodology,

and techniques to the task of assessing system safety risk due to the introduction

of emergent UASs into the NAS. In this context, we present the UAS Domain

Safety Risk Model (DSRM).

The UAS DSRM is a general HBN model representing the conditional inter-

actions of a hybrid set of hazards and causal factors. The outcome of the UAS

DSRM is a set of probability distributions for individual hazard elements, which

are represented as continuous variables in the model. In this study we used syn-

thetic data to populate the UAS DSRM and to determine these probability

distributions.

This chapter describes the development of a generalized hybrid Fuzzy-Bayesian

methodology for modeling uncertainty associated with complex real-world sys-

tems. Safety risk modeling of the emergent Unmanned Aircraft Systems (UAS)

operations in the National Airspace System (NAS) is the domain of application for

the developed methodology.

2 Fuzzy Bayesian Networks

In this section, we provide the summary of a hybrid Fuzzy-Bayesian framework

developed to model complex uncertainty associated with real-world systems.

Consequently, in Sect. 3 we apply the developed hybrid methodology to the UAS
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domain and present sample results for this application. In particular, we start with

Bayesian Networks and Fuzzy Sets and provide brief overviews of these concepts

that serve as the foundation upon which our proposed methodology is developed.

Then, as the components of the proposed framework, we introduce the notion of

Probability of a Fuzzy Event and discuss the concepts of Fuzzy Evidence and Fuzzy
Updating. We conclude the section by introducing Fuzzy-Bayesian Networks and
present an overview of the proposed methodology for probabilistic inferencing in

FBNs. For a detailed discussion on the background and the theory of the developed

Fuzzy-Bayesian methodology summarized in this section the reader may refer to

Oztekin [1].

2.1 Bayesian Networks

Bayesian Networks (BNs) [2] constitute a class of stochastic models for modeling

interactions and dependencies among variables representing a system. Bayesian

Networks can be used to represent and solve decision problems under uncertainty [3].

BNs, broadly construed, are a compact way of representing a joint probability

distribution imposed by a network structure among a set of random variables V.

A BN is commonly represented as a Directed Acyclic Graph (DAG) consisting

of a set of nodes and directed edges. In a DAG, there is no directed path that starts

and ends on the same node. The nodes represent the variables and the edges

represent the conditional dependencies among the variables in the model. The

absence of a path between two nodes in a BN indicates that these two variables are

conditionally independent. A BN represents a collection of conditional probability
distributions (CPDs), where each node (i.e., random variable) in the graph is

denoted by a conditional distribution given its parent nodes. Figure 1 illustrates a

discrete BN, where all nodes are binary discrete random variables.

In Fig. 1, the CPDs of each variable given its parents are presented as tables

next to the corresponding nodes. Each entry in the tables represents a conditional

probability. For example, the first entry given by 0.95 = P(e1|d1,c1) in the CPD of

variable E represents the probability of variable E is in state e1 given that variables

D and C are in states d1 and c1, respectively. An important feature of Bayesian

Networks, which makes inferencing possible, is the fact that given its parents
every node is conditionally independent of the nodes, which are not among its
descendants. In other words, a Bayesian Network represents the joint probability

distribution over its set of variables in terms of conditional independencies.
Exact probabilistic inferencing solutions for discrete BNs exist and well

understood. By exact inferencing we mean that, given a query, an intelligent

system produces exact results. In the case of Bayesian Networks, given a set of

query variables Q and some evidence E = e, an exact inferencing algorithm

should produce exact numerical results for the probability distribution P(Q|E = e).
We can take advantage of the structure of the discrete BN to perform probabilistic

inferencing efficiently. Junction Tree Algorithm [1, 4, 5], also known as the clique
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tree, the cluster tree, and the joint tree algorithm, is by far the most popular of

such methods.

2.1.1 Hybrid Bayesian Networks

Although the inferencing techniques are exact, the modeling ability of discrete

BNs is quite limited for representing real-life complex systems, which quite often

include continuous variables as well as discrete variables. Shown in Fig. 2,

General Hybrid Bayesian Networks (HBN), as the generalization of Bayesian

Networks, address this shortcoming inherent to the discrete BNs. However the

question of exact inferencing in general HBNs is currently unsolved. For a con-

strained set of HBNs, Lauritzen proposed an exact method, which makes use of

Conditional Gaussians (CG) [6, 7]. Today, CG-based models represent the most

popular class of hybrid models. However, they have two important restrictions.

First, they can only model linear relations between continuous variables. Second,

they do not allow discrete nodes to have continuous parents in the network structure.

The latter constraint greatly limits the applicability of this model to most real-world

situations, where discrete variables may depend on continuous variables.

Lauritzen’s approach, from an algorithmic point of view, still represents the

state of art. It is based on the junction tree algorithm [1, 4, 5], originally developed

for discrete BNs. Contrary to the common perception that the extension of the

junction tree algorithm to hybrid networks is a straightforward implementation, it
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has been shown that in many cases the Lauritzen algorithm is intractable even for

simple network structures [8].

On the other hand, various approximate algorithms were also introduced for

HBNs. The most commonly used framework is based on stochastic sampling.

Although, stochastic sampling applies to every class of HBNs (not only CGs), it

may take a long time to converge to a reliable answer, and therefore stochastic

sampling based approximate algorithms are not suitable for real-time applications.

Within this context, we propose a novel inference algorithm for HBNs. This

new framework takes a different view at the whole problem from the vantage point

of an analyst whose goal is to assess the safety risk associated with a complex

system, for which randomness is only one of the sources of uncertainty. The

proposed framework introduces vagueness to the problem in an attempt to bridge

the gap between probability and possibility, thereby enabling the application of

general HBNs practical for reasoning about complex systems. Next, to facilitate

the ensuing discussion we present a concise introduction of the ideas at the crux of

Fuzzy Set theory.

2.2 Fuzzy Sets

In classic set theory a certain element can either belong to a set or not, such as in

an optimization problem a certain solution can either be feasible or not, which can

be represented in mathematical terms by using an indicator function. The nature of

membership to classical sets requires precision and assumes that the model

parameters represent exactly either our perception of the phenomenon modeled or

the real features of the actual system. More importantly, precision implies that our

model of the real-world system does not contain any ambiguities. Therefore, an

observation about a certain model parameter can only assume the 0-or-1 assign-

ment of an indicator function over its defined domain to determine whether or not

it belongs to a collection of mutually exclusive states defining the model

X

Z

Y A

BC

Fig. 2 A general hybrid
Bayesian Network, where the
sets D = {A, B, C} and
C = {X, Y, Z} represent the
discrete and continuous
variables, respectively
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parameter. This crisp, deterministic, and precise worldview underlines a whole

body of work for formal modeling and reasoning about real-world systems.

A more realistic point of view would admit that the real world is more complex

and uncertain. Traditionally, uncertainty in the real world is addressed primarily

by probability theory. However, randomness is only one of the many sources of

uncertainty in real-world applications. Another major source of uncertainty is

ambiguity. The question of ambiguity is directly related to the notion of set
membership. However, this time the membership is represented by a continuous

function that can assume any real number on the closed interval [0,1] instead of 0

or 1 only. Fuzzy Set theory proposed by Lotfi Zadeh [9] makes use of this more

generally defined idea of membership to formally model the ambiguity in real-

world systems. The new idea, here, is that the notion of set membership is the key

to decision making when faced with uncertainty in general. In this respect, Fuzzy

Set theory could be interpreted as a generalization of the classic Set theory.

Our past research experience on modeling the safety risk in the civil aviation

domain indicates that the uncertainty that needs to be quantified originates from

two major sources: randomness associated with domain variables and ambiguity

associated with their states. Within this context, a Fuzzy-Bayesian hybrid approach

provides the most appropriate tools to tackle the problem of modeling the

uncertainty associated with a real-world complex system.

2.3 A Hybrid Fuzzy-Bayesian Framework

We propose a hybrid Fuzzy-Bayesian formalism to overcome the complexity and

tractability issues of the existing inferencing algorithms with an additional

emphasis on improving the representative power of general HBNs for real-world

systems. In this section, we provide an overview of the proposed analytical

approach complete with its inferencing formalism for a generic Fuzzy-Bayesian

Network.

2.3.1 A Fuzzy Bayes Formulation

A very heated debate has been underway since the introduction of Fuzzy logic and

possibility theory about their relevance within the scientific community dominated

by a world view which believes that probabilistic methods are necessary and

sufficient to understand uncertainty in real-world complex systems [10, 11].

We believe that possibility theory based on Fuzzy logic and probability theory

are complementary rather than competitive [11]. They simply address different

sources of uncertainty. Probability deals with randomness, whereas Fuzzy Sets

helps us to understand the vagueness.

Within this context, we presented the notion of probability of a Fuzzy event and
introduced the concept of a Fuzzy random variable. In particular, the probability of
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a Fuzzy event is a purely stochastic problem where the event itself is vaguely

defined i.e., represented by Fuzzy sets. There are two possible approaches one can

adopt: The probability of a Fuzzy event is a scalar (i.e., a crisp real number or a

measure) or it can be represented by a Fuzzy set. We conclude that the latter option

necessitates the adoption of an inferencing mechanism based solely on Fuzzy

logic, which from an algorithmic point of view is considered to be suboptimal.

Whereas, if the probability of a Fuzzy event is assumed to be a scalar measure then

the inferencing mechanism could capitalize the well-established algorithms

developed for probabilistic reasoning methods such as Bayesian Networks. Based

on this analysis, we introduce a novel Fuzzy Bayes formulation and outline a

formalism to determine the conditional probability due to the interactions of Fuzzy

and crisp variables. This novel representation of the hybrid conditional probability
of crisp and Fuzzy variable pairs lies at the crux of inferencing about the proposed

FBNs. The major types of such conditional interactions are illustrated in Fig. 3.

Fuzzy discrete nodes in Fig. 3 denote the Fuzzy counterpart of a crisp con-

tinuous variable discretized by Fuzzy transformation.

2.3.2 Fuzzy Evidence and Fuzzy Updating

There are two aspects of Bayesian Networks that are still subject to improvement

and therefore research: how to represent continuous variables in a general HBN

setting and how to deal with uncertain information as evidence? Our Fuzzy Bayes

formulation provides a mechanism to represent continuous variables and associ-

ated conditional dependencies in a general HBN setting. As part of the theoretical

foundation of the proposed Fuzzy-Bayesian framework, we also present a

 Fuzzy Discrete Crisp Continuous

Fuzzy Discrete Fuzzy Discrete

Crisp Continuous Fuzzy Discrete

(a)

(c)

(b)

Fig. 3 Fuzzy-crisp variable
pairs in Fuzzy-Bayesian
networks
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formalism for handling uncertain evidence. In particular, we introduce the notion

of Fuzzy evidence to incorporate vague or ambiguous information into a Bayesian

Network. We define Fuzzy evidence as a type of uncertain evidence, where

observations are presented as Fuzzy sets rather than delta or indicator functions,

which place the observed variable in one of the mutually exclusive states. Thus,

Fuzzy evidence maps the observation to a set of predetermined Fuzzy states

defined on the closed interval [0,1]. We discuss alternative representations of

uncertain evidence in current practice and show that, as opposed to virtual or

likelihood evidence, where uncertainty is presented as a probability distribution

[12, 13]. Fuzzy evidence is suitable to be used in conjunction with continuous

variables. Consequently, we present a formal methodology, a new approximate

solution, for updating joint probability distributions when Fuzzy evidence about

the distribution variables is introduced. We utilize the relative entropy concept of

the information theory [12, 14] when formalizing our Fuzzy updating methodol-

ogy. In particular, we outline an updating scheme for the prior distribution, where

the posterior (or updated) distribution satisfying a constraint set (i.e., Fuzzy evi-

dence) has the minimum relative entropy with respect to the prior distribution. We

demonstrate the applicability of our solution for updating with single and multiple

uncertain evidences with a detailed numerical example and concluded that, when

multiple uncertain evidences are present, simultaneous updating should be pre-

ferred over consecutive updating especially when dealing with moderate to large

size Bayesian Networks for which the inherent complexity is already known to be

high.

For a detailed discussion on the Fuzzy Evidence and Fuzzy Updating, including

the derivations and numerical examples, the reader may refer to Oztekin [1].

2.3.3 Fuzzy-Bayesian Networks

Historically, uncertainty about real-world systems has been modeled by probabi-

listic tools, which are crisp, deterministic and precise in character. However, as

discussed in earlier sections, different forms of uncertainty exist and probability

theory only addresses the randomness aspect of it. Fuzzy Set theory provides a

means for representing uncertainty due to vagueness such as the uncertainty in

natural language. However, uncertainty due to vagueness (i.e., fuzziness), in fact,

exists not only in human cognition and languages, but also in most systems

modeled by Bayesian Networks. Consider variables such as temperature, age or

speed, which are inherently continuous but represented as discrete when included

in discrete BNs. For such variables an implicit mapping is involved whenever an

observation (i.e., evidence) about them needs to be introduced to the model.

Axioms of probability dictate that once such mapping is performed on a contin-

uous variable the resulting discrete states must cover the whole domain of the

original variable and be mutually exclusive, so that every single observation falls

into one and only one state and no two states co-exist at the same space and time.

For the purposes of approximation and in cases without a pressing need for
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accuracy, such a quantification may be justifiable. However, not every continuous

variable behaves sensibly under discretization. Consider temperature defined on

the frame [0, 40]�C and we decided to use a three state discretization scheme cold,
warm, and hot corresponding to the intervals [0, 10)�C, [10, 25)�C, [25, 40]�C,

respectively. A reading of 24.9�C from the thermometer would fall under discrete

state cold, whereas, 25�C would be labeled as warm. We believe that there is no

meaningful way of determining a crisp boundary between these states. Hence,

using classical sets with crisp boundaries when discretizing a continuous domain

may generate some unpredictable results for BNs.

Right at this point, the concept of fuzziness becomes very interesting. In fact,

Fuzzy Set theory and its implementation of degrees of membership idea to sets

provide a structured way to improve on classical discretization techniques. Nev-

ertheless, the distinction between Fuzzy Set theory and probability theory should

be made clear. Fuzziness describes the ambiguity of an event, whereas randomness
describes the uncertainty in the occurrence of the event [15]. Within this context,

we see promise in combining the two concepts to complement each other, so that

various limitations of classical Bayesian Networks will be overcome by the

resulting hybrid methodology.

Fuzzy-Bayesian Networks (FBNs) emerge as powerful tools that combine the

representation power of Fuzzy Set theory over poorly defined problem domains

with the algorithmic strength of Bayesian Networks. Given a general HBN, a

general FBNs can be constructed by transforming all continuous variables and

associated conditional probability distributions into the Fuzzy domain. For the

general HBN in Fig. 2 the result of the transformation to a general FBN is given in

Fig. 4.

In Fig. 4, the variable set {X̂; Ŷ ; Ẑ} corresponds to the Fuzzy-discrete trans-

formations of the originally continuous variable set {X, Y, Z}. We provide explicit

formulations to perform these transformations using the Fuzzy Bayes formulation

outlined in Sect. 2.3.1, which require the Fuzzy sets and corresponding mem-

bership functions defined on the frames of all continuous variables in the HBN to

be given or constructed first. In the resulting FBN, all originally continuous

variables are now replaced by their counterpart Fuzzy-discrete variables whose

A

BC

Ŷ

X̂

Ẑ

Fig. 4 The general FBN
derived from the HBN of
Fig. 2
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states correspond to the Fuzzy states identified for the original continuous variable

for the purpose of this transformation. Furthermore, after the transformation, all

conditional distributions in the FBN can be represented by discrete multinomial

distributions. It follows that exact inferencing algorithms such as variable elimi-

nation or junction tree algorithm for discrete BNs can be applied to perform

probabilistic reasoning about general FBNs.

Although, with general FBNs we achieved practical exact inferencing for general

HBNs, since only the Fuzzy-discrete transformations, not the original continuous

variables, are present in general FBNs, there is still room for improvement to reach a

better approximation of the original hybrid network. Therefore, we introduce two

new forms of Fuzzy transformation for general HBNs, namely Type-I and Type-II
FBNs, with increased sophistication in their representation of the original HBN and

complexity in inferencing.

A Type-I FBN is created in two consecutive steps. First step involves, as in a

general FBN transformation, the replacement of all continuous variables in the

original general HBN with their Fuzzy-discrete counterparts. In the second step, the

original continuous variables are added and connected to the network with a directed

link originating from their respective Fuzzy-discrete counterpart. Illustrated in

Fig. 5, the resulting form represents an HBN where continuous variables have only

discrete parents, forwhichwe showed that exact inferencing solutions exist.We used

a Conditional Gaussian (CG) model to represent the conditional distributions of the

original continuous variables given their Fuzzy-discrete counterparts and develop a

exact inferencing algorithm for Type-I FBNs based on this assumption.

As for the second form of transformation for general HBNs, we introduce Type-
II FBNs which involve a finer approximation when representing the original

hybrid network as compared to the Type-I transformation and hence, present a

greater computational challenge. To construct a Type-II FBN, the same fuzzy-

transformation, as defined for the Type-I case, is applied however this time only to

those continuous variables whose descendants in the original HBN include discrete

variables. For the transformed part of the resulting hybrid network, similar to

Type-I FBNs, we use a CG to model the conditional distributions of the original

continuous variables given their Fuzzy-discrete counterparts. Whereas, for the

conditional distribution of the remaining continuous variables in the Type-II FNB,
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Ẑ

Fig. 5 Type-I FBN derived
from the HBN Fig. 2

272 A. Oztekin and J. T. Luxhøj



we use a Conditional Gaussian Regression (CGR) model. Using these models we

developed an algorithm for inferencing in Type-II FBNs.
As compared to Type-I, Type-II FBNs brings about a much accurate approxi-

mation of the original general HBN, however with the additional cost of increased

complexity of the exact inferencing algorithm. The Type-II FBN transformation of

our example general HBN are depicted in Fig. 6.

A comparative analysis of Type-I and Type-II FBNs are presented in Table 1.

For a detailed discussion on inferencing in Type-I and Type-II FBNs and for the

developed inferencing algorithms the reader may refer to Oztekin [1].

3 Application of Research Methodology

In this section we focus on the application of the hybrid Fuzzy-Bayesian frame-

work introduced in the preceding section of this report. Unmanned Aircraft Sys-

tems (UASs) are selected as our domain of interest. In the following sections we

first model the UAS system safety risk as a general HBN using on a regulatory-

based approach. The resulting HBN is denoted as the UAS Domain Safety Risk

Model (DSRM). Finally, on the UAS DRSM we apply our hybrid Fuzzy-Bayesian

methodology outlined in the preceding section and conclude with presenting and

analyzing the results.

3.1 Development of a System-level Taxonomy for Categorization

of UAS Hazards

UAS having being successfully employed in the last decade by various military

applications are, inevitably, making their way into the civilian world. This new

frontier in civil aviation adds another dimension to the ever-increasing complexity
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Fig. 6 Type-II FBN derived
from the HBN of Fig. 2
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of the current NAS in the United States. The future inclusion of private and

commercial operations of the UAS into the NAS, unavoidably, raises safety

concerns. As the NAS becomes increasingly more complex and constrained, the

associated hazard and safety risk modeling must also mature in sophistication.

Thus, there is a need for advanced studies focusing on risk-based system safety

analysis of emergent UAS operations.

One of the first steps in the proposed UAS system safety analysis is hazard

identification and analysis. To that end, a new hazard taxonomy was developed.

This taxonomy, termed the Hazard Classification and Analysis System (HCAS)

identifies four main hazard system sources: Airmen, UAS, Operations, and

Environment. The basic framework of the proposed taxonomy is based on the FAA

regulatory perspective (i.e., Title 14, Code of Federal Regulations (14 CFR)

chapters on Aircraft, Airmen, Certification/Airworthiness, Flight Operations, etc.).

Such an approach uniquely distinguishes the HCAS taxonomy from all other UAS

hazard analyses being performed by the Department of Defense (DoD), the RTCA-

Special Committee (SC) 203 [4, 5], etc.

Safety analysis has a fundamental role to play in the identification of hazard

source potentials, the understanding of the underlying causal factors, the likelihood

assessment of these factors, the severity evaluation of the potential consequence(s)

of mishaps, and the prioritization of mitigations.

A sound system-level safety analysis relies heavily on properly identifying the

key components of the area of interest. In particular, the identification of potential

hazard sources and sub-sources within the systemic structure of the problem

Table 1 Comparison of algorithms for Type-I and Type-II FBNs

Type-I FBNs Type-IIFBNs

Representation
of general
HBNs

All continuous variables are fuzzified
to create Fuzzy-discrete
counterparts

A better approximation of a general
HBN
Only the continuous variables with
discrete descendants are fuzzified

CPDs of continuous variables given
Fuzzy-discrete counterparts are
assumed to be CG

CPDs of continuous variables given
Fuzzy-discrete counterpart are
assumed to be CG

CPDs of the remaining continuous
variables including the ones with
hybrid parentage are modeled by a
CGR model

The joint distributions of the hybrid
cliques presented by CGRs are
mixtures of Gaussians

To perform message passing in the
Type-II junction tree mixtures are
approximated by single Gaussians

Inferencing Exact Approximate

Computational
complexity

Comparable to discrete BNs High compared to Type-I FBNs
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domain should be considered as a fundamentally important step in system safety

analysis. Furthermore, since semantics play a crucial role while defining the

domain variables, a systematic taxonomy that balances fidelity and generalization

provides a solid foundation for a meaningful and relevant system safety analysis.

Within this context, we present the HCAS taxonomy specifically designed and

developed to identify and categorize individual system-level hazard sources for the

UAS operations.

HCAS categorizes the UAS hazards consistent with the 14 CFR Sub chapters,

thereby establishing the taxonomy on the FAA regulatory framework. The

advantage of the proposed approach is to allow direct association of hazards

identified with regulatory requirements or vice versa. The system not only pro-

vides the FAA as well as the UAS community the tools to determine safety and

regulatory implications of UAS operating in the NAS, but also falls in directly

under the FAA Safety Management System (SMS) Doctrine.

At the crux of the HCAS taxonomy lie two closely related yet distinct concepts:

hazards and hazard sources. Based on Leveson’s definition of hazard [16] we

adopted our own definitions for both concepts within the context of this

application:

Hazard. A hazard is a state or set of conditions of a system that, together with

other conditions in the environment of the system, may lead to an accident (loss

event).

Hazard Source. Hazard source are primarily components of the UAS domain;

hence a state or set of conditions of these components may lead to hazardous

potential of the domain itself. Each hazard source category corresponds to a key

component of the domain of interest. Thus, these components do not represent

neither individual hazards nor categories of hazards of the UAS domain.

HCAS is a continuously evolving taxonomy. The current version of the tax-

onomy has been developed in multiple phases as the product of numerous

knowledge elicitation sessions with subject matter experts spanning a time period

of 2 years.

The idea behind the HCAS development effort is to provide a structured

framework to identify and classify both system and sub-system hazard sources for

UAS operations. Based on the above hazard and hazard source definitions, in the

current HCAS taxonomy four systems-level hazard sources are identified as UAS,

Airmen, Operations, Environment. These system-level hazard sources form the

four main HCAS cubes depicted in Fig. 7 and in tabular form in Table 2.

There is one particular aspect of our approach to taxonomy development that

needs to be underlined. Our approach, while originally scenario-based, evolved

into a more regulatory-based perspective during the course of the development. In

a sense, this focus shift was natural considering the fact that, right from the start,

our goal was to develop a generalized taxonomy for system-level UAS hazards

that would have applicability across a broad spectrum of FAA regulations. This

aspect of our approach uniquely distinguishes the HCAS taxonomy from all other

UAS hazard analyses being performed by the Department of Defense (DoD), the

RTCA-Special Committee (SC) 203, etc.
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The HCAS taxonomy may also be used to construct influence/causal factor

diagrams representing hypothetical or notional UAS safety risk scenarios. The use

of modifiers placed on the HCAS taxonomy elements, such as ‘‘inappropriate’’,

‘‘inadequate’’, etc., may be used to create such an influence diagram. These

influence diagrams may then be used to study the interactions among various

causal factors associated with the hazards. Conceptually, HCAS represents a

hierarchical structure for UAS hazard sources. In particular, at the very top, there

are system-level hazard sources, which, in lower levels, are decomposed into their

subsystem-level hazard sources. Since civil UAS operations are relatively new and

emergent, databases of mishaps are not readily available. This idea is further

explored in the next section to develop a methodology for modeling safety risk of

the UAS domain as a hybrid Bayesian Network.

3.2 UAS Domain Safety Risk Model

The HCAS taxonomy provides a systematic approach to identify hazards associ-

ated with UAS operations in the NAS. However, hazards are not causal factors,

which are the essential building blocks of influence diagrams (i.e., Bayesian Nets)

representing various risk scenarios of the UAS operations. Thus, the decomposi-

tion of hazards into their constituent causal factors is another important step in the
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development of a comprehensive scheme for UAS safety risk modeling. Under-

lying causes of the hazards, such as failure modes, operator and software errors,

design flaws, etc., need to be identified in order to eventually determine the mishap

risk and the hazard mitigations. However, HCAS is not a taxonomy of causal

factors. Although the resulting taxonomy for the UAS hazard sources is intended

to be generic and inclusive, it represents an inductive reasoning approach with

particular emphasis on a given set of UAS hazard scenarios. Hence, to determine a

taxonomy of UAS causal factors, which are, strictly speaking, hierarchically at a

lower level than hazard sources, we chose to employ deductive reasoning and

Table 2 Outline of the HCAS taxonomy
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based our analysis on the current FAA regulations for commercial civil aviation.

Knowledge elicitation sessions with subject matter experts are heavily utilized

throughout this process. Subsequently, individual causal factors are mapped to the

taxonomy of UAS hazard sources resulting in a seamless analysis that is generic

enough to cover most possible UAS operational scenarios yet provides the nec-

essary level of fidelity to map their prominent features into a database.

At the crux of our regulatory-based approach lie the following assumptions:

• UAS integration will impact the entire NAS because of the wide-ranges of UAS

size, weight, performance characteristics, airspace access, and unique operation

issues.

• There are no sufficient data and proven methods to perform UAS safety analysis

with the traditional event-driven approach.

• The regulations provide the essential safety net for the NAS safety.

• There exist a set of causal factors, which can be identified, associated with each

relevant regulatory section.

• With proper descriptions of causal factors, the interdependencies (linkages)

among themselves can be demonstrated.

• These linkages form the basis to analyze UAS safety risk by applying proba-

bilistic reasoning methodologies such as BNs through the Hazard Classification

and Analysis System (HCAS) model.

Within the context of these assumptions, we derive the individual causal factors

from existing regulations governing all current aviation-related operations in the

NAS. The role of the HCAS taxonomy introduced in the prior section is to provide

structure to this regulatory-based casual factor identification process.

The current structure of the Federal Aviation Regulations (FARs) in the US

represents a hierarchy. The FARs, as part of Title 14 of the Code of Federal

Regulations (CFR), are organized into Subchapters. Each subchapter is then

organized into Parts. Each part deals with a specific type of aviation activity. For

example, 14 CFR Part 121 contains rules and requirements for Domestic, Flag, and

Supplemental Operations of US registered aircraft. Individual FAR Parts are

further divided sequentially into Subparts, Section, and Subsections. The deriva-

tion process for the causal factors closely mimic this hierarchical structure. In

particular, causal factors are extracted from within the context of a FAR Part

keeping possible applicability for UAS operations into consideration. Conse-

quently, each causal factor is categorized under a sub-system level hazard source

defined by the HCAS taxonomy, thereby establishing a viable connection between

regulations and hazard sources. Figure 8 is a notional diagram depicting the

connection between regulations and hazard sources (i.e., HCAS element) through

causal factors.

This regulatory-based process has two main objectives; first, for each FAR part,

to identify, describe, and define the causal factors; second, to determine interac-

tions and connections among these causal factors. These connections constitute the

foundation upon which the Bayesian Networks representing causal dependencies

within the context of a UAS risk or hazard source will be constructed.
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Since individual causal factors are identified and defined solely based on FARs,

their derivation, as a creative process relies heavily on knowledge elicitation

sessions with subject matter experts and will need some vetting within the aviation

community.

Based on the ideas outlined in the preceding section, we introduce a Regula-

tory-based Causal Factor Framework (RCFF) to study the potential safety impacts

of introducing emerging UAS operations into the well-established National Air-

space System (NAS). Formally, RCFF is a systematic process for the creation of

causal factors that are derived from the regulations to functions to hazards to

causal factors [17, 18]. It provides a qualitative means of identifying and assessing

hazards controlled by existing regulations. The RCFF is a novel system safety

process for analyzing hazards and associated causal factors due to introducing new

technology into NAS. Introducing these new technologies to the NAS not only has

the potential of impacting the entire system (NAS), but also leads to greater

uncertainties of their safety impacts due to the very limited knowledge with no

actual operational data in the NAS. Safety risk analyses, essentially events-driven

and largely built upon past experience, and vast amount of actual operational data,

may not provide adequate technical information for risk controls. The proposed

RCFF approach is attempting to overcome some of these uncertainties by utilizing

the existing regulations, which provide the minimum safety standards, as a mea-

sure to assess whether all potential risk areas are addressed while using the event-

driven approach.

Conceptually, the RCFF identifies causal factors based on existing regulatory

structure representing a hierarchical framework. At the very top, covering the

whole NAS, Federal Aviation Regulations (FARs) provide the minimum

requirement for safe operations. Within the context of FAR Subchapters, func-

tional models provide fidelity to conceptualize the risk associated with the pro-

posed UAS operations. Consequently, groups of causal factors are identified to
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Fig. 8 Causal factors are the link between FARs and HCAS taxonomy
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outline the underpinnings of each UAS related risk. However, unlike conventional

hierarchical methodologies such as Fault Trees, the proposed framework, illus-

trated in Fig. 9, also emphasizes the interactions and connectivity among various

components and compartments comprising the whole domain.

The process of building a UAS domain safety risk model using the RCFF

methodology starts with one of the 14 CFR Subchapters and related FAR parts

(i.e., regulations). For each FAR part, generic functions of operational activities

are identified. These functions provide context to identify safety risk related to

UAS operations and create a domain where the subsequent causal modeling effort

becomes conceptually relevant to current UAS safety concerns. The idea of

operational functions are successfully employed by [19] and [20] to develop

system engineering models for 14 CFR Part 121 air carrier operational and Part

137 oversight activities, respectively.

Determining operational functions is a relatively simple process compared to

identifying individual causal factors and determining their interactions. The
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latter, which is essentially a creative process, requires a fairly good under-

standing of regulations, hence a detailed study of FARs. Thus, heavy

involvement of subject matter experts is necessary to identify causal factors and

their connections.

Continuing with the development of the methodology, at this stage of the model

development, we identify a set of causal factors, for each functional domain and

determine possible connections among these causal factors. These connections are

undirected, i.e., the causal factor pairs are not ordered since the interactions do not

imply any causality at this point. Nevertheless, the resulting structure exhibits the

fundamental attributes of a graph, where causal factors are nodes or vertices and
the connections/interactions are edges. Figure 10 illustrates this concept.

Recalling the discussions in Sect. 2.1, if this graphical structure can be con-

verted into a Directed Acyclic Graph (DAG), a Bayesian Network based on the

RCFF emerges. In order to construct a DAG, we need to determine a direction of
causality for each connected causal factor pair. Consequently, the resulting

directed graph needs to be revised to identify and eliminate the connections

causing cycling.
The next step in building the UAS Domain Safety Risk Model is to identify the

hazards associated with each operational function governed by the particular FAR

part that we focus on at that time and determine the nodes (i.e., causal factors) in

the DAG with most immediate and strongest casual impact on these risks. In this

sense, the hazard nodes serve as the terminating node or sink of the DAG. We use

the HCAS taxonomy, which represents a systematic approach to identification and
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categorization of UAS hazard sources to determine the hazard nodes in the UAS

DSRM. A conceptual illustration of the UAS DSRM based on the RCFF meth-

odology outlined above is provided in Fig. 11.

3.2.1 UAS DSRM Based on 14 CFR Part 91

For the purposes of this application, we apply the RCFF methodology to 14 CFR

Part 91 ‘‘General Operating and Flight Rules’’ to develop a UAS DSRM intro-

duced in the preceding section. 14 CFR Part 91 of Subchapter F-Air Traffic and
General Operating Rules is organized into 12 Subparts. Broadly construed, Part 91
is a set of regulations that define the operation of small non-commercial aircraft

within the US, however, many other countries defer to these rules. These rules set

conditions, such as weather, under which the aircraft may operate, flight opera-

tions, equipment, maintenance and alterations, among others.

Although Part 91 covers a large spectrum, subparts B and C constitute its core

by outlining fundamental requirements for flight operations, equipment and cer-

tification. Thus, our application focuses on these two subparts and individual

causal factors are identified accordingly.

The modeling process starts with the identification of individual causal factors of

the hazards that Part 91 controls. As an essentially creative process, subject matter

experts, during focused sessions under our moderation, derive individual causal
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factors based on their understanding of the regulatory text and on their expertise on

the problem domain. The causal factors for subparts B and C as the result of such

knowledge elicitation sessions are given in Tables 3 and 4, respectively.

Table 3 Causal factors derived from part 91 subpart B-flight rules

Causal factor HCAS element #

1 Inadequate preflight planning 3.1.1, 3.1.2, 3.1.5

2 Inadequate preflight information 3.1.1, 3.1.2, 3.1.5

3 Crewmember not at station 2.1.1, 3.1.2, 3.3

4 Occupants not secured 2.1.1

5 Occupants not informed of use of restraining systems 2.1.1

6 Proximity to other aircraft 1.1.9, 2.1.1, 4.8

7 Right of way rules not followed 2.1.1, 1.1.9,4.8

8 Failure to see and avoid 2.1.1, 4.8

9 Failure to comply with airspace speed limits 2.1.1, 3.3, 3.4

10 Failure to comply with minimum safe altitudes in
congested and non-congested areas

4.1, 4.7

11 Inaccurate altimeter setting 2.1.1, 1.1.10, 1.1.6

12 Failure to comply with ATC clearances and instructions 2.1.1, 3.3

13 Failure to comply with ATC light signals 2.1.1, 3.3.3

14 Failure to follow requirements in designated airspace 2.1.1

15 Not following flight restrictions 2.1.1

16 Not complying with fuel requirements 3.1.1, 3.1.2, 3.1.4.2

17 Incomplete VFR flight plan information 2.1.1, 3.1.2

18 Not complying with VFR or special VFR weather
minimums

2.1.1, 3.1.1, 3.1.2, 3.1.4.2, 4.3

21 Not complying With VFR/IFR cruising altitude
requirements

2.1.1, 3.1.1, 3.1.2, 3.1.4.2

22 Not complying with minimum IFR altitude requirements 2.1.1, 3.1.6, 3.1.4, 3.1.1

23 Flying with VOR equipment that does not meet the check
requirements for IFR operations

2.1.1

24 Operating IFR without an ATC clearance and flight plan in
controlled Airspace

2.1.1, 3.1.4.

25 Failure to use published instrument approach procedures 2.1.1, 3.1.1, 3.1.4.2

26 Pilot conducts Cat II or Cat III operations without
complying with proper training, authorization or
procedure requirements (manual)

2.1.1, 3.1.4.2, 2.2.2.2

27 Failure to follow procedure for transitioning from the
instrument to the visual portion of an instrument
approach using normal maneuvers

2.1.1, 3.1.1, 3.1.4.2

28 Not complying with IFR takeoff procedures or minimums 2.1.1, 3.1.4.2, 4.3, 3.1.6

29 Flying in RVSM airspace without complying to RVSM
requirements

2.1.1, 1.1.5, 1.1.10, 1.4.3.2,
2.2.1.1, 2.2.2.2, 3.6.2.2

30 Not complying with IFR course requirements 2.1.1

31 Failure to maintain communications with ATC while
flying under IFR

2.1.1

32 Failure to comply with loss of communication procedures 2.1.1, 3.1.3, 1.1.5

33 Failure of an aircraft flying IFR to notify ATC of
malfunction of certain required equipment

2.1.1, 3.1.4.2, 1.1.5, 1.1.6,
1.1.10, 3.2.1
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Note that the set of causal factors identified in Tables 3 and 4 demonstrates a high

level of resolution in terms of the detail that can be achieved using FAR regulations

as the sole data source according to the RCFF methodology. For the purposes of the

application presented here, we only concentrated or a functional domain repre-

senting Part 91 operations, however for a larger functional domain spanning on

multiple FAR Parts, this level of detail will result in oversized Bayesian Networks

that are unpractical to populate and propagate. Therefore, it is suggested that when

larger domains are concerned the level of detail employed for the causal factors

identification process should be kept under control to achieve safety risk models that

are practically and computationally viable given the resources available.

The HCAS element # columns in Tables 3 and 4 indicate the set of specific

HCAS taxonomy items related to each causal factor. The functional activities

controlled by Subparts B and C is given in Table 5. These functions provide the

contextual domain where the UAS domain safety risk model is developed.

Consequently, for each functional domain identified in Table 5 we determine a

set of hazard sources that constitute the sink nodes in the Bayesian Network we are

about to construct. HCAS taxonomy provides structure during this step of the

Table 4 Causal factors derived from part 91 subpart C—equipment, instrument, and certificate
requirements

Causal factor HCAS element #

1 Fuel tank installed not in accordance per FAA regulatory
requirements

1.1.2, 1.1.10

2 Lack of required FAA aircraft certifications 3.2.1, 3.6.2.1

3 Inoperative or missing equipment required for the type of
operation

1.1, 3.1.4, 3.2

4 Inoperative or missing emergency locator transmitter(ELT) 1.1.5, 1.1.6

5 Position or anti-collision lights inoperative or not turned on 1.1.10, 1.1.9, 4.8

6 Passengers not provided with sufficient supplemental oxygen 1.1.10, 3.1.1, 3.1.2, 3.1.3

7 Lack of accurate altitude information 1.1.5, 1.1.6, 3.2.1, 3.3.2

8 Lack of or inoperative altitude alert system 1.1.10, 1.2.2

9 Lack of approved Traffic alert and Collision Avoidance System
(TCAS)

1.1.10, 1.1.9, 3.2.1, 4.8

10 Inoperative or missing Terrain Awareness and Warning System
(TAWS)

1.1.10, 1.1.9, 3.2.1, 4.1,
4.7

Table 5 Possible
functional activities of
part 91 subpart
B and C

Regulation Functional activity

Subpart B—flight rules A1.1 Perform flight operations

A1.2 Perform visual flight
operations

A1.3 Perform instrument flight
operations

Subpart C—equipment,
instrument, and certificate
requirements

A2.1 Manage equipment,
instrument, and certificate
requirements
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process and the information in the HCAS element # columns of Tables 3 and 4

determine the set of hazard sources pertinent to each functional activity. Then, we

connect each causal factor to the set of hazard sources identified in the HCAS

element column with an undirected edge.

We repeat this process for each casual factor under each functional domain.

Next, for all causal factors, we determine their interactions including those that

connect the causal factors of different functional domains. Consequently, we arrive

at an undirected graph structure where on one side of the structure hazard sources

accept connections from causal factors and on the other side causal factors are

connected among themselves.

This undirected graphical structure is called the initial domain safety risk model

(DSRM). The initial DSRM based on the 14 CFR Part 91 Subparts B and C

constructed according to the regulatory-based causal factor framework is provided

in Figs. 12 and 13. Note that even though the DSRM for Part B and Part C are

presented in separate figures, there are links or edges that connect both DSRMs,

thereby creating a larger more complex domain model.

In the initial DSRM in Figs. 12 and 13, there are four distinct functional

domains, 13 hazards and 37 causal factors. The causal factors, also listed in

Fig. 12 Part of the initial DSRM (14 CFR Part 91 Subparts B)
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Table 3 are derived based on the regulation sections that constitute the subparts

with the help of subject matter experts (SMEs). For example, Causal Factor #1

Inadequate Preflight Planning based on Section 91.103 ‘‘Preflight Action’’ is

described by SMEs as follows

Pilot fails to follow all necessary steps or makes errors (e.g. calculations, decisions, etc.)
during preflight planning based on the available preflight information.

For the same causal factor, SMEs also identified possible associations to HCAS

elements 3.1.1 ‘‘Flight Planning’’, 3.1.2 ‘‘Phases of Flight’’, and 3.1.5 ‘‘Opera-

tional Control’’. Hence Causal Factor #1 is linked to 3.1 ‘‘Flight Operational

Hazard’’ in the HCAS taxonomy, which represents a higher level grouping of these

three HCAS elements.

Finally, taking the context of functional domains into consideration, we

identify a set of preliminary links between causal factors based on their defi-

nitions. At this stage of the process, these links do not imply any causality. The

causality of the connections is established as part of the next step where this

undirected graph is transferred to a general Hybrid Bayesian Network repre-

senting the UAS DSRM.

The process of constructing an initial undirected DSRM can be summarized as

follows;

• Identify functional activities, i.e., functional domains, based on the regulatory

framework around which the model is to be constructed.

• Identify and describe Causal Factors using the regulatory text.

• Determine associated hazard sources, i.e., HCAS elements for each causal

factor.

• Determine hazard groups based on the HCAS elements for each functional

domain.

• Connect each causal factor to its hazard group by undirected edges.

• Determine possible prominent interactions between causal factors and depict

these interactions by undirected edges.

Starting from the next section, we develop a Hybrid Bayesian Network rep-

resenting the UAS DSRM and apply our Fuzzy-Bayesian methodology introduced

Fig. 13 Part of the initial DSRM (14 CFR Part 91 Subparts C)
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in Sect. 2 to perform probabilistic inferencing about the resulting Fuzzy Bayesian

Network (FBN).

Figure 14 provides a flowchart that outlines this rather lengthy process, which

starts with the identification of causal factors and hazards according to the RCCF

and ends with the computation of hazard likelihood as the modeling results of the

Type-I and Type-II FBNs using the algorithms developed.

3.2.2 The Hybrid Bayesian Network

The raw model presented in two parts in Figs. 12 and 13 includes 50 nodes

comprised of 37 causal factors and 13 hazard elements. Even without taking

Fig. 14 The flowchart
representing the progression
of concepts and ideas
introduced so far within the
context of this application
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the linkages between the pairs of nodes into consideration, this preliminary

topography of the model constitutes a relatively large network as a BN. However,

as discussed above, in order for us to apply our Fuzzy-Bayesian methodology

outlined in Sect. 2 to the UAS DSRM, we need to process this preliminary model

so that it ultimately becomes a proper Hybrid Bayesian Network about which

probabilistic/possibilistic reasoning can be performed.

The process of construction and refinement of the raw model starts with the

identifying of the causal interactions between the pairs of causal factors and the

linkages between the causal factors and hazard elements. In fact, the actual

topology of the UAS DSRM is constructed by these linkages provided that the

linkages indicate a casual direction underlying causal dependencies as a Bayesian

Network. These links are identified by using the definitions of the causal factors as

determined by the subject matter experts based on their interpretation of FAR

Part 91. However, to bring structure to this process and facilitate the repeatability

of the methodology, we employed a pattern matching approach for the identifi-

cation of the links between two causal factors. In particular, along with a definition

for each causal factor we also identified a set of keywords/phrases to complement

the definition. These sets of keywords/phrases provide context to the definitions

and emphasize prominent attributes of the causal factors.

We implement a two-step approach while identifying the causal dependencies

between two causal factors. The initial step of this approach involves the identi-

fication of possible connections among the causal factors. At this stage these

connections only imply interactions, thus the undirected edge contains no infor-

mation regarding the conditional dependency between the two causal factors it

connects.

If we identify one or more keywords/phrases shared by two causal factors we

connect them by an undirected edge. During this process, to determine meaningful

matches between causal factors, the priority is given to searching common or

similar phrases. If for a causal factor we fail to identify a key phrase shared with

any other causal factor, individual key words become the common patterns to look

for to establish a preliminary connection between two causal factors. Practice

shows that these initial set of undirected edges need to be reviewed by subject

matter experts to identify and remove the connections that cannot be justified

within the context of their definitions. At this stage, the SMEs also look for

connections that might be overlooked by the pattern matching process.

The second step of our approach in the process of constructing the HBN rep-

resenting the UAS DSRM is to identify the conditional dependencies among the

causal factors. In a Bayesian Network these conditional dependencies are depicted

by directed links between causal factors. Throughout this process, once again,

SME knowledge can be used to determine the direction of the edges. This direction

not only depicts a conditional probability distribution over two random variables

but also illustrates a causal interaction between two factors contributing to various

functional domain hazards. To identify such a dependency we mainly utilize the

definitions of causal factors and the context that the four functional activities listed

in Table 5 provide to the overall model domain.
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The Fig. 15 provides the final directed acyclic graph (DAG) depicting the UAS

DSRM. While determining the direction of conditional dependencies among the

variables of the model, we eliminated some linkages identified during the key-

word/phrase matching process outlined above. There are two reasons to perform

such a ‘‘clean up’’ in the model. First, the final graph needs to be acyclic. Second,

whenever there is a direct connection between two casual factors any secondary

conditional dependency through other causal factors only complicates the topology

hence the propagation over the final HBN.

In Fig. 15, the connections leading to the Hazard nodes are shown as dashed

lines whereas the edges between two causal factors are drawn as solid lines.

Although these two connections are depicted differently, strictly speaking, they are

the same in nature and represent a conditional dependency between two nodes/

variables that they link. Also note that the causal factors and hazards are depicted

by ellipse and rectangle shaped nodes, respectively. Finally, Fig. 15 divides the

model into four distinct functional domains as outlined in Table 5 and the causal

Fig. 15 A DAG of the UAS domain risk model
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factors and hazards are arranged in the model topology accordingly. Within this

context, some hazard nodes that are conditionally dependent of (i.e., connected to)

the causal factors from multiple functional domains are repeated in these domains.

However, the important observation here is that although the boundaries of the

functional domains are emphasized by the illustration of the model, there are edges

crossing over these boundaries and connecting the four distinct domains into one

coherent model representing the system safety risk about one larger domain. This

representation of the system safety risk is in line with the thinking and philosophy

of the RCFF as well as the DSRM approach outlined in the preceding sections.

Model Variables

In this section we review the types of variables included in the UAS DSRM

depicted in Fig. 15. In particular we focus on continuous variable in the model.

A closer look to the variables—both causal factors and hazards of the UAS

DSRM reveals that the model contains variables that can be quantitatively

expressed through observations. Consider the causal factor ‘‘proximity to other

aircraft’’ (CF6), which can be observed and measured in feet on a continuous

scale, thus it should be represented by a continuous variable to capture a better

approximation within the context of a Bayesian Network model such as our UAS

Table 6 The set of continuous variables representing the causal factors in the HBN of the UAS
DSRM

# Causal Factor Continuous Variable

6 Proximity to other aircraft Proximity to other
aircraft

9 Failure to comply with airspace speed limits Airspeed

10 Failure to comply with minimum safe altitudes in
congested and non-congested areas

Altitude

12 Failure to comply with ATC clearances and
instructions

Proximity to obstacle

16 Not complying with fuel requirements Fuel on board

18 Not complying with VFR or special VFR weather
minimums

Visibility (VFR-
Cruise)

19 Not complying with VFR/IFR cruising altitude
requirements

Cruising altitude

20 Not complying with minimum IFR altitude requirements Minimum IFR
altitude

26 Not complying with IFR takeoff procedures or
minimums

Visibility (IFR-
takeoff)

27 Flying in RVSM airspace without complying to RVSM
requirements

Vertical separation

28 Not complying with IFR course requirements Diversion from IFR
course
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DSRM. Thus, a review of the UAS DSRM is conducted to identify possible

quantifiable variables underlying the descriptions/definitions of the causal factors

constituting the model. The quantifiable causal factors identified through this

process are then replaced by associated continuous variables in the final model.

The set of continuous variables representing the causal factors that are quanti-

fiable in the final Hybrid Bayesian Network of the UAS DSRM is listed in

Table 6.

Additionally, we consider the hazards identified in the UAS DSRM as con-

tinuous variables. In fact, by defining the hazard nodes as continuous entities we

are able to assess them quantitatively on a predetermined continuous scale. We

believe that the quantitative depiction of individual hazards as the model outcome

is a substantial improvement on the qualitative depiction of hazards that the avi-

ation community is accustomed to.

The Final HBN

All other nodes except the causal factors identified as quantifiable in Table 6 and

the hazards are considered as qualitative, i.e., discrete variables. Using the

notation introduced in Sect. 2.3.3 and in Fig. 2, namely depicting the continuous

variables with ellipses and the discrete variables with rectangles, the Fig. 15

illustrates the final Hybrid Bayesian Network of the UAS DSRM. On this HBN

we apply in the following section the Fuzzy-Bayesian methodology and present

sample results.

In Fig. 16, ‘‘CFXX’’ stands for ‘‘Causal Factor XX’’ and HX.X stands for

Hazard Element X.X from within the HCAS Taxonomy. Note also that the Hybrid

Bayesian Network depicted above preserves the original domain model of Figs. 12

and 13 which identify four functional models. A Bayesian Network can only be

considered complete when the conditional distributions of variables imposed by

the network topology are defined and the BN is fully populated. Clemens [21]

describes a process that outlines a hierarchy of data sources and their usability.

This process indicates an order of preference of data sources for performing risk

analysis about complex engineering systems. According to this hierarchy, if the

data required to perform risk analysis is provided by preexisting data for the same

identical items or components of the system, this preexisting data should be used.

Such a perfect case is rarely encountered in real world situations, especially in new

technology applications. The next best thing is the preexisting data, however, this

time for similar items or components of the systems. If neither of these scenarios is

available, published data on similar systems can be used. Finally, if neither pre-

existing nor published data does not exist, expert knowledge provides a valuable

data source to perform the required analysis.

Due to the emergent nature of the UAS operations, historical hard data that can

be utilized to populate the UAS DSRM in Fig. 16 is at best limited. Considering

this and the proof-of-concept nature proposed safety model, we used synthetic data

to populate the developed UAS DSRM.
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For a detailed discussion the development of the final HBN representing the

UAS DSRM and the classes of synthetic distributions used to populate the hybrid

model, the reader may refer to Oztekin [1].

3.2.3 Application of the Fuzzy-Bayesian Methodology to the UAS DSRM

A review of the existing topology of the Hybrid Bayesian Net of Fig. 16 concludes

that current popular propagation algorithms could not be used to perform exact

inferencing about the UAS DSRM.

Hence, we can use the Fuzzy Bayesian-Methodology developed in this study to

perform probabilistic reasoning on the UAS DSRM and calculate marginal dis-

tributions of various hazard identified as the result of the modeling process.

Within this context, using the proposed propagation algorithms summarized in

Sect. 2, we perform the Type-I and Type-II transformations of the final HBN

illustrated in Fig. 16 and present sample results of the marginal probability

Fig. 16 The final hybrid Bayesian network representing the UAS domain risk model
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distributions of the hazard nodes, which are calculated as the outcome of the UAS

DSRM.

Sample Results

Next, we present sample results of our exact inferencing algorithms for Type-I and
Type-II FBN applied on the UAS DSRM for a selected hazard element. Reiterating

the concept illustrated in Fig. 14, the marginal probability distributions of the 13

hazards identified in the final HBN of the UAS DSRM of Fig. 16 are the outcome

of the application of our research methodology. Therefore, we concentrate solely

on hazard nodes while determining the results of applying the Type-I and Type-II
inferencing algorithms to the UAS DSRM. As the results of Type-I and Type-II
FBN application, we present two sets of marginal distributions for the Hazard

nodes:

• The marginal distributions after the HBN of the UAS DSRM is initiated with

synthetic data. This set of marginal distributions determine a baseline proba-

bility distribution for the hazard variables.

• The marginal distributions of hazards when evidence is introduced to the model.

These marginals could then be compared to the baseline distributions of the

same hazards to reveal the impact of the evidence as an increase or decrease in

the hazard likelihoods.

In the latter case, a set of observations regarding some selected continuous and

discrete variables constitutes evidence, thereby outlining a scenario about the

problem domain modeled by the Bayesian Network. Therefore, for the purposes of

this application, a scenario is simply a collection of variables with known values.

Within the same context, the scenario depicted in Table 7 is used as evidence to

generate associated marginals.

The results of the Type-I and Type-II inferencing on UAS DSRM constitute 26

plots of marginal probability distributions for 13 hazard elements. These results

are provided in [1] and we are going to present them here. However, to elaborate

on the information that these plots provide, the results for the hazard element H1.1

‘‘Aircraft Design Related Hazards’’ are given in Figs. 17 and 18.

Table 7 The set of the causal factors and their values used as the synthetic scenario

CFi Definition Value

CF1 Inadequate preflight training True

CF9 Airspeed 150 kts

CF10 Altitude 3,000 ft

CF14 Failure to follow requirements in designated airspace True

CF16 Remaining fuel on board 40

CF17 Incomplete VFR flight plan information True

CF30 Failure to comply with loss of communication procedures True
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We present, in Fig. 17, the probability distribution of Hazard H1.1 as the result

of the Type-I FBN transformation and inferencing. In the figure, the dotted line

represents the baseline marginal distribution for Hazard H1.1 ‘‘Aircraft Design
Related Hazard’’, whereas the solid line represents the marginal probability dis-

tribution of the hazard after the evidence associated with the scenario outlined in

Table 7 is introduced to the model.

Juxtaposing the baseline and scenario plots of the marginal distributions make it

possible to visualize the relative change in the likelihood of individual hazards. For

example, in Fig. 17, one can observe a shift in the probability density towards a

higher hazard value, which is depicted on a continuous scale [0,10], after the

evidence is introduced to the network as compared to the baseline density for the

same hazard. Thus, we can deduce that the scenario outlined in Table 7 has a

Fig. 17 Marginal probability
density functions of hazard
H1.1 as the result of the
Type-I inferencing

Fig. 18 Marginal probability
density functions of hazard
H1.1 as the result of the
Type-II inferencing
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negative impact on likelihood of occurrence of the individual hazard element H1.1

Aircraft Design Related Hazards.
Furthermore, one can also apply fuzzy transformation on these continuous

probability density functions to determine the membership values associated with

the states of Fuzzy-discrete counterpart hazards. For example, using sample

membership functions for low, medium, and high Fuzzy states defining a Fuzzy

hazard, we can determine the Fuzzy hazard Ĥ1:1 for the baseline and scenario cases

as follows:

Ĥ1:1Baseline ¼ Low ¼ 0:51;Moderate ¼ 0:32;High ¼ 0:17f g
Ĥ1:1 Scenario ¼ Low ¼ 0:23;Moderate ¼ 0:34;High ¼ 0:43f g

These Fuzzy hazard values also verify the shift towards a higher value as the

result of the scenario introduced to the model.

The results for the Type-II inferencing on the UAS DSRM entails two marginal

densities presented in a similar fashion: a marginal density for the hazard asso-

ciated with the Baseline Type-II model and a marginal density determined after

evidence is introduced to the network. The scenario outlined in Table 7 is used as

the evidence.

3.3 A Discussion on Validation

Broadly speaking, any attempt to model a complex system or a real phenomenon

results in an approximation of reality with varying degrees of veracity. Thus, a

study to compare and contrast the results of the model and the reality is generally

considered a important aspect of the modeling methodology. In essence, the RCFF

and the UAS DSRM are decision support tools and, as a general practice, decision

support tools are validated by comparing the results of test runs against preexisting

data or expert judgment. Decision support systems can be validated against known

results as well as against expert knowledge [22].

However, due to the emergent nature of UAS, as far as the information on UAS

related causal factors and hazards are concerned, data on UAS operations is

practically nonexistent. Coupled with our usage of synthetic data to populate the

UAS DSRM, this lack of historical data renders the applicability of quantitative

validation techniques impossible. Therefore, unless populated by real data, including

both actuarial data and expert judgments, any further discussion on validation is

premature. However, we can present a concise argument on the repeatability of the

regulatory-based modeling results presented as the UAS DSRM. A closer look to

the backgrounds of the SMEs whose knowledge has been primarily utilized to

construct the UAS domain safety risk model indicates a rather wide coverage in

terms of expertise in and understanding of the problem domain. We believe this

diversity of experience resulted in a UAS DSRM model with sufficient repre-

sentative power so that the modeling results should be considered repeatable
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provided that a similarly diverse group of SMEs is tasked with the developed

modeling framework.

From our experience with much smaller discrete only BN models of aviation

accidents [22–24], we can foresee that populating the UAS DSRM with real data

will require numerous knowledge elicitation sessions as well as an extensive effort

to collect field data on UAS accidents/incidents. Such a study, which requires time,

resources, and most importantly access to UAS operations, is considered as a

possible avenue of future work to improve upon this study. Additional background

material on the analytical methods used to support the development of the UAS

DSRM are provided in [25–29].

4 Conclusions

It is our hope that this study presents a convincing formal argument on the usefulness

of Fuzzy-Bayesian Networks in understanding and modeling complex uncertainty

associated with real-world applications, such as the emergent UAS operations.

In this study, we concentrate on the problem of inferencing in general Hybrid

Bayesian Networks. In particular, we try to understand and tackle the issues that

exact inferencing in general HBNs faces. Our contributions to the larger research

domain of representation and inferencing in general HBNs are three-fold: theo-

retical, algorithmic and practical. Specifically, our major contributions can be

outlined as follows:

• From a theoretical point of view, we complement classical probability theory

with Fuzzy set theory to develop a hybrid formalism to understand and model

complex uncertainty associated with real-world systems. To that end, we pro-

vide a novel framework to implement a hybrid Fuzzy-Bayesian methodology to

perform exact inferencing in general HBNs where continuous and discrete

variables may appear anywhere within the network topology.

• From an algorithmic perspective, we provide a suite of inferencing algorithms

for general Hybrid Bayesian Networks. In particular, we introduce two trans-

formations for general HBNs to create Type-I and Type-II Fuzzy-Bayesian

Networks and present formal representation techniques and separate inferencing

mechanisms for Type-I and Type-II FBNs.
• Finally, from a practical perspective, we apply our framework, methodology,

and techniques to the task of assessing system safety risk due to the introduction

of emergent UASs into the NAS.
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Sensor Management Problems of Nuclear

Detection

Tamra Carpenter, Jerry Cheng, Fred Roberts and Minge Xie

1 Introduction

Terrorist nuclear attack is a potentially devastating threat to homeland security.

It is increasingly important to have the capability to intercept illicit nuclear

materials entering the country and to monitor for nuclear threats emerging from

within. The effective use of sensors for nuclear and radiological detection

requires choosing the right type of sensor, putting it in the right place and

activating it at the right time. It also involves interpreting the results of sensor

alarms and making decisions that balance various types of risk and uncertainty

based on those results. This article describes a variety of approaches to sensor

management for nuclear detection that revolve around formulating the related

problems using precise mathematical language and then developing tools of the

mathematical sciences to solve them. It emphasizes a variety of approaches to

sensor management in a multi-institution project on nuclear detection, which is

based at Rutgers University and includes Princeton University and Texas State

University-San Marcos.

The nuclear and radiological materials whose detection is of particular concern

are radiation dispersion devices (RDDs)—more commonly known as dirty

bombs—and special nuclear materials (particularly highly enriched uranium and
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weapons-grade plutonium) that could provide the fissile material for a nuclear

weapon. Throughout this chapter, we will use the generic term ‘‘nuclear detection’’

to include detection of any radiation-emitting material of concern. RDDs could

potentially contain a number of different radionuclides, some of which are used

commercially, so the RDD threat is less specific than special nuclear materials and

harder to differentiate from benign sources of radiation such as those from medical

procedures or naturally occurring radioactive materials like the clay found in

pottery and kitty litter. The need to distinguish true threats from commonly

occurring benign sources and background sources of radiation is a particular

challenge in nuclear detection [24].

Nuclear detection arises in a variety of different contexts that pose overlapping,

but sometimes quite different, research challenges. This chapter aims to provide an

overview of several problems arising in the following settings for nuclear and

radiological detection:

Border crossings: At borders, vehicles move through radiation portal monitors

(RPMs) that provide passive, non-intrusive screening for the presence of nuclear

and radiological materials. In this setting, we have brief contact with all entering

vehicles and can detain them for further inspection when alarms occur. Here,

the emphasis is on preventing nuclear materials from entering the country, so

detection is the main priority and false alarms are tolerated as a natural con-

sequence [24]. Typically, inspection at borders is a layered process and all

alarming vehicles are subject to further scrutiny in subsequent layers which can

include passing the vehicle through another RPM, screening with handheld

radioactive isotope identification devices (RIIDs), or manual inspection of the

vehicle. Each progressive level of scrutiny introduces additional delay and

inspection cost. Since all RPM alarms are followed with further inspection, new

methods can potentially reduce false alarm rates through enhanced analysis of

sensor data at each layer and by optimizing the choice of which inspection to

perform next.

Ports of entry: At seaports and other ports of entry, we have huge numbers

of shipping containers that must be screened, and this must be done in a way

that mitigates risk without introducing excessive delays and the ensuing dis-

ruptions to commerce. As at borders, we have a layered inspection process that

includes passive radiation monitoring and manual inspection of containers, but

we also have more stringent testing capabilities using gamma radiography, as

well as pre-port information on arriving ships and the cargo they contain. As

containers arrive, we must decide which containers to inspect more carefully,

and we need to do this without causing excessive disruption to port operations.

For a particular detection technology, we have to identify the best method for

assessing the risk of a container and perhaps the sequence of screening tests to

apply.

Special events: At special events such as a major concert in a city park, a

political rally, or a large festival or parade, there may be no existing infra-

structure and possibly no restricted points of entry. In such cases, there is a need

to locate a system of sensors to provide maximal protection. Here, we can

300 T. Carpenter et al.



consider the development of methods to determine where to locate sensors so as

to optimize detection, as well as routing strategies to efficiently patrol an area or

venue.

Urban settings: Major metropolitan areas present attractive targets, but cover

large geographic areas that may be difficult to monitor and/or patrol. They present

many of the same challenges as special events, but on a grander scale—both in

terms of geographic area and duration. Here we discuss methods to use either

stationary or moving detectors (e.g., in vehicles) with fixed or random routes. At

special events and in urban settings, radiological sources may be contained within

moving vehicles or carried by people, introducing the added challenges of

detecting devices and materials in transit, typically without the ability to choose

whom to screen. If an event is detected, there will be a delay while response

measures are enacted and this introduces the problem of identifying and tracking

the source vehicle or person.

This chapter describes a variety of approaches to sensor management in a multi-

institution project on nuclear detection, which is based at Rutgers University and

supported by the US Department of Homeland Security Domestic Nuclear

Detection Office in collaboration with the US National Science Foundation. The

chapter provides an overview and summary of the project. In so doing, it touches

on four themes that have emerged as the areas of greatest emphasis in the project:

(1) methods to exploit data from radiation sensors and shipping manifests for

classification and decision making; (2) ways to optimize sequential decisions in

layered inspection processes; (3) detection using a fleet of mobile radiation sen-

sors; and (4) data sampling strategies for nuclear detection.

2 Analysis of Manifest and Sensor Data

Detection of nuclear materials entering the US currently relies on two important

sources of data. One is the radiation sensors that are deployed at all major border

crossings and ports of entry to scan containers entering the US, and the other is

documents submitted to US Customs and Border Protection (CBP) prior to a

shipping container entering the US. Challenges in our project have included

obtaining and understanding the information that these sources provide;

identifying how we might make greater use of these data throughout the inspection

process; and building models to support enhanced decision making based on

these data.

2.1 Manifest Data

Customs information is collected at overseas points of embarkation using a variety

of custom forms, including a ship’s manifest and bill of lading. Recently, there has
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been increasing emphasis by US CBP on improving the quality of customs data

resulting in new, more stringent requirements that accurate manifest information

be submitted at least 24 hours before cargo is loaded onto a US-bound vessel. Prior

to arrival at US ports, CBP does screening based on such data to determine

whether the shipment poses a risk. Identifying mislabeled or anomalous shipments

through scrutiny of manifest data is one step in a multi-layer inspection process for

containers arriving at ports [58]. Enhancing capabilities to extract information

from such data may prove useful in screening for radioactive and nuclear

materials.

Early in 2008, we obtained manifest data that provides information on cargo

entering US ports over several days. The raw data include over 30,000 records,

which were parsed to create a database for use by various teams on our project.

Each manifest contains 120 attributes that include information about the shipper,

consignee, notify party, and the shipment itself. Shipment data include size,

weight, export codes (for hazardous materials, products covered by tariffs, etc.),

and a physical description of the cargo manually entered by an inspector. Some of

the manifest information is contained in free-form text while the rest is categorical

or numeric. It is our observation that there is considerable leeway in the level of

information provided, as well as little structure or commonality in the text fields.

These issues present challenges and introduce uncertainty that must be dealt with

when using this data for screening.

As noted in Wein et al. [58], the Automated Targeting System (ATS) of US

CBP is already using manifest information to classify containers as being either

‘‘trusted’’ or ‘‘untrusted’’, but it may have difficulty in correctly classifying a

container transporting nuclear material via a trusted shipper. The work of McLay

et al. [41] suggests that effective prescreening, such as that based on manifest data,

can be an important component of cargo screening when there are limited

screening resources.

The Canada Border Services Agency (CBSA) is also using information avail-

able in shipping documents to classify containers according to risk [30] and to

improve their inspection process [29]. Like the US CBP, CBSA has an automated

system that assigns risk scores to indicate the likelihood that a container entering

the country has undesirable contents. In recent work, Hoshino et al. [30] have

looked for ways to improve the existing system by explicitly taking into account

the facts that (1) the problem is inherently unbalanced with only a very small

fraction (roughly 2%) of containers being deemed dangerous; and (2) the likeli-

hood of finding a dangerous container seems to vary with time. To deal with these

issues they propose a two-stage approach that first fits a baseline classifier without

considering time and then applies a time adjustment factor that results in sub-

stantially improved performance. In other work [29], Hoshino and CBSA col-

leagues have developed user-friendly classification methods to predict the

presence of fumigants to reduce the time and expense of chemical testing of every

marine container referred for further inspection.
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Our project includes several studies that leverage classification algorithms and

apply them in the context of shipping manifest data. We describe some relevant

activities in the remainder of this subsection.

Bayesian Binary Regression: Our project is leveraging anomaly detection

methods developed for the intelligence community to look for anomalies and

general trends in manifest data. We have begun applying Bayesian LASSO

logistic regression using the Bayesian binary regression (BBR) software devel-

oped at DIMACS [25, 40] to help analyze manifest data. In particular, we used

the following logistic regression model to analyze and discover the potential

associations between the risk status (Y) and the origination/destination and

contents of the cargo, as well as the history of the shipping company, etc.

(covariates X’s):

log
PðYi ¼ 1Þ

1� PðYi ¼ 1Þ

� �

¼
X

m

j¼1

ajXi;j:

In this model, Yi = 1 if the ith container is selected for further inspection and

Yi = 0 if it is not. The Xi,j’s represent the values of covariates, as well as

possible interactions among covariates, associated with the ith container.

Bayesian logistic regression finds the maximum a posteriori (MAP) estimate of

the parameter vector a = (a1,…, am)
t under a Laplace prior distribution. This

approach can effectively deal with the large number of covariates/fields extracted

from manifest data, as well as the sparsity of the data. From the manifest data,

we identify the covariates and interactions among them with statistical signifi-

cance. This information can help us build a predictive model to assign risk

scores to incoming containers.

The response variable of risk status is not available in the manifest data.

Nevertheless, we performed a variety of simulation studies based on the manifest

data to determine the effectiveness of Bayesian LASSO regression and the BBR

software in such an application. Specifically, we selected a small set of covariates

from the manifest data (such as port of origin, cargo contents, etc.) and hypoth-

esized a regression relationship between the risk status and the selected set of

covariates. We assumed this relationship to be the ‘‘true’’ model and based on this

assumed relationship, we simulated the risk status (Y) for each container. Now,

pretending that we did not know the assumed relationship, we applied the BBR

algorithm and LASSO regression using the simulated risk status and all covariates

associated with the containers from the manifest data. Most of the time, the BBR

and LASSO regression could identify the selected set of covariates as significant

contributors to container risk status, and the predicted risk scores were consistent

with simulated risk score from the assumed ‘‘true’’ model [8]. This suggests that

the proposed logistic model/BBR approach could indeed provide an effective tool

for processing information in the manifest data.

Higher-order Naïve Bayes: In another area of research, project member Bill

Pottenger and his students are applying a higher-order na Bayes (HONB) algo-

rithm [21] to classify shipments in the manifest data using the hazardous material
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export code as the class. In theoretical work, they are developing a novel approach

to learning that exploits relationships between attribute/feature values across dif-

ferent shipment manifests. In empirical work, they are selecting nominal classes

within the manifest data that result in the most useful models.

The underlying assumption in many traditional machine-learning algorithms is

that the instances are independent and identically distributed (i.i.d.). Such models

are called ‘‘first-order’’ because in general they only leverage relationships

between attributes within instances (e.g., co-occurrence relationships), and do not

leverage connections that link attributes from different instances. These critical

independence assumptions that are made in traditional machine-learning algo-

rithms prevent them from going beyond instance boundaries to exploit latent

‘‘higher-order’’ relations between instances. Work in our project moves beyond

instance boundaries to exploit the latent information captured in higher-order

co-occurrence paths between instances within a dataset. The algorithms being

developed leverage implicit co-occurrence relationships between attributes in

different instances or manifests. Pottenger and his team believe that algorithms

leveraging higher-order associations between different attributes of each shipment

will allow for more precise identification of anomalous shipment data, especially

when such algorithms are part of an online learning environment. The related work

in the project assumes that descriptions of products such as ‘‘IKEA home fur-

nishings’’ will be more likely to match with certain container types or ports of

departure than will other products; thus, anomalies may be discoverable in man-

ifests that do not observe similar associations. Higher-order na Bayes is especially

useful considering the online nature of the manifest data, which implies sparsity

during initial model learning.

Results obtained on benchmark corpora [23] show that higher-order na Bayes

generates more accurate models on sparse data than first-order na Bayes classifiers,

especially with small training sets. Extensive experiments on several data sets

from different domains support this conclusion. However, it remains to be deter-

mined work whether the classification models point to anomalous shipments that

would be identified as ‘‘high risk cargo’’ by inspection domain experts.

2.2 Radiation Sensor Data

Detecting nuclear materials at borders and seaports relies on data from the radi-

ation portal monitors that are deployed at all major ports to scan vehicles and

containers entering the country [24]. At present, there are roughly 1,100 radiation

portal monitors installed and they inspect approximately 90% of the containers and

vehicles entering the country [55]. Much of the nation’s commercial life depends

on the contents of these containers that are carried on the roughly 57,000 trucks,

2,500 aircraft, and 580 sea vessels entering the US each day. Given this volume of

cargo, there are two competing priorities in inspection: (1) to process cargo

quickly so as not to cause congestion and resulting disruptions to commerce, and
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(2) to prevent entry of any illicit nuclear or radiological material. To meet these

dual objectives, CBP has adopted a multi-layer approach for inspection, which

consists of a ‘‘routine’’ inspection followed by a more stringent inspection of

containers that were identified as suspicious during the routine inspection. Wein

et al. [58] describe the current layered approach and consider how to optimize an

11-layer security system that includes shipper certification, container seals, the

ATS system, passive and active radiation testing, and manual inspection to

improve detection. Our project is developing approaches for making decisions

during routine screening.

Statistical Learning: As trucks at border crossings move though portal radiation

sensors, the portal captures the energy spectrum every tenth of a second across a

range of channels going from low frequency to high frequency. It can be 256

channels or coarser bands consisting of frequency counts in only 5 non-overlapping,

exhaustive bands corresponding to channels 0–5, 6–10, 11–40, 21–80 and 81–256,

respectively [33]. Project member Siddhartha Dalal formulated a Bayesian learning

approach for modeling the energy emitted by an unknown source and classifying it

as belonging to one of K defined classes [12]. These classes would include radio-

active materials of high concern, such as high energy Uranium, depleted Uranium,

Plutonium, Cobalt-57, and Barium-133, as well as benign materials that may be

sources of emission such as medical waste or kitty litter.

Denote by Z = (R1,…,R5) the observed radiation counts in the five non-over-

lapping channels from the training set of the portal radiation sensors data. Dalal

and Han [12] assumed that the total count N = R1 ? R2 ? _ ? R5 given a class

C = c, c = 1, 2,…,K, follows a Poisson distribution. Furthermore, they assumed

that, given total count N = n in class C = c, the observed radiation counts

Z = (R1,…, R5) follows a multinomial distribution. Based on these Poisson pro-

cess and multinomial models—both of which are conventional assumptions for

this type of count data—they were able to derive the following classification rule

from Bayes formula:

P C ¼ cjZ ¼ r1; . . .; r5ð Þf g / P N ¼ njC ¼ cf g
P R1 ¼ r1; . . .; R5 ¼ r5Þ jN ¼ n;C ¼ cf gP C ¼ cf g:

Here, (r1,….,r5) are observed radiation counts in class c in the training data,

n = r1 ? r2 + _ ? r5 and P{C = c} can be estimated by the fraction of con-

tainers of class c in the training set.

This classification model can be used to develop a scoring model that assigns a

risk score to each new container. A potential risk scoring model [7] could be

s� ¼
X

acP C ¼ cjZ� ¼ r�1 ; . . .; r
�
5

� �� �

;

where: (r1*,…, r5*) is the radiation sensor reading of a new container; ac is the

average risk score of the class c computed from the training data and classification

model; and the sum
P

is over all c = 1,…, K classes. We can use this predictive

model to assign a risk score to each incoming container. This will give us a
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likelihood that the new container has nuclear or illicit material so further inves-

tigation can be conducted accordingly.

Machine Learning: In a second study using radiation sensor data, project

members Bill Pottenger, Jason Perry, Christopher Janneck and Christie Nelson

applied machine learning techniques to analyze gamma-ray spectra generated by

CZT-based handheld detectors to see whether they could distinguish non-threat

sources of radiation from possible threat materials. One way to cast this problem as

a machine learning problem is to train a set of classifiers to identify the presence of

any gamma-emitting radioisotopes from a predetermined library, as above.

However, another approach may be necessary to build a robust real-world solution

for distinguishing threat-from non-threat isotopes. For instance, in security

applications, very specific types of accuracy may yield practical advantages for

reducing false alarms. One example would be a mechanism to provide a very high

confidence level in detecting known non-threat isotopes such as Technetium-99m

(Tc99m)—the most common medical isotope and one which would generally not

present a threat. A system to accurately discern Tc99m as the radiation source

could safely indicate when no further inquiry is necessary. At the same time, the

system must be sensitive to a wide variety of other known and unknown radio-

isotopes, so that no potential sources of threat are missed. These, in turn, must be

distinguished from fluctuations in the natural radioactive background, in order to

minimize false alarms. This requires both an optimal framing of the machine

learning problem and a very finely tuned classification system which takes

advantage of all available data.

In initial investigations using data obtained from a CZT-based hand held

detector, Perry [46] formulated a three-class classification problem with classes

corresponding to: (1) presence of Tc99m; (2) presence of other known and

unknown isotopes; and (3) all natural background radiation conditions. Using

Support Vector Machines (SVMs) for classification, his experiments showed that

the single-isotope Tc99m class is distinguishable from the other classes of isotopes

with near-perfect accuracy. However, separating the class with all other isotopes

from the normal background noise and detector anomalies is much more difficult

and requires further study.

Statistical Change Detection and Identification: Project members Savas

Dayanik, Warren Powell and Kazutoshi Yamazaki have developed new online

statistical change detection and identification rules to identify pattern changes in

sensor readings that indicate the presence of either hazardous materials or a

malfunctioning of the sensor [15, 47]. We envision these procedures operating in

real time as vehicles or containers are scanned through portals or other sensing

devices. The algorithms are designed to make diagnoses within a prescribed low

level of false alarms and to work with sensing devices that have only a small

amount of associated computational capability. In general, the method models a

set of potential ‘‘disruptions’’ that include a variety of sensor failure modes and

detection events corresponding to detection of different materials. The methods

analyze sensor readings and both determine when to sound an alarm and identify

the suspected alarm trigger (i.e., the failure mode or material detected).
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A typical change detection and identification rule consists of a pair of an alarm

delay (the difference between the time that some disruption first occurs and the

time that the algorithm declares an alarm) and a diagnosis rule. Because obser-

vations are collected sequentially over time, optimal rules are typically the solu-

tions of a dynamic program in a Bayesian framework [13, 14]. Unfortunately,

optimal solutions are often not in closed form, and due to the curse of dimen-

sionality of state space, their numerical implementations require large computing

power and memory. Therefore, a classical dynamic programming approach to the

change detection and identification problem does not easily lead to online optimal

rules that can be run on devices with limited associated computational capability.

However, it is possible to develop simple nearly optimal decision rules by com-

bining dynamic programming and renewal theory for stochastic processes, which

is the methodology adopted by Dayanik et al. [15].

Their methods [15, 60] seek to find an alarm time and an identification rule such

that the decision risk associated with any potential ‘‘disruption’’ is below a

specified threshold (which is an adjustable model parameter) and the detection

delay is minimized. The specific types of risk considered include the risk asso-

ciated with a real nuclear event whose detection is missed or delayed, risks from

investigating false alarms, and misdiagnoses of detected real disruptions. Precise

solution of this problem would require solving a constrained stochastic optimi-

zation problem to find a rule that would concurrently minimize for each of the

potential disruptions, and it is unclear whether this would even have a solution.

Therefore, Dayanik et al. [15] studied the optimal asymptotic performance as the

bounds on allowable decision risk converge to zero. Results show that, for small

allowable decision risk, the minimum expected detection delay over all admissible

rules can be attained by a common admissible rule that can exploit recursive

equations to minimize the need for computational power that may be lacking with

small sensing devices. The result is a simple, computable policy that determines

when a signal change has occurred and determines the cause of the change (i.e., the

sensor failure mode or material detected) in the presence of noisy readings from

sensors that may fail due to aging or operational stress. This policy closely

approximates an optimal policy [60], but is much easier to compute, potentially

allowing it to be used in real time.

2.3 Combining Data Sources

Together, sensor data and manifest data provide terabytes of data on millions of

containers and their contents. While methods have emerged to analyze each set of

data separately (including the methods that we have described), efforts to combine

these data for more powerful capabilities for detecting illicit nuclear material are

still relatively new. Methods for combining such data hold the promise of con-

siderable improvement in detection. Recently, we obtained an additional month of

manifest data that are coordinated with radiation detection data that we also hope
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to attain. Such data—linking radiation sources, manifest data, and radiation portal

readings—would be used to provide a rich source of training data for building a

classifier for specific ports of entry. Our future work will study how to combine

manifest data with sensor data in our statistical and machine learning methods. For

instance, we will study how to compare materials claimed on the manifest with

those identified in classification using radiation sensor data to identify potential

anomalies. In addition, we will investigate how we can use manifest information to

inform the classification task itself in order to improve accuracy. For instance, such

methods could include information from the manifest to determine which materials

to consider when defining the K classes in Dalal and Han’s model [12]. Our aim is

to use these combined methods for more powerful decision-making capabilities

during the routine screening process, enabling us to more definitively identify

suspicious containers and reduce delay of benign containers. Along these lines,

researchers at Lawrence Livermore National Laboratory [37] have developed a

Context-Aware Nuclear Evaluation System (CANES), which combines data from

multiple types of sensors (such as RPMs and RIIDs) with context data that

includes information on distance from source and type of conveyance and applies

machine-learning algorithms for threat assessment.

3 Optimizing Sequential Decision-Making Strategies

for Inspection

In addition to analyzing the sensor data itself, another aspect of sensor manage-

ment is deciding which test to apply to incoming cargo and in which order to apply

them in light of practical considerations such as budgets on inspection time and/or

cost. To date, several researchers have studied paradigms for modeling and opti-

mizing container inspection at ports [1, 5, 11, 19, 38, 39, 49, 53, 58]. Rather than

focusing on making a decision based on given sets of data (as in Sect. 2), the

emphasis here is on determining the sequence of tests to apply to optimize the

inspection process.

At ports of entry, we envision a stream of entities arriving for inspection and a

decision maker having to decide how to inspect each one. This includes deciding

which to subject to further inspection and which to pass through with only minimal

levels of inspection. Viewed this way, the process becomes a sequential decision-

making problem. Sequential decision making is an old subject, but one that has

become increasingly important as traditional methods for making sequential

decisions fail to keep pace with problem scale. Enumerative algorithms for

optimizing port-of-entry inspection rapidly come up against the combinatorial

explosion caused by the many possible alternative inspection strategies. Moreover,

methods must incorporate practical considerations—such as sensor error—which

introduce uncertainty into the models. Work on these topics is being conducted as

part of several other projects that are closely aligned with ours and have some
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overlapping participants. In particular there was another nuclear detection project

based at Rutgers and led by Endre Boros and Paul Kantor, and there have been

several projects on port-of-entry inspection also based at Rutgers. These projects

have developed approaches that bring into the analysis many of the complica-

tions—such as sensor error—that arise from practical considerations.

In the port-of-entry inspection projects (see [5] for an overview), the project

teams have built on the initial approach to the port-of-entry inspection problem

taken by Stroud and Saeger [53], who studied a case that involved different

potential tests (we will call them sensors) for deciding whether a cargo contains

illicit material. Four such tests currently in use are evaluation of ships manifests,

passive radiation signatures, radiographic images, and induced fission. All of the

tests have costs associated with them, including the cost of a reading indicating

illicit material when there is none (a false positive), the cost of a reading

indicating there is no illicit material when there is (a false negative), time costs

of using the sensor, delay costs of waiting for the sensor, and fixed cost of

equipment, labor, etc. For each sensor the readings for cargo containing illicit

material (positives) and readings for cargo not containing illicit material

(negatives) are random variables. The model Stroud and Saeger created assigns

an output of 0 (absence of illicit material) or 1 (presence of illicit material) for

each sensor and defined cost using some of the above costs. In general, n sensors

will yield a string (vector) of 0’s and 1’s of length n, and can be modeled with a

binary decision tree (BDT). Stroud and Saeger developed enumerative methods

to find the binary decision tree of sensors that would minimize total cost of

inspection. The problem becomes intractable already for n = 4 if one relies on

brute force methods since the number of possible trees expands rapidly, but

Stroud and Saeger were able to extend their method to n = 4 by making some

assumptions about the types of decision functions captured by the BDT.

However, their method is not feasible for higher values of n.
The project teams built on this initial approach, making the models and algo-

rithms better suited to address inspection issues that might arise in practice.

For instance, the heuristics developed will need to be able to scale up to perhaps

20 or more sensors. Furthermore, there are several interdependent aspects of port-

of-entry inspection that need to be explored in tandem [5]. Some of them are:

• Developing simulation models of inspection stations as one part of an operating

port. These models can be used to assess the efficiency and effectiveness of

security field operations, aid decision makers in quantifying the tradeoff

between security goals and their attendant costs, provide feedback for devising

improved operations, as well as to provide estimates for some of the cost

parameters (such as delays) used in some of the optimization models.

• Studying the sensitivity of optimal and near-optimal trees to the input param-

eters [1]. As input parameters such as the costs of false positives and false

negatives, the costs of delays, etc., are estimated with more or less accuracy,

one wants solutions whose sensitivity to changes in these parameters is known

and tolerable. Team studies led by Saket Anand et al. [1] show that the optimal
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inspection strategy is remarkably insensitive to variations in the parameters

needed to apply the Stroud-Saeger method. An important research challenge is

to understand why.

• Developing new computational approaches that are inexpensive, scalable, and

able to incorporate various cost factors with enough flexibility to include future

technologies. Such approaches are based on efficient search heuristics [5, 38, 39],

linear programming [6], and dynamic programming [26] and are now able to

address problems involving many more sensors in very little time. In related

research, Concho and Ramirez-Marquez [11, 49] have used evolutionary algo-

rithms to optimize a decision tree formulation of the inspection process. Their

approach is based on the assumption that readings rj by the jth sensor are normally

distributed, with a different distribution depending on whether the container in

question is ‘‘bad’’ or ‘‘good.’’ Thresholds tj are used to determine outcomes of

inspections, with a container declared suspicious by the jth sensor if rj[ tj. Here,
the cost function used depends upon the number of sensors used and the cost of

opening a container for manual inspection if needed, but does not take into

account the cost of false positives or false negatives, which is a key feature of the

work in Stroud and Saeger [53], Anand et al. [1], andMadigan et al. [38] and [39].

• Investigating the optimum threshold levels for sensor alarms so as to minimize

overall cost as well as minimize the probability of not detecting hazardous

material [1, 5, 19, 38, 39]. Zhu et al. [61], in work extending that of Elsayed

et al. [19], consider sensor measurement error independently from the natural

variation in the container attribute values. They model situations when mea-

surement errors exist (and are embedded) in the readings obtained by the

inspection devices and use a threshold model to identify containers at risk for

misclassification. They study optimization of container inspection policies if

repeated inspection of at-risk containers is part of the process.

• Exploring use of sensors with many possible output categories. Boros, Kantor

and colleagues. [6], in a parallel nuclear detection project, used a large-scale

linear programming model approach and considered more container classifi-

cations than just the bad or good. They demonstrated the value of a mixed

strategy applied to a fraction of the containers. They then added budget con-

straints to the problem in Goldberg et al. [24].

Several other authors have also considered ways to optimize and improve

layered screening systems that include some of the above aspects. Wein et al. [58]

consider several of the above issues in a detailed study on how to optimize the

inspection strategy for detecting nuclear weapons (or their building blocks) at

ports. In so doing, they develop operational models and make specific recom-

mendations on which key uncertainties are most important to resolve, how to

improve the existing screening process, as well as how to most effectively utilize

new technologies. McLay et al. [41] develop a linear programming model for

screening cargo for nuclear materials at ports of entry. Their approach defines a

framework for determining alarms when there are limited screening resources.

Jacobson et al. [31] look at baggage screening at airports and compare 100%
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screening with one type of screening device with screening with a second device

when the first device says a bag is suspicious. They calculate costs and benefits of

the two methods.

4 Managing Static and Mobile Sensors

In some cases, such as ports and border crossings, entering vehicles are funneled

through checkpoints that provide natural locations for radiation sensors. Even in

these cases, practical considerations arise because of differing sensor operating

characteristics—different sensors have different capacities for inspection over a

given time and vary in cost and performance. Wein et al. [57] consider the spatial

location of radiation portal monitors at overseas ports to improve detection (which

depends on scan time) without creating bottlenecks that would create excessive

congestion in the port. Jacobson et al. [32] consider the problem of deployment of

baggage screening devices at airports, formulating it as an integer programming

problem that takes into account various practical complications.

In less structured settings, such as urban environments, desirable locations are

less obvious and need to be determined in other ways. In our project we have

explored two different scenarios. The first is a variant of more traditional static

sensor location problems that require locating sensors to respond to a set of

uncertain events. In this case, we assume that we are placing sensors in a set of

fixed locations to minimize the risk of missing a threat. Typically, an implicit

assumption is that locations for these sensors must be chosen judiciously because

they are too expensive to locate ‘‘densely’’ over the area to be covered. In this way,

sensor placement problems are closely related to well-studied facility location

problems in the optimization literature [34, 35, 42]. However, the sensor place-

ment problem has sources of uncertainty that are not part of the traditional facility

location problem. In sensor placement, it makes sense to consider environments

where events to be monitored occur with low probability. Thus, the locations that

we need to ‘‘cover’’ have considerable uncertainty yielding stochastic versions of

more traditional problems. These stochastic variants appear to be significantly

more complex and are not yet well-studied.

Dimitrov et al. [18] locate sensors along a transportation network using a sto-

chastic interdiction model. Here the scenario is that a smuggler needs to get from a

given origin to a given destination in the network and the ‘‘interdictor’’ needs to

locate sensors to minimize the probability that the smuggler can reach the desti-

nation without detection. They envision this problem arising in border protection.

Another complication that arises in sensor networks is sensor error. Neidhardt et al.

[43] consider optimizing the positioning of error-prone sensors to monitor an area.

Their placement strategy seeks to reduce error by having areas ‘‘covered’’ by

multiple sensors in an ‘‘equitable’’ fashion through use of a minimax objective.

Wein and Atkinson [54], Atkinson and Wein [2] and Atkinson et al. [3] develop

a detection-interdiction model to assess the efficacy of deploying a ring of sensors
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to protect an urban area from attack with various types of nuclear devices. Their

models assume that an adversary is attempting to drive an already-assembled

nuclear device into an urban area to maximize expected damage, while a defender

combines use of a ring of radiation sensors and a fleet of interdiction vehicles to

prevent penetration into the city. Their studies consider sensor errors resulting in

missed detections and false alarms that occupy interdiction vehicles.

The second scenario that we explore in our project assumes that sensors are

cheap and mobile. Under this basic paradigm, we examine the utility of locating

sensors on vehicles such as taxis and police cars in an urban setting. Here the

problem is no longer locating sensors; it is developing the statistical capabilities to

reconcile readings from multiple sensors that are moving and may be prone to

errors. Our project to date has emphasized this second scenario [9, 10], with a

focus on managing a ‘‘fleet’’ of mobile sensors. We are examining the viability of

fleet-based sensing and addressing related statistical challenges in detection.

Hochbaum and Fishbain [27, 28] have considered a similar fleet-based surveillance

scenario, while Neidhardt et al. [43] have considered a two-level sensing system

that includes a static network of sensors augmented with a mobile pool of

opportunistic sensors, such as those on cell phones.

4.1 Opportunistic Surveillance with Mobile Sensors

We envision ‘‘opportunistic sensing’’ as one possible paradigm for sensing with

vehicles. In this case, we imagine vehicles (whether taxis, police cars, or some

other ‘‘fleet’’) that contain radiation sensors, but their movement is determined by

activities other than surveillance, such as routine taxi pickups or police patrolling.

This paradigm features a network of mobile sensors operating relatively inde-

pendently to provide surveillance of an area as an artifact of movement in

performing other duties. Such networks can operate in tandem with smaller,

more carefully designed, static networks to provide additional coverage and

corroboration of alarms (such as in Neidhardt et al. [43]), or they can operate

independently.

To illustrate the concept, we envision installing small radiation detection

devices, communication capabilities (through cellular networks) and global posi-

tioning systems (GPS) in taxis, police vehicles, fire trucks, and/or public transit

vehicles to provide surveillance in major urban areas. Such networks aim to

leverage technological advances in sensors and positioning systems, miniaturiza-

tion of devices for sensing and communication, and the pervasiveness of human

activity in dense urban areas. Recent advances have made communication infra-

structure nearly ubiquitous, while detection devices and positioning systems have

become both economical and portable. Thus, large-scale deployment of a mobile

sensor network is becoming feasible and affordable. The New York City police

department is already using small sensors in vehicles and on officers [36, 51]

for radiological detection. The idea of using massive networks of mobile sensors
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has been adopted and tested by the Radiation Laboratory at Purdue University,

where they use a network of cell phones with GPS capabilities to detect and track

radiation [48].

The movement and extensive coverage afforded by sensors in taxis is appealing

because it could provide pervasive surveillance in dense urban areas, while devices

placed on emergency response vehicles or police cars could offer greater control to

investigate suspicious regions and allow the possibility of including more powerful

(and expensive) sensing capabilities on some vehicles. When vehicles equipped

with sensors move within a certain range of a nuclear source, the radiation energy

from the source will trigger the sensing devices to send an alarm notification and a

GPS position to a central command center over a wireless network. This basic

sensing paradigm has many attractive features. First, the random movement and

extensive coverage of the vehicles provides constant surveillance for nuclear

materials. Second, the mobile sensors do not need to be of high accuracy, since the

failure of a small portion of them will not significantly hamper the effectiveness of

surveillance coverage because of the sensors’ random movements. Next, the

movements of the sensors will (in most cases) be difficult to predict by an

adversary, and because of the number of sensors, difficult to tamper with. Finally,

because the sensors are mounted on vehicles, there are fewer size constraints and

power consumption requirements.

Such amobile sensor networkwould likely be supplemented by stationary sensors

to cover locations with sparse traffic, such as a large park in the city. The methods we

have developed can easily be envisioned for suchmixed networks by simply viewing

the stationary sensors as parked vehicles. While our algorithms can be readily

adapted to a variety of settings, we work under the following basic assumptions:

• Nuclear sensors and Global Position System (GPS) tracking devices are

installed on a large number of vehicles.

• The sensors and GPS devices constantly send detection and location informa-

tion to a central surveillance center.

• Real-time tracking signals can be geolocated on a map of the area under

surveillance.

• Real-time analysis is done at the surveillance center using sophisticated sta-

tistical algorithms to identify potential locations of nuclear sources that appear

as clusters of positive sensor readings.

Because sensors are not always 100% accurate, there will potentially be false

alarms and missed detections. Statistical methodologies have proven to be

effective tools for detecting true signals against random errors. Thus, a challenge

that we began to address early in the project was that of processing sensor

network information to identify ‘‘positive clusters’’ among the sensor signals that

are not due to either random chance or known background sources. Multi-cluster

spatial classification methods are ideal for such tasks. Our research has explored

two innovative multiple spatial clustering methods. The first method (due to

Demattei et al. [16, 17]) is based on data transformation and a step regression

model. It provides a formal statistical test of significance against background
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noise based on the premise that points within a ‘‘cluster’’ should be spatially

closer to each other than positive signals outside the cluster that are due to

random chance/error. The second approach is based on the recent Ph.D. thesis of

Lynette Sun [52]. By mimicking the process of typical sample data generation,

Sun [52] and Xie et al. [59] developed an intuitive procedure that introduces a

latent modeling structure and uses formal likelihood inference to detect multiple

clusters occurring simultaneously within a defined region or time window. They

apply model selection techniques to determine the number of clusters, and

develop likelihood inference and Expectation Maximization/Markov Chain

Monte Carlo algorithms to estimate model parameters, detect clusters and

identify cluster locations. Their new method differs from the classical scan

statistic in that it can simultaneously detect multiple clusters of varying sizes.

This work is readily applicable to identifying clusters of vehicles with ‘‘positive’’

sensor readings for radiation.

This latent model approach was adapted by team members Jerry Cheng and

Minge Xie to the context of nuclear surveillance. The method is flexible and able

to accommodate a variety of extensions that make it well suited to the nuclear

detection problem. The key idea is to use statistical notions of clustering, where a

‘‘cluster’’ involves an unusually large number of events/alarms clumping within

a small region of time, space, or locations in a contiguous sequence (suggesting a

moving source). Our methods are using modified versions of the traditional sta-

tistical method using scan statistics. The idea is to scan the entire study area and

try to locate region(s) with unusually high likelihood of incidence. For example,

one would use the maximum number of cases in a fixed-size moving window or

identify the diameter of the smallest window that contains a fixed number of cases.

Early work in our project demonstrated the applicability of this method to

detecting clusters of positive radiation sensor readings from taxis. Cheng and Xie

also performed simulations for both spatial classification methods under scenarios

that include stationary and moving sources. Results of these preliminary simula-

tions suggested that the proposed approach can effectively filter noise and back-

ground radiation sources to detect nuclear materials placed in a metropolitan area.

For some details of the approach, see Cheng et al. [9].

In the first phase of our project, we emphasized use of taxis in radiation

detection. Our subsequent discussions with law enforcement suggested reluctance

to depend on the private sector (e.g., taxis) in surveillance. As the project pro-

gressed, our emphasis therefore shifted from considering taxis as the primary type

of sensing vehicle to police cars or a combination of taxis and police cars. This

concept employs the police vehicles in a manner similar to our initial ideas about

taxis, but it explores use of smaller fleets, with possibly less random movement,

and perhaps higher-quality sensing equipment. A central focus of more recent

work has been to compare taxi-based ‘‘coverage’’ to police car ‘‘coverage’’

through simulation studies. This line of investigation aims to determine how many

police cars might be enough to get sufficient ‘‘coverage’’ of a region when the

police cars contain sensing devices but, as with taxis, their movement is directed

toward normal police activity, not radiation detection.
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As part of our efforts, project members Jerry Cheng, Fred Roberts, and Minge

Xie applied statistical power analysis to determine the number of vehicles required

to provide adequate coverage for surveillance of a given network [9]. They

developed a model and carried out a large number of simulations to gain intuition

and assess detection power under a variety of different assumptions.

The early simulations followed the same basic paradigm but systematically

varied one or more of the parameters of interest. The surveillance area in our

testing consisted of a 4,000 ft by 10,000 ft area, roughly equal to the area of the

roads and sidewalks of Mid/Downtown Manhattan. In this phase of the work, we

disregarded the street network and simply considered that a specified number of

vehicles are randomly located in the area at a particular ‘‘snapshot’’ in time. At the

next time period, the vehicles were again randomly located in the region to cor-

respond with a new ‘‘snapshot’’ in time. The parameters that we could adjust from

one experimental run to the next included: the number of vehicles; the effective

range of a sensor; and the rates for false positives and false negatives. In these

experimental runs, we considered a stationary radiation source, placed randomly in

the surveillance area.

We conducted a large number of experiments using this basic framework. For

example, in one model, we assumed the effective range for a detector to be150 ft.,

a false positive rate of 2%, and a false negative rate of 5%, and we varied the

number of vehicles (i.e., sensors). (We realize that this range is beyond most

presently used detectors, but wanted to concentrate on methodology and relative

comparisons, and we experimented with shorter ranges as well, as noted below.)

We then ran at least 200 simulations for each number of vehicles and determined

whether the source was detected. For each number of vehicles, this gave us an

estimate of the ‘‘power,’’ which is defined to be the probability of detecting a

source for a single random placement of the vehicles (i.e., a single time period). In

this model, we found that 4,000 vehicles were needed to get even 75% power.

With 2,000 vehicles, the power was about 30%. To give this some perspective, we

note that the New York City Police Department has 3,000 plus vehicles in 76

precincts in 5 boroughs, but at any given time only about 500 to 750 would be in

the streets of Mid/Downtown Manhattan.

Of course, in practice, we would monitor the alarms over a period of time, not

just at a single instant. To reconcile readings from several ‘‘snapshots’’ over time

we may wish to use some decision rule such as: detection if a majority of the times

there is an alarm; detection if at least once there is an alarm. The number of time

periods is another variable that needs to be considered. It is not hard to show that if

the statistical power is sufficiently high and majority rule detection is used, then

with sufficiently many time periods, the detection probability can be increased

significantly. We are currently exploring various rules for detection over time.

We also conducted studies in which we varied the effective range of a sensor.

Given current technology, the range of a sensor may actually be closer to 25 ft

than it is to the 150 ft assumed in the experiment that we just described. However,

since our project is intended to look beyond today’s capabilities, we wondered:

what would happen if we had a better detector, say with an effective range of

Sensor Management Problems of Nuclear Detection 315



250 ft.? In an experiment similar to the previous one but with a sensor range of

250 ft., 2,000 vehicles yielded 93% power.

There are other aspects of our model that need to be modified when the sensing

vehicles are police cars as opposed to taxis. In particular, the assumption of

random movement is less appropriate for police cars, since they will tend to remain

in their own region/precinct, and they won’t move around as randomly or as

frequently as taxis. We did a simple study that attempted to make movement

slightly more realistic by dividing the region into 20 equal-sized precincts. (There

are 22 police precincts in Manhattan.) Next, we placed police cars randomly

within each precinct. When we assumed that the number of police vehicles in each

precinct is 25—making for a total of 500 police vehicles—and assumed that each

detector has a 250 ft. range, then our simulations estimated the power at 35%. This

is not very good and is not significantly different than when the same number of

vehicles was allowed to roam throughout the region. In other studies, we varied

other parameters such as the false positive and false negative rates. We have also

investigated hybrid models that involve a mixture of police cars and taxis.

We are implementing a variety of extensions to make our models more realistic,

including: more complex hybrid models of taxis and police vehicles with different

movement models; hybrid models that include some stationary detectors; hybrid

models with more powerful detectors in police vehicles; more realistic movement

models; moving sources; multiple sources; fusing information from multiple time

periods. We are especially interested in exploring hybrid models that include

police cars and taxis that have different models for movement and possibly sensors

of differing capability. In work with graduate students Tsvetan Asamov and Adam

Marszalek, we also introduced a street network with more realistic models for

movement of vehicles, and we plan to use this in future studies.

Amobile sensor nuclear threat detection problem is also studied inHochbaum [28].

Here, the goal is to identify a small area in the region of interest that has a high

concentration of alarms. The paper separates the two goals of small area and high

concentration of alarms, which can be conflicting, and introduces a weighing factor

for balancing the contribution of the two goals. In contrast to our early work, this

work has a specific model of a region as a network with streets and assumes vehicles

move along streets; the paper formulates the problem offinding an ‘‘optimal’’ area as

a mathematical programming problem and presents a polynomial time algorithm for

solving it. The study is extended in Hochbaum and Fishbain [27] with discussions of

false alarms, simulations, and methods of aggregating results over time to improve

the algorithm’s performance.

4.2 Randomized Surveillance Routing

The previous ‘‘opportunistic’’ model considers a surveillance scenario in which

we gain surveillance capability by exploiting the random movement of a large

vehicle fleet. Another line of research is to consider the case in which our fleet is
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not large enough to provide sufficient surveillance coverage by purely undirected

movement. In this case, the idea is to equip a certain number of vehicles with

sensors and dedicate them to the task of performing surveillance within an area.

Unlike the previous case, the movement of these vehicles will be prescribed by

some ‘‘controller’’. This controller would like to find routes for the vehicles that

are ‘‘efficient’’ in the sense that they cover the entire region quickly but also appear

‘‘unpredictable’’ to an adversary [44]. In this case, we represent the region by a

graph, where links correspond with streets and nodes correspond with locations.

For each vehicle, we would like to create a patrol route that begins and ends at a

designated location (e.g., police headquarters) and cannot be predicted by an

adversary; yet, taken together, these routes cover the entire region efficiently.

These two properties of efficiency and unpredictability are seemingly at odds with

each other. Suppose for the moment that we have just one patrolman or patrol

vehicle. An extremely efficient route would be a traveling salesman tour of the

graph. However, given that it is very efficient, an observer knows that once a

location is visited, it will not be visited again. Moreover, if the vehicle drives the

same route each day, an observer could predict exactly where it will be at any

given time. On the other hand, the vehicle could be very unpredictable by moving

totally at random. In this case, it may take a long time to cover the entire region,

but an attacker would not be ‘‘safe’’ just because a node was recently patrolled.

Clearly there is a tradeoff between efficiency and unpredictability, and Alantha

Newman, a researcher on our project, is trying to formalize this tradeoff by

developing formal definitions for ‘‘unpredictability’’ and then defining a route

optimization problem for selecting efficient routes that satisfy these formal defi-

nitions [44]. Another approach that does not apply a strict definition for unpre-

dictability but does exploit notions of randomness in surveillance [48] is the basis

for surveillance at LAX airport. Here the approach is to consider surveillance to be

a Bayesian game against an unknown adversary. Nonetheless, the ideas are sim-

ilar: to find a tradeoff between an efficient assignment of inspection stations each

day and one that is unpredictable. The problem is formulated as a game between

an inspector and an attacker and mixed strategies are used to find good solutions.

The methods have recently been extended to the Pittsburgh airport and are also

being used to randomly assign federal air marshals to some of the flights between

the US and Europe.

5 Data Sampling Strategies for Sensor Data

Sometimes when we have limited time or budget for data collection, it is advan-

tageous to adjust our data sampling strategy in response to previously collected

data. The specific settings that we consider involve considerable uncertainty, where

the underlying probability distributions are either unknown or changing through

time. Although we do not know the underlying distributions, we nonetheless have

the ability to collect information through measurements to help us learn about the
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environment. In this sense, we may view information collection as a sequential

decision problem in which our objective is to learn about our environment. There

are a wide variety of practical decision-making settings in which a decision maker

has the ability to collect a finite amount of information before he or she must render

a decision. Examples of applications in nuclear detection include determining when

to subject people and containers to additional scrutiny, positioning sensors, and

deciding when to introduce a new sensing technology.

A number of practical adaptations of dynamic programming [4] techniques

exist for finding near-optimal solutions to these types of sequential decision

problems. One such adaptation that project members Peter Frazier, Warren Powell

and Savas Dayanik have explored is the knowledge gradient policy which makes

sampling decisions by maximizing the expected value of the sampled information

according to a simple heuristic metric [21]. The problems addressed typically

involve three dimensions:

1. the decision about what information to measure or collect;

2. the information that is observed when a measurement is made;

3. the decision that is made after observing the new information.

We refer to the first decision as the measurement decision w. We represent

knowledge about a problem using a vector ln which captures the distribution of

belief about a set of parameters after n measurements. After a measurement

decision is made, we make an observation (such as on the level of nuclear radi-

ation) which was uncertain before the measurement. Finally, we seek to make an

economic decision which we denote by x.
Letting ln+1 represent knowledge after n ? 1 measurements (which is a random

variable before we have made our last observation), measurement decisions will

have the fundamental structure of

max
w

E max
x

F xjlnþ1ðwÞ
� �

n o

We could avoid the measurement and take an action now that requires solving

max
x

F xjlnð Þ

The value of a measurement is called the knowledge gradient, and is given by

mKG ¼ max
w

E max
x

F xjlnþ1ðwÞ
� �

n o

�max
x

F xjlnð Þ:

For the problem of deciding what to measure, we have been exploring a class of

measurement policies we call knowledge gradient policies. With this strategy, we

choose the measurement w that yields the largest value of mKGw where

mKGw ¼ E max
x

F xjlnþ1ðwÞ
� �

n o

�max
x

F xjlnð Þ:
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This policy chooses the measurement that would be best if you were going to make

a single measurement, but it has also been shown to be asymptotically optimal.

Not surprisingly, it has been found to work better than any other competing

approaches for intermediate measurement budgets. The knowledge gradient (KG)

policy [21] offers an easily implemented rule that tells us how to sample infor-

mation on competing alternatives to learn which is best. The initial version of the

knowledge gradient policy applies in settings where the measurements are inde-

pendent. The team later developed the Correlated Knowledge Gradient (CKG) [22]

for determining how to collect information when measurements are correlated, as

would occur when detecting nuclear radiation. KG and CKG are provably optimal

in certain special cases; have provable bounds on suboptimality in other cases; and

are very easy to implement and use.

As the project progressed, the team has considered applying the KG method in

more complicated settings, such as collecting information on a graph [50], possibly

for moving sensors around a street network. In sensor management decisions, our

choice of what to measure (which changes our knowledge state) depends on where

we are (our physical state). A measurement at one physical state can affect decisions

at other physical states. The result is what we call ‘‘the information collecting

shortest path problem’’. The shortest path problem is fundamental to a wide range of

optimization problems [52]. For example, these might arise in the process of

designing emergency response measures (e.g., how to evacuate New York City, or

how to guide emergency response forces). Often, the state of these networks is

uncertain (e.g., travel times on links may vary), and it is necessary to collect

information which may involve the time-consuming process of dispatching people

to collect it. Given this, we would like to collect the most valuable information first.

The immediate goal in this research is sensor management, where we have to

move a physical sensor around the network to collect information. We found that

an important stepping stone for this larger problem is the problem of determining

which link in a network we should measure (without regard to the physical

location of a sensor). For example, in the network depicted below, we show a

probability density function on each link to describe our belief about the cost on

that link. The dark path represents what we currently believe is the shortest path,

while the dotted link is one that we might consider measuring. If we do measure

this link, we may change our distribution of belief about the link based on the

observed measurement. The question is: which link should we measure?
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Project members Warren Powell and Ilya Rhyzov have explored this problem

of information collection on a graph and have found that they can adapt an existing

knowledge gradient method [18] to this new problem. In computational testing

they have found that for networks where the paths are not too short, the knowledge

gradient works consistently quite well relative to competing techniques [50].
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Risk-Informed Decision Making

in Nuclear Power Plants

A. K. Verma, Ajit Srividya, Vinod Gopika and Karanki Durga Rao

1 Introduction

Probabilistic Safety Assessment (PSA), also called Probabilistic Risk Assessment

(PRA), is currently being widely applied to many fields, viz., nuclear facilities,

chemical and process plants, aerospace, and even to financial management. PSA

has been accepted all over the world as an important tool to assess the safety of a

facility and to aid in ranking safety issues by order of importance. PSA essentially

aims at identifying the events and their combination(s) that can lead to severe

accidents, assessing the probability of occurrence of each combination, and

evaluating the consequences. The main benefit of PSA is to provide insights into

design, performance, and environmental impacts, including the identification of

dominant risk contributors and the comparison of options for reducing risk. PSA

provides the quantitative estimate of risk which is useful for comparison of

alternatives in different design and engineering areas. Furthermore, PSA is a

conceptual and mathematical tool for deriving numerical estimate of risk and

quantifying the uncertainties in these estimates.

PSA studies not only evaluate risk/safety of systems but also their results are very

useful in safe, economical, and effective design and operation of NPPs. The latter

application is popularly known as ‘‘Risk-Informed Decision Making’’. In this, it

provides inputs to decisions on design and back fitting, plant operation, safety
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analysis, and on regulatory issues. PSA offers a consistent and integrated framework

for safety related decisionmaking. Soworldwide, utilities are performing the PSA of

their plants and many regulatory bodies are using it as a risk-informed approach in

decision making and some even following it as a risk-based approach in decision

making. Over the years, the PSA methodology has matured and even new applica-

tions like technical specification optimization, risk-informed in-service inspection,

living PSA/Risk Monitor, and Reliability Centered Maintenance (RCM) have

emerged. The chapter focuses mainly on the first two applications of RIDM.

Decision making related to regulation of the design, operation, and maintenance

of nuclear power plants is a quite challenging problem. Risk informed approaches

complements the traditional deterministic engineering analysis methods to provide

useful information for the decision making. The emphasis is both on effective risk

control and effective resource use. This chapter presents two applications of risk

informed decision making, namely, optimization of surveillance test interval and

optimization of in-service inspection interval.

2 Technical Specification Optimization

The criterion for regulation of the design and operation of NPP has been derived

from deterministic engineering analysis methods. This traditional defence-in-

depth philosophy continues to assure a safe condition of the plant following a

number of postulated design basis accidents and also achieving several levels of

safety. During recent years, both the nuclear utility and nuclear regulatory bodies

have recognized that PSA has evolved to the point that it can be used

increasingly as a tool in decision making. The key to this risk-informed approach

to decision making is that it is complementary to the defence-in-depth philos-

ophy. This has given rise to the advent of various methodologies for optimizing

activities related to NPP operation and maintenance. Thus the risk-informed

applications emphasize both effective risk control and effective resource

expenditures at NPPs by making use of PSA results to focus better on what is

critical to safety.

Several studies have emphasized the potential of risk-informed approach and its

application to nuclear as well as non-nuclear/chemical industries also. The specific

activities related for their resource effectiveness in risk-informed applications are

evaluation of technical specifications, in-service inspection, and preventive

maintenance. Evaluation of technical specifications is one of the important

applications of Risk-Informed decision making. Technical specifications represent

a set of parameters according to which systems should be operated, tested,

maintained, and repaired. Deciding Test Interval (TI), one of the important tech-

nical specifications, with the given resources and risk effectiveness is an optimi-

zation problem. Nowadays, special attention is being paid on the use of PSA for

risk-informed decision making on plant-specific changes to test intervals in

technical specifications.
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2.1 Traditional Approaches for Technical Specification

Optimization

The various risk measures andmethodology for TSmodifications related to Allowed

Outage Times (AOTs) and Surveillance Test Intervals (STIs) are discussed here [1].

The steps include the following: (a) identify the STIs and AOTs to be evaluated for

consideration of changes, (b) determine the risk contribution associated with the

subject STIs and AOT, (c) determine the risk impact from the change of proposed

AOTs and STIs by evaluating risk measures of SSCs for which change in AOT/STI

is sought, (d) ascertain the acceptability or otherwise of the risk impact (e.g., change

in system unavailability, CDF, release frequency, etc.) from target value established

for risk-informed decision, and (e) perform sensitivity and uncertainty evaluations

to address uncertainties associated with the STI and AOT evaluation.

2.1.1 Measures Applicable for AOT Evaluations

(a) Conditional Risk Given the Limiting Condition of Operation (LCO)

Increase in risk (DCDF or DLERF) associated with component outage is shown in

Fig. 1

(b) Incremental Conditional Core Damage Probability (ICCDP) or Single Down-

time Risk

Increase in risk (e.g., single downtime risk ri of ith component is obtained by

multiplying the increase in CDF by the duration of the configuration for the

occurrence of a given configuration, i.e., outage of ith component only).

ri ¼ DCi � d ¼ ðCþi � C0
i Þ � di ð1Þ

Operating time

Down  

time 

Ci
+ 

Risk level 

(∆CDF) 
Component 

goes down 

Component is 

restored 

Ci
0 

(∆CDF) 

 

Fig. 1 Increase in risk associated with component outage
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ri is the single downtime risk of the ith component, Ci
+ is the CDF when com-

ponent is known down including reconfigurations, Ci
0 is the CDF when component

is known up, di is the downtime

By imposing an acceptable limit (i.e., target or reference value for risk-

informed decision process) to the risk contribution of an AOT, a risk-based AOT

can be calculated, dmax = rmax/DR, where DR is the change in risk (change in

system unavailability, change in CDF (DCi) or change in LERF). Then the risk-

based AOT can be compared to the real-time duration of maintenance and to the

AOT established in the TS.

(c) Yearly AOT Risk

Risk increase from the projected (or expected) number of downtimes over one-

year period is yearly AOT risk. Figure 2 shows the single downtime risk and

cumulative downtime risk over some time period.

Ri ¼ Niri ð2Þ

Ri is the yearly downtime risk for ith component, N is the expected number of

downtime occurrences in a year = wT, w is the downtime or maintenance fre-

quency = kk, where, k = maintenance factor, k = failure rate, and T = time

period, 1 year.

Maintenance frequency includes failure frequency and the frequency of

maintenance due to degraded or incipient conditions.

When comparing the risk of shutting down with the risk of continuing power

operation for a given LCO, the applicable measures are:

Down time 

∆CDF 
CDF

Nominal CDF

ICCDP

Cumulative Downtime Risk (accumulated 

CDF increase over some time period)

Operating time
 

Fig. 2 Illustration of the different risks associated with downtimes
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• risk of continued power operation for a given downtime, similar to ICCDP and

• risk of shutting down for the same downtime.

The risk associated with simultaneous outages of multiple components, called

configuration risk, is calculated as part of AOT changes. The applicable measures

are similar to the AOT measures stated above.

2.1.2 Measures Applicable for STI Evaluations

(a) Test-Limited Risk

The analysis of STIs is based on the risk contributions arising from failures

occurring between tests and detected at the moment of the test. The STI risk

contribution of a component is given by

RD ¼ 1=2ksT � DR; ð3Þ

where DR is the risk increase when the component is found failed at the moment of

the test, ks is the standby constant failure rate, and T is the STI. Similar to the AOT

risk contributors, the STIs can be classified and set to a limiting value to the risk

contribution,

Tmax ¼ 2RDmaxð Þ=ðksDRÞ ð4Þ

(b) Test-Caused Risk

To evaluate and identify the test-caused risk, events should be analyzed and those

caused by a test should be identified. These could be due to failure in human

interactions or component wear-out on testing. Failure due to Human Error

Probability can be modelled and quantified from detailed Human Reliability

Analysis. Component wear-out can be addressed by aging risk analysis. However

an integrated approach to work out such test-caused risk is a developing subject

and presently is beyond the scope of this chapter.

2.2 Advanced Techniques for Technical Specification

Optimization

The issue of risk effectiveness versus resource utilization is an optimization

problem where the resources, viz., number of tests conducted, working hours

required, costs incurred, radiation exposure, etc., are to be minimized while the

performance or unavailability is constrained to be at a given level. As mentioned

by Martorell [2], in optimizing test intervals based on risk (or unavailability) and

cost, one normally faces multi-modal and non-linear objective functions and a

variety of both linear and non-linear constraints. In addition, requirements such as
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continuity and differentiability of objective and constraints functions add yet

another conflicting element to the decision process. Resolution of such complex

optimization problems requires numerical methods. However, as traditional

approaches usually give poor results under these circumstances, new methods

based on Genetic Algorithms (GAs) were investigated in order to try to solve this

kind of complex optimization problems [2–5]. This section presents a solution to

test interval optimization problem with genetic algorithm along with a case study

of a safety system for Pressurized Heavy Water Reactor (PHWR).

2.2.1 Mathematical Modeling of Problem

Notations:

T Surveillance test interval

M Mean time to preventive maintenance

t Mean time to test

M Maintenance interval

k Standby failure rate

cht Testing cost per hour

q Per-demand failure probability

Chm Preventive maintenance cost per hour

d Mean time to repair

chc Corrective maintenance cost per hour

System unavailability model in the PRA is adopted to represent the risk

function. It is obvious that by optimizing test intervals based on minimizing the

corresponding safety system unavailability one can improve the safety level of

NPP. Unavailability function of the system is generally derived from fault tree

analysis, which is a logical and graphical description of various combinations of

failure events. Minimal cut-sets are obtained from fault tree analysis which rep-

resents minimal combinations of basic events (components) leading to unavail-

ability of system. Thus, system unavailability is expressed as a function of

unavailability of components. As safety system is considered for case studies and

normally all the components in a safety system are in standby mode, the following

model (refer Eq. 5) as explained in Martorel et al. [2], Vaurio [6] represents the

unavailability of component. It is a function of unavailability arising from random

failure during standby mode, surveillance testing, preventive maintenance activity,

and corrective maintenance due to observed failure.

u xð Þ ¼ ur xð Þ þ ut xð Þ þ um xð Þ þ uc xð Þ ð5Þ

u(x) Represents unavailability of component that depends on the vector of

decision variables x
ur(x) Contribution from random failures & q ? kT/2
ut(x) Contribution from testing & t/T
um(x) Contribution from preventive maintenance & m/M
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uc(x) Contribution from corrective maintenance & (q ? kT)d/T

thus

uðxÞ ¼ qþ kT=2þ t=T þ m=M þ ðqþ kTÞd=T ð6Þ
System unavailability is sum of j number of minimal cut-sets and the product

k extents to the number of basic events in the jth cut-set as given in Eq. 7:

UðxÞ �
X

j

Y

k

ujkðxÞ ð7Þ

ujk represents the unavailability associated with the basic event k belonging to

minimal cut-set number j. Similarly the cost model is given as follows:

cðxÞ ¼ ctðxÞ þ cmðxÞ þ ccðxÞ ð8Þ

The total cost c(x) of the component (yearwise contribution) includes costs due

to testing ct(x), preventive maintenance cm(x), and corrective maintenance cc(x).

cðxÞ ¼
t

T
cht þ

m

M
chm þ

1

T
ðqþ kTÞdchc ð9Þ

The total yearly cost of the system having i number of components is given by:

CðxÞ ¼
X

i

ciðxÞ ð10Þ

Both risk and cost functions are important to decision making in effective,

efficient, and economical safety management of NPPs. In the first case, constraints

are applied over one of the two objective functions, risk or cost function. These are

referred to as implicit constraints, where, for example, if the selected objective

function to be minimized is the risk, U(x), then the constraint is a restriction over

the maximum allowed value to its corresponding cost. In the second case, the

selected objective function to be minimized is the cost, C(x), and the constraint is

stated through the maximum allowed value for the risk. One can also impose

constraints directly over the values the decision variables in vector x can take,

which are referred to as explicit constraints.

2.2.2 Genetic Algorithm (GA) as Optimization Method

The GA is a stochastic global search method that mimics the metaphor of natural

biological evolution. GA operates on a population of potential solutions applying

the principle of survival of the fittest to produce better and better approximations

to a solution. At each generation, a new set of approximations is created by the

process of selecting individuals according to their level of fitness in the problem

domain and breeding them together using operators borrowed from natural

genetics. This process leads to the evolution of populations of individuals that are
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better suited to their environment than the individuals that they were created

from, just as in natural adaptation. Individuals, or current approximations, are

encoded as strings, chromosomes, composed over some alphabet(s), so that

the genotypes (chromosome values) are uniquely mapped onto the decision

variable (phenotypic) domain. The most commonly used representation in GAs

is the binary alphabet {0, 1} although other representations can be used, e.g.,

ternary, integer, real-valued, etc.

The main feature of the SSGA is the utilization of overlapping populations, as it

can be observed in Fig. 3. The SSGA starts with an initial population of a given

size. The number of individuals that constitute this base population, denoted by

popsize, is selected by the user. This algorithm generates an auxiliary population,

of size nrepl, constituted by the offspring obtained after the reproduction of certain

individuals selected from the base population. Newly generated offspring is

evaluated and then added to the base population. Each individual of the resulting

population, composed by popsize ? nrepl individuals, is penalized and then scaled

to derive a ranking of individuals based on their fitness score. After scaling, the

no 
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Fig. 3 Steady-state genetic algorithm scheme
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nrepl worst individuals in the ranking are removed in order to return the population

to its original size (popsize). Therefore, after replacement, the best individuals

remain in the new population constituting the new generation, generically denoted

by g ? 1, which descends from previous one, g. The number of individuals to be

replaced, nrepl, is fixed as 6 in the present problem. Once the new population is

generated, the algorithm checks if the termination criterion is satisfied. In case the

criterion is not satisfied, then the evolution continues to produce new generation as

described previously. The best fit of the population that satisfied termination cri-

teria gives the optimum solution to the problem.

The binary encoding scheme of the decision variables is used for the current

problem, test interval optimization, due to its simplicity in mutation operation

and the range constraint is automatically implicit in the encoding. The roulette-

wheel method, which is a stochastic sampling method that picks the individuals

by simulating the roulette-wheel, is used in for the process of selection. The one-

point crossover has been chosen for the crossover operation, which is a very

simple method widely used that provides good results. Population size of 100

(popsize) and auxiliary population size of 6 (nrepl) are taken. Crossover and

mutation probabilities of 0.7 and 0.1 are assumed in the calculations. More

details about steady-state genetic algorithm can be found in Martorell et al. [2]

and Goldberg [7].

2.2.3 Case Studies: Test Interval Optimization for Emergency Core Cooling

System of PHWR

Emergency core cooling system (ECCS), one of the important safety systems in a

Nuclear power Plant, is designed to remove the decay heat from the fuel following

a Loss of Coolant Accident (LOCA) and provides means of transferring decay heat

to the ultimate heat sink under all credible modes of failure of the Primary Heat

Transport System (PHTS) pressure boundary. The operation of ECCS consists of

two phases, viz., injection phase and recirculation phase. The surveillance testing

is focused here on only recirculation part. This consists of four pumps that draw

water from suppression pool and inject it into the PHT system header after the

light water accumulator level becomes low. Upon the occurrence of LOCA, as

sensed by low inlet header and header differential pressure signals, ECCS is ini-

tiated depending upon the location of LOCA as sensed by header differential

pressure. The schematic diagram of ECCS (only recirculation part) in a typical

PHWR is shown in Fig. 4.

In this problem, the system components are grouped into three different test

strategies. Strategy 1 covers the four motor operated suction valves, namely, SV1,

SV2, SV3, and SV4. Strategy 2 covers the four motor operated discharge valves,

DV1, DV2, DV3, and DV4. Finally, four pumps, P1, P2, P3, and P4 are placed in

the third strategy. It is assumed that all the components in the same group will

have the same test interval. Further, test strategies must satisfy the following

relationship in our particular case of application:
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T2 ¼ k2T1 and T3 ¼ k3T2; ð11Þ

where T1, T2, and T3 are test interval for strategy 1, 2 and 3, respectively, where k2
and k3 are integers that must lie in between 1 and 10. T1 must lie between

[0, 8,760]. The current practice recommends 1 month for all the components and

the cost of test and maintenance for the current practice is Rs. 74082.6 (in Indian

Rupees (Rs.)) when it is calculated keeping the failure and repair parameters at

their nominal values. It is to be noted that cost of maintenance is a function of

failure rate, demand failure probability, and repair time (refer Eq. 9). The

unavailability parameters of pumps and valves, and the cost parameters are shown

in Table 1.

In developing the cost function, costs of only repairs and testing are considered.

Computer coding for the genetic algorithm based optimization has been used to

solve the problem [8]. The parameters adopted for genetic algorithm and generic

operators are shown in Tables 2 and 3, respectively.
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Fig. 4 Schematic diagram of ECCS recirculation

Table 1 Unavailability and cost parameters

S. no Name k (per h) q (failure/demand) T (h) T (h) D (h) cht (Rs/h) chc (Rs/h)

1 P 3.89e-6 5.3e-4 4 2,190 24 250 200

2 SV 5.83e-6 1.82e-3 1 2,190 2.6 250 200

3 DV 5.83e-6 1.82e-3 1 2,190 2.6 250 200
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The initial population in SSGA implementation is normally generated using a

random method. However, it cannot guarantee the criteria of satisfying constraints,

therefore the actual test intervals implemented in the plant are considered for

initial population. A generation dependent dynamic penalization model and ter-

mination criteria have been used in SSGA.

In the first case, the unavailability of the system has been considered as

objective function and cost per year (Rs. 74082.6) as the constraint apart from

satisfying above-said intervals for decision variables T1, k2, and k3. In the second

case, cost per year has been considered as objective function and unavailability

(3.86e-6) as the constraint. The results achieved for the optimized values of

unavailability/cost, the cost/unavailability associated with that unavailability/cost,

and the optimized decision variables are shown in Table 4. In both the cases, the

optimized test intervals are decreased for valves and increased for pumps with

respect to their initial values. Finally, it is found that important reductions in both

unavailability and cost measures have been achieved while all the explicit and

implicit constraints are satisfied for the optimized test intervals in both the cases.

Table 2 Genetic algorithm
parameters

S. No. Parameter Values

1 Encoding Binary

2 Chromosome size 22

3 Population size 100

4 Crossover probability 0.7

5 Mutation probability 0.3

6 Replacement 10

7 Generations 5,000

8 Conv. prob. 0.99

9 Diversity 0.01

Table 3 Genetic operators S. No. Operator Method

1 Selection Roulette-wheel

2 Crossover One point

3 Mutation Flip mutator

4 Scaling Linear

Table 4 Optimized values Variable Initial values Optimized values

Unavailability
as objective
function

Cost as
objective
function

T1(h), k2, k3 720, 1, 1 480, 1, 2 575, 1, 2

Unavailability 3.86e-6 2.86e-6 3.86e-6

Cost (Rs.) 74082.6 74,082 61998.7
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2.3 Concluding Remarks on Technical Specification Optimization

Risk-informed decision making ensures safe, economical, and efficient design and

operation of nuclear power plants. Test interval optimization, which is one of the

important applications of risk-informed approach, has been applied to emergency

core cooling system of PHWR. In Sect. 2.2.3, Genetic algorithm has been suc-

cessfully applied to perform the constrained optimization of test intervals at NPPs,

where its capabilities of simplicity, flexibility, easy operation, minimal require-

ments, and global perspective to find global optimum have been shown. From the

case studies it is found that the recommended test strategy is better than the test

strategy being followed currently. This methodology provides a framework not

only for the mentioned constraints but also other constraints of concern to specific

operational scenarios.

3 Risk-Informed In-Service Inspection

Structural Components like piping, welds, fittings etc., are subjected to various

loading due to fatigue damage as well as degradation mechanisms present on it. In

order to ensure the structural integrity, In-Service Inspection has been taken up at

periodic intervals. Some structural components may be very critical, but may not

have active high degradation, while others may not be a critical component but

have high degradation mechanism. So it has become necessary to perform ISI in a

systematic manner consistent with safety level. Since the large number of struc-

tural components is present in an NPP, it has become all the more essential to bring

out an optimum inspection plan for allocation of inspection resources [9]. Various

methodologies developed to achieve this objective are discussed in this section.

Risk-informed in-service inspections programs were initiated by ASME Section

XI as an alternative to the current inspection programs. The progression from an

implicit risk-informed logic to an explicit risk-informed logic has been seen by

many to be a natural progression. A principal difference, however, between the

present code and the new risk-informed code, is not only the use of an explicit

evaluation of risk but also that this risk is based primarily on the operational details

of each specific plant rather than the design analysis. Beginning in late 1988, a

multi-disciplined ASME Research Task Force on Risk-Based Inspection Guide-

lines has been evaluating and integrating these technologies in order to recom-

mend and describe appropriate approaches for establishing risk-informed

inspection guidelines. This task force is comprised of members from private

industry, government, and academia representing a variety of industries. The NRC,

as part of the research effort, applied this technology in pilot studies of inspection

requirements for both PWR and BWR plant systems. Later, it requested the ASME

Research Task Force to make the risk-informed inspection process consistent with

other Probabilistic Safety Assessment (PSA) applications. ASME Section XI
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formed a Working Group on Implementation of Risk-Based Examination to begin

making Code changes based on risk for inspection of passive, pressure boundary

components. The first efforts of this group have been to develop Code Cases

[10, 11] providing risk-informed selection rules for Class 1, 2, and 3 piping.

The goal of Risk-informed ISI is to allow the use of risk assessment, under-

standing of component-specific degradation mechanisms, to establish an effective

plant integrity management program, which maintains plant safety, while at the

same time reducing the burden associated with current ISI requirements. These

applications also yield significant safety, worker radiation exposure, and economic

benefits. The main advantages of RI-ISI can be summarized as:

1. Decision making based on risk criteria and deterministic information.

2. Better focus on allocating resources to high-safety significant components.

3. Focus on justifying risk increase.

4. In-Service Inspection based on failure modes of components and associated

risk.

3.1 RI-ISI Models

There are two independent methods for RI-ISI, viz., ASME/WOG model and EPRI

models. Both are discussed in this section.

3.1.1 ASME/WOG Model

The methodology developed by ASME/WOG [12, 13] addresses the quantitative

aspect of RI-ISI program, which include:

• Identification of systems and boundaries using information from a plant PSA.

• Ranking of components (piping segments), applying the risk measures to

determine the categories that are then reviewed to add deterministic insights in

to making final selection of where to focus ISI resources.

• Determination of effective ISI programs that define when and how to appro-

priately inspect or test the two categories of high-safety significant and low-

safety significant components.

• Performing the ISI to verify component reliability and then updating the risk

ranking based on inspection and test results.

The first step in Risk-based Inspection is the review of level 1 PSA results of

the NPP in concern. The accident sequences, which result in core damage fol-

lowing the occurrences of pre-determined initiating events, are identified. Those

basic events, which contribute significantly to the occurrence of the key accident

sequence, are identified by applying the appropriate importance measures. These

importance measures suggest the importance of systems/components with respect
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to Core Damage Frequency. Various importance measures, like Fussel-Vesely,

Birnbaum Importance, Inspection Importance measure etc., are employed for

prioritization, which are discussed in the preceding chapter.

(i) System Prioritization Methodology. There are many importance measures

that could be used to rank systems. For example, the Fussel-Vesely (FV) impor-

tance measure involves small changes in risk. Importance measures involving

larger changes in risk are Birnbaum importance and RAW. Since pipe break

probability is a small probability, Birnbaum importance does not reflect the

likelihood of failure. A new parameter called inspection importance measure has

been developed in order to prioritize the systems for ISI. System level ranking

based on Inspection Importance Measure (Iw). Inspection Importance (IW) of a

component is defined as the product of the Birnbaum Importance (IB) times the

failure probability.

IWsys ¼ IBsys � Pfsys ð12Þ

Pfsys System failure probability due to structural integrity failures.

The Inspection Importance is an approximation of the Fussel-Vesely impor-

tance of pipe break for the system and has all the useful properties of the Fussel-

Vesely importance measure for establishing the inspection priorities.

Birnbaum and Fussell-Vesely importance measures have been suggested by

ASME for Risk-Informed In-Service Inspection. In most of the applications, the

exact ranking is not important. Guidance and experience for applying importance

measures for In-Service Testing/In-Service Inspection is mainly based on expert

opinion. A sample categorization is given in Table 5, where RAW refers to Risk

Achievement Worth.

(ii) Component (weld) Prioritization Methodology. For the systems selected for

more detailed analyses (based on the above prioritization methodology), the most

risk-important segments/components should be selected for inspection. Failure

Modes and Effects Analysis (FMEA), which is a systematic, logical process for

identifying equipment failure modes for a plant, system, or component, has been

selected as the methodology for component prioritization. The FMEA inductively

determines the effects of such failures will have on the desired operational char-

acteristic of the system being analyzed. The most useful outputs of an FMEA are

the assessment of design adequacy of the system to perform its intended function.

The FMEA results can be used to calculate the importance index or relative

importance of each weld. This importance index is based on the expected con-

sequence of the failure of weld, as measured as the probability of core damage

Table 5 Risk categorization
based on importance
measures

Risk category Criterion

Potentially high RRW[ 1.005 and RAW[ 2

High RRW\ 1.005 and RRW[ 1.001

Low RRW\ 1.001 and RAW\ 2
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resulting from the weld failure. In mathematical terms, the probability of core

damage resulting from weld failures is defined as

Pcd ¼ Pfi � Pcdjsi � PsijPf � Ri ð13Þ

where, Pcd is the probability of core damage resulting from weld failure, Pfi is the

failure probability of weld, Pcd|si is the conditional probability of core damage,

given system i failure, Psi|Pf is the conditional probability of system i failure, given
a weld failure, Ri is the probability that operator fails to recover, given system

i failure (Table 6).

These rankings also form a basis for determining the inspection category and

type of examination required. ASME code case 577 is developed for conducting

RI-ISI based on WOG methodology.

3.1.2 EPRI Model

Another methodology has been developed by EPRI. Fleming [14, 15] discusses

their methodology (Fig. 5), which analyzes the degradation mechanisms in

structures in detail. EPRI methodology blends PSA and deterministic insights.

Risk matrix [16] can be defined as a Decision matrix that is used to categorize

the pipe segments into high, medium and low importance, based on degradation

mechanism and consequence of its failure (Fig. 6). By examining the service data,

a basis has been established for ranking pipe segment rupture potential as high,

medium, or low simply by understanding the type of degradation mechanism

present (Table 7). Consequence can be quantified through the estimation of

Conditional Core Damage Probability (CCDP) .

The matrix defines three broad categories of relative failure potential that are

derived from an underlying quantification of pipe rupture frequencies and four

categories of relative consequences that are derived from an underlying quantifi-

cation of conditional probability for a severe core damage accident given a pos-

tulated pipe ruptures (Table 8). Different categories are defined which proposed

different inspection plans. The bounding values of CCDP and rupture potential are:

The consequence evaluation group is organized into two basic impact groups:

(i) Initiating Event and (ii) Loss of Mitigating Ability. In Initiating Event impact
Group, the event occurs when a pressure boundary failure occurs in an operating

Table 6 FMEA sample sheet

(1) Piping
section
(location)

(2) Failure
probability

(3)
Failure
effect

(4)
Recovery
action

(5) Core
damage
probability

(6) Relative
importance

(7)
Remarks

• • • • • • •

• • • • • • •

• • • • • • •

• • • • • •
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system. This could occur because of loss offluid (LOCA, Feed water line break) and

a loss of system (like service water-cooling). The importance of every initiating

event, caused by a pipe failure, needs to be assessed in order to assign it to its

appropriate consequence category. CCDP can be directly obtained from the PSA

results, by dividing the CDF due to the specific IE by the frequency of that IE. In the

Loss of Mitigating Ability group, the event describes the pipe failures in safety

system. Safety system can be in two configurations, Standby and Demand. While in

standby configuration, the failure may not result in an initiating event, but degrades
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the mitigating capabilities. After failure is discovered, the plant enters the Allowed

Outage Time (AOT). In consequence evaluation, AOT is referred to as exposure

time.

CCDPi ¼ ½CDFðki¼1Þ � CDFðBASEÞ� � TE ð14Þ

where, CDF(ki = 1) is the CDF given the component failure in a given safety

system, CDF(BASE) is the BASE CDF, ki is the Pipe break frequency, TE is the

Exposure Time (Detection time ? AOT).

While in demand configuration, the failure occurs when the system/train

operation is required by an independent demand. Here, instead of exposure time,

time since the last demand is considered, which is the test interval.

CCDPi ¼ ½CDFðki¼1Þ � CDFðBASEÞ� � Tt ð15Þ

where, CDF(ki = 1) is the CDF given the component failure, CDF(BASE) is the BASE

CDF, ki is the Pipe break frequency, Tt is the Mean time between tests or demands.

Measure of Risk due to pipe break:

CDFi ¼ ki � CCDPI
In order to evaluate the impact of risk from changes in in-service inspection, the

change in CDF from both the inspection methodologies has been used as a

measure. The model described in Eq. 16 is based on the influence of pipe fre-

quency at a location j due to the inspection program. The change in the risk of core

damage at location j that is impacted by the changes in Risk-informed inspection

program can be estimated as:

DCDFj ¼ Frj � Fej

� �

� CDFj ¼ Irj � Iej
� �

� F0j � CCDPj ð16Þ

where,

FAj ¼ F0j � IAj ð17Þ

Table 7 Classification of
degradation mechanism

Potential Degradation mechanism

High Flow accelerated corrosion, vibration fatigue,
water hammer

Medium Thermal fatigue, corrosion fatigue, stress
corrosion cracking, pitting, erosion-corrosion

Low No degradation mechanism

Table 8 Classification
of consequence

CCDP Rupture frequency

High 1 1E-4

Medium 1E-4 1E-5

Low 1E-6 1E-6
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CCDPj is the Conditional Core Damage Probability from pipe rupture at location

j. The subscripts ‘‘rj’’ refer to risk-informed approach and ‘‘ej’’ refer to existing

strategy.

FAj =Frequency of pipe rupture at location j subject to inspection strategy A

F0j ¼ Frequency of pipe rupture at location j subject to no inspection
IAj ¼ Inspection effectiveness factor 0 to 1ð Þ

¼ This is the probability that the flaw is detected

¼ 1� PODAj

After the estimation of risk impact or DCDF, depending on the acceptable criteria

for DCDF, the decision shall be made regarding the adoption of inspection strat-

egy. The decision criterion that has been suggested by EPRI is to ensure that the

cumulative change in CDF is less than 1E-7/year/system for the employment of the

new methodology.

Comparison of RI-ISI Models

The EPRI RI-ISI process includes: selection of RI-ISI program scope, failure

modes and effect analysis, risk categorization of pipe elements, selection of

inspection locations and examination methods, evaluation of risk impacts of

inspection program changes, and final RI-ISI program definition.

After the identification of the critical systems/components, Failure Mode Effect

Analysis (FMEA) should be carried out on the basic event. It is essential to

identify the prominent failure modes and causes in order to establish the inspection

items and guidelines. Risk Matrix is designed with different categories, depending

on the CDF values and degradation mechanism for determining the inspection

interval. Each segment is assigned the appropriate category depending on its

DCDF and degradation mechanism.

The EPRI’s risk-informed procedure for selecting an ISI program gives a very

straightforward approach to the issue. The method introduced in risk-informed

fashion combines both the plant-specific PSA information and the deterministic

insights in support of the system-specific, detailed ISI program selection. Piping of

all systems important to safety are exposed to the selection procedure irrespective

of the ASME class (1, 2, 3, or even non-code piping). The selection procedure

includes four major steps such as:

• Selection of systems and identification of the evaluation boundaries and functions.

• Failure Mode and Effect Analysis (FMEA) including both consequence evalu-

ation and qualitative degradation mechanism evaluation. These two factors are

then used for dividing the systems into pipe segments representing common

consequences and degradation mechanisms.

• Risk evaluation is made based on the results of FMEA. The risk matrix is built

up on the basis of degradation category (low, medium, high) reflecting the
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potential for large break, and consequence category (low, medium, high)

reflecting the core melt potential for limiting break size.

• The division of pipes into segments of various degradation categories is based

mainly on qualitative identification of the mechanism, which the pipe segment is

exposed to (such as erosion-corrosion, vibration fatigue, water hammer, thermal

fatigue, stress corrosion cracking, and others). Consequently, the piping failure

data were used to determine the severity and frequency of degradation mech-

anisms in order to determine the quantitative degradation categories.

• The division of pipes into segments of various consequence categories is based

on conditional core damage frequency. High consequence category refers to the

conditional core damage frequency class (CCDF)[ 10-4, medium consequence

category to class 10-6
\CCDF\ 10-4, and low consequence category to class

CCDF\ 10-6. The degradation and consequence category pairs determine the

risk classes, low, medium, high.

• Finally the pipe segments are divided into two main categories. One contains high

and medium risk segments and another category contains low risk segments.

In EPRI’s pilot study at least one-fourth (1/4) of the welds in pipe segments of

high risk and one tenth (1/10) of welds in pipe segments of medium risk are

selected for examination, whereas the welds in pipe segments that fall in the low

risk class will continue to be subject to system pressure and leak tests. The

examination of specific elements of segments in high and medium risk classes is

based on the degradation mechanism, as well as on inspection costs, radiation

exposure and accessibility.

The ASME/WOG and EPRI’s approaches as well as the NRC’s regulatory guide

strongly emphasize and recommend that both deterministic and probabilistic engi-

neering insights need to be carefully analyzed and combined for aiding the final

decision-makingprocesswhile selecting the ISI programonpiping.A typical approach

to combine the information is a panel discussion containing all affecting engineering

disciplines. Such a panel discussion is a procedure to reduce the knowledge-

based uncertainties which may seriously damage the decision-making process.

Table 9 summarizes the comparison between WOG and EPRI RI-ISI approaches.

The NRC’s [17] regulatory guide recommends that the potential pipe break

probabilities can be estimated by probabilistic fracture mechanics methods.

Table 9 Comparison between WOG and EPRI RI-ISI approaches

STEP WOG EPRI

Piping failure
probability
assessment

Quantitative Qualitative

Risk evaluation Classification using
RRW

Categorization of segments in three risk regions

Expert panel Required Not required

Structural element/
NDE selection

Statistical sampling on
target reliability

Significant sampling—25, 10, and 0% from
high, medium, and low risk region
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The related computer codes, complex or simplified, can be used to estimate the

piping failures as a function of time. An alternative method is to use expert opinion

in conjunction with probabilistic fracture mechanics methods to determine the

degradation category of each pipe segment. The degradation categories (low,

medium, and high) reflect the potential for large break or rupture.

3.2 ISI & Piping Failure Frequency

Main tasks for RI-ISI revolve around determination of probability of failure and

consequence of failure. For quantification of risk in Nuclear Power Plants, Prob-

abilistic Safety Assessment (PSA) models are widely employed, which forms the

basis for consequence quantification for RI-ISI. Various methods have been sug-

gested for piping failure parameter estimation like Structural Reliability Analysis

(SRA), Service Data Analysis, Expert Opinion, Remaining Life models, etc. The

degree to which one relies on one method or another is predicted on the avail-

ability of data from service experience, experts or structural reliability or risk

models. These aspects were discussed in detail in the preceding section.

SRA employs the use of probabilistic fracture mechanics techniques to calcu-

late the failure probability as a function of time, including the effects of inspection

frequency, probability of detection (POD), and degradation mechanism. Through

Monte Carlo sampling, the results of tracking a very large number of crack sim-

ulations can be used to determine what fraction of cracks will not be detected and

repaired before failure results. This methodology provides models for determining

the crack growth for different degradation mechanisms also. These models are

computationally intensive. The results of these analyses are often driven by

uncertainties in defining crack size distribution, stress history, detection proba-

bility, and reference flaw size. Some models are available for incorporating ISI as

discussed in the preceding section and are not amenable for various issues arising

in maintenance activities. In Statistical approach, databases are an important

source of information that can support the estimation. Database should comprise

the cause of failure, thereby backtracking to the applicable degradation or damage

mechanism, which culminated in the pipe failure. There are various problems

associated with database ranging from reporting the event to the appropriate root

cause analysis of each event reported. Also how far the effect of life management

program can be incorporated is still under review.

3.2.1 In-Service Inspection

Nondestructive Testing (NDT), Nondestructive Inspection (NDI), and Nonde-

structive Evaluation (NDE) denote variations in application of materials evaluation

technology that range from process control to the measurement of a material

characteristic that is critical to the structural integrity and safe operating life of an

engineering system. Some of the important NDT techniques are:
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• Liquid penetrant inspection.

• Magnetic particle inspection.

• Radiographic inspection (X-ray and gamma ray).

• Electromagnetic inspection.

• Ultrasonic inspection; and

• Thermographic inspection.

Figure 7 shows a picture of inspection on piping. Non-Destructive Testing

(NDT) carries an important role in predicting the piping failure frequency.

Depending on the technique used the confidence of finding defects varies. If any

defect is detected, decision will be taken to undertake repair activity in piping.

This will decrease the piping failure frequency and should be accounted for. The

efficiency of inspection is quantified through the introduction of the concept of

‘‘Probability of Detection (POD)’’. The ‘‘Probability of Detection (POD)’’

concept and methodology have gained widespread acceptance and continuing

improvements have enhanced its acceptance as a useful metric for quantifying and

assessing NDE capabilities [18]. Since a wide range of NDE methods and pro-

cedures are used in ‘‘fracture control’’ of engineering hardware and systems, a

large volume of POD data has been generated to validate the capabilities of

specific NDE procedures in a multitude of applications. Figure 8 presents a typical

POD curve obtained from ultrasound inspection. Sometimes it will generate POD

curves for the site equipments. In such cases, models are also developed for

determining POD.

Failure parameter of the component gets modified according to the type and

frequency of inspection applied on it. Hence, it is essential to account for the

frequency of inspection and the type of inspection adopted for a component, while

suggesting its failure probability/frequency.

3.2.2 Models for Including ISI Effect on Piping Failure Frequency

Various issues are involved in realistic estimation of probability of failure like

incorporating the effects of degradation mechanisms acting on it, repair activities,

Fig. 7 NDT on piping
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etc. In the context of RI-ISI [19], the models for piping failure probability esti-

mation need to incorporate the effects of In-Service Inspection frequency,

inspection technique involved, etc. The above methods incorporate this informa-

tion in a manner, which is not amenable for RI-ISI. A suitable model needs to be

devised which can be used flexibly to study the effects of inspection interval and

techniques. Markov model has been found to be a suitable candidate to study these

effects, which can be represented as a state—transition problem.

Piping failure analysis has always been a controversial topic. The unavailability

models for active components comprise of failure rate, mission time, and repair

and maintenance parameters acting on it. The reliability model of piping systems

should meet the following objectives:

• Account for statistical evidence and engineering insights from service experi-

ence accumulated through several thousand reactor years of commercial nuclear

power plant operating experience.

• Predict the impacts that changes in the in-service inspection program may have

on the frequency of pipe ruptures. These changes include adding and removing

locations from the inspection program, changing from fixed to randomly

selected locations from one inspection interval to the next, and qualitative

enhancements to the inspection process that could influence the nondestructive

examination (NDE) reliability of a given inspection.

• Account for the full set of pipe failure mechanisms found in the service expe-

rience including those due to active degradation mechanisms, severe and normal

loading conditions, and combinations of degradation and loading conditions.
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• Account for leak before break characteristics of pipe failure modes when

appropriate and also account for the possibility to detect and repair a leaking

pipe before it degrades to rupture.

• Address uncertainties in the reliability assessment and database development

and account for uncertainties in estimating pipe rupture, core damage frequency,

and large early release frequencies.

• The models and databases to address the above issues should be provided in

forms that can be easily applied by utility personnel in implementing a risk-

informed evaluation of the piping inspection program.

During an independent review of the EPRI RI-ISI procedures, an approach to

piping reliability assessment was envisioned. This approach makes use of a reli-

ability modeling technique, Markov modeling [20]. A Markov model of a system

is defined by assigning two or more discrete states that the system may occupy at

any point in time. Transition is permitted from state to state to account for the

occurrence of component failures and the possibility that failed components may

be repaired. The model is used to develop a set of differential equations, the

solution of which is the time dependent probability that the system occupies each

state. Other reliability metrics such as system failure rate or hazard rate can also be

derived from this model.

In applying the concept to pipes, it was seen that there are natural states that can

be assigned to each element of the pipe, such as each weld and each small section

of piping material. These states correspond to discreet levels of degradation such

as flaw, crack, leak, or rupture as well as the state where the pipe is free of any

damage or degradation. The processes that can be modeled in this application of

the Markov model include piping degradation either progressively from flaw to

leak to rupture, or instantaneously to leak or rupture from any less severe state.

The model can also treat the repair processes associated with inspection and

detection of critical flaws, detection of leaks, and repair of the damaged pipes prior

to occurrence of rupture.

The successful application of the Markov modeling process requires application

of the following steps:

1. Development of an appropriate set of states and state-transition possibilities.

2. Definition of the transition rate parameters that dictate the probability of

transition from state to state.

3. Development of the differential equations for the Markov model and solu-

tion of these equations for the time dependent probability of occupying each

state.

4. Development of a hazard rate function to develop the time dependent frequency

of pipe ruptures.

5. Development of models for estimating the parameters of the Markov model in

terms of observable quantities and reasonable and supportable assumptions.

These models include the development of uncertainty distributions for each of

the parameters that capture key uncertainties in the degradation processes and

in the interpretation of the service experience.
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6. Development of a method of integrating the models from different pipe ele-

ments and segments into an overall model for a system for application of risk-

informed inspection programs.

Discrete State Markov Model for Pipe Failures

The objective of Markov modeling approach is to explicitly model the interactions

between degradation mechanisms and the inspection, detection, and repair strat-

egies that can reduce the probability that failure occurs or the failure will progress

to rupture. This Markov modeling technique starts with a representation of ‘‘piping

segment’’ in a set of discrete and mutually exclusive states. At any instant of time,

the system is permitted to change state in accordance with whatever competing

processes are appropriate for that plant state. In this application of Markov model

the state refers to various degrees of piping system degradation or repairs, i.e., the

existence of flaws, leaks, or ruptures. The processes that can create a state change

are failure mechanisms operating on the pipe and process of inspecting or

detecting flaws and leaks, and repair of damage prior to progression of failure

mechanism to rupture.

Three-state Markov model. This model would be applied to a pipe element such

as a weld or small section of pipe that is uniquely defined in terms of the presence

or absence of degradation mechanisms, loading conditions, and status in the

inspection program. The model in Fig. 9 is developed to examine the singular role

of the in-service inspection program, which can influence the total failure rate of

pipe segments but has little if any impact on the conditional probability that a

failure will be a rupture. A limitation of this model is that it does not distinguish

between leaks and ruptures, cannot model leak before break, and cannot be used to

examine the role of leak detection as a means to reduce pipe rupture frequencies.

Another limitation is that leaks and ruptures are only permitted once the system is
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in the flaw state. This limitation makes the model suitable for degradation type

failure mechanisms, but not for severe loading condition related causes such as

vibration fatigue or water hammer. These limitations are removed in the next

section in which a four-state model is developed and more possibilities are

introduced for leaks and rupture transitions from the success state. However, to

build up the knowledge about pipe reliability modeling in a step-by-step fashion,

this has been found instructive to analyze this more simplified model to understand

some basic properties of this approach to reliability modeling such that the nec-

essary details can be built up in an organized fashion.

The relative frequency of pipe ruptures to pipe failures is only a function of

the specific failure mechanism that caused the failure as reflected by the ‘‘leak

before break’’ characteristic of the failure, and the capability to detect an ini-

tially leaking pipe and repair it prior to further degradation to rupture, which in

many cases is virtually instantaneous. The model in Fig. 9 will also enable us

to determine the time dependent failure frequency of piping systems subject to

inspections. Hence, the simplified model in Fig. 9 is adequate to study the

impact of changes in the inspection program on the failure frequency of piping

systems. As long as changes to the leak detection part of the problem are not

affected, one can solve this model for the pipe rupture failure probability and

frequency, and use estimates of the conditional probability of pipe ruptures

given failures to obtain the corresponding pipe rupture probabilities and

frequencies.

Differential Equations and Solution for Markov Model

The differential equations for the model in Fig. 9 are given by:

dS

dt
¼ �/Sþ xF ð18Þ

dF

dt
¼ /S� ðk0 þ xÞF ð19Þ

dD

dt
¼ k0F ð20Þ

The left-hand side of each equation represents the rate of change of the prob-

ability that the system occupies each state, S for the probability of success, F for

the probability of a flaw, and D for the probability of a degraded state, i.e., leak or

rupture. The Greek letters are the parameters of the model as defined in Fig. 9. u is

the occurrence rate for flaws, k0 is the occurrence rate for leaks and ruptures given

a flaw, and x is the rate at which flaws are inspected, detected, and repaired. The

rate of leaks and ruptures, k0, can be further decomposed by:

k
0 ¼ kL þ kC; ð21Þ
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where kL is the occurrence rate of leaks given from a flaw state, kC is the

occurrence rate of ruptures given a flaw state.

Hence, the total pipe failure rate given a flaw used in Fig. 9 corresponds to the

sum of the leak and rupture failure rates and the rates are conditional on the

existence of a flaw.

The solution of the system of Eqs. 18–20 can be obtained using Laplace

transforms or any other suitable technique so long as the boundary conditions are

specified. Since for safety-related piping, all are inspected to be free of detectable

flaws at the beginning of commercial operation the appropriate boundary condi-

tions are:

Sft ¼ 0g ¼ 1

Dft ¼ 0g ¼ Fft ¼ 0g ¼ 0

The time dependent solutions for the state probabilities are given by:

Dftg ¼ 1� 1

ðr1 � r2Þ
r1e

r2t � r2e
r1tð Þ ð22Þ

Fftg ¼ /

ðr1 � r2Þ
er1t � er2tð Þ ð23Þ

Sftg ¼ 1� Dftg � Fftg ¼ 1

ðr1 � r2Þ
r1 þ /ð Þer2t � r2 þ AÞer1tð Þ½ �; ð24Þ

where the terms A, r1, and r2 are defined according to:

A ¼ /þ k
0

þ x ð25Þ

r1 ¼
�Aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 � 4/k
0

q

2
ð26Þ

r2 ¼
�A�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 � 4/k
0

q

2
ð27Þ

Hazard Rate for Markov Model

In a PSA model, pipe failures in process systems are normally represented as

initiating events. The quantity needed for this case is the initiating event frequency

or pipe failure frequency. These initiating event frequencies are normally assumed

constant in PSAs. With the Markov model, it is not necessary to make this

assumption as whether the failure frequency is constant or not is a byproduct of the

particular model. The reliability term needed to represent the pipe failure fre-

quency is the system failure rate or hazard rate, as defined in the following.
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To determine the system failure rate or hazard rate we must first determine the

system reliability function for this model. Since we are primarily concerned with

pipe failures and seek to estimate pipe failure frequencies, we may declare any

state except for failure a ‘‘success’’ state, which in this model includes both the

success state S and the flaw state F. Using this concept, the reliability function for

the Markov model, r{t}, is given by:

rftg ¼ Sftg þ Fftg ¼ 1� Dftg ð28Þ
By definition the hazard function and the reliability function are related

according to the following equation:

hftg ¼ � 1

rftg
drftg
dt

¼ 1

1� Dftgð Þ
dDftg
dt

ð29Þ

Applying the solution to the Markov model in Fig. 9, an expression for the

hazard function is developed as follows:

hftg ¼ r1r2 er1t � er2tð Þ
r1er2t � r2e

r
1
tð Þ ð30Þ

Taking the limit of Eq. 28 as t? infinity provides us the long-term steady-state

hazard rate, hSS as:

hSS ¼ �r1 ¼
A�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 � 4/k
0

q

2
¼

/þ k
0 þ x

� �

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

/þ k
0 þ x

� �

� 4/k
0

q

2
ð31Þ

The model in Fig. 9 has now been completely solved for its state probabilities

and failure frequencies and is now available for use. Quantification can be com-

pleted once the parameter values are estimated for use in specific applications.

These equations can be used to compute point estimates of state probabilities and

failure frequencies as a function of time, and for use in uncertainty analysis in

which uncertainty distributions for each parameter is propagated through the

equations in a Monte Carlo Sampling process.

Four-State Markov model. This model consists of four states of pipe segment

reflecting the progressive stage of pipe failure mechanism: the state with no flaw,

development of flaws or detectable damage, the occurrence of leaks, and occur-

rence of pipe ruptures. As seen from this model pipe leaks and ruptures are

permitted to occur directly from the flaw or leak state. The model accounts for

state dependent failure and rupture processes and two repair processes. Once a flaw

occurs, there is an opportunity for inspection and repair to account for in-service

inspection program that searches for signs of degradation prior to the occurrence of

pipe failures. Here the Leak stage L does not indicate actual leak, but represents a

stage in which remaining pipe wall thickness is 0.45 9 t to 0.2 9 t (pipe wall

thickness) (Fig. 10).

S is the success (depth of corrosion less than 0.1253t), F is the flaw (depth

of corrosion is 0.1253t to 0.453t), L is the leak stage (depth of corrosion is
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0.453t to 0.83t), R is the rupture (depth of corrosion beyond 0.83t), t is the pipe

wall thickness

P
0
s

P
0
f

P
0
l

P
0
R

2

6

6

4

3

7

7

5

¼
�/ x l 0

/ � xþ kf þ qf
� �

0 0

0 kf � lþ qlð Þ 0

0 qf ql 0

2

6

6

4

3

7

7

5

Ps

Pf

Pl

PR

2

6

6

4

3

7

7

5

ð32Þ

The Markov model diagram describes the failure and inspection processes as

discrete state-continuous time problem. The occurrence rates for flaw, leaks, and

ruptures are determined from limit state function formulation. The repair rates for

flaws and leaks are estimated based on the characteristics of inspection and mean

time to repair flaws and leak upon detection. Setting up differential equations for

different states and finding the associated time dependent state probabilities can

solve the Markov model. These equations are based on the assumption that the

probability of transition from one state to another is proportional to transition

rates indicated on the diagrams and there is no memory of how current state is

arrived at. Assuming the plant life of 40 years, state probabilities are computed

at the plant life.

3.3 Case Study

The PHWR outlet feeder piping system is taken as a typical case study. There are

306 number of small diameter pipes of diameter ranging from 40 to 70 mm and

length 2–22 m that connect coolant channels to the outlet header. The feeder pipe

considered in this case study is made of carbon steel A106GrB, with a diameter

(d) of 70 mm and thickness (t) of 6.5 mm. After estimating the degradation rate, it

has to be applied in the suitable limit state function to estimate the failure

probability.

Assumptions

(i) It has been assumed that Erosion-Corrosion is present in outlet feeder.

(ii) A representative value has been assumed for corrosion rate.

(iii) To estimate the failure probability using FORM, normal distribution has been

assumed for all the variables.

S F L R

f

lf

Fig. 10 Markov model for
pipe elements with in-service
inspection and leak detection
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Consequence Analysis of Feeder Failure. The coolant channels are connected

via individual feeder pipes to headers at both ends of the reactor. Figure 11 pre-

sents the schematic of Primary Heat Transport System, which includes feeder

connections. Since feeder failure can result in Small Loss of Coolant Accident

(SLOCA), it can be termed as an Initiating Event (IE). From the failure probability

obtained from Markov models explained in previous sections, the IE frequency

can be estimated using the equation given below:

Failure RateIE;feeder1 ¼ Failure ProbabilityIE;feeder1

EOL
ð33Þ

where, EOL is the number of years the plant is licensed (e.g., 40 years).

In the event of feeder failure, Emergency Core Cooling System (ECCS) will be

actuated. The ECCS is designed to provide enough coolant to the PHT system and

to transport heat from the core to the ultimate heat sink in such a way as to ensure

adequate reactor core cooling during all phases of LOCA. Event tree is drawn for

this IE and accident sequences are found which can lead to core damage because

of this IE. CDF due to the specific IE is estimated by adding the accident sequence

frequencies from the IE (Fig. 12).

Conditional Core Damage Probability (CCDPi) for a component failure can be

directly obtained from the PSA results, by dividing the CDF due to the specific IE

by the frequency of that IE.

Fig. 11 Schematic of
primary heat transport system
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CCDPi ¼
CDFdue to IE

IEfrequency

ð34Þ

For the case of SLOCA, there are three accident sequences, viz., sequence

number 4, 6, and 18, from this IE, which can result in Core Damage. The CCDP

due to SLOCA is found to be 8.835E-06, which falls in medium category in risk

matrix.

3.3.1 Using Three-State Markov Model

For three-state Markov models, three transition rates are involved as shown in

Fig. 9. The fist transition rate u representing the occurrence of flaw can be found

out from limit state function or statistical method. However, in this case study a

limit state function has been defined. Success State S represents a situation, in

which flaw is less than 0.125 9 t, and flaw state, F, represents a situation, in which
flaw is 0.45 9 t. / represents transition rate from state S to state F. The limit state

function can be defined as

G1 d; Tð Þ ¼ 0:45� t � ðd þ rate� TÞ ð35Þ

d is the undetected flaw = 0.125 9 t, T is the time of inspection usually 10 years,

Rate is the Erosion-corrosion rate (mm/year).

Corrosion rates can be established either from the operating experience or from

models available in the literature.

Table 10 presents mean and variance values for various parameters appearing

in the limit state functions.

Next transition rate is defined as Occurrence of degraded state, represented by

k0. Degraded can be referred to as either leak state or rupture state. The equation

has already been given in Eq. 21. For parameters like k0, kL, and kC, we can apply

Fig. 12 Event tree for small
LOCA
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the statistical model like Thomas model. Thomas defined the following relation-

ship between the frequency of catastrophic rupture (kC) and frequency of leak-

age (kL);

kC ¼ kL � 3 � PðCjLÞ ð36Þ

where P(C|L) is the conditional probability of rupture given leakage. P(C|L) has
been assumed to be 0.02, considering erosion-corrosion as the dominant degra-

dation mechanism present in the feeder.

k0 can also be found out using a limit state function. Typically, when a piping

loses its 80% of wall thickness it is considered to have reached a failed state. So

the limit state function can be formulated as

G2 ¼ 0:8� t � ð0:45� t þ rate� TÞ ð37Þ

Third state is the transition from flaw state to success state. This occurs when

that particular piping component is subjected to In-Service Inspection. This has

been denoted as x. This parameter in Markov model that accounts for the

inspection process can be further defined according to the following model.

x ¼
PIPFD

ðTFI þ TRÞ
ð38Þ

where, PI is the probability that a piping element with a flaw will be inspected per

inspection interval. In the case where inspection locations are inspected at random,

this parameter is related to the fraction of the pipe segment that is inspected each

interval and the capability of the inspection strategy to pinpoint the location of

possible flaws in the pipe. When locations for the inspection are fixed, this term is

either 0 or 1 depending on whether it is inspected or not. This probability is

conditioned on the occurrence of one or more flaws in the segment.

PFD is the probability that a flaw will be detected given this segment is

inspected. This parameter is related to the reliability of NDE inspection and is

conditional on the location being inspected having an assumed flaw that meets the

criteria for repair according to the ASME code. This term is often referred to as the

‘‘probability of detection’’ or POD, TFI is the mean time between inspections for

flaws (inspection interval), TR is the mean time to repair once detected. There is an

assumption that any significant flaw that is detected will be repaired.

The software package for structural reliability analysis, STUREL, has

been used to estimate the failure probabilities from the limit state functions.

Table 10 Parameters for
failure pressure model with
mean and variance

Parameters Mean values Variance

Thickness of the pipe (mm) 7 0.148

Outer diameter of the pipe (mm) 72 1.5

Rate of erosion-corrosion (mm/year) 0.051 0.015

Time (year) 40

Length of defect (mm) 300
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The solutions are obtained from COMREL module of STUREL which are used to

estimate the various transition rates, u and k0. Alternatively, k0 has been estimated

using Thomas model also. These results are presented in Table 11. These transi-

tion rates are applied on the Markov model shown in Fig. 9. Software MKV 3.0 by

ISOGRAPH is used for determining the various state probabilities in the Markov

model, as shown in Table 12.

The unavailability graph for three-state Markov model, considering the

degraded state as unavailable for Thomas model and G function are given in

Figs. 13 and 14 respectively. The failure frequencies of the three-state Markov

model for Thomas model and G function are depicted in Figs. 15 and 16

respectively.

Degraded state probabilities from Thomas model are found for different POD

and ISI interval. Figure 17 shows the degraded state probabilities for different

POD. With no repair transition the probability of feeder in degraded state was

found to be 2.711E-6. The probability has been found to be increased to twofold

from the probability with 10 years of ISI interval and 70% POD detection

technique.

Final aim of RI-ISI is to categorizes the components and assign an appropriate

inspection category from Risk matrix. The consequence of failure has already been

discussed. It falls in medium category in risk matrix. To analyze the impact of

different ISI interval and inspection technique on plant risk, the inspection cate-

gory for these test cases was found out. It has been found that failure frequencies

increase by a factor of 100 when Thomas model is used in place of G function. The

results and categories obtained after placing them in Risk Matrix are shown in

Tables 13 and 14 for Thomas model and G function, respectively. It can be found

that it has not made any change in final inspection category, since the failure

frequencies obtained from Thomas model and G function fall in the medium range

of failure frequency in Risk matrix.

Table 11 Transition rates
used in three-state Markov
model

Parameters Values (/year) Remarks

/ 3.812 9 10-4 G-1

k0 kL = 8.76E-06
kC = 1.75E-07

Thomas model

0.115E-07 G-2 model

x 0.09 90% POD in 10 years ISI

Table 12 State probabilities States State probability
(Thomas)

State
probability (G)

Success (S) 0.9959 0.9959

Flaw (F) 4.1E-03 4.1E-03

Degraded (D) 1.102E-6 1.375E-9

356 A. K. Verma et al.



Fig. 14 Unavaila.
from G function model

Fig. 13 Unavaila. from
Thomas model

Fig. 15 Failure Freq.—
Thomas model
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3.3.2 Using Four-State Markov Model

To determine the different transition rates /, kf, qL, and qf, limit state functions,

based on strength resistance, are used. The first limit state function is defined as the

difference between the pipeline wall thickness t and depth of corrosion defect [20].

This limit state function describes the state of depth of the corrosion defects with a

depth close to their maximum allowable depth before repair could be carried out

that is 85% of the nominal pipe wall thickness (0.45 9 t). The probability that pipe
fall thickness reduces to 0.45 9 t will occur at a rate, /, which is defined as

occurrence of flaw. So, / represents transition rate from state S, in which flaw is

less than 0.125 9 t, to state F in which flaw is 0.45 9 t. The limit state function

has already been defined in Eq. 35.

The second limit state function is formulated to estimate the transition rate kf. kf
represents transition rate from state F, which has already crossed the detectable

range i.e., 0.45 9 t, to the leak state L, i.e., 0.8 9 t. The G for this case will be the

same as given in Eq. 39.

Fig. 16 Failure
Freq.—G function
model

0.00E+00

2.00E-07

4.00E-07

6.00E-07

8.00E-07

1.00E-06

1.20E-06

1.40E-06

5 7 10

ISI inteval (yrs)

D
e

g
ra

d
e

d
 s

ta
te

 p
ro

b
a

b
il

it
y

90% POD 70%POD

Fig. 17 Impact of inspection
and repair strategies on
piping failure probability
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There is a probability for the piping reaching directly the rupture state, R, from
the flaw state, F, because of encountering the failure pressure in the flaw state. For

this case, a different limit state function needs to be formulated. The third limit

state function is defined as difference between pipeline failure pressure Pf and

pipeline operating pressure Pop [20].

G3 Pf

� �

¼ Pf � Pop ð39Þ

x is the parameter in Markov model that accounts for the inspection process and

can be further defined according to the following model given in Eq. 38. Another

parameter is introduced in four-state Markov model to represent the leak repair.

Repair rate

l ¼ PLD= TI þ TRð Þ ð40Þ

PLD is the probability that leak in the element will be detected per detection period

(Typically assumed as 0.9).

Table 15 presents mean and variance values for various parameters appearing

in the limit state functions.

The software package for structural reliability analysis, STUREL, has been used

to estimate the failure probabilities from the limit state functions. The solutions are

obtained fromCOMRELmodule of STUREL,which are used to estimate the various

transition rates and are presented in Table 16. These transition rates are applied on

the Markov model shown in Fig. 10. Software MKV 3.0 is used for determining the

various state probabilities in the Markov model, as shown in Table 17. Modified

B31G estimates are considered for qf and ql in the Markov model.

Depending on our definition of failure, state probability of either the leak state or

the rupture state can be considered as failure probability of the feeder. The failure

frequency of the feeder can be estimated by dividing this probability by the design

life of the component, which value can be further employed inRI-ISI for determining

its inspection category for In-Service Inspection. The unavailability graph for four-

Table 13 Risk matrix
category for Thomas model

ISI
interval

90% POD 70% POD

Freq (/year) Category Freq (/year) Category

5 1.63E-8 6 1.995E-8 6

7 2.13E-8 6 2.575E-08 6

10 2.55E-8 6 3.225E-8 6

Table 14 Risk matrix
category for G model

ISI
interval

90% POD 70% POD

Freq (/year) Category Freq (/year) Category

5 2.1E-11 6 2.57E-11 6

7 2.73E-11 6 3.3E-011 6

10 3.55E-11 6 4.15E-11 6
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state Markov model, considering the rupture state as unavailable is given in Fig. 18.

The failure frequency of the four-state Markov model is depicted in Fig. 19.

Various inspection strategies are tried out changing the inspection interval and

detection techniques employed. Figures 20 and 21 present the graphs on the results

of these strategies on piping failure probability without and with leak repair

respectively.

As per the consequence of failure, it falls in medium category in risk matrix. For

different cases of inspection and repair strategies we can find which category the

feeder will fall in the Risk matrix. Tables 18 and 19 provide the piping failure

frequency, the respective CCDP, and inspection category number from risk matrix

for different inspection and repair strategies.

4 Concluding Remarks on Risk-Informed In-Service

Inspection

The failure pressure models considered here to define the G function lead to

similar failure probabilities for short pipeline service periods. Various parameters

are assumed here to be normally distributed, but in actual practice this may not be

Table 15 Parameters for
failure pressure model with
mean and variance

Parameters Mean values Variance

Yield strength (MPa) 358 25

Thickness of the pipe (mm) 7 0.148

Ultimate tensile strength (MPa) 455 32

Outer diameter of the pipe (mm) 72 1.5

Rate of erosion-corrosion (mm/year) 0.051 0.015

Load (MPa) 8.7 0.9

Time (year) 40

Length of defect (mm) 300

Table 16 Transition rates
obtained from COMREL
modules

Parameters Values (/year) G method

/ 3.812 9 10-4 G-1

kf 2.435 9 10-5 G-2

qf 0.115 9 10-7 G-3: modified B31G

ql 1.486 9 10-2 G-3: modified B31G

Table 17 State probabilities
for w = 0.09 and l = 0.084

States State probability

Success (S) 0.9956

Flaw (F) 4.362E-03

Leak (L) 9.303E-7

Rupture (R) 3.147E-7
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Fig. 18 Unavaila. for four-
state model

Fig. 19 Failure Freq. for
four-state model
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the case. Instead of applying directly the probabilities obtained from limit state

function in RI-ISI evaluation, it is recommended to find the state probabilities

using the MARKOV model, since it incorporates the effect of repair and inspection

works on the pipeline failure frequency. Markov model also allows formulating a

proper inspection program and period depending on the operating condition of the

plant at any given time.

The ultimate aim of RI-ISI is to optimize the inspection strategies in terms of

risk and cost functions. So it is necessary to address the issues involved in con-

ducting ISI like what should be the optimum frequency of inspection without

jeopardizing the risk of the plant, what should be inspection technique adopted

which will have maximum probability of detection (POD) of flaw, etc. The terms l

and x in the Markov model presented in Fig. 10 incorporate ISI frequency and

technique respectively. The POD values to be taken for different inspection

techniques should be established experimentally taking into consideration, the

sensitivity of the equipment used during inspection. There can be a source of

uncertainty in POD values, which is assumed to have negligible impact on final

With leak repair
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Fig. 21 Impact of inspection
and repair strategies on
piping failure probability
with leak repair

Table 18 Risk matrix
category with leak repair

ISI
interval

25% FD, 90% POD 25% FD and 70% POD

Freq (/year) Category Freq (/year) Category

5 8.45E-9 6 9.85E-9 6

7 1.035E-8 6 1.1625E-08 6

10 1.215E-8 6 1.3325E-8 6

Table 19 Risk matrix
category without leak repair

ISI
interval

25% FD, 90% POD 25% FD and 70% POD

Freq (/year) Category Freq (/year) Category

5 1.54E-07 5 1.74E-07 5

7 1.81E-07 5 1.98E-07 5

10 2.05E-07 5 2.2E-07 5
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failure probability values. It has been seen from Tables 18 and 19 that the changes

in inspection and repair strategies can result in change in inspection category. In

addition, it gives a direct indication to its effect on plant risk.
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Risk, Reliability, Safety, and Testing

Case Study

Norman Schneidewind

1 Objective

This chapter provides the reader with a case study that illustrates how software risk

and reliability analysis can be used to reduce the risk of software failure and

improve the overall reliability of the software product. You will learn how

sequential testing is used as a process to achieve risk, reliability, and safety goals.

2 Overview of the Principles of Risk-Driven Reliability Model

and Test Process

The risk-driven reliability model and testing process borrow concepts from clas-

sical sequential testing methodology that is used for hardware, with adaptation to

software. Both consumer and producer risk are considered, reflecting the fact the

consumer (e.g., customer) and producer (e.g., contractor) have different perspec-

tives concerning what they consider to be tolerable risks of software failure.

Similarly, there is also a differentiation based on what the consumer and producer

consider to be acceptable reliability. Using the consumer-producer framework, a

model and process are developed for executing sequential tests, based on software

risk and reliability and model risk and reliability prediction accuracy. Rules are

specified for determining at each decision point in testing whether the software and

the model prediction accuracy are acceptable. In addition, the test rules serve as

stopping criteria for testing (i.e., when it is cost-effective to stop testing).
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Both empirical and predicted quantities are assessed. The test rules are integrated

with several levels of criticality of software (i.e., the higher the criticality, the more

stringent the tests). Based on lessons learned, the model and process are improved

for future applications. The analysis is started by developing a model and process

template based on the Poisson distribution of failures. This hypothetical example

allows the model and process to be debugged before it is applied to a real

application involving the NASA Space Shuttle flight software.

3 Model and Process Basics

This case study is about the development and evaluation of a model and process

that uses the risk of software failure to drive test scenarios and reliability pre-

dictions. Scenarios involve the comparison of the software’s actual outputs,

resulting from test scenario execution, with its expected outputs, as documented by

a specification [19]. Software actual outputs are empirical values of risk and

reliability and the expected outputs are represented by specified threshold values of

risk and reliability.

In addition, risk and reliability predictions provide stopping rules for testing.

The foundation for these concepts of software testing is based on classical methods

addressed to hardware [6], but with significant modifications to tailor the models to

software testing and reliability. On the one hand, the classical methods of

sequential testing, involving the concepts of consumer and producer risks [6], are

very useful for structuring a testing and reliability model. On the other hand, these

concepts are lacking in the literature on software testing [3]. Software testing

emphasizes techniques such as statement coverage, decision coverage, branch

coverage, and data flow coverage [3]. The classical methods are not entirely

satisfactory for software because they are based on testing large quantities of

homogeneous hardware items. This is not the situation with software because, in

many cases, one-of-a kind of software is developed and tested. Thus, the classical

methods require modification to be applicable to software.

Another important facet of the risk and reliability process is to evaluate not only

the software but the model that predicts software risk and reliability, as well. If the

model cannot predict accurately, the predictions cannot be used and you must try

to validate another model (e.g., Weibull distribution). Thus, in this approach, there

is an intimate relationship between software testing and models that provide the

predictions for evaluating the outputs of the tests.

One way to analyze the software testing process is to consider the mechanism

that drives the number, type, criticality, sequence, and timing of tests. The oper-

ational profile—frequency of application functions, weighted by their criticality—

is one way [8]. However, the focus of this case study is consumer and producer

risk in testing and models for quantifying the risk, with reasonable tradeoffs to

balance competing consumer and producer objectives. To achieve this balance is

important because on the one hand, the consumer desires highly reliable software
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at a low cost. On the other hand, the producer desires to deliver software that meets

‘‘reasonable’’ reliability requirements and results in high profit. To make this

tradeoff, a balancing act is performed among risk, reliability, test time, acceptance

and rejection criteria, and test sequence.

4 Safety Critical Software Considerations

To assist in making informed acceptance decisions, software risk analysis and

reliability prediction are integrated to provide a comprehensive approach to

implementing test rules designed to reducing risk and increasing reliability. This

approach is applicable to all software, and in particular, it is important for certi-

fying safety critical software because achieving improvements in the reliability of

software contributes to system safety [5]. In addition, for this type of software, it is

critical to have a feedback mechanism during testing to indicate when to continue

to test and when to stop testing. Important feedback criteria are level of risk,

reliability, and reliability growth. The inspiration for using this feedback mecha-

nism comes from the concept expressed in [1] of using a test manager to monitor

the difference between observed reliability and reliability predicted by a model.

The difference is fed back into the test process to control the next step in testing. In

this case study, the differences between observed and required risk and reliability

are used to control the test process.

5 Case Study Approach

The case study approach is to investigate the feasibility of applying the consumer

risk—producer risk model of testing to software. This classical method for testing

hardware has been used for decades—long before the advent of software. There is

no reason why the principles of this approach cannot be applied to software with

suitable modifications. The effectiveness of the consumer-producer model, as

applied to software, is assessed by documenting the advantages and disadvantages,

and the lessons learned.

The analysis begins by developing a risk and reliability model test template that

addresses the major issues in consumer and producer risk and reliability. The test

template is analogous to the concept described in Stocks and Carrington [15]: a

test template framework is a useful concept in specification-based testing

(i.e., specification of risk and reliability requirements). The framework can be

defined using any model-based specification notation and used to derive tests from

model-based specifications (i.e., test sequence and acceptance criteria derived

from risk and reliability specifications).

An example from the Poisson probability distribution is used to build the model

template. The example is not entirely realistic because the reliability function that
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is a by-product of this process may not demonstrate reliability growth. In software

reliability growth models, growth is possible because faults are removed as they

are discovered, and assuming fewer new faults are introduced as old faults are

removed, reliability will increase over test time. However, it is better to use a

simple probability distribution at the outset to illustrate the model before delving

into the analysis of real systems. Later, the NASA Space Shuttle flight software is

used to provide a real-world example of applying the model, where reliability

growth is part of the modeling process.

The model must be developed carefully and must include risk and reliability

objectives. It is important that the model properly maps to the software under test.

The method of model construction, when building testing scenarios, is to first build

a template for guiding the construction of test sequences. Then in conducting the

tests, iterate based on the test results at each stage until either the software is

accepted or rejected.

6 Other Reliability Testing Methods

Reliability testing can be conducted at a macro or micro level. The former is

used in sequential test scenarios in which the concern is about the big picture

of risk, failure occurrence, and how to mitigate the risk to safety by increasing

reliability. But in the micro view of testing, the focus is on methods that deal

with the specifications, code, and data flow to produce effective fault removal

in a cost-efficient manner. Specification-based testing produces test cases

based on inputs, outputs, and program states. Code-based testing addresses

computation results, predicate coverage, and control flow coverage. In data

flow-based testing, test cases are produced to cover the execution space

between where variables are declared and where they are used. Yet another

method is mutation testing in which mutants of the original code are produced

by introducing faults into program statements and observing the resulting

execution behavior [4].

Lyu [7] provides a brief description of some of the important white-box testing

methods: white-box testing uses the structure of the software to measure the

quality of testing. This type of testing includes statement and decision coverage.

Statement coverage testing constructs test cases that force each statement or a

basic block of code to be executed at least once. Decision coverage constructs test

cases that force each decision in the program to be covered at least once.

A decision is covered if, during execution, it evaluates to true and in another

execution, it evaluates to false [7].

Model-based testing is a technique for generating a suite of test cases from

requirements. Testers using this approach concentrate on a data model and gen-

eration infrastructure instead of handcrafting individual tests. Several studies have

demonstrated how combinatorial test generation techniques allow testers to

achieve broad coverage of the input domain with a small number of tests. The
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authors have conducted several large projects in which they applied these tech-

niques to systems with millions of lines of code [2].

None of these methods is superior to the others in all cases and their

effectiveness and efficiency are application dependent. Selected tests at the

micro level should be combined with a macro level approach to provide a

comprehensive attack on the software risk and reliability problem. In fact, the

approach is to do model testing at the micro level (i.e., white-box testing) to

provide failure count input to the macro level model (i.e., black-box testing

based on top-level specifications). The process does not have to stop there. You

can use the two approaches synergistically by feeding black-box testing risk

and reliability predictions to white-box testing so that the latter will provide an

assessment of likely operational risk and reliability. Then, the white-box

strategy would be adjusted to focus testing on the highest risk and lowest

reliability software.

7 Risk, Reliability, and Safety Model Development

7.1 Definitions

7.1.1 Risk

According to Software Safety [14], ‘‘risk is a function of: the possible frequency of

occurrence of an undesired event, the potential severity of resulting consequences,

and the uncertainties associated with the frequency and severity’’. This sounds

good but would be difficult to implement because all of the risk factors would not

be available in practice. Therefore, you should use a definition to account for, not

only the probability of an undesirable event but, in addition, the ‘‘severity of

resulting consequences’’, as represented by failure count. Putting these two factors

together, we define risk as the expected number of failures (i.e., probability of

failure 9 failure count).

Lm: risk limit (threshold that risk should not exceed).

Mission critical: an application in which high risk and low reliability would

jeopardize the organization’s survival.

Safety critical: an application in which high risk and low reliability would jeop-

ardize the safety of the crew and mission.

tm: Mission duration: length of computer operation, space flight, etc.

‘‘actual’’ refers to reliability and risk that are computed by using historical data;

there is no prediction of the future

‘‘predicted’’ refers to reliability and risk that are computed by using historical data

in order to make forecasts of the future
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7.2 Risk Analysis

7.2.1 Actual Risk

In order to have a baseline against which to compute risk prediction errors, start by

finding the actual probability of failure for the consumer and producer in Eqs. 1

and 2, respectively:

Pac(t, rc): actual consumer probability of rc failures in time

t ¼ rcðtÞ
PNc

t¼1 rcðtÞ
; ð1Þ

where Nc is the number of failures that occur on consumer software.

Pap(t, rp): actual producer probability of rp failures in time

t ¼ rpðtÞ
PNp

t¼1 rpðtÞ
; ð2Þ

where Np is the number of failures that occur on producer software.

Then applying the definition of risk (i.e., probability of failure 9 failure count),

compute the actual consumer and producer risk in Eqs. 3 and 4, respectively

lc t; rcð Þ ¼ pac t; rcð Þ½ � � rc ð3Þ

lp t; rp
� �

¼ Pap t; rp
� �� �

� rp ð4Þ

7.3 Probability of Failure

Unlike hardware during its operations phase when the time to failure (MTTF) is

assumed constant, software has a variable MTTF that is a function of length of

time the software has been operating or tested t and the number of failures r that
have occurred during this time. Based on these considerations, you can compute

the consumer MTTF in Eq. 5.

mc t; rcð Þ ¼
t

Pt
t¼1 rc

� �

ð5Þ

Then, it follows that you can compute the producer MTTF in Eq. 6:

mp t; rp
� �

¼
t

Pt
t¼1 rp

� �

ð6Þ
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If a Poisson distribution of failure counts is assumed for consumer failures rc,
during time t, with mean time to failure mc(t, rc) from Eq. 5, predict the probability
of failure for the consumer in Eq. 7:

Pc t; rcð Þ ¼ t

mc

� �rce�
t
mcð Þ

rc!
ð7Þ

Similar to Eq. 7, if you assume a Poisson distribution of failure counts rp for the
producer, during time t, with mean time to failure mp(t, rp), estimated in Eq. 6, you

can predict the probability of failure for the producer in Eq. 8:

ppðt; rpÞ ¼ t

mp

� �rpe
� t

mp

� 	

rp!
ð8Þ

7.3.1 Predicted Risk

Again applying the definition of risk and using Eq. 7, predict the consumer risk in

Eq. 9:

ac t; rcð Þ ¼ Pc t; rcð Þ½ � � rc ð9Þ

The consumer’s risk is not the whole story about risk because you must con-

sider producer’s risk in the sequential tests model. As you will recall, the producer

wants to minimize the risk of rejecting good software. The producer wants to

produce the minimum acceptable software for the consumer, but no more. To do

otherwise would result in needless cost for the producer.

Thus, again applying the definition of risk and using Eq. 8, you can compute the

producer risk in Eq. 10:

bp t; rp
� �

¼ Pp t; rp
� �� �

� rp ð10Þ

8 Reliability Analysis

8.1 Actual Reliabilities

In order to assess reliability prediction accuracy, it is necessary to compute actual

reliabilities so that predicted and actual values can be compared. Therefore, actual

consumer reliability Rac(r, tc) is computed during time t, using the Poisson dis-

tribution of failures rc, as given by Eq. 11:

Rac t; rcð Þ ¼ 1�
rc

PNc

t¼1 rc

 !

ð11Þ

Risk, Reliability, Safety, and Testing Case Study 371



Similarly, the actual producer reliability Rap(t, rp) is computed in Eq. 12, using

the Poisson distribution of failures rp:

Rap t; rp
� �

¼ 1� rp
PN

t¼1 rp

 !

ð12Þ

8.2 Predicted Reliabilities

Formulate the consumer and producer predictedreliabilities by first considering the

relationship between the reliabilities Rc(t) and Rp(t), which are the probabilities of

survival in the interval t, and the probabilities of failure Pc(t, rc) and Pp(t, rp) in the

interval t, using Eq. 13.

Rc tð Þ ¼ 1� Pc t; rcð Þ; Rp tð Þ ¼ 1� Pp t; rp
� �

ð13Þ

Now obtain Pc(t, rc) from Eq. 7 and use it in Eq. 14 to predict consumer

reliability:

Rc tð Þ ¼ 1� Pc t; rcð Þ ¼ 1� t

mc

� �rce�
t
mcð Þ

rc!
ð14Þ

Similarly obtain Pp(t, r) from Eq. 9 and use it in Eq. 15 to predict producer

reliability:

Rp tð Þ ¼ 1� Pp t; rp
� �

¼ 1� t

mp

� �rpe
� t

mp

� 	

rp!
ð15Þ

Because predictions deal with the highly volatile future they are subject to

potentially large prediction errors. Therefore, you should first investigate the

prediction error before drawing conclusions about the validity of the prediction

results. This is done in the next section.

9 Predictions and Prediction Accuracy

9.1 Risk Prediction

The method of assessing consumer and producer risk prediction accuracy is to see:

(1) whether the mandatory criteria are satisfied: predicted consumer risk, predicted

producer risk, and actual risk are less than the allowable limit; and (2) whether the
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desirable criteria are satisfied: predicted consumer risk and predicted producer risk

are less than the actual risk. Mandatory criteria (1) are given in Eqs. 16 and 17 and

desirable criteria (2) are given in Eqs. 18 and 19.

MandatoryCriteria

a t; rcð Þ; lc t; rcð Þ\Lm predicted and actual consumer risk\risk limitð Þ ð16Þ

b t; rp
� �

; lp t; rp
� �

\Lm predicted and actual producer risk\risk limitð Þ ð17Þ

Desirable Criteria

a t; rcð Þ\lc t; rcð Þ predicted consumer risk\actual consumer riskð Þ ð18Þ

b t; rp
� �

\lp t; rp
� �

predicted producer risk\actual producer riskð Þ ð19Þ

The rationale for the mandatory criteria is that if the risks exceed the limit, the

safety of the software system would be jeopardized.

In the case of the desirable criteria, there would be concern about prediction

accuracy if predicted risks exceed actual risks because it would indicate the

possibility of large prediction error.

9.2 Risk Prediction Accuracy

Now (16), (17), (18), and (19) are insufficient because, since a(t, rc) and b(t, rp) are
predicted quantities, we need to see whether there is acceptable prediction

accuracy with respect to actual consumer risk lc(t, rc) and actual producer risk lp
(t, rp). You compute the mean square error in Eqs. 20 and 21 for consumer risk and

producer risk, respectively.

ERc ¼
X

T

t¼1

½lcðt; rcÞ � aðt; rcÞ�2
T

ð20Þ

ERp

X

T

t¼1

½lpðt; rpÞ � bðt; rpÞ�
2

T
; ð21Þ

where T is the last time the software is tested.

Next, you test whether the values in Eqs. 20 and 21 satisfy the error thresholds

in conditions (22) and (23), respectively, using the mean plus three standard

deviations criterion:

SRc ¼ ½lcðt; rcÞ � aðt; rcÞ�
2
\ðERc þ 3rÞ ð22Þ

SRp ¼ ½lpðt; rpÞ � bðt; rpÞ�
2
\ ðERp þ 3rÞ ð23Þ
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9.3 Reliability Prediction Accuracy

The reliability accuracy test is to compute the mean square error of the difference

between (1) actual consumer reliability Rac(t, rc) and predicted consumer reli-

ability Rc(t, rc) and (2) between actual producer reliability Rap(t, rp) and predicted

producer reliability Rp(t, rp). Erc and Erp are the consumer and producer error

quantities in Eqs. 24 and 25, respectively.

Erc ¼
X

T

t¼1

½Racðt; rcÞ � Rcðt; rcÞ�2
T

ð24Þ

Erp ¼
X

T

t¼1

½Rapðt; rpÞ � Rpðt; rpÞ�
2

T
ð25Þ

Now, you can test whether the values in Eqs. 24 and 25 satisfy the error

threshold conditions (26) and (27), based on the mean plus three standard devia-

tions criterion, respectively:

Src ¼ ½Racðt; rcÞ � Rcðt; rcÞ�
2lt; ðErc þ 3rÞ ð26Þ

Srp ¼ ½Rapðt; rpÞ � Rpðt; rpÞ�
2lt; ðErp þ 3rÞ ð27Þ

10 Tradeoff between Consumer’s Risk and Producer’s Risk

As mentioned in the Overview, it is desirable to balance the conflicting objectives

of minimizing both consumer’s risk and producer’s risk. To do this, use the

difference [a(t, rc) - b(t, rp)] between predicted consumer and producer risks to

analyze whether balance has been achieved. You examine the minimum of this

quantity, noting how close it is to zero (degree of balance), when it occurs in test

time (test resources necessary to achieve balance), and the failure counts at this test

time (reliability of the software when balance achieved).

11 Test Rules

One of the most difficult aspects of testing is to answer the question: ‘‘when to stop

testing?’’ Myers suggests to stop testing when a given number of faults have been

discovered and corrected [10]. While this approach is indirectly related to reli-

ability, and is certainly better than stopping when we run out of money and time, it

is better to use criteria that are directly related to risk and reliability. With this
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approach, you can key the stopping rules to achieving acceptable levels of risk and

reliability. This concept is embodied in the test rules below.

Test rules should also include the criticality of the software being tested (see

Fig. 1, Part 2). This factor is mentioned in [12], where the authors state: ‘‘Many

commercial products are not fully prepared for use in high assurance situations. In

spite of the criticality of these applications, there currently exists a dearth of

software assurance techniques to assess the robustness of both the application and

the operating system under strenuous conditions. The testing practices that

ordinary commercial products undergo are not thorough enough to guarantee

reliability. High assurance applications require software components that can

function correctly even when faced with improper usage or stressful environmental

conditions’’. Our aim is to guarantee reliability by using a model and test schema

that requires the software to pass several reliability and risk checks before it can be

certified by imposing the most stringent test conditions in acceptance tests for

mission critical and safety critical software.

Based on the roadmap in Fig. 1 and the mandatory and desirable risk criteria

previously formulated, you specify the rules for the software and model accept–
reject decisions. Accept software if the software rules evaluate to ‘‘true’’. Accept

model if the model rules evaluate to ‘‘true’’. Mandatory rules are designed to

ensure that there are no unacceptable risks in the operation of the software,

whereas desirable rules are designed to ensure reasonable prediction accuracy. To

be certified as safe to deploy, consumer and producer software must pass all parts

of two sequential tests. If there is a failure to pass any part of the first test, the

software is given a second chance to pass the two tests, after faults are removed

(see Fig. 1, Part 2).

Risk

Mandatory for Software

Risks of failure of consumer and producer software must be less than risk limit.

a. (t, rc)\ Lm (predicted consumer risk\ risk limit)

b. (t, rp)\ Lm (predicted producer risk\ risk limit)

c. lc(t, rc)\ Lm, lp(t, rp)\Lm (actual consumer and producer risk\ risk limit)

Mandatory for Prediction Model

Consumer and producer risk prediction model errors must be less than error

limits.

d. ½lcðt; rcÞ � aðt; rcÞ�2\ðERc þ 3rÞ (consumer error\ consumer error limit)

e. ½lpðt; rpÞ � bðt; rpÞ�
2
\ðERp þ 3rÞ (producer error\ producer error limit)

Desirable for Software

Desire predicted risks to be less than actual risks.

f. a(t, rc)\ l(t, rc)
g. b(t, rp)\ l(t, rp) (predicted producer risk\ actual producer risk)
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Desire consumer to have lower risk than producer.

h. a(t, rc) = b(t, rp) (predicted consumer risk\ predicted producer risk)

Reliability

It is important that both risk and reliability satisfy stringent specifications.

Therefore, in addition to the risk test rules that were just developed, the reliability

test rules are developed below.

Mandatory for Software

Predicted and actual reliabilities must be greater than specified reliabilities

a. Rc(t)[Rcs (predicted consumer reliability[ specified consumer reliability)

b. Rp(t)[Rps (predicted producer reliability[ specified producer reliability)

c. Ra(t)[Rcs (actual reliability[ specified consumer reliability)
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Fig. 1 Risk-driven testing and reliability process (Part 1), b Risk-driven testing and reliability
process (Part 2)
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d. Ra(t)[Rps (actual reliability[ specified producer reliability)

Mandatory for Prediction Model

Consumer and producer reliability prediction errors must be less than error

limits.

e. ½Racðt; rcÞ � Rcðt; rcÞ�2\ðErc þ 3rÞ (consumer prediction error must be less

than error limit)

Mandatory
Risk

Prediction
Accuracy

Acceptable

First Test

Try Another
Model
(e.g.,

Binomiall)
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N
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Y

N
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f. ½Rapðt; rpÞ � Rpðt; rpÞ�2\ðErp þ 3rÞ (producer prediction error must be less

than error limit)

Desirable for Prediction Model

Desire predicted reliabilities of the future to be greater than present actual

reliabilities. The idea is an attempt to achieve future reliabilities that are greater

than the historical reliabilities.

g. Rc(t)[Ra(t) (consumer predicted reliability greater than actual reliability)

h. Rp(t)[Ra(t) (producer predicted reliability greater than actual reliability)

The test rules and definitions are put in context by Fig. 1, Part 1 and Part 2.

These figures comprise a roadmap to the sequential testing, risk, and reliability

process. In this scenario, two complete software tests, comprising the use of risk

and reliability acceptance tests, are specified. In addition, acceptance criteria for

three levels of criticality are used in the accept/reject decision process: from the

most to the least critical: Criticality 1 (e.g., mission critical—Shuttle flight soft-

ware), Criticality 2 (e.g., operating system), and Criticality 3 (e.g., spreadsheet). In

the scenario, any one of the three types of software could be tested. The rela-

tionships between test rules and criticality are the following:

Criticality 1: must pass all tests to be accepted,

Criticality 2: must pass all mandatory tests and all desirable reliability tests to be

accepted,

Criticality 3: must pass all mandatory tests and all desirable risk tests to be

accepted,

Note that according to Fig. 1, Part 2, the testing process cannot proceed to the

desirable risk and reliability tests until all mandatory tests are satisfied, both

prediction accuracy and software tests. In addition, in Part 2, passing desirable

reliability tests is considered more important than passing desirable risk tests. This

is based on the logic that compared to risk, reliability can be quantified, under-

stood, and applied, whereas, setting the risk limit, for example, is subjective. Thus,

passing desirable reliability tests is associated with Criticality 2 software and

passing desirable risk tests is associated with Criticality 3 software. Note also that

if the software fails the first test, another model could be considered, such as the

Binomial (see Fig. 1, Part 2).

12 Example Problem, Using Poisson Distribution

In the two tests in Fig. 1, Part 2, use the Poisson distribution to predict consumer

and producer risk and reliability. The Poisson distribution is used to illustrate the

risk and reliability analysis process because it is a typical distribution that is used

in reliability modeling. Using this distribution produces increasing reliability with

test and operational time. This means that the software is run, faults that cause
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failures are removed, and reliability improves, as a consequence. A typical

example is that a personal computer runs for a while, and then multiple failures

occur, and are cleared with a reboot. Some researchers call this time ‘‘soak time’’

[8]. The reboot allows errant application code to be cleansed (i.e., faults are

removed) such that the software can operate until the next incident occurs. In

contrast, in our second example, involving safety critical software like the Shuttle

flight software, such a scenario could not be tolerated. This point will be elabo-

rated when the second example is introduced.

The following parameters are specified in the example problem (note that for

illustrative purposes, the units of the quantities are immaterial):

t : time ¼ testplus operational time 1; . . .; tNð Þ ¼ 1; . . .; 28

Note: to make the plots easy to read, risk and reliability quantities are plotted

against ‘‘test time’’ in the figures. This ‘‘test time’’ includes test time and opera-

tional time.

tm: = desired mission duration = 8

N: number of failure count intervals = 28

Lm: risk limit = 0.500000

It is reasonable to ask on what basis the risk limit is chosen. Admittedly, it is

somewhat subjective, but it is based on the following consideration: risk is:

(probability of r failures) 9 (r failure count). For this illustrative software, the

assumption is made that the probability is 0.5 for r = 1 failure, or Lm = 0.5. The

reason for six decimal places in the risk limit is that risks can be so close to zero

that they must be computed to six places to be compared with the limit.

Rcs: specified minimum consumer reliability =0.9000

Rps: specified minimum producer reliability, where Rps\Rcs = 0.8500

The choice of reliability thresholds is, again, a bit subjective but the important

point is that the relationship must be Rps B Rcs, reflecting the desire to force

greater reliability from the consumer’s perspective than from the producer’s.

For the Second Test, in order to illustrate the benefit of fault reduction and

consequent failure reduction, mean failure count is reduced by approximately 50%.

This action results in reducing consumer and producer risk and increasing consumer

and producer reliability. Thus, the mean of Poisson distributed failure counts �rc for
the consumer was reduced from 1.11 to 0.57. In addition, the mean of Poisson

distributed failure counts �rp for the producer was reduced from 1.39 to 0.61.
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12.1 Error Analysis

12.1.1 Risk Predictions

As seen in Fig. 2, consumer risk passes its mandatory risk prediction accuracy test

for the Second Test, but fails the First Test during the mission. In addition, as

Fig. 3 shows, producer risk passes its mandatory risk accuracy test for both the

First Test and the Second Test during the mission. This result would not be

comforting for the consumer because, despite the good results achieved by the

producer, faults would have to be removed from the consumer software before it is

acceptable.

12.1.2 Reliability Predictions

Figures 4 and 5 tell us that both consumer and producer reliability prediction error

passes their mandatory tests for First and Second Tests during the mission. At this
point, considering the combination of risk prediction and reliability error results

would lead us to conclude that it is too risky to release the software, and that more

testing is necessary to remove more faults.
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12.2 Risk Analysis

Note that risk functions, being rather subjective, can have variations that obscure

the underlying patterns [11]. The implication of this situation is that you can

expect some variation in the prediction of risk over test time.

Figures 6 and 7 address consumer risk and producer risk, respectively. You see

that, unfortunately, just one case of not meeting the criterion causes the mandatory
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risk test to fail: actual consumer risk lc(t, rc) for the First Test exceeds the risk

limit in Fig. 6. All tests are passed in Fig. 7. A consistent pattern is beginning to

emerge: producer software passes tests, but consumer software does not pass all

tests. This is not an unusual situation because, as implied previously, the producer

does not conduct tests with the same rigor as the consumer.

12.3 Reliability Analysis

Figure 8 tells us that the actual consumer reliability fails the mandatory test,

although the predicted reliability passes it. Note that it is more important for actual

reliability to pass because it is based on actual failure data, as opposed to pre-

dictions, which may or may not be accurate. Thus, consumer software continues to

have problems. Figure 9 is more encouraging because all reliabilities pass the

second test. The scenario of this outcome per Fig. 1, (Part 2) would be fault

removal from the consumer software, repeat and pass the first test, and pass the

second test.

12.4 Risk Tradeoff Analysis

Risk tradeoff analysis is also a part of the model roadmap. It provides additional

insight for making the accept/reject decision based on the relationship between
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consumer and producer risk. One objective of Fig. 10 is to determine the amount

of test time required for consumer risk to equal producer risk—this is a good

balance point. Another objective is to determine whether (consumer risk—pro-

ducer risk) is predicted to occur during the mission. For example, while equality is

obtained during the second test at t = 8, with zero failures, it is not obtained until

t = 21 during the first test, with zero failures. In other words, the requirements are
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not completed during test time (t = 1, 20); they are not completed until the

beginning of the mission at t = 21. Thus, the decision would be to reject the

software until it can satisfy the second test.
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13 NASA Space Shuttle Application

Now use the roadmap in Fig. 1 and apply it to the Shuttle flight software, using the

Schneidewind Software Reliability Model (SSRM) [13]. Any software reliability

growth model (srgm) would suffice for this purpose. An assumption of srgm’s is

that reliability will increase with time, as faults are removed as they are discov-

ered. Thus, a sufficiently long test time is required to: (1) collect sufficient failure

data in order to estimate model parameters and (2) allow reliability growth to take

place (e.g., reliability reaches an acceptable level). Once (1) and (2) have been

accomplished, you can predict the reliability of the software for the specified

mission duration tm.
The first step is to provide definitions of model quantities:

13.1 Definitions and Assumption

Only the definitions that are specific to the Shuttle are given here. Previous defi-

nitions are not repeated.

tcp Test time or operating time when predicted consumer reliability, Rc(t, rc),
= predicted producer reliability, Rp(t, rp)

sc SSRM parameter: Consumer starting interval for using observed failure

data in parameter estimation

sp SSRM parameter: Producer starting interval for using observed failure

data in parameter estimation

ac SSRM parameter: Consumer failure rate at the beginning of time

interval sc
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ap SSRM parameter: Producer failure rate at the beginning of time

interval sp
bc SSRM parameter: Consumer negative of derivative of failure rate divided

by failure rate (i.e., relative failure rate)

bp SSRM parameter: Producer negative of derivative of failure rate divided

by failure rate (i.e., relative failure rate)

rc(t) The number of consumer software failures whose faults have been

removed in time interval t
rp(t) The number of producer software failures whose faults have been removed

in time interval t
mc(t) Predicted mean number of failures occurring in consumer software during

time interval t
mp(t) Predicted mean number of failures occurring in producer software during

time interval t
Nc Total number of failures that occur in consumer software over all time

intervals

Np Total number of failures that occur in producer software over all time

intervals

Typically, in Shuttle software, there is a one-to-one relationship between faults

and failures. Thus, this assumption is made in the analysis.

13.2 Test Rules

Since the Shuttle uses a reliability growth model, a modified set of test rules is

called for to capture this important characteristic. To compute reliability growth

quantitatively, Jeff Tian suggests that reliability growth measure purification level,
the ratio between the number of faults (failures) removed during testing over the

total faults (failures) at the beginning of testing. In this analysis it is convenient to

define the purification level as equal to actual reliability in Eqs. 28 and 29. Tian

states that the purification level captures overall reliability growth and testing

effectiveness [16]. The objective of using purification level is to produce tests that

have high testability (i.e., use tests that will cause failures to be detected and faults

to be exposed and removed).

Reliability growth is related to the principle of testability, as described by Voas

and Kassab [18]: ‘‘Software testability is a characteristic that either suggests how

easy software is to test, how well the tests are able to interact with the code to

detect defects, or some combination of the two’’. The authors suggest it is useful to

employ the perspective that software testability is a measure of how good test

cases will be at making defects detectable. In addition, Voas states [17]:

‘‘A program is said to have high testability if it tends to expose faults during

random black-box testing, producing failures for most of the inputs that execute a

386 N. Schneidewind



fault. A program has low testability if it tends to protect faults from detection

during random black-box testing, producing correct output for most inputs that

execute a fault’’. We embody these concepts in the test rules below that are

designed to expose faults and failures (testability) that will result in reliability

growth.

13.3 Purification Levels

The actual purification level (i.e., actual reliability) for consumer and producer,

using failure counts, is computed in Eqs. 28 and 29, respectively:

qc ¼ 1� rcðtÞ
PNc

t¼1 rcðtÞ

 !

ð28Þ

qp ¼ 1� rpðtÞ
PNp

t¼1 rpðtÞ

 !

ð29Þ

Since it is important to assess the validity of the prediction system, by comparing

the predictions with the actual purification levels, predict the purification levels. You

do this by using Eqs. 30 and 31 for the consumer and producer, respectively.

qcp ¼ 1� mcðtÞ
PNc

t¼1 mcðtÞ

 !

ð30Þ

qpp ¼ 1� mpðtÞ
PNp

t¼1 mpðtÞ

 !

ð31Þ

The reason Eqs. 30 and 31 are predicted quantities, as opposed to Eqs. 28 and

29, is that the former include predicted mean failures mc(t) and mp(t), whereas the
latter include observed failure counts rc(t) and rp(t).

13.4 Test Rules

For the Shuttle, all previous test rules apply, with the following additions dealing

with reliability growth and purification level:

Mandatory for Software Reliability GrowthModel

Consumer Reliability; predicted during times ti and tiþ1 : Rc tiþ1ð Þ[Rc tið Þ for all i
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Producer Reliability; predicted during times ti and tiþ1 : Rp tiþ1ð Þ[Rp tið Þ for all i

Desirable for Purification Level

Predicted Consumer Purification Level[Actual Consumer Purity Level : qcp [ qc

Predicted Producer Purification Level[Actual Producer Purity Level : qpp [ qp

Reliability growth and purification level tests have been added because,

for safety critical systems like the Shuttle, it is important to demonstrate reliability

growth, as contributing to the safety of the crew and mission. As pointed out

by [9], it may be necessary for an organization to demonstrate the reliability of its

product ‘‘as delivered’’. For example, there could be a test where the consumer

‘‘buys off’’ the product from the producer. If this is the case for safety critical

software, the test model and schema must enforce a high standard of reliability

(and risk) before the product is accepted.

The Shuttle test rules, based on modifying the original roadmap with reliability

growth and purification level criteria, are shown in Fig. 11, Parts 1 and 2.

13.5 Risk Analysis

In the case of the Shuttle, the consumer and producer risk equations are

developed, giving effect to the way that failure data is generated. There are

several streams of failure data available for a given software release (i.e.,

operational increment (OI)): one from the producer (contractor), another from the

customer (NASA), and another from the Shuttle simulator. One failure stream is

used for the consumer and another for the producer. The logic of this is that the

producer tests the software generating one stream, provides the software to

the customer, and the customer tests the software generating another stream. The

consumer attempts to increase the reliability over that delivered by the producer

by continuing to test and remove faults. Thus, the next step is to formulate the

probability of failures, assuming a Poisson distribution of failures, occurring at

time t, using Eqs. 32 and 33 for the consumer and producer, respectively. These

equations will be used in the formulation of consumer and producer risk.

Pc rcð Þ ¼ m tð Þrce�mðtÞ
� 	

=rc! ð32Þ

Pp rp
� �

¼ m tð Þrpe�mðtÞ
� 	

=rp! ð33Þ

In order to estimate themean number of failuresm(t) in Eqs. 32 and 33, use Eq. 34:
From SSRM [13]:
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m tð Þ ¼ a

b
e�bðt�sÞ � e�bðt�sþ1Þ
� 	

ð34Þ

Recalling that risk is the (probability of an undesirable event times the con-

sequences of the event), use Eqs. 32 and 33 to develop the following equivalences,

based on the Poisson distribution:

Consumer risk ¼ a t; rcð Þ ¼ Pc rcð Þ � rc ¼ mc tð Þre�mc ðtÞ
� 	

=rc!
h i

� rc ð35Þ

Producer risk ¼ b t; rp
� �

¼ Pp rp
� �

� rp ¼ mp tð Þre�mp ðtÞ
� 	

=rp!
h i

� rp ð36Þ
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With respect to actual risk, since it is based on empirical failure counts, use Eqs.

37 and 38, respectively, for actual consumer probability, Pac(t, rc), and actual

producer probability Pap(t, rp).
Pac(t, rc): actual consumer probability of rc failures in test time
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t ¼ rcðtÞ
PNc

t¼1 rcðtÞ
ð37Þ

Pap(t, rp): actual producer probability of rp failures in test time

t ¼ rpðtÞ
PNp

t¼1 rpðtÞ
ð38Þ

This then leads to the equations for actual consumer risk and actual producer

risk in Eqs. 39 and 40, respectively.

lc t; rcð Þ ¼ Pac t; rcð Þ � rc ð39Þ

lp t; rp
� �

¼ pap t; rp
� �

� rp ð40Þ

13.6 Reliability Analysis

Using SSRM [13], the general form of consumer and producer reliability at time t

is given by Eq. 41:

R tð Þ ¼ e�½aðe�ðbðt�sþ1ÞÞ� ð41Þ

The reliability at time tcp when consumer reliability is equal to producer reli-

ability can be found by equating Rc(t) to Rp(t), using Eq. 41, and solving for

t = tcp. This is of interest because when t[ tcp, it is desirable for Rc(t)[Rp(t),
meaning that at this value of test time, the consumer has achieved a reliability

greater than that delivered by the producer. The solution is found in Eq. 42:

tcp ¼

logðapÞ

logðacÞ
� bcðsc � 1Þ þ bpðsp � 1Þ


 �

ðbp � bcÞ
ð42Þ

For the purpose of comparing predicted with actual values, the actual

reliability is computed as follows for the consumer and producer reliability, in

Eqs. 43 and 44, respectively:

Rac t; rcð Þ ¼ 1�
rc

PNc

t¼1 rc

 !

ð43Þ

Rap t; rp
� �

¼ 1�
rp

PNp

t¼1 rp

 !

ð44Þ
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14 NASA Space Shuttle Application

The following parameters are specified, understanding that the failure data

observed during tests is used for estimating model parameters. Then the fitted

model is used to make forecasts for the prediction range.

t: consumer test time = 1,…,25; consumer prediction range = 26,…,45

t: producer test time = 1,…,36; producer prediction range = 37,…,45

tm: = desired mission duration = 8 (45–37)

Test time can be different for consumer and producer because each chooses to

test a different amount of time, dependent on their risk and reliability objectives.

For example, the producer may have more resources than the consumer to do

testing and, therefore, test for a longer time, and, in addition, is getting paid by the

consumer to do testing. This difference leads to different prediction times, given

the end of the mission: t = 45. Of course, the mission duration must be the same

for consumer and producer. A mission duration of 8 days is typical for the Shuttle.

�rc : mean of consumer failure distribution ¼ 0:2400 failures

�rp : mean of producer failure distribution ¼ 0:1818 failures

Since rc is needed in the computation of consumer risk for the prediction range

t = 26,…,45, and there are no historical values available for this range, Eq. 34 is

used to compute their mean values. Likewise, this equation is used to predict rp for
producer risk in the prediction range t = 37,…, 45.
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Lm : risk limit ¼ 0:500000

Rcs : specifiedminimum consumer reliability ¼ 0:9500

Rps : specifiedminimum producer reliability; whereRps\Rcs ¼ 0:9000

The choice of reliability thresholds is based on the criticality of the mission to

the safety of the crew and Shuttle.

14.1 Results from Shuttle Tests

Figure 12 indicates that mandatory risk tests have been passed. Figure 13 indicates

that mandatory reliability tests have been passed and that reliability growth has

occurred. Figure 14 demonstrates that the purification level test for the consumer

has been passed; the meaning of this test is that faults have been removed (actual)

or are predicted to be removed (i.e., the software has been purified for the con-

sumer). The producer test was also passed, but its plot is not shown because the

result is almost identical to the consumer test. The final outcome is that this safety
critical software would be accepted.

15 Summary

1. The test rule specifying consumer and producer predicted risks being less than

their actual counterparts is a good idea. The rationale is that future predicted risks
should be less than the actual historical risks. Furthermore, it is also a good idea to

require consumer and producer reliability to exceed their actual counterparts. The

rationale is to ensure that future predicted reliabilities would be greater than the
actual historical reliabilities. Also, the risk and reliability prediction accuracy

rules should be adequate for ensuring model predictive validity.

2. For safety critical systems like the Shuttle, it is important to demonstrate

reliability growth and growth in purification level. Thus, these tests were added

for the Shuttle.

3. The detailed analysis required by the model test process provided a great deal

of insight into the complex interrelationships among consumer and producer

risk and reliability.
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Human Grasp Prediction and Analysis

Tim Marler, Ross Johnson, Faisal Goussous, Chris Murphy,

Steve Beck and Karim Abdel-Malek

1 Introduction

Given that one of the critical motivations for using virtual humans is to simulate

the interaction between humans and products, and given that using one’s hands are

a primary means for interaction, then simulating human hands is arguably one of

the most important elements of digital human modeling (DHM). Consequently,

there is much research and development in this area, ranging from basic model

development to detailed simulations of specific joints and tendons. However, when

considering hand simulation and analysis within the context of a complete high-

level DHM, the culmination of hand-related capabilities is grasping prediction.

Thus, the focus of this chapter is on postural simulation and analysis capabilities of

the overall hand as a component of a complete high-level DHM, with an eye

toward grasping prediction. Within this context, the fundamental necessary ele-

ments one must consider when modeling the hand are highlighted. The intent is to

provide general guidelines for creating computational models of hands and to

present novel modeling and simulation techniques.

As with any model, the appropriate fidelity is the most important element.

In this context, model refers to the underlying computational structure of the hand,

separate from simulation and analysis that the model may be used for. All simu-

lation and analysis capabilities depend on the fundamental mathematical model.

Analyses are only as accurate as the model with which they are conducted. Despite

the expanse of work with 2-D hand models, for practical interaction with current

virtual environments, the model should be in 3-D. Furthermore, the structure of the

model must be easily altered to facilitate various types of analyses and studies that
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incorporate various anthropometric cross-sections. The primary advantage of using

virtual models is the ability to simulate and rerun experiments or tests under

different conditions, easily and quickly. This advantage is not fully recognized

unless the human model can be altered to represent different humans.

Given a sound underlying model (i.e., a skeletal system that incorporates the

proper number of joints), the simulation capabilities must be predictive. Compu-

tational models of a human should be able to predict an outcome based on a set of

input parameters that may change. In this way, models can be used to formulate

and test hypotheses; they can be used to answer questions. Although a human

model can provide a tool for evaluating products, using a model that cannot be

varied in order to test hypotheses concerning the human itself, defeats a substantial

purpose of actually developing models in the first place. However, all components

of a human model should allow for direct user manipulation, to refine and/or alter

predicted outcomes if necessary.

In accordance with providing predictive capabilities, one of the most critical

and helpful forms of prediction is posture (for the fingers) prediction with asso-

ciated feedback and analysis. Posture prediction capabilities should then culminate

in grasping prediction, which is a key element of hand functionality that must be

incorporated in any DHM.

With most segments/components of the human body, it is insufficient to model

them independently; interdependencies must be considered. This is especially true

with the hand, which is a complex extension of the body. Furthermore, this close

relationship between hand modeling and overall human modeling is poignant in

the context of reach-related tasks. Thus, when developing hand-related modeling

and simulation capabilities, the natural progression is to focus eventually on the

hand, arm, and body as a complete system.

One final critical element in modeling the hand, especially when striving to

predict human behavior or actions, is cognitive modeling. Much of one’s ten-

dencies when reaching for or grasping objects depend on one’s personal history,

state of mind, knowledge, and decision-making processes. However, few

researchers in the modeling-and-simulation arena have made the connection

between whole-body performance, hand-modeling capabilities, and cognitive

modeling. Thus, the focus of this work is on predictive modeling and simulation

capabilities for the hand, with extension to the whole body, from a biomechanical

perspective.

These critical components of hand modeling and simulation are demonstrated

in the context of ongoing work at the University of Iowa’s Virtual Soldier

Research (VSR) Program. Nonetheless, this work serves a platform for a broad

discussion regarding the most advantageous direction for research and develop-

ment surrounding the human hand as a constituent of DHM in general.

Because of the applicability to the field of robotics, the problem of hand

modeling and grasp synthesis has a long history and has received much attention

both in and out of the DHM arena. Many of the techniques used to solve the

robotic grasping problem can be readily transferred to the virtual world with only

slight modifications. Other algorithms are specifically tailored to virtual humans.
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Here, we classify and summarize the primary works according to the method used

to achieve a grasp, based on a brief review provided by Goussous et al. [1].

Rule-based techniques classify the part of the object to be grasped as one of

several previously stored shape primitives, such as a sphere, pyramid, cube, or

cylinder. These systems then contain rules for grasping each of these primitives

[2–6]. More recently, Xue et al. [7] have also incorporated into their shape

primitives semantic information related to grasping. Simplified information about

the task or physical properties of the object is supplied by the user and embedded

in the shape description. A primary shortcoming of all these rule-based approaches

is that they are not suitable for automatic grasping of arbitrary objects, because the

decision about which primitive to use is either left to the user or embedded in the

object model during the design stage. Even if we assume that the latter problem

has been solved, there are still many objects that cannot be intuitively classified as

one of the few geometrical primitives.

Researchers have attempted to produce intelligent grasping systems that can

learn from previous successful grasps and adapt them to new objects. There are

many examples of the use of neural networks for grasping in the literature [8–11].

Many of these approaches attempt to learn and control low-level grasping

behaviors, such as finger joint angles or wrist orientation. These actions can be

more efficiently determined using inverse kinematics. Another drawback is that

most of this work has been theoretical and has been applied only to specific types

of objects with well-known geometry.

Pelossof et al. [12] use support vector machines (SVM) to associate a successful

grasp with a given object. The objects are modeled as superquadrics, which are not

general enough to describe any arbitrary object. In addition, this work focused on

robotic grippers rather than humanoid grasps.

Much of the grasping literature is concerned with optimization-based methods

for determining appropriate grasping postures. Most of these techniques use the

quality metric proposed by Ferrari and Canny [13], or variations thereof, as an

objective function in an optimization problem. Some of these techniques assume

the availability of a closed-form description of the object surface [14–17]. Other

techniques generate a large number of arbitrary grasps and then use the quality

metric to rank the grasps and pick the most appropriate one [4, 18–20]. Some

authors use genetic algorithms and developed customized quality measures to be

used as fitness functions in these algorithms [21–23]. However, most methods that

rely on optimizing a grasp quality function are not ideal for use with virtual

humans for the following reasons:

1. Most of these methods assume the existence of a closed-form description of the

object surface. Such descriptions are not readily available in 3-D virtual

environments where objects are typically modeled with large sets of polygons.

2. Calculation of grasp quality measures can be computationally expensive, thus

inhibiting any real-time application to grasp synthesis. This is especially true

when genetic algorithms are used.
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3. These approaches are restricted by the number of contact points on the object

surface. This is not applicable to power grasps where the surface of the palm is

in contact with the object at many points.

As an alternative to the optimization-based techniques, data-driven grasping

techniques exploit the idea that data obtained offline about grasps can be used to

synthesize similar grasps online. For example, ElKoura and Singh [24] use a

database of human grasps to enhance results obtained from an inverse kinematics

algorithm. Ehrenmann et al. [25] utilize a data glove to record grasping actions

that are later used to teach a robot manipulation task in similar environments.

Bohg and Kragic [26] use a database of objects with labeled grasping points to

train a machine learning algorithm for use on new objects. Li and Pollard [16]

use a database of grasps obtained through motion capture data and try to adapt

these grasps to novel objects through the use of shape-matching algorithms.

Similarly, Miyata et al. [27] rely on motion capture data to select starting hand

poses for grasp posture generation. Aleotti and Caselli [28] use virtual reality to

program their system to grasp by demonstration. These systems generally

simulate natural grasps, because the database itself will contain precise grasps

that were carefully generated from actual human postures. However, it can prove

challenging to adapt the grasps in a database to new objects and situations in a

virtual environment.

In summary, there are several deficiencies in the state of the art that prevent one

from directly applying any of the aforementioned methods to the problem of

virtual human grasping. These include:

1. None of the methods consider the effect of the upper body on the feasibility of

the grasp. They consider the grasp complete when the positions and orientations

of the fingers and wrist are calculated.

2. Robotic grasping does not necessarily apply to human hands, which are unique

in their anatomy and complexity.

3. Few methods are able to address the problem of grasping arbitrarily shaped

objects.

The methods outlined in this chapter respond to these deficiencies and culmi-

nate in new approaches for predicting human grasps.

One of the most critical aspects of human modeling and simulation is the hand,

which often acts as the primary interface with one’s environment. In turn, one of

the most critical and complex elements of modeling the hand is grasping. In the

context of digital human modeling (DHM), the hand cannot be considered inde-

pendently. Rather, it must be considered as an integral element of the complete

human body, especially with respect to predicting human performance. Thus, the

intent of this chapter is to present novel modeling and simulation capabilities

related to the hands with a focus on performance prediction and analysis, and with

culmination in new methods for grasping prediction. In addition, general and

critical aspects for consideration when working with hand models are highlighted.

Although much work has been completed in the robotics arena, the human hand
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tends to be relatively complex, so the degree to which developments with robotics

may be leveraged is limited. Furthermore, little work has been completed with

grasping arbitrarily shaped objects while considering the effects of the complete

body. Thus, following the development of a high-fidelity hand model integrated

with the Santos human model, we propose a suite of predictive reach-analysis

capabilities. We then propose a series of tools for grasping prediction, including

new techniques for morphing between a library of standard grasps, optimization-

based precision-grasp prediction that leverages collision detection for finger

wrapping, and an extensive algorithm for power-grasp prediction based on shape

matching and integration with whole-body posture prediction. With respect to the

underlying hand model, we find that variable anthropometry and using a 3D

modeling are critical. With respect to grasping, optimization-based predictive

capabilities are necessary such that a user can study what drives human perfor-

mance. Furthermore, we find that system integration between the body and the

hand is another critical component. Given a sound model and predictive capa-

bilities, a variety of analyses tools are necessary in order to use the human model

for design and analyses of products and processes. The newly developed capa-

bilities show promising and practical results.

1.1 Overview of the Chapter

This chapter is divided into three primary sections, as shown in Fig. 1. Section 1

addresses modeling. The underlying skeletal model of the hand and the skin model

that provides the realistic appearance of the hand are both presented. These models

are discussed as components of the Santos DHM, which is summarized as well.

Section 2 focuses on basic predictive capabilities and feedback. Optimization-

based posture prediction for the fingers is introduced. Then, two new methods for
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Reach Analysis
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Digital Human 
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Fig. 1 Overview of hand
capabilities
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reach analysis are presented that leverage this approach to posture prediction.

Finally, how posture prediction for the hand integrates with posture prediction for

the overall human model is discussed. Section 3 continues to build on the material

in the preceding sections and discusses methods for predicting grasping. Three

methods for grasping prediction and analysis are discussed: interactive shape

morphing that draws on avatar development techniques from Sect. 1, precision

grasping that leverages posture prediction discussed in Sect. 2 along with collision

detection, and power grasping that involves a new shape-matching algorithm.

Section 4 summarizes this work and presents broader issues of hand modeling and

simulation.

2 Model Development

The hand-modeling and simulation capabilities discussed in this chapter do not

operate independently; they are one component of a complete digital human model

called Santos. Santos houses a variety of components and capabilities, ranging

from dynamic motion prediction to muscle models to physiological models

[29–31]. One of the things that makes Santos unique is his ability to serve as a

platform for multi-scale modeling, which involves integrating various type of

models and predictive capabilities. Given the capabilities of the hand model that

relate to the whole body, the discussion of Santos focuses on the skin and skeletal

models, and on posture prediction. Subsequently, a high-fidelity hand model is

presented as an extension of Santos. In developing the model, which is then used

for simulation, the focus must be on functional fidelity and on visual realism.

Furthermore, any human model must have variable anthropometry, thus able to

represent humans of different sizes.

2.1 Santos

In the past a typical human model mesh was created by hand using various

software packages. This process was truly a black art, and for years a realistic

human model was considered the holy grail of computer graphics. Even today a

realistic human model is difficult to achieve through traditional modeling methods

and can require weeks to months of effort and expense. The advent of 3-D

scanning technology has significantly reduced the time if not the expense neces-

sary to develop a human model. While the best source of data for overall anatomic

accuracy, a raw body scan is not suitable for use as an avatar as it may contain

many more polygons than are necessary to describe the form. There may also be

areas of the body that were parallel to the scan line or obscured by another

body part, and therefore no surface points were created to represent them (Fig. 2).
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This would create potentially large holes in the geometry effectively omitting

anatomic data.

Body scans are instead used as 3-D templates for desired body types, and a

single, highly refined 3-D mesh, optimized for use in a real-time environment, is

modified to reflect specific body (or hand) types, as shown in Fig. 3. These dif-

ferences in overall shape or type, not just anthropometric dimensions, constitute

the morphology of a body or body segment.

Once a 3-D model of a desired body type has been developed, a hierarchical

grouping structure of local coordinate axes (or kinematic skeleton) must be

imposed on the model to enable the mesh geometry to move in a way that is

recognizably human. A highly accurate 3-D computer model of a human skeleton

(Fig. 4) is used as visual confirmation to (a) ensure that the kinematic skeleton is

accurately mapped within the 3-D body type model and (b) ensure that the

movement of the kinematic skeletal joints is as biomechanically accurate as

possible. Care must be taken in the placement of kinematic joints to ensure that the

skin will deform in a realistic manner and that the various parts of the body pivot

about the points at which they should. Ultimately, the joints in the skeleton are

represented with a computational model, and in general, the number of degrees of

Fig. 3 Process of morphing a pre-existing avatar into a scan template, to form a new avatar

Fig. 2 The dense wire mesh
of a scan with an example of
the holes scans often produce
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freedom (DOF) in the model constitutes the fidelity of that model, with respect to

posture and motion.

Once the joints are in place, a skinning algorithm is used to attach the skin to

the computational skeleton. The procedure for skin weighting can differ depending

on which modeling software is used but generally it can be accomplished by the

‘painting’ of skin weights via a graphical interface, and/or the manual application

of number values in a table. The skinning algorithm goes through the mesh and

divides the control vertices (cvs) into ‘clusters’ or groups of cvs. These clusters are

initially assigned (by proximity) to joints in the skeleton. This assignment is

represented by a numerical value or ‘influence’ placed on the cvs in the cluster.

That value controls a cv’s movement around the joint or joints that influence it.

A cluster can be assigned to multiple joints in varying degrees, allowing for

smooth morphing and stretching of skinned surfaces. Although the surface has

been skinned and the skin has the ability to deform smoothly, that does not mean

that it will deform in an anatomically correct fashion, as shown in Fig. 5. Skin

weighting is required before the skin will rotate, stretch, and pull around the joints

realistically.

Once a visual skeletal and skin system are constructed, simulating human

posture, whether it be for an arm or a hand, depends largely on how the skeleton is

modeled. One way to view a skeleton is as a kinematic system, or series of links

with each pair of links connected by one or more revolute joints. Therefore, a

complete human body can be modeled as several kinematic chains, formed by

series of links and revolute joints, as shown in Fig. 6.

The links that connect the joints essentially represent skeletal components.

Because the dimensions of these links provide input to the model prior to running a

simulation, they can be changed on the fly and can thus enable variable anthro-

pometry. qi is a joint angle and represents the rotation of a single revolute joint.

There is one joint angle for each degree of freedom (DOF). q ¼ ½qi; . . .; qn�T 2 Rn

is the vector of joint angles in an n-DOF model and represents a specific posture.

Each skeletal joint is modeled using one, two, or three kinematic revolute joints.

x qð Þ 2 R3 is the position vector in Cartesian space that describes the location of

Fig. 4 3-D model of a skeleton used to locate joints relative to the skin
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the end-effector as a function of the joint angles, with respect to the global

coordinate system. For a given set of joint angles q, x qð Þ is determined using the

Denavit-Hartenberg (DH)-method [32].

Using the DH-method, x qð Þ is expressed in terms of a series of transformations
i�1Ti and is calculated as follows:

x qð Þ ¼
Y

n

i¼1

i�1Ti

 !

xn ð1Þ

where xn is the position of the end-effector with respect to the nth frame and n is

the number of DOFs. Note that the rotational displacement qi changes the value of

hi. The link lengths between each of the joints are variable and can be set based on

anthropometric data, thus representing various population variations. The kine-

matic system for Santos, to which hands are added, is shown in Fig. 7. In Fig. 7,

each cylinder (a revolute joint) represents a degree of freedom that articulates

about the indicated z-axis.

Fig. 5 Skin mesh before
and after skin weighting
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2.2 Hand Model

Using the methods described above, we have created a 25 DOF model (not

including three DOFs for the wrist) of the human hand. This model is a variation

on the work by Pena-Pitarch et al. [33]. A right-handed version of the model is

shown in Fig. 8. q1 through q3 represent the three wrist DOFs, including pronation/
supination, and q4 through q28 represent joints in the thumb and four fingers. The

pointer and middle finger each have 4 DOFs; the thumb has 5 DOFs; and the ring

and pinky finger have 6 DOFs apiece. Note that although the human hand does

have approximately 25 DOFs (the precise number is disputable), the range of

motion (ROM) for q6 (metacarpo-phalangeal joint in the thumb) is minimal. This

is true for q17 and q23 as well.
As with the overall human model, the anthropometry for the hand is variable, as

shown in Fig. 9. Each link length can be altered on the fly, or the overall size of

the hand can be altered to represent different anthropometric cross-sections.

In addition, altering the position or orientation of the DOFs simply entails altering

DH-parameters and is thus relatively easy from a developmental perspective.

Fig. 7 Kinematic system for Santos
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3 Posture Prediction and Reach Analysis

Using the same optimization-based technique for posture prediction that was

developed for the Santos model [34–36], this section discusses posture prediction

for the hand, which will then be utilized in the development of new grasping-

prediction techniques. When simulating human behavior, a key criterion is the

ability to predict behavior from a mathematical model, rather than reproduce

prerecorded data. Such predictive capabilities allow one to test various hypotheses

by altering the mathematical model, with fewer restrictions than a data-based

model, which may be overly limited with respect to the scenarios that can be

simulated. Novel methods for reach analysis, which leverage the optimization-

based method for prediction, are also summarized. These satisfy the necessity for

feedback, which is another critical element of any useful simulation capability.

Fig. 9 Variable
anthropometry for the hand

Fig. 8 Kinematic system for the hand
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Finally, the ability to link hand-based predictive capabilities with the complete

body is presented, thus satisfying the necessity to link the hand to the body and

demonstrate interconnectivity of various models.

3.1 Prediction

The posture of the human model is determined by solving an optimization prob-

lem, for which the design variables are q ¼ q1; . . .; qn½ �T2 Rn measured in units of

radians. The first constraint, called the distance constraint, requires an end-effector

(anywhere on the body of hand) to contact a target point. In addition, each joint

angle is constrained to lie within predetermined limits. qUi represents the upper

limit, and qLi represents the lower limit. Together, these limits define the ROM for

each DOF. These limits are derived from anthropometric data.

The objective functions for the optimization problem are human performance

measures, such as joint displacement. This performance measure is proportional to

the deviation from the neutral position, which is selected as a relatively com-

fortable posture. qNi is the neutral position of a joint. Because some joints articulate

more readily than others, a weight wi is introduced to stress the relative stiffness of

a joint. The final joint displacement is given as follows:

fJoint Displacement qð Þ ¼
X

n

i¼1

wi qi � qNi
� �2 ð2Þ

With this objective function, the predicted posture generally gravitates toward

the neutral position. In addition, a second performance measure, effort, is defined

as follows:

fEffort qð Þ ¼
X

n

i¼1

wi qi � qIi
� �2 ð3Þ

where qIi is the initial position (prior to posture prediction) of a joint. With this

objective function, the predicted postures tend to gravitate toward one’s starting

posture.

The optimum posture for the system shown in Fig. 7 is determined by solving

the following optimization problem:

Find: q 2 RDOF

tominimize: PerformanceMeasure qð Þ
subject to: distance ¼ x qð Þend�effector�xtarget point

�

�

�

�

�

�� e

qLi � qi � qUi ; i ¼ 1; 2; . . .;DOF

ð4Þ

where e is a small positive number that approximates zero. The objective func-

tion(s) in (4) models what drives the posture, while the constraints represent the
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boundary conditions of what is being modeled. For instance, the contact between

bones and cartilage that is actually responsible for restricted ROM is highly

complex. Thus, rather than model the internal contact problem for every joint,

high-level joint limits is simply imposed as constraints that must be met. (4) is

solved using the software SNOPT [37], which uses a sequential quadratic pro-

gramming algorithm. Note that performance measures can be used as objective

functions in (4) or simply as analysis tools that are evaluated at specified postures

(sets of joint angles).

Posture prediction for the fingers of a hand uses this same optimization-based

approach, with similar objective functions and constraints. In addition, coupling

constraints that enforce the relative motion for the finger joints, self-avoidance,

and integration between the hand and the complete body are included and are

discussed as follows.

The coupling constraints represent the fact that not all joints in the hand are

independent. For example, the top knuckle and middle knuckle cannot be moved

separately, but instead both rotate during a finger flexion movement. These intra-

finger coupling constraints are represented with linear equations based on the

literature [5] and are included in (4) as follows:

qi � 2=3qi�1 � e; i ¼ 12; 16; 22; 28

q7 � 2q5 þ 60� � e

q8 � 1:4q6 � e

ð5Þ

Although some work suggests that the relationship shown in the first constraint

is not completely linear [38], this approach is used as an adequate approximation.

Additional constraints in the problem formulation also prevent the hand from

intersecting other geometry and from intersecting itself. This approach to obstacle

avoidance and collision avoidance is based on the work by Johnson et al. [39, 40].

Essentially, the avatar (hand) and geometry in the virtual environment are repre-

sented with sphere-based surrogate geometry. The spheres used to represent the

hand and/or various pieces of geometry are then incorporated in constraints that

prevent the intersection of adjacent spheres. These constraints require that the

distance between two spheres is greater than the sum of their respective radii, as

follows:

Position Oð Þ � Position B; qð Þ � radius Oð Þ � radius Bð Þð Þ2 � e;

for all obstacle spheres O and body spheresB
ð6Þ

Position B1; qð Þ � Position B2; qð Þ � radius B1ð Þ � radius B2ð Þð Þ2 � e;

for all pairs of body spheres B1 andB2
ð7Þ

Results for hand self-avoidance are shown in Fig. 10.

One of the most critical elements in accurately simulating hand posture and

motion is integration with the complete body. To work only with a disembodied

hand is inaccurate and extremely limiting, especially if one is interested in the
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global position and orientation of the hand. Thus, the computational skeletons

shown in Figs. 7 and 8 are combined. The formulation in (4) is versatile enough to

allow for additional degrees of freedom. The result is a human model with 107

degrees of freedom when considering the two hands. Results when predicting

posture while using a combined hand-body joint-displacement performance-

measure are shown in Fig. 11.

3.2 Analysis

Digital human modeling is only as useful as the feedback it provides. Certainly,

visual cause and effect, given changes in problem parameters, is critical. That is,

feedback in the form of predicted postures and/or motion provides a primary tool

for analysis. However, additional numerical feedback is necessary for quantifying

results and developing metrics for evaluation. The optimization-based approach

described above is especially useful in this respect, as it provides numerical output

with every posture, in the form of performance-measure values and joint angles.

Fig. 11 Whole-body posture prediction without hand (left) and with hand (right)

Fig. 10 Sphere-based surrogate geometry (left), hand-posture prediction without self-avoidance
(middle), and with self-avoidance (right)
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However, because this approach is extremely fast, running in real time, it is

possible to output performance measure values for millions of potential target

points surrounding the body or just the hand. This ancillary tool is called

zone differentiation and is based on the work presented by Yang et al. [41, 42].

As shown in Fig. 12, the relative values of a performance measure (hand-based

joint displacement in this case) at different target points are output and color

coded, for many different target points. The color green, for instance, indicates

target points for which the predicted hand posture has a relatively low value for

joint displacement. This tool can be used either for product analysis, where

existing geometry is colored, or for product design, where a potential package

space is evaluated.

Another way to visualize the reachable space of a particular point on a hand is

with a reach envelope. Unlike zone differentiation, the reach envelope does not

further distinguish reachable areas based on performance-measure values, and this

allows a reach envelope to be generated much faster than a zone. In fact, the reach

envelope calculation does not depend at all on posture prediction. Instead, each

DOF is essentially swept through its complete range of motion, and any points that

the end-effector contacts are marked as reachable. The algorithm for determining

this reach envelope is outlined as follows:

1. Find the chain of DOFs from the end-effector’s parent joint to the root joint

(the desired base of the reach envelope).

For each of these DOFs, calculate Dhi, which is the angle through which each

DOF is articulated when it is swept through its range of motion. This value

depends on the resolution of the reach envelope and the maximum distance of the

end-effector to the joint.

2. Set the angle for each DOF on the chain to its lower limit qLi .

Start with the outermost DOF (the one furthest from the root joint), and

increment its angle by Dhi until it reaches the upper joint limit qUi . At each

Fig. 12 Zone differentiation for product design (left) and product analysis (right)
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increment, transform the local end-effector position into the parent DOF’s refer-

ence frame, and store the position.

3. Repeat Step 4 for each DOF continuing up the chain to the root joint, but

instead of just transforming the one local end-effector position, transform the

entire set of local, reachable positions calculated during the previous DOF’s

sweep.

4. Once all the points have been transformed to the root frame, they can be

pigeonholed into the grid. That is, each cell can be marked as either reachable

or non-reachable depending on whether it contains any of the generated

reachable points.

5. Finally, marching cubes [43] can be used to generate a mesh (3-D surface) that

surrounds the reachable cells of the grid.

This process can be further complicated when joint-coupling constraints must

be respected. To increase speed, we have implemented an intermediate pigeon-

holing technique which is used with every DOF along the chain. Essentially, each

point’s position is rounded to some small degree, and then duplicate points are

discarded. This process effectively combines points that are very close together,

and thus reduces the total number of necessary transformations. Examples of the

reach envelope are shown in Figs. 13 and 14.

Fig. 13 Reach envelopes for right pointer finger, including wrist

Fig. 14 Reach envelopes for right pointer finger with frozen/restricted wrist
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4 Grasping Analysis

Because of the influence on grasping of the overall body posture, one’s history,

and one’s immediate decisions, predicting grasps accurately for a general case

while integrating with a larger whole-body model is especially difficult. Con-

sequently, a few steps can be taken to offset this complexity, and these are seen

in various forms in much of the literature. First, predictive capabilities are made

more task-specific. In this case, we present two grasping-prediction approaches:

one for precision grasps and one for power grasps, according to the original

taxonomy of Napier [44]. Secondly, the user is involved, thus providing a

substitute for cognition, which typically dictates the grasping strategy.

In this case, we allow for manual manipulation of the hand as well as the ability

to morph between common pre-defined grasps. In addition, during the grasp-

prediction process, the user has the option to make choices regarding the

preferred results.

4.1 Morphing

With respect to manual manipulation of the hand, the user is able to articulate any

and all DOFs in Fig. 8, for what is often called single-finger control. Concurrently,

the joint limits that define the ROM for each DOF are enforced. Regardless of the

extent to which one can predict human behavior, the option for user interaction is

paramount as far as software use is concerned.

In addition to being able to articulate each joint, it is possible to morph between

any two pre-defined or user-specified grasps or hand postures. A library of existing

grasps is provided based on the work of Cutkosky [45] and Feix et al. [46]. The

various grasps or postures are defined by a set of joint angles (one for each DOF).

The user can then select two postures. Morphing is then conducted by linearly

interpolating between the two specified joint angles for each DOF in the hand. The

result is a series of infinitely many postures, as represented in Fig. 15.

Fig. 15 Various stages of morphing a grasp between an open hand and a closed hand with
abducted thumb
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4.2 Precision Grasping

The general approach to precision grasping entails predicting hand posture while

including the global DOFs (three rotations and three translations) for the wrist as

deign variables in (4). These new degrees of freedom may be included in the hand

performance measure, which is used as the objective function in (4). Concurrently,

user-specified points of interest are used as target points for corresponding

user-specified end-effectors on the hand. Any number of target points (and cor-

responding end-effectors) may be specified. Any fingers that are not governed by

specified targets are automatically wrapped around the object being grasped. That

is, they are articulated until a collision detection algorithm indicated contact

between the finger(s) and the object. This process is summarized in Fig. 16.

The novelty of this approach is the inclusion of the global DOFs of the hand

with posture prediction, which inherently specify the position and orientation of

the hand relative to the object being grasped. However, determining just how these

DOFs factor in the objective function can be difficult and often degrades to an

unscientific process of trial-and-error. This potential difficulty is resolved by

integrating the hand with the whole-body posture prediction, as demonstrated in

Fig. 10. Then, the global DOFs for the hand are represented by the position and

orientation of the wrist, which are inherently determined by the predicted body

posture.

4.3 Power Grasping

Figures 17 and 18 summarize the new methodology used to synthesize a grasp.

This work is based on and extends the method proposed by Goussous et al. [1],

which contends that power grasps are governed in large part by the shape of

Object Model User indicates

points of interest

Global hand

posture prediction

Wrap unused

fingers

Fig. 16 Algorithm for precision grasping
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the object being grasped. With this approach, information about the object

shape/geometry is first sampled in the virtual world. This information describes

the polygonal composition of the object mesh. The program then iterates

through a collection of stored hand grasp shapes (pre-defined grasp postures)

that are frequently used in grasping, and for each shape the grasp alignment

module calculates several possible hand alignments (position and orientation of

the pre-defined grasp posture). Alignments that result in object collisions are

discarded, and the best of the remaining alignments are input to an upper-body

posture prediction module. This module calculates the proper whole-body joint

angles that result in the hand being in the given position and orientation

required by the grasp alignment, subject to joint limits. Grasp alignments that

result in infeasible posture solutions are discarded, leaving the user with a

small collection of acceptable hand shapes and alignments to choose from. The

user can be involved in this process, and thus provide a cognitive element, by

either making choices about the final outcome or by population the library of

stored hand shapes, which essentially represents the user’s history and

knowledge of grasps.

Following is a detailed explanation of each of the components in Figs. 17 and

18. In general, the input for the overall algorithm is a library of hand grasp shapes.

The output is a single hand shape with a specified orientation and position.

The input for the grasp alignment component is again the library of hand shapes,

and the output is subset of hand grasp shapes as well as a set of alignments

(position and orientation) for each hand grasp shape.

Improved

tnemngilA                     psarGObjectObject

Hand Posture

Prediction

Body Posture

Prediction

RefinedRefined

PosturePosture
Best

Alignments

Chosen

ManyMany

AlignmentsAlignments

A     Few

Alignments

User  Selects

Hand Grasp Library

MultipleMultiple

GraspsGrasps

Fig. 17 Algorithm for power grasping
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4.4 Hand Grasp Library

The software application contains a default library of common hand grasp shapes [46].

New shapes can be created by manually manipulating the joints of the virtual hand

or by using hand-posture prediction. For more accurate results, the grasp predictor

can consider all of the hand grasps in the library, or for faster results, the user

can specify a subset of these grasps to pass on to the next phase. Each selected grasp is

passed to the grasp alignment phase, along with the object to be grasped.

4.5 Grasp Alignment

The grasp alignment phase attempts to find the most appropriate alignment for the

most appropriate hand grasp shape. It does this by considering each hand grasp

shape and finding the alignment for each grasp that produces the closest match

between the hand and the object. Then, the closeness scores for the candidate

alignment/grasp combinations are compared, and the best overall alignments and

grasps are passed on to the next phase. Each stage in the grasp alignment phase, as

shown in Fig. 18, is described in more detail below.

4.5.1 Hand Sampling

The hand samples are Cartesian points on the surface of the hand that serve to

represent the contact surface in a simple manner. Unlike the object samples,

these are chosen manually, and are defined by a given vector offset from a par-

ticular hand or finger joint. When assigning the samples, locations are selected

Fig. 18 Grasp alignment component of power grasping algorithm
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empirically in a way that captures the shape of the palm and fingers as precisely as

possible. Special attention is paid to the deformable parts of the palm, which play a

prominent role in power grasping. Twenty-four sample points for the hand are used

for the results shown here. Figure 19 shows the hand samples that are used

throughout the experiments. For each hand grasp shape passed to the alignment

phase, the positions of the hand sample points are calculated relative to the global

frame (wrist) given their local sample positions and the joint angles.

4.5.2 Object Sampling

We define an object sample point as a Cartesian point in 3-D (x, y, z) on the surface
of an object. The sampling algorithm presented by Osada et al. [47] is used and

allows the user to specify the number of sample points to be considered.

The algorithm then chooses a polygon in the mesh to be sampled, at random with

probability proportional to its area. Thus, there is a higher chance of sampling a

large polygons than a small one, and the sample points are not concentrated in

sharp parts of the object (where mesh polygons would be smaller), but instead are

evenly spread out. After a polygon is chosen for sampling, the location of the

sample point on the triangle is randomly chosen. This process is then repeated a

number of times equal to the number of desired sample points.

4.5.3 Sample Alignment

The sample alignment stage takes as its input sample points for all of the selected

hand grasp shapes from the library, and one set of object sample points. For each

candidate hand shape, it is necessary to calculate the best hand position and

orientation that most closely matches the hand sample points to the object samples.

This is done with a random sample consensus algorithm [16, 48, 49]. A triplet of

points on the hand is picked and designated as the control frame (Fig. 20).

Then, triangles formed by the object sample points are tested for their similarity

to the control frame. Each possible triple of points on the object’s surface is

checked. For a triangle to be considered similar, the lengths of the corresponding

sides must be within a user-specified threshold ed. For each triangle that matches

Fig. 19 Sampling Example
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the control frame, a 4 9 4 transformation matrix is calculated that transforms the

control frame to the partial frame.

4.5.4 Collision Detection

Next, the transformation matrix is used to transform the hand collision spheres

(Fig. 10) to the object space. The hand spheres are then checked for intersection

with any of the object spheres. If a particular alignment results in collisions, the

alignment is discarded.

4.5.5 Closeness Calculation

Next, the hand samples are transformed by this matrix so that the object samples

and hand samples are in the same space. The distance from each transformed hand

sample to its nearest neighbor on the object surface is calculated, and transfor-

mations that result in samples violating the distance threshold are discarded.

The alignments are then sorted by their closeness score, which is the sum of the

distances from the hand samples to their nearest object sample. The alignments

with lowest closeness and that obey the distance threshold and the collision

constraints are passed on to the next stage.

4.6 Integration with Body Posture Prediction

As with posture prediction and precision grasp prediction, it is important to

integrate the hand with the rest of the DHM. However, because the grasp

alignment process is relatively complex, the whole-body posture-prediction

component is decoupled. That is, whole-body posture is predicted and evaluated

Fig. 20 The control frame
on the hand and the partial
frames on a joystick, shown
in yellow
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independently, based on input from the hand model. The input takes the form of

the hand location and orientation. The location and orientation from the grasp

alignment stage are essentially modeled as constraints for the hand in Fig. 7. The

location of the wrist is used as a target point for the wrist joint-center on the body.

The orientation of the hand is easily incorporated as an additional constraint in (4).

The process of developing orientation constraints by leveraging the advantages of

the DH-method is described as follows, based on the work of Goussous et al. [1].

With a specified set of parameters that characterizes how the local coordinate

systems in Fig. 7 are related, a single transformation matrix in the DH-method

transforms the coordinates of a point in reference frame-i to coordinates in terms

of frame-(i - 1). The matrix can be decomposed as follows:

T ¼ R3�3 p3�1

01�3 0

� �

ð8Þ

The matrix R is responsible for the rotation of frame-i with respect to frame-

(i - 1), and the vector p represents the translation of frame-i with respect to frame-

(i - 1), as shown in Fig. 21. Thus, r ¼ pþ Rv.

The columns of R represent the direction of the axes for frame-i, in terms of

frame-(i - 1). The first column represents the direction in which the x-axis points;
the second column represents the y-axis; and the third column represents the

z-axis. By constraining portions of R, we can constrain the orientation of frame-i.
Specifically, we can dictate in which direction (in terms of the global coordinate

system) each axis of a local coordinate system points. This is done by specifying

values for each column of R. Considering that the axes are orthogonal, only two

axes can be constrained at a time.

Each transformation matrix for the Santos model i�1Ti includes an independent

rotation matrix i�1Ri. The cumulative transformation matrix 0Tn is the product of
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Fig. 21 Reference frame
transformation
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all of the transformation matrices and determines the position of the end-effector in

terms of the global coordinate system. 0Rn is the rotation matrix incorporated in

this cumulative matrix, and it determines the orientation of the nth reference frame

with respect to the global reference frame. Thus, to constrain the orientation of

the hand, which is associated with the nth reference frame, we constrain the

components of 0Rn.

To write an independent constraint for each component of 0Rn can be cum-

bersome. Instead, we combine the components into a single inequality constraint

as follows:

0Rn 1; 1ð Þ � l11
� �2þ 0Rn 2; 1ð Þ � l21

� �2þ 0Rn 3; 1ð Þ � l31
� �2

n o

þ 0Rn 1; 2ð Þ � l12
� �2þ 0Rn 2; 2ð Þ � l22

� �2þ 0Rn 3; 2ð Þ � l32
� �2

n o

� c ð9Þ

where c is a small positive number approximating zero. For this study,

c = 1 9 10-8. This constraint is incorporated in the formulation in (4). lij indicates

the constrained value for 0Rn i; jð Þ. The first three terms in (9) relate to the x-axis,
while the second three terms relate to the y-axis. It is possible to simplify (9) and

only constrain the orientation of one axis.

4.7 Results

The power-grasp process described above is demonstrated on an academic case

and a more practical application. Figure 22 shows a grasp prediction result for a

coil object. All of the hand shapes from the library were considered. The coil was

positioned about chest high and within arm’s reach of the avatar. The best overall

alignment and grasp produced by the grasping algorithm are shown. This means

that the particular hand shape in the alignment shown produced the best combi-

nation of closeness to the object and upper-body posture comfort (a discomfort

Fig. 22 Coil grasping task
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performance measure is minimized in (4)) of all the various alignments and hand

shapes tested by the algorithm. This example ran in under 10 s using an Intel Core

Duo running at 3.0 GHz.

Figure 23 illustrates a second example, where Santos predicts an appropriate

grasp for a motorcycle handlebar. Typically, with most currently available DHM

tools, one would simulate a grasp for a case like this by manually manipulating the

hand or drawing on a stored grasp posture. Such a process is possible with Santos

as well. However, by using the newly developed grasp prediction capability, this

process becomes relatively easy. Figure 23 shows the avatar’s hand comfortably

wrapped around the handlebar grip. The grasp prediction was quickly able to find a

comfortable hand shape and a corresponding upper-body posture.

5 Conclusions

This chapter has presented a three pronged approach to hand simulation and

analysis: model development, reach analysis, and grasping prediction. Each of

these sections builds on the previous, with grasping prediction as a pinnacle of

hand-based predictive capabilities. Although each aspect involves new research

and development, this chapter also highlights critical elements that must be con-

sidered with any effort to model and/or simulate the hand. First, the most important

aspect is the fidelity of the fundamental model and the freedom to alter the

underlying model. Secondly, to be most effective, a virtual model should be

predictive, able to predict performance based on sound mathematical models.

Finally, in the context of predictive DHMs, the influence of the body on the hand is

too great to disregard. Any model of the human hand should be integrated with a

model of the human body.

A key element that is not addressed directly with this work is cognitive mod-

eling. Grasping can depend heavily on decision-making and on past experiences.

This potential dependence is mitigated to some extent by allowing for user input,

both with regard to reach analysis and grasping. Although body posture and shape

Fig. 23 Handlebar
grasping task
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matching are key elements of grasping, some form of cognition needs to be

involved. In the absence of an actual cognitive modeling engine, we allow the user

to interact (use his/her inherent cognitive model) by either altering the database or

by choosing from a set of returned results. Modifying the database is comparable

to modeling one’s memory, whereas interacting with algorithm is comparable to

modeling decision-making abilities. Nonetheless, integration of grasping predic-

tion with cognitive modeling is a fertile area for future work.

Another important area for future work is validation. With respect to posture

prediction, the kinematic chains that form various fingers are not particularly

redundant. That is, there is less potential variability in finger posture for a given

target point than there is, for instance, with the arm. Nonetheless, as a matter of

thorough scientific practice, all predictive capabilities must be validated objec-

tively. To date, the work presented in this chapter has only been validated sub-

jectively. With respect to grasping, validation becomes more critical, especially

when considering a range of potential grasping strategies for more complex

objects. Finally, although the methods described in this chapter constitute new and

interesting developments in and of themselves, they also provide a platform for

further studying how and why people behave the way they do. Development of

modeling and simulation capabilities is simple a means to an end, the end typically

being scientific study, education, and problem solving. One of the unique aspects

of optimization-based prediction is the ability to study which performance mea-

sure(s) governs human behavior most accurately, and the methods presented in this

chapter facilitate such studies well.
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