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Foreword 

2011 3rd International Asia Conference on Informatics in Control, Automation and 

Robotics (CAR 2011) is held on December 24–25, 2011, Shenzhen, China.  

The purpose of the 2011 3rd International Asia Conference on Informatics in  

Control, Automation and Robotics (CAR 2011) is to bring together researchers, engi-

neers and practitioners interested in the application of informatics to Control, Auto-

mation and Robotics. 

The conference is organized in three simultaneous tracks: “Intelligent Control Sys-

tems and Optimization”, “Robotics and Automation” and “Systems Modeling, Signal 

Processing and Control”. We welcome papers from all these areas. 

The book is based on the same structure, and topics of particular interest include, 

but not limited to: Intelligent Control Systems and Optimization, Robotics and Auto-

mation, Signal Processing, Systems Modeling and Control, Communication Theory 

and Technology, Sensor and sensor network, Computer Theory and Technology, 

Electrical and Electronic Engineering, Multimedia and Network Information, 

Photonic and Optoelectronic Circuits, Communication Systems and Information 

Technology, Electrical and Electronic Engineering, Signal Processing. 

Although CAR 2011 receives 850 paper submissions, only 219 where accepted as 

regular papers, based on the classifications provided by the Conference Committee 

and the reviewers. The selected papers also reflect the interdisciplinary nature of the 

conference. The diversity of topics is an important feature of this conference, enabling 

an overall perception of several important scientific and technological trends. These 

high quality standards will be maintained and reinforced at CAR 2011, and in future 

editions of this conference. 

Furthermore, CAR 2011 includes 2 plenary keynote lectures given by internation-

ally recognized researchers. They are Prof. Patrick S.P. Wang, Ph.D., Fellow, IAPR, 

ISIBM and WASE Northeastern University Boston, and Prof. Jun Wang, Department 

of Mechanical & Automation Engineering, The Chinese University of Hong Kong, 

Shatin, New Territories, Hong Kong. Their presentations presented an important con-

tribution to increasing the overall quality of the conference, and are partially included 

in the first section of the book. We would like to express our appreciation to all the 

invited keynote speakers who took the time to contribute with a paper to this book. 

On behalf of the conference organizing committee, we would like to thank all  

participants. First of all to the authors, whose quality work is the essence of the  

conference and to the members of the program committee, who help us with their 

expertise and time.  

As we all know, producing a conference requires the effort of many individuals. We 

wish to thank all the people from IERI, whose work and commitment are invaluable. 
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Abstract. In this paper, a neural network (NN) based temperature control 

scheme is presented for cooling coil of Air Handling Unit (AHU) to overcome 

the unknown system dynamics and its inherent nonlinearities. First of all, by 

utilizing the standard thermodynamic formulas, the cooling coil is modeled by a 

discrete-time uncertain nonlinear system instead of a linear one, in order to 

accommodate its different behaviors under various cooling loads. Thereafter, a 

two-layer NN is utilized to approximate the unknown dynamics within the 

system. The online tuning algorithm of the NN weights is also provided with no 

offline training needed. Consequently, the identification process of the cooling 

coil unit is obviated. Theoretical results show the stable tracking performance 

of the close-loop system, while the effectiveness of this method is demonstrated 

under simulation environment. 

Keywords: Air handling unit, Cooling coil unit, Neural networks. 

1  Introduction 

In recent years, the variable air volume (VAV) air conditioning systems which can 

adjust the air flow of cooling coil according to the cooling load have been widely 

used. Compared with the traditional constant air volume air conditioning systems, 

they have a prominent advantage in energy cost. Meanwhile, air handling unit (AHU) 

within VAV systems accounts for a large part of the total building energy 

consumption in most large HVAC systems [1]. As a key air handling equipment 

connecting refrigeration unit and rooms to be conditioned, the cooling coil of AHU 

plays a vital important role for the energy saving purpose [2]. Therefore, the 

performance of the overall HVAC systems is largely affected by the control 

performance of the off coil temperature [3]. However, the heat exchange process 

between chilled water and air forced into the cooling coil is very complex and highly 

nonlinear [4], while an accurate dynamic model is still hard to obtain. 
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In practice, due to its simplicity, traditional PID control strategy is still widely 

adopted. A feedforward compensation in conjunction with a conventional PI feedback 

loop approach was discussed in [5] to accommodate the model uncertainty. [6] 

presented a self-tuning PID controller for the HVAC systems. However, both of them 

are based on the assumption that the air flow of the cooling coils is fixed, which 

means their dynamics can be approximated by a linear model. That is to say, the 

linear control methods may fail to work when this assumption is not satisfied. 

On the other hand, neural networks (NN) can approximate any nonlinear mappings 

and have the ability of online learning. Nowadays, rare neural networks based control 

strategies on the AHU system have been proposed in the literature. A cascade 

controller is designed in [7] by utilizing a neural network (NN) in the outer control 

loop for the off-coil temperature. However, the stability of the closed-loop control 

system is not given. In order to overcome the problem mentioned above, this paper 

proposes a two-layer neural network based real-time temperature control strategy. The 

structure of neural network is simple and its weights can be randomly initialized, 

which greatly reduces the online calculation cost. No a priori knowledge of the 

system dynamics is required. Simulation results verify its feasibility. 

2  Preliminaries 

2.1  Air Handling Unit 

A typical VAV air conditioning system mainly consists of an air handling unit and 

control devices [8] as shown in Fig. 1. 

 
Fig. 1. Diagram of an air handling unit 

The return air from the room forced by the return fan is either exhausted to the 

outdoor environment or mixed with the new air from the outdoor environment. Mixed 

air is in turn forced to the cooling coil, participating in the heat exchange process with 

the chilled water, which is controlled by the control valve. With the heat taken by 

chilled water, the off-coil air temperature is sufficient low and thus sent to the space 

to be conditioned. The air flow through the cooling coil is controlled by the supply 

fan while the chilled water flow is controlled by the control valve. When the control 

valve is driven wider, the water flow of the cooling coil will be increased resulting in 
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lower off-coil air temperature, and vice versa. Subsequently, the room temperature is 

regulated by the flow of the air entering the room that is controlled by the air valve. 

Therefore, the off-coil air temperature control plays an important role within the 

overall HVAC systems. 

2.2  Cooling Coil Model 

As a matter of fact, the off-coil air temperature can be expressed to be a nonlinear 

function of the on-coil air temperature Tai, supply air flow ma, the chilled water supply 

temperature Tchwi, and the supply chilled water flow mchw. 

( , , , )
ao ai a chwi chw

T F T m T m= . (1) 

where F is a complex unknown nonlinear function. 

Essentially, Tai is dependent on the outdoors environmental temperature and the 

return air temperature. Meanwhile, Tchwi is determined by evaporator control loop and 

the value of ma depends on the required cooling load. Therefore, only the supply 

chilled water flow mchw is considered to be the control variable, and its goal is to drive 

the off-coil air temperature Tao to a desired value Taod. 

According to the thermodynamic formulas, 

( ) ( )
chw chw chwi chwo a a ao ai

Q c m T T c m T T= − = − . (2) 

where Q is cooling load, Tchwo is chilled water return temperature, and ca, cchw are air 

and water heat capacity respectively. 

In steady state, Q can be expressed by [10] 

1

2

( )

1 ( )

e

a

ai chwi

ea

chw

c m
Q T T

m
c

m

= −

+

. 

 

(3) 

where c1, c2, e are unknown parameters. 

By substituting (2) into (3), Tao can be described by 

1

1

2

( / )
( )

e e

a a chw

ao ai ai chwie

chw a

c c m m
T T T T

m c m

−

= − −
+

 (4) 

From the above steady model, it can be readily seen that with changing cooling load, 

which results in varying air flow, the model would be largely different over the 

AHU’s operating range. 

Next, for simplicity, define  y = Tao as the system output and u = mchw as the 

control input. Thereafter, for control purpose, a general dynamic model of the cooling 

coil system can be presented in discrete-time by [11] 

( 1) ( ( ), , ( ), ( 1), , ( ), ( )) ( ( )) ( )
a b

y k f y k y k n u k u k n d k g d k u k+ = − − − +   (5) 
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where na, nb are output order and input order respectively, [ ]
ai a chwi

d T m T=  

denotes the measurable disturbance, and f is an unknown nonlinear function. g is an 

unknown by always positive nonlinear function of d. 

Hence, the neural network based controller is proposed in next section. 

3  Controller Design 

Rewrite the system dynamics (5) as below, 

( 1) ( ( )) ( ( )) ( )y k f Y k g d k u k+ = +
 

( ) [ ( ), ( 1), , ( ), ( 1), ( 2), , ( ), ( )]
a b

Y k y k y k y k n u k u k u k n d k= − − − − −   
(6) 

By assuming the desired off-coil air temperature to be yd=Taod, define the tracking 

error as 

( ) ( ) ( )
d

e k y k y k= −  (7) 

Thus, the dynamics in term of the tracking error can be written as 

( 1) ( ( )) ( 1) ( ( )) ( )
d

e k f Y k y k g d k u k+ = − + +  (8) 

If functions f(Y) and g(d) are known, a desired controller can be designed as 

1
( ) ( ( )) ( ( 1) ( ( )) ( ))

d vdu k g d k y k f Y k k e k
−

= + − +  (9) 

where kv is a constant parameter such that |kv|<1. Therefore, (9) generates 

( 1) ( )
v

e k e kk+ =  (10) 

which is asymptotic stable. However, since f(Y) and g(d) are unknown, the desired 

controller cannot be implemented directly.  

 

Fig. 2. Two-layer NN Structure
 

In the meantime, the two-layer feedforward neural networks as shown in Fig. 2 can 

approximate any smooth nonlinear functions [12] due to its universal approximation 

ability. That is to say, the desired control law can be written as 
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( ) ( ) ( ( )) ( )
T T

d
u k W k V Y k Yφ ε= +  (11) 

where W and V are NN weights in the output and hidden layers respectively. φ  is the 

activation function and the NN input is ( ) [ ( ) ( ) ( 1) ( )]
T T

d
Y k Y k d k y k e k= + . ε  is 

bounded NN reconstruction error. 

To estimate the desired control signal, define the actual controller u(k) to be 

( ) ˆ ( ) ( ( ))
T T

u k W k V Y kφ=  (12) 

where Ŵ  is the estimate of W . Substitute (9) (11) (12) into (8) yields 

( )ˆ( 1) ( ) ( ( )) ( ) ( ) ( ( )) ( ( ))
T T T

v
e k k e k g d k W k W k V Y k Y kφ ε−+ = + +  (13) 

Furthermore, the updating law of the NN weights can be given as [13] 

ˆ ˆ ˆ( 1) ( ) ( ( )) ( 1) ( ( )) ( ( )) ( )
T

W k W k k e k I Y k Y k W kYαφ αφ φ+ = + + − Γ −  (14) 

where ,  α Γ  are design parameters. It has been proven that [13], when 

2

( ( )) 1Y kα φ < , 1Γ < , the tracking error of system and the NN weights estimation 

errors are uniformly ultimately bounded (UUB). The proof is similar to [13] and thus 

omitted due to page limit. 

4  Simulation 

A model identified in [11] is adopted here for simulation purpose. 

1 0 1
( 1) ( ) ( ) ( 1)y k a y k b u k b u k+ = − + + −  (15) 

Parameters a1, b0, and b1 are identified by the input and output data with four different 

cooling loads, which tabulated in Table 1. 

Table 1. System Model Parameters 

 Cooling Load(KW) C1 C2 e a1 b0 b1 

Load 1 0.40 0.7132 0.5402 0.8 -0.3292 55.48 38.43 

Load 2 0.75 0.7132 0.5402 0.8 -0.4092 50.1 37.07 

Load 3 1.00 0.7403 0.9183 0.8 -0.3858 49.01 35.75 

Load 4 1.20 0.7403 0.9183 0.8 -0.4493 46.75 36.85 

 
In the simulation settings, let 0.00045Γ = , 0.04α = . The initial weights are set as 

ˆ (0) 0W =
 
with 15 neurons in the hidden layer.  
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Fig. 3. System response with constant desired value 

In the first simulation trial, the desired temperature is set to be 1 with four different 

cooling loads. The system output is shown in Fig. 3, which demonstrates that when 

the cooling load changes, i.e., the model parameters are varied, system output can still 

quickly track the desired value. 

The second simulation effort is intended to show the system performance with 

changing desired values and cooling loads. The controller parameters are taken as the 

same as the above scenario. 

 

 

Fig. 4. System response with varying desired trajectory 

Figure 4 shows that even with changing cooling loads and jumped desired 

temperatures, the controller can still achieve a satisfactory tracking performance. 

From the simulation results shown above, it has to be noted that the neural network 

based temperature control strategy doesn’t need to know the exact cooling coil model. 

Furthermore, the structure of neural network is comparatively straightforward with 

the initial weight simply set to be 0, i.e., no offline training phase is required. 

5  Conclusions 

A neural network based temperature control strategy for the cooling coil of AHU is 

introduced in this work. The online learning ability of the NN is able to accommodate 

the unknown nonlinear dynamics of the system to avoid any offline training 
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processes. Besides, the neural network has a two-layer structure which greatly reduces 

the online computing time. Meanwhile, the algorithm does not need to know the 

model parameters of the cooling coil so that it can be readily implemented for 

practical applications. 
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Abstract. Network course is an important carrier of modern distance education, 

it has its own particularity, and the learning theory must be a design principle in 

the design of courses. Based on some basic views of the three modern learning 

theories which have great influences on the current network education, the en-

gineering curriculum definition and characteristics were introduced; ways to 

realize the engineering training objectives of network course were discussed, and 

some principles more suitable for engineering course design were tried to put 

forward. 

Keywords: engineering curriculum, network course, learning theory, course 
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1  Introduction 

“China encyclopedia dictionary (second edition)” gives a clear definition to the word 

“engineering”, that is the various disciplines which applies natural science principle to 

practical production, such as engineering, mechanical engineering, chemical engi-

neering, etc. and "technology" is a similar word of it. [1]This definition shows that the 

teaching objective of the engineering mainly lies in the application of natural science 

principles, that is to say, to master technology. As the saying goes, practice makes 

perfect, so engineering students need to do lots of practice and training to master the 

techniques.  

Network course is the important carrier of modern distance education, its quality 

directly influences the learning effect of distance learners and the realization of the 

educational objectives, and as the characteristic of distributed time and location be-

tween teacher and learner, the network curriculum design model cannot be equated 

with the traditional curriculum design model. However, due to the Specific characte-

ristics of engineering course , mainly for planning, technology and complexity, it need 
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students to have a higher capacity in the meaning construction and overall knowledge 

using, judgment and analysis problems, collaboration and communication, etc.[1] all of 

capacities put forward higher requirements in the network curriculum design.                    

   Generally, the process of technology combined with instruction involves learning 

theory; technique and teaching practice three aspects, [2]
 
and this paper only chose 

"learning theory" this dimension to analysis. Any course design must be based on 

certain learning theory, which must be as a design principle throughout the whole 

design process. [3] The article, based on some basic views of the three modern learning 

theories which have great influences on the current network education, discusses how 

to realize the engineering training objectives of network course, and tries to put forward 

some principles suitable for engineering course design. The three modern learning 

theories include behaviorism, cognitivism and constructivism. 

2  Engineering Network Course Overview and Training Objective 

2.1  The Characteristics of the Network Course Design  

Professor Kekang.He defined network course in 2005, he said network course is the 

course which based on web and with the instruction of advanced education ideology, 

teaching theory and studying theory. The learning process has the characteristics of 

interactivity, sharing, openness, coordination and autonomy, etc. [4] 

   E-learning is students take kinds of knowledge by some learning Styles such as 

autonomy, individuation and cooperativeness in the creation of network teaching 

environment to realize the course training target.Network course is different from 

traditional courses, network course design should be considered teacher-student sepa-

ration form of teaching, distance learner' characteristics, technical support and other 

factors, So network course design can not be fully in accordance with theories of tra-

ditional course design, it should have a new set of principles of its own. 

2.2  Goals of Engineering Network Courses’ Design 

According to the previously described definition of engineering and network course, 

this paper gives the definition of "Engineering online course", that is, engineer-

ing network Course is a course is developed to transmit scientific principles and ap-

plications to production practice through Internet, under the guidance of current edu-

cational theory and teaching design theory.  The learning process of courses is Inter-

active, independent, open, collaborative and practical. 

Engineering is formed by the applying of natural science principles in production. 

[1] We can analyze the engineering curriculum’s training objectives according to this 

definition: (1) master natural scientific principles; (2) learn to use natural scientific 

principles; (3) accurately applied them to production. 

In brief, network engineering courses are Web-based engineering courses under the 

guidance of the educational theory and instructional design ideas. Therefore, the goal 

for learners is to achieve the following objectives through learning network 

courses: (1) to understand and master concepts and theorems in the courses; (2) to 

obtain the principles of use concepts and theorems; (3) to form proficient skills   in the 

production practice. 
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3  Modern Learning Theory and Guidance to Engineering 

Network Course Design 

With Anderson as a representative of the modern cognitive psychologists think 

knowledge can be divided into the declarative knowledge, procedural knowledge and 

strategic knowledge, they supply each other in the process of solving problems. Dec-

larative knowledge plays the role of the foundation in the knowledge system, and the 

obtaining and using of procedural knowledge should be directed and controlled by 

strategic knowledge. 

   Three training target of engineering network course are respectively with declarative 

knowledge learning, procedural knowledge learning and strategic knowledge learning. 

Based on the training goal, this paper will analyze basic theories of three modern 

learning, trying to find more appropriate theoretical basis and design strategy to realize 

the training target. 

3.1  Cognitive Learning Theory 

Declarative knowledge is a knowledge to describe the definition, principle and discip-

line of things. Robert M Gagne pointed out that stating knowledge is not only the 

knowledge system based, but also the thought tool, so the training and exercise of 

intellectual skill cognitive strategy or motor skill all need to master stating knowledge 

widely and accurately.
 
[5] 

   American psychologist J.S. Bruner think instruction should pay more attention to 

the basic structure of each subject, and the small element of these knowledge structures 

is what we call the declarative knowledge. To learn stating knowledge is mainly to 

study some definition, principle, law, etc., and it just map the training goal of engi-

neering network course "understanding and mastery of the concepts and principles". In 

order to change the inner relationship of objective things into learners’ cognitive 

structure effectively, cognitive learning theory think course design should be insisted 

on some basic principles, and these principles play a guiding role in learning declara-

tive knowledge and realizing the training objective of engineering network course. 

(1)Gradually differentiation principle, it requires present of the course content should 

start with the most basic concept, then gradually differentiation according to the spe-

cific details. (2) Classification principles, it requires course designer to classify and 

process things according to their key features and attributes, it not only accords with 

human cognitive law, but aslo make learners form concepts easier.
 
[4] (3) Active par-

ticipation principle, that is to say, learners should not accept stimulation to react pas-

sively, but involve in learning activities actively. 

   Cognitive learning theory plays an important role in cognitive learning design, 

especially in learning concept and proposition, however, influencers of network course 

learning effect not only lies in the cognitive, also lies in the emotion, attitude, character, 

learning environment and so on, especially for the engineering network course, its key 

learn objective should be knowledge application and operation skills. Therefore, design 

engineering network course only based on cognitive learning theory principle is dif-

ficult to achieve good effect in teaching. 
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3.2  Constructivism Learning Theory 

The strong view of constructivism is that knowledge does not exist in some objective 

things steadily, it is constructed by the individual through contacting with the object 

actually, and gaining experience eventually in particular situations. [6]According to 

constructivism learning theory, there are four key elements or attributes including have 

“environment”, “cooperation”, “conversation” and “meaning construction” generally. 

   Strategic knowledge refers to learners’ cognition of learning task; choice of learning 

method and regulation of learning process in learning situation. It mainly solve some 

problems about learning and application methods, application situations and so on, and 

to solve these problems is in keeping with engineering network course training goal, 

that is, using principles of obtained concepts and disciplines. Strategic knowledge 

should learn in the specific case or situation, in the situation, learners could share and 

cooperate with partners to improve their strategic knowledge. And each element in-

volved in the process of strategic knowledge learning is just under four elements of 

learning environment according to constructivism learning theory. 

   The view of constructivism learning theory has improved the development of net-

work course design, the development of the network course design to a certain degree, 

especially in study and application of strategy knowledge. Therefore, it not only denied 

the rationality of the traditional teaching method, but also ignored the significance of 

practice in the skill mastery, however, to master skills is the focus of engineering 

network course training goal. As a result, constructivism learning theory just applies in 

a certain range of engineering network curriculum design, and should be combined 

with other theories to direct the whole course design. 

3.3  Behaviorism Learning Theory 

Behaviorism theory is also known as the S-R theory. With seen " strengthening " as the 

core of, the theory think that only strengthening could improve learners’ learning 

motivation. The behaviorism theory has a great influence on network course design, 

and programmed instruction theory raised by American psychologist Skinner should be 

indisputably. The basic principles of programmed instruction theory mainly includes 

small steps principle; actively participation principle; instant strengthening and re-

troaction principle; self-make paces principle; low error rate principle. 

   Procedural knowledge is operating steps to complete some concrete task, it is 

equivalent to skills. [7] Processing knowledge acquisition just maps the training goal of 

engineering network course is “to master skills, and skilled applied to practical in 

production". Procedural knowledge learning is a very complicated process, according 

to modern cognitive psychology, this process includes three stages: stating knowledge 

stage; transformation stage; automation phase. With the first stage of learning process 

analyzed in previous paper, it won’t be involved; transformation stage is the stage to 

building connection, at this stage, the emphasis is to build connection between appro-

priate stimulus and response, and to be out of habit interference in the learning process, 

for example, people once danced, learn kung fu tend to showy and not substantial, so 

the negative transfer must be reduced; automation stage is motor skill has reached 

proficient operation, that is a long list of action series can be automatic without special 

attention and consideration, therefore, the achievement of automation need to contact 
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skills again and again. In the last two learning phases of procedural knowledge, the 

problem can be solved under the guidance of the behavioral learning theory. As a result, 

behavioral learning theory can be used as a guiding principles to design some proce-

dural knowledge of engineering network course. 

4  Discussion of Engineering Network Curriculum Design 

Principles 

Based on the analysis of some basic views of behaviorism learning theory, cognitive 

learning theory and constructivism learning theory, It shows that these three repre-

sentative learning theories are make a certain contribution on the development of the 

network course, and also have a far-reaching impact on engineering network course 

design ideas. However, due to its complexity and peculiarity, engineering network 

course design couldn’t accord to views from a kind of learning theory completely. It 

needs a more suitable guiding idea and principle for engineering network course de-

sign, which should be based on the combination or the supplement of this three learning 

theory. 

   In view of the further analysis of training targets of engineering network course, 

based on  design principles of the three learning theories, the author summed up some 

course design principles for engineering network course, as follows: 

 

4.1  Learner-Centered  

The network course is not tool to regulate and constrain learners, but the ladder for 

learners to realize themselves. Engineering network curriculum design should pay 

more attention to the needs and characteristics of learners, therefore, learners should 

play a predominant role in network learning process, according to their existing 

knowledge structure, to choose suitable learning content on purpose and independent to 

manage their learning pace and style independently.  

   While designing the network course, we should think about four questions. (1) 

Could course contents meet the needs of learners? (2) Is course design suitable for 

distance learners' characteristics? (3) Is there a mature evaluation and feedback me-

chanism for learners’ autonomous learning in the course? (4) Does the course design 

leave space for self thinking and independent construction of learners?  

4.2  Network Course Learning Environment and the Learning Process Design 

4.2.1  Modular Design Course 

In order to facilitate significance construction and the formation of procedural know-

ledge of distance learners, network course designer should design knowledge hierar-

chically and categorically, according to the characteristics of learners and knowledge. 

Suggested that , in order to meet all kinds of students’ needs, designers should divide 

course content into small modules within several layers or categories according to the 

key features and attributes of knowledge, and these modules can also be on-demand 
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combination into different learning chain, learners can do different learning chains 

choices to complete learning activities gradually. 

4.2.2  Content Representation Design for Variety 

In the perspective of cognitive learning theory, network course should provide condi-

tions and space for information processing activities of learners, to make them involved 

in the meaning construction of knowledge actively, and to acquire real knowledge 

eventually. 

   Mostly because of engineering course knowledge more abstract and drab, there are 

some course design proposals: (1) Present monotonous knowledge intuitively, the 

lively and vivid the better; (2) Consider using the introduction of problems from current 

hot events, video animation and so on. (3) Design interactive content in each small unit 

of network course, for example, show kinds of knowledge in different interactive ways 

such as choice question; gap-filling; writing; small games and other modes.(4) Do 

situational course content design, that is different intellectual content should design in 

different situations and different ways. 

4.3  Teaching Interaction Design and Collaborative Learning Environment 

Design 

In order to enhance distance learners’ senses of belonging and responsibility, to reduce 

loneliness in the learning process and to train their teamwork spirit, designer should 

consider how to arouse the enthusiasm of learners, and make them participate in co-

operation and interaction of their own accord. For example, with the support of 

e-learning platform, “virtual study group” Similar to learning community should be 

designed and organized, and team members carrie on the thorough discussion and 

exchange through MSN, QQ, E-mail, BBS and other learning platform to get more 

effective problem solving strategy for the completion of common tasks. 

4.4  Creation of Learning and Practice Environment 

An important influencer of measuring success of engineering network course design is 

that learners can learn and skilled use skills effectively. And a real life similar or real 

situation is beneficial for the stimulation of inner motivation, to develop the learners’ 

ability to solve problems and spirit of exploration. 

In recent years, geometry and physical modeling method, high performance com-

puting, new sensors and perception mechanism, high-speed image processing and 

artificial intelligence technology have been mature relatively, and the research and 

application of online experiment system and virtual laboratory have has achieved great 

development，the paper won’t narrate more. And there are two problems should  

be taken into consideration of these technologies ‘ application in the course design: 

(1) What problem has been solved by using these technology?（2）Application of this 

technology for what original intention? 

4.5  Creation of Learning and Practice Environment 

As stated above, the default fixed line of traditional course may not necessarily be a 

good fit for all the students, so network course design should set several starting point 
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and learning path according to different levels or lights for students to choose by 

self-determination. Thus, the suggestion is that engineering network course design 

should design course content as a network structure included key concepts and small 

units, and set different learning path, in order to make learners random access or start 

from any part of the network. 

   By the analysis of the above, it is not hard to find the traditional curriculum design 

principle is not suitable for engineering network design completely. And based on 

introduction of engineering curriculum definition and characteristics, through angli-

cizing some basic views of the three modern learning theories which have great in-

fluences on the current network education, this article discusses how to realize the 

engineering training objectives of network course, and tries to put forward some prin-

ciples more suitable for engineering course design. Hope it would be a theoretic basis 

and reference for the future research and curriculum design. 

References 

1. China encyclopedia big dictionary (The second edition). Encyclopedia of China Publishing 

House, Beijing (2005) 

2. Chen, J., Chen, S.: Technical progress of modern distance education. Central Radio & TV 

University Press, Beijing (2006) 

3. Wang, R.: Network curriculum teaching design system ——In”the high level language pro-

gram design (based on Java)”course as an example. Master thesis, Beijing university of post 

and telecommunications (2010) 

4. He, K., Zheng, Y., Xie, Y.: Instructional System Design. Beijing normal university pub-

lishing group, Beijing (2005) 

5. Zhang, C.: Education psychology. Shandong Education Press, Jinan (2005) 

6. Li, K.: Behaviorism to humanism: discussion of the influence of learning theory to CAI 

courseware design. E-education Research (1999) 

7. Zhang, Z.: Constructivism learning theory and principle of teaching. Open Education Re-

search (1997) 

8. Chen, Q., Liu, R.: Education psychology. Higher Education Press, Beijing (2005) 

 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 17–24. 

springerlink.com                           © Springer-Verlag Berlin Heidelberg 2011 

A Combined Modular Parametric and Non-parametric 

Method for Planar Ship Motion’s On-Line Prediction
*
 

Jianchuan Yin
1,2

 and Zaojian Zou
1,3 

1 School of Naval Architecture, Ocean and Civil Engineering, Shanghai Jiao Tong University, 

Shanghai 200240, China 
2 Navigation College, Dalian Maritime University, Dalian Liaoning 116026, China 

yinjianchuan@gmail.com 
3 State Key Laboratory of Ocean Engineering, Shanghai Jiao Tong University, Shanghai 

200240, China 

zjzou@sjtu.edu.cn 

Abstract. A combined modular model is presented for planar ship motion 

prediction by assembling parametric and non-parametric forecasting method. 

This parametric module and non-parametric module represent the holistic and 

local time-varying dynamics of system, respectively. The nonlinear auto-

regressive with exogenous input model is implemented for on-line prediction, 

and variable-structure radial basis function network is employed to represent 

the time-varying dynamics of system. The experiment of planar ship motion 

prediction is conducted and the results demonstrate the accuracy and robustness 

of the presented combined model. 

1  Introduction  

On-line prediction of ship motion plays an important role in the navigational safety 

and marine economy. The common prediction models are methods based on 

autoregressive models of time series, such as autoregressive with exogenous input 

(ARX), or nonlinear autoregressive with exogenous input (NARX). Parametric 

methods possess merits such like simple model structure and fast computational 

speed, but it is difficult for them to represent the time-varying dynamics.  

Ship’s motion at sea is a complex nonlinear system with time-varying dynamics 

[1]. Their dynamics changes along with such changes like loading conditions, trim 

and speed; similar changes also occur resulting from environmental disturbances such 

as wind, waves and depth under keel, etc. Therefore, it is hard to obtain a suitable 

physically founded mathematical model of ship’s motion merely by parametric 

methods due to the complexity of the time-varying dynamics and underlying 

processes. 

The application of neural networks in the prediction of nonlinear system has been 

intensively researched in recent years, such as the multilayer perceptron (MLP), radial 

basis function (RBF) networks, and support vector machine (SVM) [2]. Neural 

networks are capable of taking into account more complex relations existing among 
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the analyzed data, so they are able to generate more accurate prediction attributing to 

this feature. Sequential learning neural networks oriented for on-line applications 

have attracted much attention over the last decade [3]. By learning samples 

sequentially, the algorithms on-line construct variable-structure neural networks 

which are capable of representing time-varying dynamic of nonlinear systems, and 

their application can be found in fields of communication and control. But the 

network focuses only on local time-varying dynamics of system and cannot represent 

the holistic nature of systems [4], which limits its system identification and prediction 

applications. 

The parametric model and non-parametric model are suitable for representing the 

static and time-varying dynamics, respectively. A straightforward approach is to take 

into account the parametric and nonlinear neural network prediction module, combine 

them into one ensemble system of presumably better quality and treat the combined 

output as the final forecast [5]. Modular neural networks can incorporate priori 

knowledge, thus possess merits such as robustness and parsimonious model structure. 

Here in the on-line planar ship motion prediction, we implement NARX model using 

linear method for parametric identification of the static dynamics of ship motion; and 

the variable-structure radial basis function (RBF) network constructed by sequential 

learning is employed for the identification of the time-varying dynamics. The 

prediction data generated by each predictor of the ensemble are combined together to 

form one prediction model. The two identification module is combined in series 

connection to form one ship motion forecast describing the current dynamics of ship 

motion and. The numerical results of the presented integration schemes are presented 

and discussed. 

2  Combined Modular On-Line Prediction 

2.1  Configuration of Combined Modular Prediction 

The static system dynamics can be identified using parametric method, like 

conventional least mean squares (LMS) and partial least squares (PLS) methods. 

Variable-structure radial basis function neural network constructed by sequential 

learning algorithm is proved to be effective in represent time-varying dynamics 

caused by environmental disturbances, which is hard for the parametric method. In 

this paper, we take both advantages of the conventional parametric model and the 

variable-structure RBF network as the non-parametric method in series connection. 

The combined identification is used to give final prediction of ship motion. The 

learning process configuration of the proposed combined modules is illustrated in 

Fig.1. 

The learning process is conducted in two steps. Firstly, the linear LMS algorithm is 

implemented to identify the linear coefficient in the NARX model, and the identified 

value of y(t) is denoted as 
P

ˆ ( )y t . The identification residual between y(t) and 
P

ˆ ( )y t , 

which is estimated by parametric NARX module, is used to train the RBF network 

which is served as the non-parametric NARX module. 
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Fig. 1. Learning process of the combined modules 

2.2  Parametric Identification Module  

The prediction model is based on the conventional NARX model. Models with linear 

parameters are simpler to analyze mathematically and quicker to compute 

numerically, so LMS method is conducted for identifying parametric sequentially as 

the system samples are presented one by one or batch by batch. 

At the time of t, a discrete-time nonlinear system can be described by NARX 

model as below: 

( ) ( ( 1), , ( ), ( 1), , ( )) ( )y uy t f y t y t n u t u t n e t= − − − − + 
              

(1)
 

where u. t. .. y. t. . and e. t. . are the system input, output and noise variables; 

nu and ny are the maximum time lags in the input and output, respectively; and f is the 

unknown nonlinear mapping to be identified. 

All p training data are presented in the following matrix form of Xw d= , where  

( 1) ( ) ( 1) ( )

( 2) ( 1 ) ( 2) ( 1 )

( 1) ( ) ( 1) ( )

y u

y u

y u

y t y t n u t u t n

y t y t n u t u t n
X

y t p y t p n u t p u t p n

− − − −  
− − − − − − =    − − − − − − − − 

 

 

     

 

, 

( )
T

1 1( ) ( ) ( ) ( )
y y y un n n nw w t w t w t w t+ +=   ,  

and ( )
T

1( ) ( )pd d t d t=  . 

The straightforward way to determine the values of the weights w is to solve the 
linear equation by applying pseudo inverse: 

T 1 T[ ]w X d X X X d+ −= =                        (2) 

By solving such equations, we get all coefficients forming the weighting vectors w 

used for the final forecasting, by replacing the t by t+1 in (1). 
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When the volume of samples is large, the calculation based on (2) may cause 

problems of large computation dimension and slow proceeding speed. So, the 

recursive pseudo inverse algorithm [6] can be implemented to ensure the 

computational speed of the algorithm. 

2.3  Non-parametric Identification Module 

Gradient orthogonal model selection (GOMS) algorithm is a sequential learning 

algorithm and has been proved to be effective in time series prediction [7] and control 

[8] applications. Here the algorithm is employed to online construct variable-structure 

RBF network as the non-parametric module to express the time-varying dynamics. 

The most important feature of variable-structure network is that the number and 

location of hidden units are adjusted at each step, thus the variable structure can 

capture the changes of system dynamics. The structure adjustment strategy of GOMS 

algorithm is that the new sample will be added as a new hidden unit, while units 

contributing less to the output will be excluded from the network. After the hidden 

units are adjusted at each step, the connecting weights of the network will be 

determined. The contribution of each hidden unit is evaluated by an index called 

normalized error reduction ratio. The detail of the algorithm can be found in [7, 8] and 

will not be stated here. 

As the inputs of NARX model, u and y, belong to different categories, it is 

reasonable to employ different center width in activation functions, which is different 

from a common center width in conventional single scale RBF network. The resulting 

network is referred to as generalized multi-scale RBF network, which provides more 

flexible representations of system dynamics and shows better generalization 

properties [9]. In this application, the GOMS algorithm is improved by adopting 

multi-scale RBFs in the network: 

,,1 2 2

, 1 ,2 2

( )( 1)1
exp{ [( ) ( )

2

( 1) ( 1)
( ) ( ) ]}

y

y y u

y i ni

y y

i n i n n

u u

y t n cy t c

u t c u t c

ϕ
σ σ

σ σ

+ +

− −− −
= − + + +

− − − −
+ +





              (3) 

where ϕ is the response of centers corresponding to the input of sliding window, σy 

and σu are center widths determined for y and u, respectively. 

Therefore, in GOMS algorithm, the vectors of centers and sliding window input are 

divided into categories of u and y, respectively. 

3  Planar Ship Motion Prediction 

3.1  Response Model of Ship Motion 

Consider the characteristics of high frequency in ship motion， a second order 

response model can be expressed as： 
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1 2 1 2 3( ) ( )rTT r T T r r K KTδ δ δ+ + + = + +    (4) 

where K and T1, T2 ,T3 are the maneuverability indices; r is the yaw rate and δ is the 

rudder angle. Discretizing (4) into a difference form, yields: 

1 2 1 2( ) ( 1) ( 2) ( 1) ( 2)r t a r t a r t b t b t cδ δ= − + − + − + − +   
(5) 

The values of parameters {T1, T2, T3, δr} and the model of ship’s motion can be 

defined once {a1, a2, b1, b2, c} was determined [10].  

3.2  Ship Motion Prediction Simulation 

To validate the effectiveness of the proposed prediction method, we adopt the model-

scale experiment of 10°/5°zig-zig test data of KVLCC model recommended by 

international towing tank conference (ITTC) as benchmark data. The changes of 

rudder angle and ship heading of the test are illustrated in Fig.2. 
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Fig. 2. Heading and rudder angle in the 10°/5°zig-zig test 

In the training phase, the parametric module is used to process the received 

samples sequentially by identifying the parameters {a1, a2, b1, b2, c} and form the 

NARX model (5). The identified value of ship’s yaw rate produced by the parametric 

method is denoted as rp(t). The variable-structure network is then used to identify the 

residual unidentified part r(t)-rp(t), which can be considered as the unidentified 

dynamics and time-varying dynamics caused by environmental disturbances. The 

identification error of parametric NARX using LMS algorithm is illustrated in Fig. 3. 
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Fig. 3. Identification error and predictive error using parametric NARX model 

It is shown in Fig.3 that the curve of identification and prediction error almost 

coincides in the latter phase of the on-line prediction, which implies that there are 

some feature cannot be identified by the above parametric module. So it is reasonable 

to represent the dynamics by some other approaches. In this paper, the variable 

structure on-line constructed by GOMS algorithm is used to represent the time-

varying dynamics. In implementing the GOMS algorithm, the parameters are selected 

as follows: the width of sliding window N=3, accuracy tolerance ρ =0.2, consecutive 

time span P=3, and the order of GOMS algorithm is set as 0.  Input of NARX is set 

as {r(t-1), r(t-2), δ(t-1), δ(t-2)} and r(t) is set as the output. As the new sample is 

added to the RBF network structure as a hidden unit center, the identification error is 

rather small and remains below the order of 10
-14

(°/s). At each step, once the neural 

network expression of the input-output mapping is achieved, the one-step-ahead 

prediction of r(t+1) is made on basis of  {r(t), r(t-1), δ(t), δ(t-1)}. 

The modeling of system is a dynamic process with the number and location of 

hidden units in the variable structure RBF network are adjusted at each step. The 

average number of hidden units during the process is 6.1475. Evolution of hidden 

units’ number is depicted in Fig.4.  

The experiment result of the on-line prediction error is depicted in Fig. 5. 

It can be seen from Figs. 3 and 5 that the identification error of yaw rate is 

significantly reduced by implementing neural network for fitting the time-varying 

dynamics, remains in the order of 10
-5

(°/s) most of the time, which is lower than the 

order of magnitude merely by parametric prediction module. The sudden increase on 

the curve right corresponds to the moments of rudder changes as depicted in Fig.2, 

which means the dynamics of system varies rapidly at the moment. Once the ship’s 

yaw rate is accurately predicted, the ship’s motion characteristics can be estimated 

subsequently. 
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Fig. 4. Evolution of hidden units’ number 
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Fig. 5. Prediction error using modular model 

4  Conclusion 

The paper has presented an ensemble modular approach to forecast the planar ship 

motion. The linear parametric prediction and non-parametric variable-structure RBF 

network are combined to express the dynamics of ship motion and make predictions 

on-line. The linear module ensures the holistic expression of the nature and the 

nonlinear module track the time-varying dynamics of system. The sequential learning 

mode ensures the practical on-line application of the proposed modular prediction 

method. The experimental results demonstrated the effectiveness and robustness of 

the combined modular prediction method.  
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Abstract. In order to accurately and efficiently apply ultrasonic measurement 

technology to the fields such as industry, materials and liquid levels to realize the 

factual measurements of measured objects, the present  measuring technology 

based on ultrasonic waves is analyzed and researched. The measurement 

principles, hardware selection and calibration, and data transmission and 

acquisition of the ultrasonic waves are detailedly introduced. By adopting the 

ultrasonic measurement technology to detect and analyze the raw oil liquid level 

of an oilfield oil storage tank, the results show that the ultrasonic measurement 

technology has the characteristics of high measuring accuracy, safe and reliable 

operation, low cost, etc. 

Keywords: RISEN-BSU ultrasonic sensor, Static calibration, Dynamic 

calibration, MEGA128，Data acquisition. 

1  Introduction 

Ultrasonic waves, the mechanical oscillation in mediums, have higher axial resolution
 

[1]. Ultrasonic waves are insensitive to color, light intensity, outside light and 

electromagnetic fields, so that supersonic sounding has a certain adaptive capacity to 

the measured objects under the harsh environments such as darkness, dust or smog, 

interaction of strong electromagnet and poison, and is widely used in the measurements 

of liquid level and materiel level. As the ultrasonic transmission is less susceptible to be 

intervened, the consumption of energy is slow and the transmitting distance in 

mediums is further, so that the ultrasonic waves are frequently used to measure the 

distances of the materiel level and liquid level. 

2  Principles of Ultrasonic Measurement Technology 

The ultrasonic measurement technology takes the advantage of properties of ultrasonic 

waves, such as better directionality, less energy loss during transmitting process and 

reflectiblility when encountering an interface when the ultrasonic waves transmit in 

liquid and can adopt the principles of echo location to measure the reflected time that 

the ultrasonic waves encounter a liquid level, so as to define the height of the liquid 

level
 
[2]. Principles of the ultrasonic liquid level measurement are shown in Figure 1. 
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Fig. 1. Principles of the ultrasonic liquid level measurement 

 
The figure above shows: 

              S = C * [t / 2]                                                  (1)  

              h = H-S                                                        (2) 

The S in the equations above is the distance from an ultrasonic probe to the liquid 

surface and can be educed from the equation (1); the C is the light speed, and the t is the 

measurement time; H is the distance from the ultrasonic probe to the bottom of the 

container and is needed to be measured in advance; and the h is the height of liquid 

level to be measured and can be educed from the equation (2). 

3  Selecting and Calibrating Process of an Ultrasonic Sensor 

3.1  Selection of a Sensor 

In a number of ultrasonic sensors, a RISEN-BS compact ultrasonic material level 

transmitter is designed for the application conditions such as low-cost, small 

installation space, equipment coordination, etc. It integrates an ultrasonic sensor, a 

temperature sensor, an ultrasonic servo circuit, a transmitter circuit as a whole and 

adopts an SMD component and an ASC special chip, so that the circuits of the entire 

device are very compact and simple; and the casing is made of NLEPF synthetic 

material with solid texture and good acoustic characteristics, and its shape is exquisite 

and beautiful. Due to the waterproof and dustproof properties, the transmitter can be 

suitable for most site conditions. The product drawing is shown in Figure 2, and the 

installation diagram is shown in Figure 3. 
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Fig. 2. RISEN-BS product drawing 

 

Fig. 3. RISEN-BS installation diagram 

3.2  Calibrating Process 

Sensor calibration is a process that a standard instrument with high-level precision is 

used to determine the degree of the sensor so as to establish the corresponding 

relationship between the output and input of the sensor and determine the errors under 

different using conditions. According to the purpose of the system, the input can be 

static or dynamic, so that the sensor calibration is divided into two kinds: static 

calibration and dynamic calibration. 

Static Sensor Calibration  
The static calibration is mainly used for testing and measuring the index of the static 

properties of the sensor, such as linearity, sensitivity, hysteresis, repeatability, etc.  
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According to the functions of the sensor, the processes of the static calibration are as 

follows: firstly, establishing a static calibration system, and secondly, selecting 

certain-degree calibrating instruments and equipment, of which the precision is 

corresponding to that of the calibrated sensor. Different sensors adopt different 

calibrating methods, such as commonly-used force calibration, pressure calibration and 

displacement transducer calibration. 

Dynamic Calibration of the Sensor 

As some sensors need to meet the requirements of not only the static properties but also 

its dynamic characteristics, the dynamic calibration is needed after the static 

calibration, so as to determine their dynamic sensitivity, natural frequency and 

frequency response range. When the sensor is performed the dynamic calibration, it 

needs to be excited by a standard signal. There are two kinds of normally used standard 

signals: on is the periodic function, such as a sine wave and the like; and the other are 

the transient function, such as a step wave and the like. The output signals of the sensor 

are received after the excitation of the standard signal, and after analysis and 

calculation, and data processing, their frequency characteristics, such as 

amplitude-frequency characteristic, damping, dynamic sensitivity and the like can be 

determined.  

Actual Calibration Process of the Ultrasonic Liquid Level Measurement 

An ultrasonic ranging sensor is used for measuring the changing situations of the 

material level and the liquid level. As the sensor has its calibration range, accurate 

information can be obtained in the range
 
[3]. Provided the measuring distance of the 

sensor is 180 cm, the specific calibration procedures are as follows: 

Firstly, the measurement range of a sensor is divided into several uniformly-spaced 

points, and as the uniform spaces are 10 cm, the blind spots thereamong are  

0 cm ~ 30 cm. 

Secondly, according to the measurement range points of the sensor, taking 30 cm as 

a starting point of the initial value of the sensor calibration, the input is changed 

gradually from 30 cm to 180 cm, so as to record the corresponding input and output 

values. Then the input value is further changed gradually from 180 cm to 30 cm, and 

then the corresponding input and output values are recorded. 

Thirdly, repeating the two steps above to repeatedly measure the forward and 

reverse traveling distances of the sensor, and the curve drawn based on the data 

recorded is shown in Figure 4. 

From Figure 4 can be observed that the data measured by the ultrasonic sensor 

approximates to linear. Through the linear equation y = ax + b and the changes of y and 

x, the equations a = 1 and b = 125 are deduced. Therefore, the linear equation can be 

expressed as follows: 

y=x+125 
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Fig. 4. Calibration displacement curve 

4  Data Output and Acquisition of the Ultrasonic Liquid Level 

An ultrasonic liquid level sensor can output a current signal, which has linear 

relationship with the range height in the material level and liquid level, according to the 

changes of the measured material level and liquid level in the calibration range. As 

MEGA128 only can convert voltage signals into digital quantity, the current output of 

the sensor needs to be converted into voltage signals. The data collected are finally 

converted to binary codes
 
[4-6] by mode numbers through a data acquisition module. In 

order to eliminate the influence the outside interference exerting on the measurement 

accuracy, filtering processing can be adopted, so that the data obtained can more 

accurately reflect the height of the measured objects through the corresponding 

conversion. 

The maximum measuring range of the RISEN-BS ultrasonic sensor is 5m, the blind 

spot is 30cm, and the output signals are 4 ~ 20 mA current; the current can be converted 

to a 0.6 ~ 3V voltage signals through the circuit shown in Figure 5. The reference 

voltage in the data acquisition module is 5V, and the A/D conversion resolution is 10 

bits, so that the calculation formula of the converted data is: 

Data_h=Vx/5*1024 

In the formula, the Data_h is the converted data, and the Vx is the converted voltage 

value of the output of the ultrasonic sensor. 
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Fig. 5. Current-voltage conversion principles 

5  Conclusion 

In the design and realization of the ultrasonic wave based measurement technology, 

ultrasonic echo ranging and measurement principles of the ultrasonic waves, the 

selection and calibration process of the ultrasonic sensor, and the transmission, 

collection and analysis processing of the measured data are respectively introduced. 

Through the analysis of the classification of the measured data, the conclusion that the 

ultrasonic measurement technology can collect, process and transmit the data, and can 

accurately reflect the actual values of the data measurement. Therefore, the ultrasonic 

wave based measurement technology can be well applied to the fields of materials, 

liquid levels and industry. 
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Abstract. This paper presents a design of a 23-DOF small humanoid robot with 

force sensors for zero moment point (ZMP) measurement. Piezoresistive strain 

gauges are used under the feet of the robot to measure ground reaction force 

which is used to locate ZMP under the robot foot support area.  The robot also 

uses gyroscope and acceleration sensor for motion control.The robot developed 

is capable of all directional walking, running and performing different kung fu 

like actions.Design specifications, joints distribution, walking planning of the 

robot, ZMP measurement scheme and vibration control using gyro sensor are 

discussed in this paper. 

Keywords: Humanoid Robot, Biped, ZMP, Walking Planning, Force sensor. 

1  Introduction 

There exist a number of approaches to biped locomotion. Among the most successful 

ones are trajectory tracking methods that are based on pre-computed trajectories of 

the legs or the Zero Moment Point (ZMP). The ZMP is the point on the ground where 

the total moment generated due to gravity and inertia equals zero [1-4]. On flat 

horizontal surfaces it is equal to the center of pressure and can be imagined as the 

point on the ground about which the robot tilts. If the ZMP remains in the convex hull 

of the support polygon, the gait of the robot is considered dynamically stable, i.e. the 

robot does not fall. ZMP may be computed using model of the robot and information 

from the joint encoders or by directly using data from sensors mounted under the feet 

of the robot. Our robot also uses ZMP approach for stable walking and force sensors 

are used under feet of the robot for ZMP measurement. 

The following section gives a brief description of mechanical and electronic design 

specifications [Table1, Fig (1-3)]. Section three discusses joint distribution and 

rotation range etc and section four explains gait planning. ZMP measurement and 

vibration control are discussed in section five and six respectively.  
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2  Design Specifications 

Our robot is a small kid-size robot with height, width and weight as mentioned in 

table 1 below. A robot with these dimensions can also participate in “RoboCup” 

which is a worldwide soccer competition of robots. The goal of RoboCup is to  

 

Table 1. Design Specifications 

Height 55 [cm] 

Width 23 [cm] 

Weight 3.8 [kg] 

DOF (Degree of Freedom) 23 

Frame Aluminum 

Actuator Servo Motor RX-64, RX-28 

Controller ARM9 S3C2440, 400MHz 

Sensors 

 

Piezoresistive Strain Gauge  

Gyro Sensor  (SSSJ CRS03-04) 
Accelerometer (Crossbow CXL04LP3) 

Battery Li-Po 7.4 V x 2 2100Amh 20C/40C 

 
 

                                  

Fig. 1. 3-D View of Robot                         Fig. 2. Size of Robot 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. System Configuration 
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develop humanoid robots which can win a soccer game against the world cup 

champion team of human until the year 2050 [7]. 

3  23 Joints Distribution  

The robot is designed to mimic human characteristics as closely as possible especially 

in relation to basic physical structure through the design and configuration of joints 

and links. The robot has a total of 23 DOFs: six for each leg, four for each arm, one 

for the waist and two for the head. The high number of DOFs provides our robot with  

the possibility of realizing complex motions. The comparison of joint distribution in 

humans and this small humanoid robot is as in table 2. 

Table 2. Comparison of Joint Distribution in Humans and Humanoid Robot 

           

           Joint 

 

Number of DOFs Right / Left (Rotation Axis) 

Human Humanoid Robot 
Neck 3 (yaw, pitch, roll) 2 (yaw, pitch) 

Right/ Left Shoulder 3 (yaw, pitch, roll) 2 (pitch, roll) 

Right / Left Elbow 2 (yaw, pitch) 2 (yaw, pitch) 

Right / Left Wrist 3 (yaw, pitch, roll) 0 

Waist 3 (yaw, pitch, roll) 1 (pitch) 

Right / Left Hip 3 (yaw, pitch, roll) 3 (yaw, pitch, roll) 

Right / Left Knee 1 (pitch) 1 (pitch) 

Right / Left Ankle 3 (yaw, pitch, roll) 2 (pitch, roll) 

 

Z 

X 

Y 

 

 

 

 

Denotes Rotation about X-axis (Pitch) 

Denotes Rotation about Y-axis (Roll)  

Denotes Rotation about Z-axis (Yaw) 
 

Fig. 4. Local axis Orientation 
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Joint rotation angles are decided from consideration of elements such as correlation 

with human joint rotation angles and position of body parts and body structure design. 

These elements lead to mobility and flexibility of humanoid manipulators to attain 

trajectory, as well as to avoid collision problems. Joint rotation range of our 23 DOF 

humanoid robot is as in table 3. 

Table 3. Joint Rotation Range 

Joint Joint Rotation Range 

Neck (pitch) -45 ~ +45 

Neck(yaw) -90 ~ +90 

Shoulder (pitch) right & left 0 ~ +180 

Shoulder (roll) right & left -90 ~ +90 

Elbow (yaw) right & left -90 ~ +90 

Elbow (pitch) right & left 0 ~ +100 

Waist (yaw) -90 ~ 0 

Hip (yaw) right & left -45 ~ +45 

Hip (pitch) right & left -20 ~ +60 

Hip (role) right & left -40 ~ +10 

 Knee (pitch) right & left -70 ~ 0 

 Ankle (pitch) right & left -30 ~ +50 

 Ankle (Roll) right & left -30 ~ +30 

4  Gait Planning  

Normalized trajectory table for each of direction X, Y, Z, and θ is used to make gait 

[8]. The trajectory of right and left center of gravity movement calculated by the 

expression (1) and (2) satisfy the reference ZMP. 

( ) ( ) ( ) max

21 expexp ZMPfoot xtKCtKCtx +⋅−⋅+⋅⋅=     (1) 

( ) ( )TT

ZMP

KKKK

x
CC

⋅−+⋅

−
==

expexp

max

21     (2) 

Where                       
g

H
K =         and     

4

T
KT =  

The trajectory table of X is a straight line and is given by expression (3) which is 

same as for rotation of yaw axis θ. 

 
   (3) 
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And for up and down z, we have (4) and (5) below 

arcsin(1 )
( ) 1

2

up

n
SIZEz n

π

−
= −     (4) 

arcsin( )
( ) 1

2

dn

n
SIZEz n

π
= −     (5) 

5  ZMP Measurement  

Piezoresistive strain gauge is used as force sensor for ZMP measurement (Fig 6&7). 

Four sensors housed in a special assembly are mounted on four corners of both feet 

(Fig 8). A dedicated controller with data acquisition system is also mounted on each 

foot. The signals measured are first passed through a low pass filter and then digitized 

using built in A/D converter of C8051 microcontroller used (Fig 7).  

 
 

 

Fig. 5. Block Diagram of ZMP sensory system 

The single foot support phase ZMP coordinates in the local foot coordinate frame 

are then computed by expression (6) and (7) below. The calculated position of ZMP is 

then sent to the main motion control card. 
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 (7) 

 
 

 

 

       Fig. 6. Foot Assembly                   Fig. 7. Foot base with Controller  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Sensor’s position under feet 

6  Vibration Control 

A gyroscope is mounted in the trunk of the robot to get the information about the 

angular velocity of the robot in the sagittal plane. If the angular velocity becomes too 

large, the robot is likely to lose balance. The idea of the gyro feedback controller is to 

modify the foot angle in sagittal direction in order to induce torque in the opposite 

direction to the possible fall. 

A proportional controller (P-controller) is used to do so, according to the angular 

velocity ω  of the rotation of pitch axis (sagittal direction).  A P-controller is a 

control loop feedback mechanism that tries to correct the error between a measured 

process variable (e.g. the angular velocity of the robot’s trunk) and a desired set point 

(e.g. zero angular velocity). To correct the error, a corrective action (e.g. foot angle 
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regulation) is calculated in order to minimize the error. The P-controller calculation 

involves only one parameter: the proportional gain that is denoted here as Kp, that 

determines the absolute value of the reaction to the current error (e.g. absolute change 

of the foot angle).  

The gyroscope P-controller is then defined as (8) 

FootGyro Foot p
Kθ θ ω= −  (8) 

Where                       
FootGyro

θ ： Angle of joint (before control) 

Foot
θ

：       Angle of joint (after control) 

Experiments. Walking experiments are performed on our own developed 23 DOF 

small humanoid robot (Fig 9). The robot can walk in all directions and run with a 

maximum speed of 1km/hr. The robot is also capable of performing a number of kung 

fu like actions.  

Fig 9 below shows images of basic stepping of the robot.  
 

 

 

 

 

 

 

 

 

 

 

  

 

 
 

 

 

 

 

 

 

 

                                  

Fig. 9. Experiment results of walking 

 

Conclusions. Complete hardware design and gait planning of a 23 DOF humanoid 

robot is presented in this paper. ZMP calculation using piezoresistive strain gauge is 

proved to be a simple and one of the direct methods of biped gait control. 

d. Fourth Step        f. Last Step         e. Fifth Step          

a. First Step        b. Second Step       c. Third Step          
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Abstract. Ontology is a powerful tool to realize knowledge sharing and 

reasoning, but it is difficult to achieve ontology interoperation because of 

heterogeneous ontology. Ontology mapping is an effective method to solve 

ontology heterogeneity. This paper presents an advanced ontology mapping 

framework based on similarity calculating. The framework includes three main 

modules, and it could narrow the scope of the concept judging by setting the 

similarity threshold, so as to increase the mapping speed, it also has good 

flexibility. It provides a new method for ontology mapping. 

Keywords: ontology mapping, framework, similarity calculating, module. 

1  Introduction 

Along with the development of information technology, ontology technology is more 

and more mentioned recently. Ontology can accurately describe the meaning, and can 

uncover the intrinsic connection between concepts, also has the very strong ability of 

semantic concept expression and knowledge acquisition. 

Although the aim of ontology construction is to realize the knowledge sharing and 

reuse, but there are few successful cases in ontology applying. The main reason is the 

multiformity of ontology. As there is not only one criterion of ontology construction, 

so for the same object, different people may construct a different ontology according 

to their own understanding and need. And therefore, there may be several isomerous 

ontology models in a same domain. They could not realize interoperate and 

understanding each other directly. Therefore, in the same area, it must solve the 

heterogeneous problems between each ontology model before realizing the 

interoperation of them. Ontology mapping is one of the effective ways to solve the 

problem. 

Based on the existing ontology mapping study, an advanced ontology mapping 

framework based on similarity calculating is putted forward in the article. It could 

effectively improve the mapping speed based on the premise of keeping the accuracy 

of the mapping. 
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2  Related Works 

The purpose of the ontology mapping is to find the potential relationship between 

each ontological concept, and make corresponding mapping rules. Ontology mapping 

commonly includes information ontology modeling, similarity of extraction, semantic 

mapping, mapping execution and mapping post-treatment steps. There are several 

kinds of methods about ontology mapping. Ma C. et al. [1] presented a similarity 

calculation method, in accordance with the various relationships between concepts, 

and took into account the impact of already established mapping experience on the 

unsolved concept similarity. Zhou X. et al. [2] proposed a top-down ontology 

mapping method, the layer classification ontology mapping method could reduce non-

related concepts among count for large scale structure ontology mapping. Pang X. et 

al. [3] proposed a domain learning-based ontology mapping method which could use 

domain knowledge and historical mappings to augment the training data and to find 

the complex mapping rules about the ontology being matched, and also used the 

semantic information of ontology to optimize the mapping process in order to 

decrease the complexity of mapping method. Pan Y. et al. [4] brought out a new 

classification-based method for ontology mapping to pursue a cost-effective approach 

aiming at the deficiency of current mapping methods and implemented the prototype 

tool (COMT) based on the method. There are also some other typical methods of 

ontology mapping such as DOLCE [5], QOM [6], and LSD [7] et al. 

In general, the method based on similarity is the mainstream ontology mapping 

method, and the method calculate the similarity between each nodes based on 

grammar or semantic plan, use a similar measure to determine the mapping result. But 

most of these methods have unsatisfied mapping speed, so how to build an effective 

ontology mapping framework to improve the mapping speed and keep the accuracy of 

the mapping at the same time is a meaningful problem.  

3  An Advanced Ontology Mapping Framework 

In order to get a higher mapping speed, we present an advanced ontology mapping 

framework based on similarity calculating on the basis of previous research, as shown 

in Fig. 1. It includes three main parts such as ontology module, mapping processing 

module and ontology mapping list. 

3.1  Ontology Module  

Ontology module contains several ontology models in the same domain, these 

ontology models describe the parameters such as services description, registration, 

services input of the services within the scope of this field. They provide can all the 

parameters that needed in the mapping process. Due to the reason of heterogeneity 

these ontology models can't directly interoperate. 
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Fig. 1. Structure of the Ontology Mapping Framework 

3.2  Mapping Processing Module  

The module is the core part of the framework. Its purpose is to create an ontology 

mapping list. Firstly, it calculates the Cartesian product between each concept of 

every two ontology models to select the concept couples that needed to calculate its 

similarity, then it calculates the similarity degree of all concept couples, and it can get 

a concept similarity list. Need to explain, similarity calculation method basically has 

the following three: name similarity calculation calculates the similarity between each 

name of the concepts with edit distance. Example similarity calculation calculates the 

similarity of the concepts by using the example concept. Attribute similarity 

calculation through calculating the proportion of the public examples in the total 

number of attribute value domain. In practical applications, we can adopt one of them 

according to the initial conditions, and also can synthetically use these methods by a 

certain weight values. 

Secondly, it sifts the concept couples on the list according to the threshold, and 

chooses the concept couples whose similarity is greater than threshold value, so it can 

get those couples that can be mapped.  

Finally, it submits concept couples to the next module for screening and 

confirmation. During the process, the threshold could be given by experts or defined 

according to previous rules in real time.  

3.3  Ontology Mapping List  

According to the results of the last stage screening, the module generates a credible 

mapping table by some specific rules, and stores the generated mapping table in a 

Mapping Processing Module 
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mapping results database. So, when the source ontology of relevant examples is 

inputted, the system can work by using the mapping rules which have concluded. 

Based on the above description, we can see that the mapping speed can be 

improved because of the reduction of the mapping domain. What more, the threshold 

can be changed any time, so the framework could have good flexibility. 

4  Conclusion 

In this paper, we proposed an advanced ontology mapping framework based on 

similarity calculating. We can get a satisfied mapping result through three modules. It 

has good mapping speed and mapping accuracy, and it is also flexible in mapping 

process. It provides a new idea for ontology mapping, but there is not detailed 

research and state about specific similarity methods and concepts screening method in 

this paper, it is the work to be done in the next step. 
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Abstract. According to the ERP simulation instruction system’s problems, such 

as the rigidified software architecture and incompleteness of comprehensive 

functions, the paper analyzed the functions and designed the business processes 

of the financial management system based on the ERP simulation instructional 

environment after analyzing the advantage of the SOA. SOA-based the finan-

cial system architecture was designed, which has realized the multilayer reuse 

of business processes layer, service layer and data layer. As the main line with 

business processes, the paper designed the granularity of the services. It made 

the system with loose coupling and flexibility, which can meet to college teach-

ing needs better.  

Keywords: SOA, ERP simulation instructional system, financial management 

system. 

1  Introduction 

With the development of enterprise’s informatization, ERP software was used more 

widely in enterprises. It appears that lacks ERP application talents. In order to adapt 

to the needs of the Times and to satisfy enterprise personnel demands, ERP teaching 

was born in university. In the teaching process, ERP instructional simulation, which 

covers all the ERP management theory, had played a pivotal role in the ERP instruc-

tion. It brought great convenience for the teaching and also obtained good effect. As 

one core sub-system of the ERP system teaching simulation system that the financial 

management system existed in the current system, but still had undeniable problems 

as flowed: (1) the system was too complex; (2) the system function was not compre-

hensive. In the software architecture, most teaching simulation software lacked of 

flexible architecture design. In teaching requirement change, it’s hard to fast configu-

ration the system to meeting teaching needs. In view of the above problems, the paper 

will focus on instructional simulation degree to design the corresponding functions in 

the system function. In this paper, the software architecture based on SOA mind to 

design financial management simulation system and enabled the system with loose 

coupling, business agility and flexibility change characteristics. Based on SOA idea, 

the system function was provided as form of service. By calling service can well satis-

fy the college teaching needs and can integrate other system in ERP teaching simula-

tion environment. 

                                                           
* Educational reform engineering project of higher education in the new century for Heilong-

jiang province. 
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2  SOA Advantage Analysis 

Service oriented architecture (SOA) is earliest brought out by the Gartner which is an 

America corporation in 1996. SOA is a kind of method of software architecture, satis-

fying the distributed computing loosely coupled, standardization and independent 

agreement demand and so on [1]. Service is the core concept in SOA, which divisions 

the business into a number of coarse granularity services and business processes. Ser-

vice is relatively independent, self-contained and reusable. And the business process 

is consists of one or more of such services. In SOA architecture environment the notes 

of the network provides resources in the form of service, and other nodes may use 

standard way to visit it [2]. SOA is an open, agile, extensible, federal and can be 

combined framework. It contains of self-government, high quality of service, manu-

facturers of diversity, interoperable, found and potential reusable services, and may 

through Web Service technology to realize [3]. 

It also has the quite advantage in actual application. Its main advantage embodied 

in the following several aspects [4, 5, 6]: (1) Strong scalability. (2) High reusability. 

(3) Flexible coding.  

3  SOA-Based the Financial Management Simulation System 

Overall Analysis and Design 

3.1  Analysis Financial Management of ERP Instructional Simulation 

The current design ERP sand table imitation teaching system is in order to make stu-

dents to understand ERP management procedure better. It concentrates the whole 

enterprise management process in the system. And it involves enterprise strategic 

planning, product development, equipment investment and transformation, the pro-

duction capacity planning and production scheduling, material requirements planning, 

capital demand planning, marketing and sales, financial analysis, capital operation, 

team communication and construction and so on [7]. Financial management plays an 

important role in the ERP sand table imitation teaching production enterprise opera-

tion process. ERP teaching of simulation environment of financial management’s 

activities were mainly including daily financial accounting, paying tax, providing 

financial statements, the daily cash management; enterprise’s financing strategy for-

mulation, capital scheduling and risk management, financial regulations management, 

financial analysis and assist decision, etc. 

ERP instructional simulation system is a simplified version ERP system suitable 

college teaching. It appears that provides support to meet the university teaching and 

personnel training. Financial management is the core part of the current ERP teaching 

simulation system, but it ignores management accounting. This paper offset defects of 

the existing system in this respect. It made the management accounting ideas and 

software good fusion and made the teaching more comprehensively. 
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3.2  Design Function of Financial Management Simulation System 

According to above the ERP instructional simulation of financial management system 

analysis and existing ERP sand table in the teaching process of financial management 

activities designed the basic functions of financial management simulation system. 

Financial management simulation system was mainly divided into financial ac-

counting subsystem and accounting management subsystem. Financial accounting 

subsystem was mainly accounting functions, which includes five modules, such as 

general ledger, accounts receivable management, payable management, cash man-

agement and fixed assets management. Management accounting subsystem included 

cost management module, financial analysis module, financial budget module and 

financial decision-making module. Based on SOA, the functional modules were en-

capsulated into services. By invoking services and combination of services achieved 

specific functions.  

3.3  Business Process Modeling 

Analyzing the business processes of the financial management system on ERP in-

structional simulation environment provided a basis of analysis to build an operational 

flexible ERP simulation teaching platform. The main business processes of financial 

management simulation system based on SOA had general ledger, recei-

vables/accounts payable management, cash management and fixed assets manage-

ment, financial budget, cost management, etc. 

The paper models the business processed based on SOA, which made the system 

function and business closer correspondence. Realizing the system function based on 

coarse granularity service was more flexible, easier to reuse and faster corresponding 

change. To serve as the foundation, through the explicit definition, description, im-

plementation and management business level of coarse granularity services provided 

business model and related system function realizes between better ‘traceability’, 

reducing the gap between them, making the business changes more easily passed to 

system function. The paper was only modeling the financial budget management 

process by the limited length. The IBM SOMA modeling method was used of model-

ing, which was a method be used for the service oriented analysis and design. The 

operations and business function field were analyzed in this process.，and then 

framework business model was built. Based on this, services were found and built. 

And the business process models were built by the combination of services. The sys-

tem suitability and flexibility were becoming stronger by using this method.  

3.3.1  The Business Process Analysis 

Financial budget making and auditing business process were expressed by User-Case 

as shown in table 1. 

 

 

 



46 C.-y. Gao et al. 

Table 1. Budgeting and Audit Business Process Cases 

Business Event 

·all departments budget (sales department, production department and 

purchasing department) 

·the financial department aggregates the budget of each department  

·CEO audits the budget 

Use Case Over-

view 

The cases are used to describe budgeting and auditing business process 

for top header  

Business Rules 

·The financial budget is began from various department(sales de-

partment, production department, purchasing department and inventory 

department) 

·Each department budget is aggregated and balanced in financial 

department 

·CEO audits the financial budget 

Event List 

1. Each department submit budget into the budgeting and auditing 

business process 

a. Call sale budget information 

b. Call production budget information 

c. Call purchasing budget information 

d. Call inventory budget information 

2. Budgeting and auditing business process aggregates each depart-

ment’s budget, calculation, formulate and balance budget. This 

organizational method can dynamically adjust. 

3. Auditing the budget 

4. If the budget is passed, then enter step 7 

5. If the budget is not passed, then notifying each department to 

adjust their budget 

6. Aggregating each adjusted budget  

7. The business process is over 

3.3.2  Establish Service Model 

The budgeting and auditing business as the top grade business activities were down-

ward decomposed. First the process was divided into three big sub processes. They 

were budget preparation, budget audit and determine budget. The budget preparation 

still can make the following subdivision: obtaining each department’s budget, budget 

summary, balancing the budget and making sure budget. The obtaining each depart-

ment’s budget process involved multiple system. The process can further subdivision 

the following procedures: obtaining each department’s budget information, accessing 

to each department’s last year operation history recorded.  

Through the above analysis, the new candidate services can be determined. And 

then to know these services provide by what’s function module. The result was shown 

in table 2. 
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Table 2. The Candidate Service Sets Analyzed by Top-Down Method 

Numbers Candidate Service Name Subordinate System 
0 Budgeting and audit business financial system 

1.1 Budgeting financial system 

1.1.1 Obtaining each department's budget 

sales system, production 

system, purchasing system, 

inventory system 

1.1.1.1 

Obtain each department's budget information 

(sales budget, production budgets, purchasing 

budget, inventory budget) 

sales system, production 

system, purchasing system, 

inventory system 

1.1.1.2 

Obtain each department's operation historical 

records (sales history records, production history 

records, purchase historical records, inventory 

historical records) 

sales system, production 

system, purchasing system, 

inventory system 

1.1.2 Budget summary financial system 

1.1.3 Balancing the budget financial system 

1.1.4 Budget  financial system 

1.2 Budget audit manager information system 

1.3 Establish a budget financial system 

3.3.3  Establish Business Process 
In view of the above on the financial budget process analysis, this paper had used 

cases to depict the general process. And then it used the SOMA method to analysis 

and to set up the service model for the process. It established corresponding financial 

budgeting and auditing business process model through the business process analysis 

and service model. The model was shown in figure 1. 

 

Fig. 1. Financial Budgeting and Auditing Business Process Chart 

The business process was more flexibility, which was constructed based on the 

SOMA thoughts. The business processes of financial budget were defined as services. 

The services were controlled by the system self. It constructed the foundation of the 

coordination between the business and the system function.  

Budgeting 

Decision-making audit

Establish a budget

Each department  

budget information Obtaining each department budget information

No 

Budget summary

Balancing the budget

Yes 
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3.4  Architecture Design 

Using the system framework of SOA and combining the current system application 

combined service the agility method made ERP teaching simulated environment of 

financial management system more flexible. The aim of the system was that can be 

changed by the process of teaching in different industries of financial management in 

different business. As figure 2 shown, the paper adopted .NET platform construction 

four levels in the system logic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Financial Management Simulation System Structure Based On SOA 

3.4.1  The Presentation Layer 
The layer was designed by ASP.NET, business process layer was called by SOAP. 

The presentation layer was exposed to users providing the interaction between user 

and system. It was also provided by the form of Web service, realizes the good inte-

raction between the person and service. 

3.4.2  The Business Process Layer 
Through the general and standard object and service model, the corresponding Web 

service business process can be defined. Through BPEL engine, business process 

which WS-BPEL described and the corresponding functional module can be called. 

3.4.3  The Service Layer 

It provided an excellent service platform, for business process layer. It abstracted and 

encapsulated the function to which information system offered and tasks in the form 

of the service, and provided the service visit in the form of service description. At the 
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same time it also provided service registry function, which made service providers 

and service requestor interact better in the layer. 

3.4.4  The Service Application Layer 

It was called system data storage layer. It mainly consists of database and application 

integration layer faced to service. We utilize SOL Server 2000 database mainly of 

Microsoft Corporation in financial management simulation system. It included finan-

cial management database, the sales database and production database etc.  

4  Financial Management Simulation System Service Design Based 

on SOA 

Services of the financial management simulation system were analyzed and designed 

by using the method of IBM SOMA. When doing service design must follow the 

alignment of business and system functionality, reusability and non-state principles 

[9, 10]. Considering from the entire ERP instructional simulation system, in order to 

strengthen the resources sharing of information platform, and reducing repeated data 

entry, we put the system data into shared data and private data and put those share 

data called processing encapsulation into independent services. Figure 3 shows the 

design of services. 
 

 

 
Fig. 3. Service Design Framework of Financial Management Simulation System 
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Using SOA architecture, which makes a service that does not depend on the status 

of other services. It received service requests from the client, and then found the ap-

propriate services to achieve service interactions in the service registry. Because these 

services were stateless, they can be arranged into several series and sequences to per-

form business processes. Service orchestrated implements a business process and 

made the business process as a service to the customer. This made the system mod-

ules loose coupling and the system more flexible. 

5  Conclusion 

Through analyzing the functionality and software architecture lacks of the existing 

financial management system of ERP instructional simulation environment, we put 

the need of financial management simulation system for SOA architecture. The func-

tions of financial management system were analyzed. The business processes were 

modeled by using the SOMA method. And then four-architecture was designed based 

on SOA. It made the system more versatile and the architecture more flexible. Finally, 

the services of the system design framework were constructed, which laid the founda-

tion for the system implementation. 
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Abstract. 3D reconstruction for freehand 3D ultrasound is a challenging issue 

because the recorded B-scans are not only sparse, but also non-parallel. Both 

conventional volume and surface reconstruction methods can’t reconstruct 

sparse data efficiently while they are arbitrarily oriented in 3D space. We 

developed a new surface reconstruction method for freehand 3D ultrasound 

based on variational implicit function. In the new method, we first constructed 

on- & off-surface constraints from the segmented contours of all recorded B-

scans, then used a variational interpolation technique to get a single implicit 

function in 3D. Finally, the implicit function was evaluated to extract the zero-

valued surface as reconstruction result. One phantom experiment was 

conducted to assess our variational surface reconstruction method, and the 

experiment results have shown that the new method is capable of reconstructing 

surface smoothly from sparse contours which can be arbitrarily oriented in 3D 

space. 

Keywords: Surface rencontruction, freehand 3D ultrasound, variational implicit 

function, medical imaging. 

1  Introduction 

Freehand 3D ultrasound imaging uses conventional ultrasound technology to build up 

a 3D data set from a number of conventional 2D B-scans acquired in succession. It 

consists of tracking a standard 2D ultrasound probe by using a 3D localizer 

(magnetic, mechanical or optic). The localizer is attached to the probe, and can 

continuously measure the 3D position and orientation of the probe while the physician 

moves the probe slowly and steadily over a particular anatomical region. The 

measured outputs of the 3D positions and orientations are used for the localization of 

B-scans in the coordinate system of the localizer. In order to establish the 

transformation between the B-scan coordinates and the 3D position and orientation of 

the probe, a calibration procedure is necessary[1-3].  

There are two main drawbacks of freehand imaging: The first is that the recorded 

B-scans are non-parallel, actually they may intersect each other, because the 
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movement of the ultrasound probe is unrestricted. The second is that the recorded  

B-scans are very sparse. This arise from the fact that it would be an advantage to 

reconstruct from a smaller number of ultrasound contours, since manual 

segmentation, which is still the only universally reliable method for ultrasound 

data[4], is the most time consuming of the processes involved. So only a small 

number of B-scans are recorded and manually segmented in order to allow real-time 

response in clinic applications. These two drawbacks make the 3D reconstruction of 

the ultrasound data quite complex.  

All the reconstruction methods for freehand 3D ultrasound fall into two categories: 

volume reconstruction and surface reconstruction. Volume Reconstruction methods 

interpolate the data to a regular 3D array (voxel array) as the first step. The most 

common volume reconstruction methods are Pixel Nearest-Neighbor (PNN)[5], Voxel 

Nearest-Neighbor (VNN)[6][7] and Distance-Weighted interpolation (DW)[8][9]. All 

these volume reconstruction methods can’t reconstruct sparse data efficiently while 

not introducing geometrical artifacts, degrading or distorting the images. So they are 

only suitable for the reconstruction of dense data, and are not a feasible choice for our 

case.  

Surface Reconstruction methods reconstruct the volume of interest (VOI) directly 

from contours (cross-sections) segmented from the original freehand 3D ultrasound 

B-scans in a prerequisite step. These B-scans do not contain processing artifact, hence 

the clinician has a better chance of outlining the contours of the organ accurately. 

Nowadays methods that can handle mutually intersected contours are few and far 

between. Most of surface reconstruction methods mentioned in literature directly 

triangulate between two adjacent contours, and can’t handle arbitrarily oriented 

contours. Usually the contours are nearly parallel and don’t intersect each other[4] 

[10-13]. L. Liu et al. [14] proposed a method to reconstruct non-parallel contours. It is 

also done directly in the surface-mesh (i.e., triangle-mesh) domain and requires dense 

contours for input. It is also incapable of reconstructing sparse data in our case. 

We develop a new surface reconstruction method for freehand ultrasound imaging. 

It is based on variational interpolation, which is used by Greg Turk for shape 

transformation[15]. It can effectively solve the surface reconstruction of the physical 

organ, and can handle both sparse and mutually intersected contours data. 

2  Basic Description 

Our new surface reconstruction method is based on variational interpolation. It casts 

the surface reconstruction problem to an equivalent variational problem which try to 

find a function that has minimum bending energy and satisfies all constraints. The 

process of this method is illustrated in Fig.1. 

First, we perform a spatial transformation to convert the 2D pre-segmented 

ultrasound contours into 3D point clouds, which casts the surface reconstruction 

problem as a scattered data interpolation problem in three dimensions. The spatial 

transformation is performed according to the 3D position and orientation information 

of the ultrasound probe while acquiring corresponding 2D ultrasound B-scans. 

Contours are manually segmented from the original B-scans in a prerequisite step. 
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Secondly, we define all the boundary points of the ultrasound contours as on-

surface constraints for the scattered data interpolation problem in three dimensions. 

For unambiguously defining the solution function, we define additional constraints 

that indicate which points should be located inside the object. These are off-surface 

constraints for the scattered data interpolation. 

Thirdly, variational interpolation is invoked to solve the scattered data 

interpolation, the solution is a single implicit function in 3D that will be at least C1-

continuous, i.e., it is smooth.  

Finally, an iso-surface extraction step is performed. The implicit function is 

evaluated to extract the zero-valued surface as the reconstruction result. The iso-

surface extraction algorithm used in our paper is the Marching Cubes algorithm 

proposed by Lorensen and Cline[16]. 
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      Fig. 1. Process of surface reconstruction                Fig. 2. Pairs of constraints 

3  Variational Surface Reconstruction 

3.1  Constraints Definition 

On-Surface Constraints: All the contour points are considered as on-surface 

constraint points and will lie exactly on the surface that will be reconstructed. Hence, 

each on-surface is assigned a scalar value 0. 

Off-Surface Constraints: In order to unambiguously define the solution function, we 

need some additional off-surface constraints that define which points should be 

located inside the object. In this paper we define some additional normal constraints 

which are known to be inside the reconstructed surface as off-surface constraints.  

The location of a normal constraint 
N

ic (or off-surface constraint 
off

ic ) is 

calculated by adding a on-surface constraint 
on

ic  to the normal in at that point, that 

is: 

i

on

i

N

i

off

i nccc +==         (1) 

So each off-surface constraint is paired with a corresponding on-surface constraint, 

and the number of off-surface constraints is equal to that of on-surface constraints. 
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Fig. 2 shows some defined on- & off-surface constraints. The point cloud of on- & 

off-surface constraints is passed to the following variational interpolation routine. 

While contours have spatial orientation, the on- & off-surface constraint points have 

are not sensitive to spatial orientation. This is why our new reconstruction method can 

deal with arbitrarily oriented and mutually intersected contours, which is an important 

advantage of our approach. 

3.2  Casting Surface Reconstruction to Equivalent Variational Problem 

After defining the constraints, the 3D surface reconstruction problem can be cast as 

the following scattered data interpolation problem: 

Scattered Data Interpolation Problem: Given a set of constraint points 
3

1 }),,({ Rccc nz

i

y

i

x

ii ⊂=c
 
and a set of their corresponding scalar values 

Rh
n

i ⊂}{ 1
, find a function RRf →3:  as the surface reconstruction result, so that 

),,1()( nihf ii ==c     (2) 

But because the contours are very sparse, a direct interpolation can’t lead to an ideal 

reconstruction result. One solution is to introduce an extra constraint to confine the 

scattered data interpolation problem. We use the following energy function as the 

extra constraint: 

Ω+++++= Ω dxfxfxfxfxfxffE yzxzxyzzyyxx ))]()()((2)()()([)( 222222        (3) 

This energy function is basically a measure of the aggregate curvature of )(xf  over 

the region of interest Ω , and any creases or pinches in a surface will result in a 

larger value of the energy measure. So it indicates the smoothness of )(xf . The 

more smooth is )(xf , the smaller is E . Because medical anatomic structures are 

usually smooth, )( fE  should be as small as possible. 

With the energy measure, the surface reconstruction problem can be again cast to 

the following equivalent variational problem: 

Equivalent Variational Problem: Given a set of constraint points 
3

1 }),,({ Rccc nz

i

y

i

x

ii ⊂=c and a set of their corresponding scalar 

values Rh n

i ⊂}{ 1 , find a function RRf →3:  as the surface reconstruction result, 

so that energy measure )( fE  has the smallest value and 

),,1()( nihf ii ==c     (4) 

The introduction of energy measure and casting of surface reconstruction problem to 

its equivalent variational problem makes our new reconstruction method capable of 

reconstructing an ideal smooth surface from very sparse contours. A small number of 

contours will lead to excellent reconstruction result. 
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3.3  Variational Interpolation: Solution to Equivalent Variational Problem 

In order to solve the equivalent variational problem, we first expand )(xf  as the 

weighted sums of a radial basis function (RBF) )(xφ : 


=

+−=
n

j

jj Pdf
1

)()()( xcxx φ         (5) 

In (5), ic are the locations of the on- & off-surface constraints, dj are the weights. 

)(xP  is a degree one polynomial that accounts for the linear and constant portions of 

)(xf .We use the triharmonic spline for )(xφ , which is another commonly used 3D 

RBF, since it results in a C
2
-continuous and thus smoother interpolation[17]. It is 

defined by 

3)( xx =φ      (6) 

Because the variational radial basis function naturally minimizes the energy 

measure[15], determining the weights dj, and the coefficients of )(xP  so that all the 

interpolation constraints are satisfied will yield the desired solution that minimizes the 

energy measure subject to the constraints.  

Now substitute the constraints into equation (5), which gives: 


=

=+−=
n

j

ijiji niPdh
1

),,1()()( cccφ      (7) 

Equation (7) can be formulated as a linear system. Let  )( jiij cc −= φφ , this linear 

system can be written as the following matrix form: 
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   (8) 

According to Turk and Brien, the above system is symmetric and positive semi-

definite, so there will always be a unique solution for dj and coefficients of 

)(xP [15]. Solving it will gives us )(xf , and a surface-extraction from )(xf  will 

give us the reconstructed surface. 
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4  Experiments and Discussion 

One phantom experiment was conducted to evaluate our new surface reconstruction 

method. For phantom ultrasound image acquisition, we use a ZK-3000 ultrasound 

machine with a 3.5 MHz ultrasound probe (Beijing Zhongke-Tianli Tech. Co., Ltd., 

Beijing, China). The electromagnetic tracking device is the AURORA from Northern 

Digital Inc. (Ontario, Canada, http://www.ndigital.com). The digital ultrasound image 

is acquired through an image-grabbing card. As mentioned above, the position and 

orientation of the ultrasound probe is also recorded simultaneously using the tracking 

device (Fig. 3). The 3D image reconstruction and visualization is performed using a 

personal computer with a 2.66 GHz Intel Core2™ quad CPU. We have developed an 

IGS (image-guided surgery) software for microwave ablation of hepatic tumor (Fig. 

4), which we uses as the surface reconstruction and visualization program in this 

paper. 

 

      

Fig. 3. Phantom experiment configuration       Fig. 4. Reconstruction software 

  (a) 

  (b) 

  (c) 

Fig. 5. Surface Reconstruction of a toy apple using phantom ultrasound data. 
(a) 3 slices; (b) 4 slices; (c) 7 slices. 
 

 

The phantom we used is a plastic apple (Fig. 5(a)). 3, 4, or 7 mutually intersected 

cross-sections are used respectively to reconstruct the apple. The experiment result is 
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shown in Fig. 5. For each case, from left to right is: the original ultrasound data and 

segmented contours (light blue), the used cross-sections, and the reconstruction result. 

The quantitative difference between the volume of the reconstruction result and the 

original phantom data is illustrated in Table 1. 

All the contours are non-parallel to each other; actually they are intersecting each 

other. This indicates that new method can handle arbitrarily oriented contours. For all 

the cases, the new method gets good performance: the visual difference is small and 

the volume difference is only 10.33% even with only three contours. Furthermore, the 

new method takes a small number of contours as input data, even three contours can 

lead to a close approximation of the original data.  

 
Table 1. Volume difference between reconstructed surface and original data  

Number of 

contours

Volume (mm3) Volume difference (mm3) Volume difference (%) 

Original data 183300   

3 202230 18930 10.33% 

4 197588 14288 7.80% 

7 194807 11507 6.28% 

5  Conclusion 

We present a new approach for the surface reconstruction of sparse and mutually-

intersected contours in freehand 3D ultrasound imaging based on variational 

interpolation. It is capable of creating smooth surface from both sparse and non-

parallel contours.  

One phantom experiment is conducted to evaluate the new surface reconstruction 

method. The results have shown that new method can get good performance: the 

visual difference and the volume difference between the reconstruction result and the 

original data is very small, even two contours can lead to a close approximation of the 

original data. This results also confirms that our reconstruction method can handle 

both sparse and mutually-intersected contours. 
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Abstract. In this paper we introduce a variant of symbolic transition graphs 

over topological spaces for value-passing processes based on CCS with infinite 

assignments, namely, a symbolic transition graph with a binary equivalence 

relation, which is abbreviated to STGR. It relies on topological spaces for 

value-passing processes, which is different from the original STG. These results 

apply to partition domains of conversations of cryptographic protocols that run 

in an infinite concurrent way. We work out a highly efficient solution to reduce 

computational complexities to prove safety properties of cryptographic 

protocols running in an infinite concurrent way. Our STGR can be also used to 

describe ordinary concurrent systems. 

Keywords: topological space, concurrent computing, value-passing process, 

CCS, cryptographic protocol. 

1  Introduction 

We re-examine some complex dynamic features of cryptographic protocols that run in 

concurrent ways. It is very difficult to describe the complex concurrent cryptographic 

protocol system in formal languages and to prove its safety properties such as 

authentication, secrecy, and so on. Thus we introduce the notion of value-passing 

processes in CCS [1], i.e. calculus of communicating system, to generalize the static 

features of cryptographic protocols that run in concurrent ways, and provide some 

corresponding proofs of safety properties based on theorem proving. 

CCS provides a calculus for analyzing properties of concurrent communicating 

processes. We shall let P, Q range over processes and A, B over alternations (sums); 

each alternate (or summand) of an alternation is a process guarded by an action ȝ of 

the form x or x , where x names a channel. The syntax is :: | | |P A xP P Pν= , 

:: 0 | . |A P A Aµ= + and :: |x xµ = [2]. The restriction xPν defines P as the scope of 

the name x; a name-occurrence in a process is free iff it is not scoped by Ȟ. We say P 

and Q are alpha-equivalent, written P Qα≡ , if they differ only in a change of their 

restricted names. 

We introduce an automaton to express the semantics of the CCS language. An 

automaton A over Act, which is a given set of actions, has four ingredients such as a 

set { }0 1
, ,Q q q= " of states, a state 

0
q Q∈ called the start ones, a subset F of Q 
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called the accepting states, and a subset T of Q×Act×Q called the transition [3]. A 

labeled transition system (LTS) over Act is a pair ( ),Q T consisting of a set Q of states 

and a ternary relation ( )T Q Act Q⊆ × × , known as a transition relation. 

A transition ( ), ,q q Tα ′ ∈ is usually written q q
α

′→ , and we call q the source and 

q′ the target of the transition. If 
1 2

1

n

n
q q q

αα α

→ → →" then we call 
n

q a derivative of q 

under 
1 2 n

α α α" .The automaton A is said to be finite-state if Q is finite, and 

deterministic if for each pair ( ),q Q Actα ∈ × there is exactly one transition q q
α

′→ . An 

LTS can be thought of as an automaton without a start or accepting states. Each 

different selection of a start state defines a different automaton, but based upon the 

same LTS. 

An LTS as well as its related automaton can be thought of as the semantics of the 

CCS language. We introduce them to express cryptographic protocols running in 

concurrent ways and re-examine the notion of the open bundle, which is called an 

event relation. An open bundle b of a strand space ( ), #i i I
s

∈
is a finite, acyclic 

subgraph of G graph of a strand space ( ), #i i I
s

∈
such that [4]: 

 if 
G

e e′⇒ and 
b

e E′∈ then
b

e e′⇒ , 

 if 
b

e e′ → and 
b

e e′′ → then e e′ ′′= , 

 if ,
b

e e E′∈ s. t. ( )act e out new n M=
K

and 

( )n n names e′∈ ∩
K

then either *

b
e e′⇒  or there exists an input 

event
b

e E′′ ∈ such that ( )n names e′′∈ ,
b

e e′′Z and *

b
e e′′ ′⇒ , 

 if ( ) ( ), , ,
b

i h j k E∈ then ( )#i j¬ . 

We examine concurrent communicating procedures in cryptographic protocols, which 

are looked upon as a particularly austere representation of the abstract syntax of the 

value-passing process algebra in the CCS language. A symbolic transition graph 

(STG) [5] is obtained from the CCS language using the standard approach of its 

structural operational semantics. A symbolic transition graph is a directed graph in 

which every node n, i.e. an event of G graph of a strand space ( ), #i i I
s

∈
, is labeled 

by a set of variables ( )fv n  and every branch is labeled by a guarded action such that 

if a branch labeled by ( ),b α goes from node m to n, which we write as
,b

m n
α

6 , 

then ( ) ( ) ( )fv b fv fv mα∪ ⊆ , denoting m n
α

6  and ( ) ( ) ( )fv n fv m bv α⊆ ∪ , 

denoting 
,true

m n
α

6 . 

We use α to range over a set Act of actions. An action may be an input one, of the 

form ?c x where c is from a set of channels, Chan, an output one, of the form !c e , or a 

neutral one such as Ĳ. The set of free and bound variables of these actions is defined, 
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for example, ( ) ( )!fv c e fv e= , ( ) { }?bv c x x= , ( )fv α = ∅ and ( )bv α = ∅ . We also 

presume a set of expressions, Exp, ranged over by e, which includes Var and V, and a 

set of Boolean expressions, BExp ranged over by b, with similar properties but we use 

the more suggestive notation  r £ b to indicate that ( )b trueρ = . 

We may verify bisimulation equivalences for value-passing process languages, e. 

g. LTS that is an operational semantics of the CCS language, in which actions have 

associated with them values from a possibly infinite value set. The other operational 

semantics of many value-passing processes based on CCS may be expressed in terms 

of finite symbolic transition graph although the above-mentioned labeled transition 

graph, i. e. STG, is infinite. A collection of symbolic bisimulation equivalences 

parameterized on Boolean expressions b0  are then defined over symbolic transition 

graphs. 

Furthermore, we will introduce a quotient space theory based on topological spaces 

for value-passing processes to parameterize symbolic bisimulation equivalences 

themselves in order to verify bisimulation equivalences with values from a possibly 

infinite value set. We use R to range over a set { of binary equivalence relations on a 

set Act of actions R ∈{ . A collection of symbolic bisimulation equivalences 

parameterized on the binary equivalence relation R ∈{ is written by binary 

equivalence relation expressions R0 . 

In this paper, topological spaces for value-passing processes are defined in  

Section 2. In section 3, we will develop symbolic transition graphs, and introduce a 

variant of them, i. e. a symbolic transition graph with a binary equivalence relation R, 

which is abbreviated to STGR. 

2  Topological Spaces 

We introduce the CCS language with value-passing processes to describe concurrent 

communicating procedures in cryptographic protocols whereas it provides a calculus 

for analyzing properties of concurrent communicating processes. A STG as well as its 

related automaton can be thought of as the operational semantics of the CCS 

language. Operational behaviors are bounded by the set Act of actions, which action 

may be an input one, of the form ?c x where c is from a set of channels, Chan, an 

output one, of the form !c e , or a neutral one such as Ĳ. We use α to range over a set 

Act of actions. 

Bisimulation equivalences are verified in the STG based on the CCS language, 

which may be expressed in terms of finite symbolic transition graph although the 

above-mentioned STG is infinite. If the domain of STG is finite, there are a large 

number of verification tools which have at their core algorithms for checking 

bisimulation equivalences between processes in the CCS language. Thus it is a 

fundamental limitation of the existing algorithms for bisimulation equivalences. 

We will introduce he binary equivalence relation R ∈{ to STG, and partition off 

the domain. Our work aims at verification algorithms of symbolic bisimulation 

equivalences using binary equivalence relation expressions. We re-examine the notion 

of topological spaces based on the infinite STG. Topological space, quotient space is 

respectively defined as follows. 
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Definition 1 (Topological Space) 

Let X be a set and let T be a family of subsets of X. Then T is called a topology on X if 

both the empty set and X are elements of T, any union of elements of T is an element 

of T, any intersection of finitely many elements of T is an element of T. If T is a 

topology on X, then the pair ( ),X T  is called a topological space. The notation 
T

X  

may be used to denote a set X endowed with the particular topology T.              , 

Definition 2 (Quotient Space) 

Let ( ),
X

X T be a topological space, and let R ∈{ be an equivalence relation on X. The 

quotient space Y X R= is defined to be the set equivalence classes of elements of X, 

[ ]{ } { }{ }: : :Y x x X v X vRx x X= ∈ = ∈ ∈ , equipped with the topology where the 

open sets are defined to be those sets of equivalence classes those unions are open sets 

in X, { }:
Y X

T U Y U T= ⊆ ∈∪ . Equivalently, we can define them to be those sets with 

an open preimage under the quotient map :q X X R→ which sends a point in X to 

the equivalence class containing it. The expression is as follows: 

 ( ){ }1
:Y XT U Y q U T

−= ⊆ ∈ .                         , 

A collection of symbolic bisimulation equivalences parameterized on Boolean 

expressions b0 based on STG is more abstract than one directly evaluated. But it is 

not more abstract than one parameterized on the binary equivalence relation R ∈{ . In 

fact, a Boolean expression b BExp∈ may induce to partition off the domain. A 

partition of the domain obtained by a Boolean expression is of a quotient space. 

A symbolic transition graph may be looked upon as a particularly austere 

representation of the abstract syntax of the value-passing process algebra. As an 

example, the abstract syntax of the value-passing process algebra is given by 

 ( ):: | . | , | | | | \ |t nil t be t t t t t t t c P eα= → + . 

This contains the usual combinators in the CCS language with a Boolean choice 

mechanism, while there is the similarity in the strand space language. 

In fact, our results at this level of abstraction are independent of any particular 

language. In the above-mentioned abstract syntax, it assumes a set of process names, 

ranged over by P. To give their semantics to the terms we presume the existence of a 

set of declarations of the form ( )P x t⇐ , one for each process name which occurs in 

the terms, where it is assumed that the free variables of t are contained in the list x . 

Symbolic bisimulation equivalences R0 are, generally speaking, parameterized on 

the binary equivalence relation R ∈{ . A process context C is, informally speaking, a 

process expression containing a pair of square brackets, represented by [ ]. Formally, 

process contexts are given by the syntax :: [ ] | . | | | | |C C M new a C C P P Cα= + . 

The notation [ ]C Q denotes the result of filling the square brackets in the context C by 

the process Q. The elementary contexts are .[ ] Mα + , [ ]new a , [ ] | P and | [ ]P . 
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3  A Variant of STG: STGR 

We introduce a variant of symbolic transition graphs, i. e. a symbolic transition graph 

with a binary equivalence relation R, which is abbreviated to STGR, to define an 

operational semantics of topological spaces of many value-passing processes based on 

CCS with infinite assignments. It is differ from STG, which is an operational 

semantics of the value-passing process language, and is based on topological spaces 

of many value-passing processes with binary equivalence relation expressions, by 

which a collection of symbolic bisimulation equivalences parameterized on the binary 

equivalence relation is written. 

Definition 3 (Binary Equivalence Relation) 

A given binary relation∼ on a set A is said to be an equivalence relation if and only if 

it is reflexive, symmetric and transitive. Equivalently, for a, b and c in A: 

 a a∼ (reflexivity), 

 if a b∼ then b a∼ (symmetry), 

 if a b∼ and b c∼ then a c∼ (transitivity). 

A set A together with the relation∼ is called a setoid. The equivalence class of a 

under∼ , denoted [ ]a , is defined as [ ] { }|a b A a b= ∈ ∼ .                           , 

Reflexivity follows from symmetry and transitivity if for every element a A∈ ; 

there exists another b A∈ such that a b∼ holds. However, reflexivity does not follow 

from symmetry and transitivity alone. For example, let A be the set integers, and let 

two elements of A be related if they are both even numbers. This relation is clearly 

symmetric and transitive, but in view of the existence of odd numbers, it is not 

reflexive. On the other hand, let A be the set integers, and let two elements of A be 

related if their difference is even. This is an equivalence relation, which partitions the 

integers into two equivalence classes, the even and odd integers. 

Definition 4 (Strong Simulation) 

Let ( ),Q T be an LTS, and let S be a binary relation over Q. Then S is called a strong 

simulation over ( ),Q T if, whenever pSq , if p p
α

′→ , then there exists q Q′∈ such that 

q q
α

′→  and p Sq′ ′ [5].                                                              , 

Definition 5 (Strong Bisimulation) 

A binary relation S over Q is said to be a strong bisimulation over the LTS ( ),Q T , if 

both S and its converse are simulations. We say that p and q are strongly bisimilar or 

strongly equivalent, written p q∼ if there exists a strong bisimulation S such that 

pSq [5].                                                                            , 

Note that a labeled transition system (LTS) over Act in Definition 4 and Definition 

5 is a pair ( ),Q T consisting of a set Q of states and a ternary relation 

( )T Q Act Q⊆ × × , known as a transition relation. In fact, the event relation as an 
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example of the open bundle of strand spaces, which replaces a labeled transition 

system (LTS), is used to define in the above-mentioned Definition 4 and Definition 5, 

as a symbolic transition graph (STG) is. This paper focuses on the former. 

Definition 6 (Symbolic Transition Graph, STG) 

A symbolic transition graph is a directed graph in which every node n is labeled by a 

set of variables ( )fv n and every branch is labeled by a guarded action such that if a 

branch labeled by ( ),b α goes from node m to n, which we write as
,b

m n
α

6 , then 

 ( ) ( ) ( )fv b fv fv mα∪ ⊆ , and 

 ( ) ( ) ( )fv n bv fv mα⊆ ∪ . 

And the transition branch
,true

m n
α

6 is denoted by m n
α

6 [5].                         , 

The STG is looked upon as an operational semantics of the value-passing process 

language based on CCS with infinite assignments. But it partitions domains of value-

passing processes with Boolean expressions, which are a class of binary equivalence 

relation expressions. We will introduce a variant of symbolic transition graphs, which 

is defined with a binary equivalence relation according to Definition 3, and is denoted 

as STGR. It applies to an operational semantics of topological spaces of many value-

passing processes based on CCS with infinite assignments. To be similar to Definition 

6, STGR is defined as follows. 

Definition 7 (A Variant of Symbolic Transition Graphs, i. e. a Symbolic 

Transition Graph with a binary equivalence relation R, STGR) 

A symbolic transition graph with a binary equivalence relation R, over a ( ),
A

A T  of 

topological spaces of many value-passing processes based on CCS with infinite 

assignments, is a directed graph in which every node n is labeled by a set of 

variables ( )fv n and every branch is labeled by a guarded action such that if a branch 

labeled by ( ),R α goes from node m to n, which we write as
,R

m n
α

6 , then 

 ( ) ( ) ( )fv R fv fv mα∪ ⊆ , and 

 ( ) ( ) ( )fv n bv fv mα⊆ ∪ . 

And the transition branch
,AE

m n
α

6 is denoted by m n
α

6 , where
A

E is the total relation 

over a ( ),
A

A T .                                                                     , 

A set A of ( ),
A

A T  that is of topological spaces of many value-passing processes 

based on CCS with infinite assignments is a closed term, while the nodes of a 

symbolic transition graph with a binary equivalence relation R (STGR) play the role 

of open terms. Thus we will develop a symbolic operational semantics based on 

STGR of topological spaces of many value-passing processes with infinite 

assignments, where symbolic actions such as ?c x , !c e and their associated residuals 

that are associated with terms. 
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Note that this form of operational semantics must necessarily be given for open 

terms, which may contain free variables. For example, even if ? .c x t is a closed term 

its residual after the symbolic action ?c x , namely t, will in general contain free 

occurrences of x. We will develop a symbolic operational semantics based on STGR 

according to the symbolic operational semantics based on STG that is firstly 

presented by M. Hennessy and H. Lin [5], using the above-mentioned formal actions 

to define two symbolic variants of bisimulation equivalence, a late and early version. 

We will apply a binary equivalence relation R to the guarded condition of formal 

actions. In this case, two symbolic variants of bisimulation equivalence, a late and 

early version, denote the form R

E
0 and R

L
0 between open terms respectively. In this 

section, we will apply R

L
0 to the symbolic operational semantics based on STGR. 

Therefore, we firstly re-examine concepts of open term, and closed term, in 

topological spaces of many value-passing processes based on CCS with infinite 

assignments. 

In STGR, let m be a node, and let ı be a substitution, and then the set of its terms 

denotes ( ) ( ){ }| ,T m Sub domain fv mσ σ σ= ∈ ⊆ . We will usually identify the node 

with the term m∅ , where ∅ is the empty substitution and use , ,t u " to range over T. 

To be similar of a set of variables ( )fv m in a node m, a set of variables of a 

term mσ denotes ( ) ( )( ){ }fv m fv mσ σ= . The term mσ is said to be closed, if its 

set ( )fv mσ of free variables is empty. Also if t is a term of the term mσ , we 

use [ ]t x z6 to denote the term [ ]x z
m

σ 6 . Let LAct be a set of late actions and LAct is 

defined to be{ }? | ,c x c Chan x Var∈ ∈ ∪ { }! | ,c v c Chan v V NAct∈ ∈ ∪ . 

Proposition 1 (Late Operational Semantics for STGR) 

Late operational semantics of topological spaces of many value-passing processes 

based on CCS with infinite assignments for STGR has the form as follows: 

 ,

,
R a

m n a NAct∈6 , implying
,R a

m n
σ

σ σ→ , 

 , !R c e

m n6 , implying
, !R c e

m n
σ

σ σ→ , 

 , ?R c x

m n6 , implying [ ] ( )( )
, ?R c z

x z
m n z new fv m

σ

σ σσ
→ =6 ， .                  , 

Note that there exist occurrences of some notations as follows. Let SyAct, ranged  

over by α represent the set of symbolic actions; it has the form 

{ }? , ! |SyAct c x c e c Chan NAct= ∈ ∪ , where NAct is some set of neutral actions. In 

the three above-mentioned expressions, there must exit the equation R Rσ= in 

topological spaces of many value-passing processes based on CCS with infinite 

assignments. As an example, these results apply to the event graphs [4] [6] [7] [8] of 

cryptographic protocols that run in an infinite and concurrent way. 
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4  Conclusion 

In this paper, we define topological spaces for value-passing processes based on CCS 

with infinite assignments, and develop symbolic transition graphs. We present a 

variant of symbolic transition graphs. It denotes a symbolic transition graph with a 

binary equivalence relation R ∈{ , which is abbreviated to STGR. Its results 

contribute to modeling for cryptographic protocols that run in an infinite and 

concurrent way. 

To be dissimilar to the original STG, the STGR and its symbolic operational 

semantics rely on topological spaces, usually quotient spaces, for value-passing 

processes, which have a binary equivalence relation. As we know, a Boolean 

expression is actual an occurrence of binary equivalence relations. Thus we work out 

a highly efficient solution to partition domains of conversations of cryptographic 

protocols that run in an infinite, concurrent way in order to reduce computational 

complexities to prove their safety properties. 

But how to deal with symbolic late or early bisimulations of STGRs remains to be 

resolved. Hence the further work is needed for the verification algorithm of bi-

simulation equivalent relation of STGRs, and the verification algorithm of safety 

properties of cryptographic protocols as its application. 
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Abstract. Evolutionary algorithm is a part of evolution computation. It often 

induces well approximated solutions to several kinds of hard optimization 

problems. This paper applies Memetic algorithms - a hybrid evolutionary 

method to a real-world university timetabling problem in Vietnam. Memetic 

algorithm and genetic algorithm are both experimentally tested on six real-

world instances and obtained results show that memetic algorithm could speed 

up the convergence much more than genetic algorithm. 

1  Introduction 

It is well known that the timetabling problem is difficult to be solved, since the 

problem has a huge search space and is highly constrained. Therefore, this problem 

has attracted several researchers in the operational research community.  

According to a report of ITC07 [1] - the International Timetabling Competition 

2007, university timetabling problems can be classified into two groups: curriculum-

based course timetabling problems and post enrolment-based course timetabling 

problems. In this paper, we consider a real-world curriculum-based course timetabling 

problem with 19 constraints; this problem is taken from the Faculty of Information 

Technology, HCMC University of Science in Vietnam. The approach that we use to 

solve our real-world problem is Memetic algorithm [2] – one of evolutionary 

algorithms. It has been applied to various university timetabling problems with 

remarkable results. Our intention is trying to adapt this algorithm to our concrete 

Vietnamese university timetabling problem. Furthermore, we also implement the 

Genetic Algorithm and compare the results of those two algorithms.    

This paper is organized as follow: section 2 describes the details of the considered 

curriculum-based university timetabling problem, section 3 explains details of the 

proposed algorithm and section 4 presents the experimental results. 

2  Problem Description 

The general aim of the educational timetabling problem is to find an appropriate 

assignment of a set of courses (events) into a limited number of periods and rooms in 

such a way that satisfying a number of pre-defined constraints. The problem 

considered in this paper is a real-world curriculum – based course timetabling 

problem. This problem is highly constrained with 19 constraints, including 8 hard 
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constraints, which must be satisfied, and 12 soft constraints, which should be satisfied 

as much as possible. Each soft constraint is associated with a weight factor to 

represent it level of importance. 

- Time concepts: including the concepts of period, lecture and session. 
+ Period: each period often last about 45 minutes.  
+ Session: is a group of consecutive periods that forms a distinct part of the day, 

e.g., morning session includes all the periods in the morning. 
+ Lecture: is a part that lasts one period of a course 
+ Resource concepts: including the concepts of lecturer, class, room and building 
+ Class:  is a group of students that will attend the same courses. 
+ Building of the faculty: is a set of near rooms. Each building is often distanced 

far from the others, so there should be some constraints to eliminate the 
movement of lecturers and students between these buildings in the same day. 

- Major concepts: including the concepts of course and curriculum 
+ Course: is a group of lectures that have the same lecturer, the same attending 

classes and subject. The main information of a course includes the lecturer 
teaching this course, one or some attending classes and the number of lectures in 
a week that belonging to this course, i.e., the number of periods that this course 
must hold in a week. Note that some courses may be pre-assigned, i.e., their 
periods and rooms are pre-determined by the staff, these courses will not be re-
scheduled again but their pre-assigned information (e.g., the assignment of their 
lecturer, classes) will be considered during the timetabling process of the other 
courses. 

+ Curriculum: is a group of courses that should not be overlapped due to the 
special requirements of the university. In our considered problem, a course is 
allowed to belong to more than one curriculum. 

Next, we present the constraints of the problems. As mentioned above, each soft 

constraint has a relevant weight and this value is shown just right before the 

description of the constraint. 

- Eight hard constraints (denoted by letter H and their index): 
[H1] Lecturers, classes and rooms could not be assigned to periods at which they're 

not available (the availability of those resources are pre-defined) 

[H2] All the lectures of all courses must be assigned. 

[H3] The pre-assignment of any course must be respected. 

[H4] The capacity of a room that is assigned to a course must be equal or greater 

than the planned number of students attending that course. 

[H5] Courses that have the same lecturer or class must not overlap. 

[H6] No room could be assigned to two simultaneous courses. 

[H7] The lectures of each course in a day must belong to the same session 

[H8] All lectures that belong to the same course must be assigned to the same room 

Twelve soft constraints (including one high weighted soft constraint, denoted by 

HS and 11 low weighted soft constraints, denoted by letter S, followed by their 

weight values): 

[HS1] (60) Courses that belong to the same curriculum should not be overlapped. 

[LS1] (10) The movement of a lecturer between two buildings in the same day 

should be avoided. 
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[LS2] (5) The movement of a class between two buildings in the same day should 

be avoided. 

[LS3] (10) Courses should be assigned to periods that they're preferred. 

[LS4] (5) The idle time between consecutive courses in the same session for a 

lecturer or a class should be avoided. 

[LS5] (5) The number of periods that a class is assigned in a day should be equal or 

less than a limit named maxStudyingPeriods. 

[LS6] (5)The idle time between consecutive courses in the same day for a lecturer 

or a class should be avoided. 

[LS7] (10) The number of sessions that a lecturer was assigned to should be as 

small as possible. 

[LS8] (10) The number of periods that a lecturer is assigned in a day should be 

equal or less than a limit named maxTeachingPeriods. 

[LS9] (5) The number of days that a class was assigned to should be as small as 

possible. 

[LS10] (10) In the timetable of a class in session, if there are three periods in which 

this class is idle, these should be consecutive periods (this is a special constraint 

requested by the timetabling staff because they need use these idle periods for another 

purpose). 

[LS11] (10) All courses that belong to the same curriculum which are scheduled to 

the same session should be assigned to the same building at that session. 

3   Memetic Algorithm for Considered Timetabling Problem 

Solution Representation 

Let ܥ ൌ ሼܥሽୀଵ.. be the set of courses, where ݊ is the number of courses. Each 

solution is represented by two integer vectors with the size of ݊ : period block 

vectors and room vectors. The i
th

 component of a period block vector expresses the 

period block (i.e., a group of continuous periods) and index of the room that course ܥ 
is assigned to in the considered solution. 

The Fitness of an Individual 

Quality of each individual is evaluated based on the its value on objective function, 

which is a linear weighted sum of the soft constraints’ violation. Besides that, in this 

approach, hard constraints H5 and H6 are also relaxed because it’s really hard to find 

out a solution that satisfies all of the hard constraints, it means that some should be 

relaxed and the algorithm will try to solve all of them before it stops. Those relaxed 

constraints are integrated into the objective function with a very high weight (1000). 

Initializing the Population 

The initial population is generated as follow: one half of the population is generated 

randomly, and the other is created by GRASP (Greedy Random Adaptive Search 

Procedure) algorithm [4] whose value of the randomness-greediness balancing 

parameter is 0.5. 
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Crossover Operators 

Three types of genetic algorithm’s crossover operators are used in this algorithm, 

including one-point crossover, two-point crossover and uniform crossover [3]. These 

three types of operators are used alternatively. During the searching process, the 

number of times each operator type could induce offsprings that are better than their 

parents is saved. And at each crossover step, the type of operator that would be used 

is chosen based on that history information, i.e., the higher the number’s value is, the 

higher probability the relevant operator’s type is used. 

Mutation Operators 

The mutation operator would move a random course to a new random period block 

while choosing the best new room. The reason for choosing the best new room instead 

of a new random room is that in this approach, we focus more on solving the period 

assigment than room assignment. This reason is originated from the fact that the room 

assigment problem is often much easier than the period one. 

Local Search 

In memetic algorithm, to increase the intensification of the searching process, hill 

climbing local search is added to the algorithm. There are two kinds of moves used in 

the local search, at each iteration of the hill climbing local search, the neighbourhood 

generated by those two kinds of moves are exhaustively examined: the first one are 

single moves, in which a course is moved to another period block and the best room 

assignment at the new time slots would be chosen. The second one are swap moves, 

in which the period block assignment information of two courses would be 

exchanged, then, the new best rooms for those courses are decided. 

Selection Method 

Evolution process in nature is selection process. In this process, the better individuals 

will be existed and continue developing and worse individuals with less fitness would 

be removed.  

In this approach, rank-based selection is used. In this selecting method, individuals 

in population are descendingly sorted based on the fitness and a half of best 

individuals are used for generating the next generation. 

4  Experimental Results 

The algorithms are implemented in Visual Studio C++ 2005 under Windows XP 

operating system and run on a computer with the configuration of 1.6Ghz Core2 Duo 

CPU and 1GB RAM. The genetic algorithm (GA) and memetic algorithm (MA) are 

tested on 6 instances collected from real-world data in 4 studying years of the 

University of Science. The details of these data instances are listed in Table 1. Results 

of the best solution obtained in each generation during the searching process are 

presented in Figure 1, from which we could see that MA help to speed up the 

convergence when being compared with GA. Moreover, MA also induces better final 

solutions. 
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Table 1. Details of data instances 

# instance # courses # teachers # classes # rooms # curricula 

Data 1 82 44 13 40 11
Data 2 80 44 10 46 10
Data 3 95 44 14 45 11
Data 4 84 45 11 40 10
Data 5 89 48 12 51 11
Data 6 51 31 19 45 0

 

Fig. 1. GA’ and MA’s best solution’s quality in each generation 
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Abstract. We present an  electrical caterpillar autonomous robot demonstrator, 

which consists of two independent tracks with an operational platform, a system 

with photovoltaic panels for converting solar energy into electricity, and a 

system for connecting different devices to the robot chassis. One goal is to 

reduce operational costs in terms of fulfilling the missions and maintaining safe 

human operations in unfriendly environments. Other goals, imbedded in the 

demonstrator’s design, are: mobility, lowered energy consumption, the usage of 

ecological energy, and an increased energetic independence. These 

characteristics would allow the development of a class of robots that may be 

used in unfriendly and isolated areas, in which solar energy is adequate. Yet 

another goal is to develop a database documenting how the demonstrator 

operates under various conditions. 

Keywords: Robot, autonomous vehicle, photovoltaic cells, mobility, traction, 

rolling resistance. 

1  Introduction 

The European Union funding directions until 2020 [1] include areas such as 

agriculture, renewable energy, zero 
x 2,NO CO  emission, as well as scientific 

cooperation among different countries. Based on macroeconomic data on Turkey, our 

research team has an increased interest on the Turkish agricultural and equipment 

market, with special view on tractor-type solutions, water management and green 

energy. Taking into account such arguments, we prepare a series of funding requests 

which will all include, as a component, prototypes based on our demonstrator, 

adapted for various needs and applications. All the requests will take advantage of the 

estimated characteristics of the demonstrator, which are found to be at least as good as 

the existing market products and, in particular areas, may reduce exploitation costs 

with at least 50%.  

The demonstrator is obtained as a technological transfer and adaptation of 

preexistent military equipment for civil purposes. In Ciobotaru and Grigore [3] the 

initial military solution may be found; it was destined at the time for antiterrorist 
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activities, the robot being equipped for specific activities. We also mention some 

achievements of other authors, which while presenting similarities with our 

demonstrator, are in the same time independent. J. H. Lever and collaborators in [10] 

presents a simple four-wheeled, solar-powered drive named Cool Robot for 

autonomous summertime science campaigns in Antarctica and Greenland. Norman S. 

Nise in [12] presents the study of control systems engineering in electrical, 

mechanical, aerospace, biomedical, or chemical engineering for robotics. Corina 

Sandu and collaborators in [13] presents a multi-body model system dynamics 

analysis for off-road vehicles. Corina Sandu and collaborators in [14] presents an 

extended Kalman-Filter-type analysis, which allows, for off-road vehicle simulations, 

an optimal estimation of contact parameters between vehicle and terrain, and also the 

determination of the covariant matrix for each parameter. 

In the next section we will describe the caterpillar robot with various functions that 

can use renewable electricity from solar energy, while mentioning from time to time 

aspects which we consider valuable, from the perspective of both the future 

prototypes, and the applications in funding-eligible areas. 

2  Hardware Description 

We developed a 250 kg robot with dimensions 1,4x0,8x0,65 (mxmxm) capable to 

transport/tractate a 250 kg payload [2] (fig. 1) on deformable and/or uneven ground 

and it is able to deal with 32% slopes in both movement directions. The robot is built 

on an aluminum frame and it is equipped with:  

 
 

 
 

Fig. 1. Block diagram 
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1 navigational GPS, 2 accelerating sensors on 3 directions, 2 Hall switches for precise 

measurement of the input current, 2 RS38 encoders for measurement rpm of engine, 1 

ROBOTEQ controller, 2 Magmotor S28-400 engines, 2 reduction gear, 4 UB300-

18GM40-U-V1 ultrasonic sensors for data collection necessary for land map, 4 

optoNCDT 1700-250VT intelligent laser displacement sensor with integrated 

controller, 1 S9 force transducer b0577 for simple, precise and economical 

measurement of compressive and tensile forces, and a central computer unit. The 

initial version was prepared for antiterrorist tasks and had an extra arm able to lift a 

20 kg weight at maximum length. 

3  Numerical Simulation 

For numerical simulation of robot’s dynamics we used Recurdyn software. The multi-

body method is used to model the robot. Analysis with the software product assumes: 

• Modeling with characteristic elements contained in toolboxes; 

• Input of analysis constraints such as boundary conditions, characteristics of 

materials, and exterior forces. 
 

The procedure followed was a trial-and-error method for adjusting parameters and 

characteristics, from both experimental and theoretical perspectives (fig. 2, 3 and 4): 
 

 

 

Fig. 2. The approach of the step-type obstacle 

 

Fig. 3. Schema of mobile tracked platform 

descending the slope 

 

 

Fig. 4. Schema of transversal stability assessment 

3.1  Boundary Conditions 

To correctly define the boundary conditions and the forces between terrain and robot 

we use the following models. 
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The theoretical basis starts from Bekker’s results [4], who quantify the vehicle 

mobility characteristics on deformable ground. Later Wong [5] developed these 

results to be able to estimate the drag amount corresponding for a vehicle equipped 

with wheels, respectively caterpillar tracks. The study was continued in [3] by 

considering the various effects of the ground on the behavior of tracks, and by 

adopting, as a result, a specific shape/profile of two independent caterpillar tracks. 

In the following figure we present the dependence of shear unified effort and the 

robot’s displacement for different slides or terrain types. These graphs are based on 

the articles of Wong [7], Laughery [8], Janosi and Hanamoto [6] (fig. 5). 
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Fig. 5. The dependence of shear unified effort 
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3.2  Recurdyn Modeling 

The virtual model of the independent caterpillar system has been simulated with 

Recurdyn [15]. Experimental and analytical data was prepared for usage with 

Recurdyn by filtration for various interferences and incorrect positioning of 

components (fig. 6). The reference ground for the simulation was chosen as horizontal 

hard ground (fig. 7, 8 and 9). 

 

 

 

4  Experimental Results [11]
 

Laboratory tests have validated, until now, the basic design elements. We intent to 

further develop the demonstrator and to reach the prototype level, and to document 

the development of an autonomous hybrid robot class, with both electrical and 

internal 
2H  combustion, to address future applications in areas such as agriculture. 

   

Fig. 6. The adopted track shape/profile 

    
          Wheel when driving                Speed             Tension in stem patina 

Fig. 7. Simulations of the virtual model 

 

Fig. 8. Average pressure variation 

 

Fig. 9. Crossing the step-type obstacle 

speed (mm/s) 
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Below are various results obtained for suspended platform functioning regime of 

the electrical engines. 
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Fig. 10. Straight walking simulation Fig. 11. Straight walking consumption 

 

5  Achievements and Future Prospects on Solar Energy and 

Hybrid Alternatives 

The robot is equipped with 4 photovoltaic panels (fig. 13) embedded in a carbon fiber 

frame. The capacity of the SolFocus Inc. [9] type photovoltaic cells allows for a 

quantity of electrical energy equivalent of 1.000 [W/m
2
] on a total surface of 1,3156 

m
2
, at 25 [

0
C] air temperature and 60% relative humidity. The carbon fiber frame is 

fixed on the robot frame by means of 4 electrical actuators, which form, together with 

a solar radiation sensor Pyranometer SR11 and a lux meter sensor, the system for 

orienting the photovoltaic panels towards the sun, such that at any robot given 

position the panels are facing the sun as good as possible. Each panel has an 

independent converter; the computer manages both the system for charging the 

batteries and the engine fueling system. We estimate that the system will extend the 

active time outside the daylight period with at least 4 hours. The primary navigation 

strategy is GPS waypoint following along a path pre-selected for minimum terrain 

hazards. We will implement smart mobility algorithms that sense vehicle tilt and 

wheel speeds, torques to stop robot before immobilization. While we will avoid 

autonomous vision based navigation to minimize operational cost and consumed 

energy, we will include a camera for low-bandwidth image transmission to a base 

station to assist manual extraction from dangerous terrain. 

  

Fig. 12. Turn simulation 
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6  Conclusions 

We have designed, built and validate a simple autonomous tracked robot driven by 

electric solar-powered motors able to accomplish multiple missions. Tests conducted 

in Romania validated the basic features of the RoAgSol: mobility characteristics, 

power input and control and navigation. Current absorbed by the electric motors is  

no more than 132 A, at continuous functioning, and maximum speed is 4.5km/h. 

Mean working time outside the sufficient solar power need is 4h, with the possibility 

to cover  18 km outside the sufficient solar power at an average load cycle. 

The testing and simulation of the present design of the robot enables us to be 

confident in preparing the next steps for the robot exploitation. This includes phases 

like prototype construction, funding and/or collaboration, and doesn't exclude further 

testing and data gathering. 
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Abstract. Fuzzy logic is a mathematical tool for dealing with uncertainty using 

numerical parameters. Until now many fuzzy controllers have been constructed 

instead of systematically designed using trail and error method guided by 

designers experience on fuzzy control. The contribution of this paper is to 

propose a systematic with step by step methodology on how to design fuzzy PID 

fuzzy controller and to find the effect of tuning of many parameters (e.g., 

membership function shapes and number , rules types and input /output scaling 

gain) on system output response so that the researcher can be find the most useful 

in learning the finer point about tuning and design of fuzzy controllers. 

Keywords: Fuzzy logic system, PID controller, Tuning Fuzzy controller. 

1  Introduction  

Fuzzy logic controllers (FLCs) are developed to exploit human expert knowledge in 

designing control systems [1]. Many control applications show that a fuzzy logic 

controller can improve control performance especially for high order linear or 

non-linear system. The selected Fuzzy PID controller is designed to have the same 

control property with corresponding PID controller because the parameters of its 

control rule base are calculated according to tuned parameters of the PID controller 

[2],The controller consist two part one is conventional PID controller and other one is 

fuzzy logic control (FLC) part [3].The main features of PID controllers are the capacity 

to eliminate steady-state error of the response to a step reference signal [4]. 

An important step in designing a control strategy is proper modeling of the system to 

be controlled. An exact system model should produce output response similar to the 

actual system [5]. The success of the PID controller depends on appropriate choice of 

the PID gains. Tuning the PID gains to optimize performance is not trivial task 

[6].Based on the proposed methodology , many fuzzy controllers can be designed to 

enhance the output response and to overcome with the distortions in output response 

generated by the control process. The proposed methodology focuses on the effect of 

tuning many parameter (e.g. ,membership function shape and number , rules types and 

input /output scaling gain) on system output response. The goal is to try to provide 
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some basic design guidelines that are generic to all fuzzy controllers. Some basic 

design guidelines are listed for tuning fuzzy controllers. 

2  General Design of Fuzzy Controllers  

This section provides more mathematical and complete exposition on the details of the 

operation of fuzzy systems design often used in practical application. fuzzy PID 

methodology divided into seven steps.  

STEP 1 : Testing the closed loop output response  

It is shown that the plant model can be identified from the input and output data 

obtained by output over-sampling even though the conventional identifiably conditions 

are not satisfied [7].  

The closed loop output response of the given plant should be tested firstly to take an 

overview a bout the system response so that the proper fuzzy PID parameter can 

selected depending on its output response nature.  

STEP2: Gains tuning and selecting PID controller In application, engineers have 

freedom of using the three functional elements (P, I, and D) of the PID controller in 

whatever combination they consider most appropriate for their problems. The 

combination of element(s) used is called the “action mode” of the PID controller 

[8].The success of the PID controller depends on an appropriate choice of the PID 

gains. There are three basic controller actions, each having both good and un desirable 

characteristics. These are the following :  

Proportional action, in which the action is Proportional to the error , the action is 

simple, stable and direct but causes offset .Offset can be described as steady state error 

associated with the response of a system disturbance. 

Integral action, in which the rate of change of action is proportional to the error. 

Integral action eliminates offset, but is a soft action which permits oscillation of a 

system response.  

Derivative action, in which the action is proportional to the rate of change of the 

error.  

It gives a rapid response to counter the effect of rapidly changing errors, but is 

insensitive to slowly changing error and hence allows drift [9].  

Three PID gains kp , ki and kd were respectively calculated through fuzzy logic 

based on error and error rate [10]. The popularity of PID controllers can be attributed to 

their simplicity both from the design and the parameter tuning point of view. To 

implement such a controller, the proportional gains, the integral gains, and the 

derivative gains must be determined [11].  

STEP 3: Specifying system regions  

The input and output spaces are divided into fuzzy regions. This step produces initial 

membership functions [12].Each input/output response should be divided into several 

regions that can be used by memberships and to take the input and determine the degree 

to which they belong to each of appropriate fuzzy set via membership function. 

STEP 4: Selecting the proper memberships function  

The fuzzy sets are quantitatively defined by membership functions. These functions 

are typically very simple functions that cover a specified domain of the value of the 
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system input. The functions are generally trapezoids, although simpler functions such 

as triangles and rectangles and even delta [13].  

In this step membership function shapes and number will be tuned to achieve the 

desired performance.  

 Tuning of membership number  

Giving additional number of membership function to the system did not always 

improve the result but to show the effect of tuning the membership function number on 

the output response.  

 Tuning of membership shape  

Fuzzy sets can have any shape. Each shape affects how well a fuzzy system of 

if-then rules approximate a function. Triangles have been the most popular if-part set 

shape but they surely are not the best choice for approximating nonlinear systems. 

Overlapped symmetric triangles or trapezoids reduce fuzzy systems to piecewise linear 

systems[14].  

STEP 5: Initializing the value of the rule table  

A rule bases transforms the human decision process into fuzzy control action from 

the knowledge of the control rules and linguistic variable definitions [15]. Practically 

each point of time instants should be projected at the three graphs and find its 

corresponding point at the curve and decide at which membership function region this 

point acts. In this way the initial table can be filled with respect to the inputs/output. By 

using a linguistic approach, fuzzy theory can be integrated into control theory using 

rules of the form IF{condition} THEN{action}. Using enough of these rules, one can 

create a functional controller. In this same way the input variables can be partitioned 

into overlapping sets which have a linguistic correlation (i.e., cold, warm, hot) to form a 

membership function [16]. 

STEP 6: Applying the fuzzy inference system to the control plant.  

The aim of this step is to find the output of each antecedent, consequence and the 

final fuzzy set of inference process. The process of drawing conclusion from available 

data is called inference and the computational efforts are done by inference engine [17]. 

At this point, the fuzzy inference system has been completely defined, in which the 

variables, membership functions, and the rules necessary to calculate the output are in 

place.  

There are two types of fuzzy inference systems that can be implemented in the Fuzzy 

Logic Toolbox: Mamdani-type and Sugeno-type. These two types of inference systems 

vary somewhat in the way outputs are determined. In these cases Mamdani-type is used 

were it is expects the output membership functions to be fuzzy sets. After the 

aggregation process, there is a fuzzy set for each output variable that needs 

defuzzification. It enhances the efficiency of the defuzzification process [18] .At this 

point, the fuzzy inference system has been completely defined, in which the variables, 

membership functions, and the rules necessary to calculate the output are in place.  

STEP 7 : parameter tuning of fuzzy PID controller  

It is important to realize that there many parameters that can be tuned to improve the 

performance of the fuzzy control system. Indeed Sometimes it is the case that for a 

given rule-base a desired optimal performance cannot be achieved by tuning only the 

membership function often, what is needed is a more careful consideration of how to 

specify additional rules or shape and number of membership functions [19]. There are 
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however, certain methods to overcome this problem, and here four of these parameter 

will be examined.  

 Effect of tuning rules type.  

 Effect of tuning membership function shapes.  

 Effect of tuning membership function numbers.  

 Effect of tuning output scaling gain.  

In this paper, investigation of fuzzy PID controller structures is done with 

Mamdani-type controller. By expressing the fuzzy rules in different forms. For purpose 

of analysis, a PID-like fuzzy controller is implemented under matlab for initial setting 

of the control system to increase the facility of system modification and control. A case 

study is illustrated for fuzzy control systems. Indeed, the best way to really learn fuzzy 

control is to design the fuzzy controller by following the previous steps and simulate 

the fuzzy controller to evaluate its performance. 

3  Illustrative Example  

This case will discuss a type of simple first order system given by: 

 
First of all this case will discussed from a side of its closed loop model. Secondly, the 

seven steps that have been discussed will be followed so that a PID like fuzzy controller 

can be built.  

STEP 1 : Testing the closed loop output response .  
Fig.1 shows the closed loop model in case of using step input. where the closed 

loop output response is given in Fig.2. 

 

 

Fig. 1. Closed loop output model 

 
Fig. 2. Closed loop output response  
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STEP2: Gains tuning and selecting PID  
Based on the experimental estimation PI controller is to be chosen with a set of 

tuning gains parameter of : k
i
=0.1and k

p
=2. Fig.3 shows PI structure also Fig.4 

illustrates the output response for the system equipped with conventail PI controller 

 

 

Fig. 3. PI Controller Structure  

 

Fig. 4. Output response for system equipped with Conventail PI Controller 

Fuzzy controller will be design by taken the error, integral of error and the output of 

the classical controller signals as its illustrated in Fig.3 .The universe of discourse in 

this study contains three regions for each input where illustrated in Fig.5  

STEP 4: Selecting the proper memberships function  
The membership functions of the fuzzy PI controller consist of three memberships 

functions comprising (zmf, trapmf, smf) membership function. All memberships are 
selected to describe all linguistic variables.  

STEP 5: Initializing the value of the rule table.  
For determination of the control rule, the projection of each point is given in fig.6 

and Table.І shows the rule base table. 

Where the circled cells are effective cell, in otherworld if the effective cells are 
changed the whole response will changed Also the others are assumed cells where the 
two inputs doesn’t meet together also they are ineffective cells .Note that there is no 
direct relation between the cell to be ineffective and being assumption cell.  

Step 6: Applying the fuzzy inference system to the control plant.  
Fig.7 shows a fuzzy control system where a PI like fuzzy controller is applied to 

the control .The design of fuzzy PI like fuzzy controller illustrated in Fig.8. 
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Fig. 5. Three membership distribution long ( input/output)  

 

 

Fig. 6. Time projection for each input/output  

 

 

 



 Step by Step Modeling and Tuning for Fuzzy Logic Controller 87 

Table 1. Rule Base Table for Three Membership Functions 

 

 

Fig. 7. Fuzzy control system 

 

Fig. 8. PI like fuzzy controller design  

The output response of the fuzzy controller is given in Fig.9 
 

 
Fig. 9. Output response for three memberships (zmf,trapmf,smf)  

It is obvious that this case eliminates the steady state error in the output response in 
comparison with the system equipped with conventail PI controller that is shown in 
Fig.4.  

Step 7: parameter tuning of fuzzy PID controller  
Effect of changing rules type  
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Table 2 shows the changes in the effective cells that have been discussed in the 

initial rule base .Also Fig.9 shows the output response due to these changes . 

Table 2. Three Membership Rule Base Table with Rules Changes 

\ 

Where the circled cell and triangular cells are the changes in the effective cells and 
the whole cells been fixed. 

 
Fig. 10. Output response due to changes in the initial rules 

The experimental analysis shows that the changes in the circled cell and the 
triangular cells have an effect on specific regions of the output response were 
illustrated in the previous Figure. It is useful to notice that these changes increase the 
steady state error in comparison with Fig.9.   Effect of tuning the membership shapes  

In this case three different shapes of membership types are used. The output 
response due response due to tune the membership shapes is given in Fig.11. 

 
Fig. 11. Output response due to membership shapes variation 
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Also three memberships are used in this case ,but no simulation is occurred in 
compassion with other shape.  Effect of Tuning membership functions number  

Fig.12 shows different output responses behavior due to membership function 
number variations 

 

Fig. 12. Output response due to membership function number variation  

For the case of six memberships were used ,the six memberships regions are used to 

cover a specified domain of the value of the system input and output .The membership 

regions distribution are given in Fig.13. Where the initial rule base table is given in 

Table 3 and the output response due to membership functions number tuning have been 

shown in Fig.12. 

 

Fig. 13. Six membership distributions long input/output  
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Table 3. Six Membership Rule Base 

 

Referring to Fig.13, the distortions increase in case of six memberships have been 
used in comparison with the fuzzy controller with three membership functions.  

According to the previous results, its proved that it is not necessary that the 
increment in membership number lead to a stable and reasonable output response (for 
the cases of 4, 5, 6 and 7 memberships).  

Effect of tuning output scaling gain.  
The relationship between the scaling gains and the performance can be deduced to 

produce the comparative tuning algorithm [20].  
Fig.14 shows the output responses due to output scaling gain variations. 

 
Fig. 14. Output response due to output gain variation  

It's clear that the over shoot increased as the output scaling gain increased and the 
best choice is to select an output scaling gain of 0.8 to have a reasonable out put 
response. 

4  Conclusion 

In this paper a practical fuzzy like PI controller is designed using matllab version 
(7.6) under simulink. Analysis with step by step designing methodology. The 
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methodology is done for a study case of first order type 0 transfer function. 
Simulation results show the effect of tuning parameters (membership function shape 
and number, initial rule base, and output scaling gain) in the output response. Tuning 
fuzzy controller parameters will increase the facility of controlling the model output 
response at certain time period and enhance its performance. Also steady state error, 
max overshoot and settling time of the output response are affected by parameter 
tuning. The step by step methodology is suitable for the situation which a system 
model is reliable. 
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Abstract. This paper proposes a new zero-crossing point detection method for 

BLDCM without using the position sensor. Regarding phase current and phase 

back-EMF as state variables, the observer model of the phase back-EMF could 

be obtained from derivation of the mathematical model of BLDCM. This 

observation model could observe the value of the phase back-EMF real-timely, 

and the zero-crossing point could be directedly detected through measuring the 

back- EMF at high speed. But the phase back-EMF is relatively smaller at low 

speed, and it is possible to cause unexpected commutation. A kind of 

zero-crossing point detection method is proposed based on this model for 

low-speed control. Combining the observation model and the zero-crossing point 

detection method, it could realize the zero-crossing point detection of the BLDC 

in full speed range. The simulation and experimental results show the feasibility 

of this method. 

Keywords: sensorless control, phase back-emf observer, zero-crossing point, 

full speed range. 

1  Introduction 

Traditional BLDC motor requires a position sensor for acquisition of rotor position 

signal to control commutation of three-phase windings. However, position sensor 

presents several disadvantages such as big size、bad adaptability in environment of 

high-temperature and high-humidity、too many wire connection from sensors and so 

on, which reduce the reliability of the motor. Hence, the BLDCM control without using 

position sensor becomes an important research field[1].    

Satoshi Ogasawara proposed a new method without using position sensor in [2] for 

detection of the conducting interval of free-wheeling diodes connected in anti-parallel 

with power transistors. This method has better performance at low speed, but there is 

large deviation for estimated position and speed signals at high speed. Many observer 

methods such as sliding mode observer or other state observer are adopted in [3] for 

real-time estimation of rotor position and speed. In those methods a mathematical 

model of the motor is required, and phase or line voltages could be acquired through 

voltage sensor or switch state of inverter. But the torque ripple, the inaccuracy of angle 

and speed estimation at low speed and the algorithm complexity are mainly problems. 

[4] proposes a method for BLDCM control without using position sensor based on the 
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detection of the zero-crossing of the back-EMF waveforms. The zero-crossing signal 

could be indirectly acquired through establishing the neutral point of the motor or using 

special control chips. Because commutation point lags behind zero-crossing point 30 

electrical points, how to reduce the phase delay is the mainly problem for this method. 

[5] realizes the full range speed control of BLDCM and realizes the real-time 

observation of  line back-EMF through using unknown input variable observer. But 

there are two first-order inertia links in this observer, which extends system transition 

process, and the torque and speed ripple are increased at low speed because the 

amplitude of line back-EMF is small, which leads to the inaccuracy of estimated value. 

In view of the above-mentioned problems, this paper proposes a novel sensorless 

control method for full range speed control, which regards the phase back-EMF as the 

disturbance signal of the current estimation and further acquires phase back-EMF. 

Experimental results show that this algorithm is very effective. 

2  Modeling of BLDCM  

The ordinary BLDC motor applies three-phase VSI (voltage source inverter) for power 

supply, and its stator winding is connected in star, as shown in figure 1. Because the 

neutral point N of BLDC motor is not extracted, the phase voltage equation is difficult 

to be accurately constructed. But the line voltage expressions could be obtained through 

corresponding subtraction of the three-phase phase voltages: 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

ab s a b a b a b

bc s b c b c b c

ca s c a c a c a

u R i i Lp i i e e

u R i i Lp i i e e

u R i i Lp i i e e

= − + − + −
= − + − + − = − + − + −

                     (1) 

Where, p is the differential operator /d dt ；R is the stator resistance, Ls is the 

self-inductance of stator winding, M is the mutual inductance of the stator winding, 

L=Ls−M.  

Further consider the difference between line-voltages, and the following equation 

could be obtained after subtracting 
bc

u  from 
ab

u : 

( 2 ) ( 2 ) ( 2 )
ab bc s a c b a c b a c b

u u R i i i Lp i i i e e e− = + − + + − + + −             (2) 

Supposing that phase A and phase C are conducted and phase B is not conducted with 

them, then. Because the three stator windings of BLDC motor are connected in star, (2) 

could be simplified as: 

3 1 2
( )

3 3 3

s

b b bc ab b

R
i i u u e

L L L
= − + − −

i

                  (3) 

3  The Establishment of the Phase Back-Emf Observer 

In (3), 
b
i 、

bc
u and 

ab
u  are measurable, and 

b
e  could not be directly measured, so 

regard 
b

e  as disturbance with regular change. The estimated current of phase B 
b
i
∧
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could be obtained through equation (3), and r
ib

erro , which is the difference between 
b
i  

and
b
i
∧

, could also be acquired. Hence, the change of r
ib

erro  could reflect the change of 

b
e , and (3) could be rewritten as: 

^

3

1 2
( ) r

3 3

s

b b bc ab b ib

R
i i u u e k erro

L L L

∧

= − + − − +



                 (4) 

4
r

b ib
e k erro
∧

=



                                (5) 

Where, 
3

k  and 
4

k  are proportional coefficients.  

In (5), the accurate value of 
b

e  could be acquired through reasonable selection of 

3
k  and 

4
k . The back-EMF observer of the phase B is shown in figure 1. 

bi

1

3 2Ls R+

3
3Lk

4 /k s

ab
u

bcu

^

be

^

bi

iberro

 

Fig. 1. The back-EMF observer of phase B 

Similarly, the observer models of the other two phases could be obtained, and the 

system observer model could be obtained eventually: 

i
x A x Bu K Error
∧ ∧

= + + ×



                            (6) 

Where, 

a

a

b

b

c

c

i

e

i
x

e

i

e

∧

∧

∧

∧

∧

∧

      
=        

,

3 2
0 0 0 0

3 3

0 0 0 0 0 0

3 2
0 0 0 0

3 3

0 0 0 0 0 0

3 2
0 0 0 0

3 3

0 0 0 0 0 0

s

s

s

R

L L

R

A L L

R

L L

 
− −     − −

=     
− −   

, 

ab bc

bc ab

ca ab

u u

u u u

u u

−  
= −  − 

, 
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a a
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i ib b b
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i i
erro

Error erro i i
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4  Commutation Point Detection at High Speed 

The back-EMF functions of BLDC motor could be obtained according to its back-EMF’s 

waveform shown in figure 2, and the esum expression of a whole period could be obtained 

from adding all the EMF values of each phase. EMF and esum values are shown in table 1. 

Table 1. The back-EMF and Esum function of BLDC motor 

rθ  
ae  

be  
ce  esum 

0-30
0

 (6 / )
r

E π θ  E−  E  (6 / )
r

E π θ  

30
0

-90
0

 E  E−  (6 / ) 2rE Eπ θ− +  (6 / ) 2rE Eπ θ− +  

90
0

-120
0

 E  (6 / ) 4rE Eπ θ −  E−  (6 / ) 4rE Eπ θ −  

120
0

-150
0

 E  (6 / ) 4rE Eπ θ −  E−   

150
0

-210
0

 (6 / ) 6rE Eπ θ− +  E  E−   

210
0

-270
0

 E−  E  (6 / ) 8rE Eπ θ −   

270
0

-330
0

 E−  (6 / ) 10rE Eπ θ− +  E   

330
0

-360
0

 (6 / ) 12rE Eπ θ −  E−  E   

The waveform of esum is shown in figure 2, which shows that the period of esum is one 

third of that of phase back-EMF. There are six zero-crossing points in each three 

periods, and they are in accordance with six zero-crossing points of three-phase 

back-EMF in one period. In addition, the extreme point of esum is the commutation point 

of BLDC motor. 

At high speed, the commutation point could be determined through detection of the 

zero-crossing point of esum , the extreme point of esum , and the periodicity of esum . The 

interrupt service routing used for determining commutation points is shown in figure 3. 

But at low speed, the amplitude of esum is small and it is easy to cause unexpected 

commutation, since the amplitude of back-EMF is small. 
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Fig. 2. Waveform of esum Fig. 3. Interrupt service routine of commutation 

detection at high speed 

5  Commutation Point Detection at Low Speed 

In order to solve the low-speed commutation problem of the BLDC motor, this paper 

proposes a kind of commutation function for determining the commutation point and 

realizing the low-speed control of the BLDC motor. Since the detection value of 

back-EMF from observer is small at low speed, the ratio between back-EMF and sume is 

used for determining the commutation point.  

The commutation functions are:  

^ ^

1
( ) /a sumZC e eθ =                                   (7) 

^ ^

2
( ) /b sumZC e eθ =                                   (8) 

The working principle of the commutation function is shown in figure 4. In figure 4(a), 

ZC1 is bigger than 1 between 0 andπ/3, and its absolute value increases gradually. The 

absolute value of ZC1 increases rapidly towards infinity when 
^

sume approaches zero. 

After just entering / 3 2 / 3π π∼ , ZC1 turns from positive infinity to negative infinity 

immediately, and this moment corresponds to the commutation moment of 
2MODE

ZC . 

The absolute value of ZC1 decreases quickly with the increasing of the rotation angle, 

and its value is lower than -1 during this section. The absolute value of ZC1 increases 

rapidly towards negative infinity when approaches to 2 / 3π . Just after entering 

2 / 3 4 /3π π∼  section, ZC1 turns from negative infinity to positive infinity because êsum 

changes from negative to positive, and this changing moment corresponds to the 

commutation moment of 
3MODE

ZC . In this section, êa equals to êsum , and ZC1≥1. When 

the rotating angel approaches to 4 / 3π , ZC1 immediately increases to positive infinity. 

Just after entering 4 / 3 5 /3π π∼  section, ZC1 turns from positive infinity to negative 

infinity because êsum changes from negative to positive, and this changing moment 

corresponds to the commutation moment of 
5MODE

ZC . With the increasing of rotation 

angel, the absolute value of ZC1 decreases immediately, and ZC1≤-1 during this section. 

When the rotating angel approaches to 5 / 3π , the absolute value of ZC1 increases 

immediately. Just after entering 5 / 3 2π π∼  section, ZC1 turns from negative infinity 

to positive infinity because êsum changes from positive to negative, and the changing 

moment corresponds to the commutation moment of 
0MODE

ZC . Similarly, 

1MODE
ZC and 

4MODE
ZC could be acquired from ZC2 (as shown in figure 4(b)). Because 

the range of the data processed by the microprocessor is limited and it could not reach 

to infinity, the commutation points could be detected through setting proper threshold 

voltage values. 
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Fig. 4. Working principle of zero-crossing point function 

Figure 4(c) shows the ZC1 function curve with interference noise. Because the 

amplitude of the noise a is smaller than the threshold voltage 
2th

v , it could be filtered 

through setting the threshold voltage. The amplitude of the noise b exceeds 
2th

v , but it 

does not turns from negative value to positive value immediately, so it could be filtered. 

The negative maximum value of noise c exceeds 
3th

v , but the positive maximum value of 

it does not, so it could also be filtered. The negative maximum value of the noise d exceeds 

3th
v  and the positive maximum it exceeds 

2th
v , so the noise d is regarded as a 

commutation point. This phenomenon could be filtered through adjusting the threshold 

voltage value according to work environment, such as increasing 
2th

v  to
1th

v , or through 

filtering the noise signal between two commutation points according to the rotor position. 

The interrupt service routine for commutation detection at low speed is shown in 

figure 5. The commutation point could be determined through detection of zero-crossing 

point and the extreme point of esum, but not the traditional commutation method of 

delaying 30°.  

6  The Calculation of Speed and Position 

At high speed, the rotor speed and rotor position could be determined through detecting 

esum , as shown in table 1. At low speed, because the amplitude of esum is small, the 

computation deviation of this method is large. The position and speed could be 

calculated through detection of zero-crossing point、extreme point of esum and the 

angular displacement of 6 /π  between them (as shown in figure 6).  

, 1

1 2

6 /
r k

k k
t t

π
ω

−

− −

=
−

; ,

1

6 /
r k

k k
t t

π
ω

−

=
−

                       (9) 

1 2
6

k k

t

t t

π
θ

− −

Δ
Δ = ×

−
                           (10) 
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Fig. 5. Interrupt service routine for commutation 

detection at low speed 

Fig. 6. Caculation method of speed and 

position at low speed 

The calculation equations for mechanical angular velocity、speed and torque are: 

^ ^2
r

n
P

ωΩ =  ； 
^ ^60

2
n

π
= Ω                           (11) 

 
^ ^ ^ ^ ^

( ) /e a b ca b c
T e i e i e i= + + Ω                          (12) 

Where, 
^

Ω is the estimated mechanical angular velocity; 
^

n is the estimated speed； 
^

eT is the estimated electromagnetic torque；
^

rω is the estimated electrical angular 

velocity；Pn is the pole pair number. 

7  Experimental Results 

The system experimental platform using dsPIC6010A as CPU is established based on 

the above-mentioned method, and the system working principle is shown in figure 7. 

Motor parameters are shown in table 2, and the experimental results are shown in figure 

8-11, in where the speed estimation, speed error, position estimation, output torque 

estimation and the estimated waveforms for êa and êsum under the given load torque of 

5Nm and given speed of 1500rpm. The experimental results show that the 

speed-sensorless control method proposed in this paper is feasible.  

 

Table 2. Parameter table of BLDC motor 

rated voltage V 310V 

rated torque Te 15Nm 

rated speed n 1000 

stator resistance Rs 1.5Ω 

stator inductance L 5.22mH 

moment of inertia J 0.08kg·m2
 

back-EMF constant Ke 0.175 

number of pole pairs Pn 2 
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Fig. 7. The block diagram of control system 
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Fig. 8. Waveforms of speed estimation and speed  
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Fig. 9. Waveforms of êsum and ZC(êsum:10v/div; ZC: 20ms/div; t: 1V/div) 
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Fig. 10. Position estimation waveform and torque estimation 

waveform (T:8Nm/div;θ:2rad/div;t:100ms/div;) 
Fig. 11. Estimation waveforms of êa 

and êsum(20V/div;60ms/div;) 
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8  Conclusion 

This paper proposes a novel control method for BLDCM in full speed range without 

using position sensor, and it discusses the observation method for phase back-EMF. The 

experimental results show that this algorithm could effectively estimate the phase 

back-EMF and carries out the commutation precisely. The advantages of this algorithm 

are: The unnecessary external detection circuits could be omitted through using this 

algorithm; Precise commutation could be carried out both in steady state and transient 

state through using this algorithm; The motor speed could be precisely controlled and 

the full range precise speed control could be realized through using this algorithm; The 

position tracking and torque control of the BLDC motor could be carried out through 

using this algorithm, and the algorithm is simple. 
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Absract. A design of wireless monitoring system based on CAN bus and ZigBee 

technology of tower crane has been proposed according to characteristics of the 

traditional safety monitoring system of tower crane and defects of cable 

transmission system in this paper. The application of CAN bus and ZigBee 

technology meets requirements of function and performance and also 

accomplishs the modular design of software/hardware system in wireless 

monitoring system of tower crane. It provides a new method to design the 

wireless monitoring system of tower crane. 

Keywords: tower crane, CAN bus, ZigBee, wireless monitoring. 

1  Introduction 

With the continuous development of modern construction industry, tower cranes have 

obtained large-scale applications in the engineering construction. However, due to its 

structural defects, poor working conditions, illegal operations and other incentives, 

tower crane accidents occur from time to time[1]. Degree of information integration is 

low in traditional safety monitoring system of tower crane, where hoisting torque and 

weight is mainly used as monitoring parameters[2]. Because there is the state of motion 

for some monitoring objects in the process of tower crane operations, it increases the 

wiring difficulties of the cable transmission system in the construction site. What’s 

more, electrical equipments in the actual environment can produce the electromagnetic 

noise, which interferes the cable transmission signal and affects the stability of data 

transmission system of tower crane[3]. At present, the major disadvantages of the 

traditional safety monitoring system of tower crane are as follows: a)poor real time of 

data transmission; b)poor anti-electromagnetic interference; c)non-standardized of data 

communication protocol; d)poor structural flexibility of the system. In order to prevent 

serious tower crane accidents and ensure safe and reliable operation of tower crane, and 

reduce accident casualties and economic losses, it becomes very imperative to research 

and develop a high reliability, good real time, powerful function and low cost of safety 

monitoring system of tower crane, which has a certain theoretical and practical value. 

Controller Area Network (CAN) bus, which belongs to the scope of fieldbus, is an 

effective support for distributed control and real-time control of serial communication 

network[4]. In order to settle large amounts of data exchanges in automotive control 
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system, CAN bus was developed by Bosch company in the early 1980s. Then as it has 

the advantages of high communication rate, low error rate, good real time and high 

reliability, powerful error correction ability, independent design and so on, CAN bus is 

increasingly used in the communication and control field of engineering machinery. 

Setting up a wireless network of wireless monitoring system of tower crane has been 

currently a hot research at home and abroad. At present, commonly used wireless 

technology includes Bluetooth, Wi-Fi, ZigBee, GPRS, etc., but ZigBee technology 

applied in wireless monitoring system of the tower crane has received extensive 

attention for its advantages of low power consumption, easy networking, low cost, low 

complexity and so on[5] [6]. In this paper, it researchs application of CAN bus and 

ZigBee technology in wireless monitoring system of tower crane and designs a new 

wireless monitoring system based on CAN bus and ZigBee technology，which 

contributes to improve the monitoring and fault diagnosis technology of tower crane in 

China. It also is of great significance to improve the productivity and optimize the 

allocation of resources of tower cranes and other engineering machinery in China. 

2  General Design of the System 

Wireless monitoring system based on CAN bus and ZigBee technology of tower crane 

is a study of embedded system applied to tower crane. The system could complete 

real-time acquisition and transmission of working parameters of tower crane through 

the CAN bus and ZigBee technology. And it could wirelessly transmit the acquired 

datas to the monitoring center by Zigbee technology, which enhances real-time datas 

transmission. PC of monitoring center could store and analyse the received datas. 

Furthermore, control commands sended out by the PC could feed back to the master 

controller installed in the cab of tower crane, which could realize real-time LCD 

display, record, alarm, controlling and so on. The system adopts a hierarchical design, 

consisting of three parts of the hardware layer, the software layer and the application 

layer. Hierarchy schematic diagram of the system is shown in Fig. 1.  

 

Fig. 1. Hierarchy schematic diagram of the system 

Hardware layer mainly describes hardware implementation of data acquisition and 

wireless transmission. Software layer, including the CAN protocol, serial port protocol 

and Zigbee protocol, ensures the real-time data transmission among the various 
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protocols and provides some API functions to be transferred by application layer 

procedures. In addition, CAN protocol and Zigbee protocol enable data transmission of 

the system to tend to the standardization, which overcomes data transmission defects of 

non-standardization of the traditional safety monitoring system of tower crane. 

Application layer, running user-written application procedures, could achieve 

coordinated operation of the whole system. 

3  Hardware Design of the System 

Hardware design of the system adopts the modular design concept. The design 

elements mainly include master controller module, CAN data acquisition module, 

CAN communication module, ZigBee wireless communication module and LCD 

display module and so on. Hardware structure block diagram of the system is shown in 

Fig. 2.  

 

Fig. 2. Hardware structure block diagram of the system 

CAN data acquisition module mainly consists of sensor module, the A/D switching 

circuit and the microcontroller C8051F040 which has the function of data acquisition and 

controlling. CAN communication module mainly is composed of photoelectricity coupler 

6N137 and CAN transceiver TJA1050. Interconnection among data acquisition nodes 

through the STP(shielded twisted-pair) constitute the CAN bus network. 120Ω of 

impedance matching resistor connected at both ends of the bus is the terminal resistor, 

which could improve the system's stability and enhance the anti-jamming ability of the 

system[6]. The system could acquire operating status parameters, fault information and 

location parameters of the tower crane, which relys on a variety of sensor modules and the 

microcontroller C8051F040 installed in the tower crane. Compared with the traditional 

safety monitoring system of tower crane, the system could monitor a variety of parameters 

range from single hoisting torque and weight to hoisting height and speed, luffing position 

and speed, rotating angle and speed, and even wind speed and temperature of the hoisting 

motor. Therefore, it could improve the information integration rate of hardware system. 
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The modular design of hardware system could overcome the defects of poor structural 

flexibility of traditional safety monitoring system, and realize plug and play for system 

modules. 

3.1  Master Controller Module 

Master controller module takes MCU(Microcontroller Unit) AT90CAN128 of AVR series 

as a core, which could realize real-time monitoring , record and alarm for the operation 

statuses of tower crane. The AT90CAN128 is a low-power CMOS 8-bit microcontroller 

based on the AVR enhanced RISC architecture，which combines rich On-chip resourses, a 

fast single cycle instruction system and In-System self-programmable flash. Moreover, it 

provides a internal integrated CAN controller which may substitute for traditional CAN 

controller SJA1000 and could be completely compatible with the CAN standard frame 2. 

0A and expansion frame 2. 0B[7]. Therefore, it could greatly simplify the design of the 

hardware circuit and enhance the reliability of the system. It also could drive the high-speed 

CAN transceiver TJA1050 to acquire CAN bus datas. Photoelectricity coupler 6N137 used 

between the master controller module and CAN transceiver TJA1050 can greatly achieve 

electrical isolation between the bus nodes. But we must note that VCC and VI (+5 V) both 

sides of the 6N137 must be isolated from each other. In order to achieve electrical isolation 

between the CAN bus nodes and enhance the anti-electromagnetic interference of the CAN 

bus, DC / DC power module B0505LS-1W is used in the system. 

3.2  CAN Data Acquisition Module 

The analog signals gathered by the sensor module could be transformed into the digital 

signals through the A/D switching circuit and the digital signals would be sended to the 

microcontroller C8051F040. Thus it would complete data acquisition of the main 

operation parameters of tower crane by CAN data acquisition module. The C8051F040 

provides a internal CAN controller which could be completely compatible with the 

CAN standard frame 2. 0A and expansion frame 2. 0B. It mainly consists of the CAN 

core, Message RAM which is independent of the RAM of CIP-51, the message handler 

unit and the registers[8]. Structure block diagram of the internal CAN controller of 

C8051F040 is shown in Fig. 3.  

 

Fig. 3. Structure block diagram of the internal CAN controller of C8051F040 
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In Fig. 3, CAN core consists of CAN protocol controller and serial / parallel switching 

RX / TX shift registers which is responsible for sending and receiving messages. Message 

RAM could be used to store message targets and arbitration masks of each target. The kind 

of CAN processors have 32 message targets which can randomly be configured to send 

and receive and each message target has its own recognition mask. All of the data 

transmission and filtering receiving would be completed by the CAN controller rather than 

by the CIP – 51. The CAN internal registers store all of the controlling and configuration 

information of the CAN controller. Usually CAN core cannot directly access to Message 

RAM, but can access to it through interface register IF1 or IF2. 

3.3  ZigBee Wireless Communication Module 

ZigBee wireless communication module taking the CC2480 chip as the core connects 

with the master controller module through the SPl interface. It could wirelessly 

transmit datas of the CAN bus, which may be transmitted by the controller module, to 

the monitoring center by ZigBee wireless network and receive the feedback 

information. The CC2480 is a cost-effective, low-power Z-Accel series of ZigBee 

processor that provides full ZigBee functionality with a minimal development effort. 

Fully integrated IEEE802.15.4-compatible DSSS RF transceiver is the core of internal 

wireless technology of the CC2480. Moreover ,the module does not need any external 

filter[ 9]. 

4  Software Design of the System 

The software design also adopts the modular design concept. The design elements mainly 

include initialization procedure, data acquisition procedures, CAN bus communication 

procedures, ZigBee wireless communication procedures, master controller procedures, the 

A/D switching program, LCD display procedure, the automatic protection procedures of 

the system, clock procedure and so on. The following describes the initialization of the 

master controller and CC2480 and the software designs of CAN bus communication 

module and the master controller. 

4.1  Master Controller Initialization 

Master controller initialization includes the initialization of the watchdog circuit, the 

system clock, I/O interface, SPl, UART and CAN controller. The initialization of CAN 

controller includes resetting the CAN controller, prohibiting the CAN interrupt, the 

identifier initialization of the Mob, the initialization of mask registers, CAN baud rate 

and timer, enabling CAN and so on. Master controller initialization programm is shown 

as follows. 
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void   MCU_Init (void) 

{ 

Watchdog_Init()； // Watchdog initialization 

Clk_Init()；      // clock initialization of the system 

Io_Init()；      // the I/O interface initialization 

Uart_Init()；    // UART initialization 

Spi_Init()；     // SPI initialization 

Can_Init()；    // CAN controller initialization  

} 

4.2  CC2480 Initialization 

In the ZigBee wireless communication, CC2480 deals with all the ZigBee protocols, 

and the master controller AT90CANl28 deals with application procedures of the 

system. The software interface of the CC2480 consists of SYS interface, configuration 

interface, simple API interface, AF interface and ZDO interface. The CC2480 could not 

work well until the first three interfaces are correctly configured. The software 

configuration of the CC2480 can be divided into three steps: 

(1)CC2480 power-on → reset the CC2480→ send a SYS_RESET_IND to the 

master controller; 

(2)configure device type→ reset the CC248 again→ send the SYS_RESET_IND→ 

configure other parameters→ set ZCD_NV_STARTUP_OPTION to 0x02; 

(3) register application procedures → start to run Zigbee protocol stack. 

After the ZigBee agreement stack is successfully run, the moudle could be integrated 

into the ZigBee network and work well. 

4.3  The Software Designs of CAN Bus Communication Module and the Master 

Controller 

The CAN bus communication procedures are composed of the system initialization 

procedure and the CAN bus sending and receiving procedures. In the beginning, 

C8051F040 initialize its own system and the CAN bus. Then it transmits data in the 

CAN inquiry way, and the master controller AT90CAN128 can send and receive the 

information which comes from the CAN bus by the interrupt, which may enhance 

real-time communication of the system. The flow charts of software design of CAN bus 

communication module and the master controller are respectively shown in Fig. 4 and 

Fig. 5. 
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Fig. 4. The flow chart of the CAN bus Fig. 5. The flow chart of the master controller 

procedures 

5  Conclusions 

It researchs the application of CAN Bus and ZigBee technology in wireless monitoring 

system of tower crane and designs a wireless monitoring system based on CAN bus and 

ZigBee technology in the paper. It also completes the software/hardware design of the 

system. Compared with the traditional safety monitoring system of tower crane, the 

system has standardized the data transmission system and enhanced information 

integration rate of the system. The innovation spot of this article lies in the modular 

design of the software/hardware system, which facilitates program modification and 

system upgrades so that the system has a high degree of flexibility and broad 

applicability. In the long run, this system has a certain economy and cost savings and 

also has a good application prospect. 
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Abstract. This paper uses game theory to model the strategies against the 

threats based on the cost.If the frequencies of threats occurrence are known, the 

optimal pure strategy can be found by expected effectiveness. However, if those 

frequencies are unknown, the optimal strategy is a mixed strategy provided by 

game theory. The problem can also be solved by linear programming method. 

Keywords: game theory, risk assessment, risk management, information 
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1  Introduction 

Information security includes confidentiality, integrity and availability. There are 

threats designed for denial of service such as using SYN probe [3]. There also have 

threats such as virus or worm attacks and break-in may damage computer’s data 

integrity. In addition, threats such as spyware can expose the privacy [2]. Traditional 

defense mechanism includes firewalls, intrusion detection system (IDS), and anti-

virus programs. Some of these defense strategies are designed only for specific threats 

but not for other threats. For example, anti-virus programs are necessary for defense 

against virus or worm attacks. But they are not very effective when they are used to 

prevent break-in. 

In the next section, we will describe how to use game theory to find an optimal 

defense strategy against those threats together. The games that discussed in the paper 

are restricted to the combinatorial games only. A combinatorial game is a two-player, 

finite, deterministic, zero-sum game with perfect information known to both players. 

[1]. A zero-sum game means that the total pay-off at the end of the game for both 

players is zero. 

2  Game Theory Model 

In this section we will find the optimal strategy under the cases that either prior or no 

prior information about how often the threats are occurred. Assume that the entries in 

the game matrix represent the probabilities of effectiveness of using three strategies 

(rows 1, 2, 3) of the player X against five threats (columns A, B, C, D, E) of the 
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player Y. For example, player X can be an enterprise where strategy 1, 2, and 3 can be 

one of the security defense mechanisms of firewalls, IDS, and anti-virus programs. 

Likewise, player Y can be a hacker who breaks into the enterprise computer system 

by SYN/ACK attacks, ICMP teardrop attacks, virus/worm attacks, password-guessing 

and spyware(A, B, C, D of E). The game matrix used in the section is in Table 1 

below: 

Table 1. Game Matrix 

 A B C D E 

1 .2 .5 .3 .4 0 

2 0.8 0 0 0 0 

3 1 .4 0 0 1 

2.1  No Prior Information about Threats Occurrence 

Because the maxmin of the game matrix is the maximum of those minimum in each 
row, it is 0 for the game in Table I. On the other hand, the minmax of the game matrix 
is the entry that is the minimum of those maximum in each column, it is 0.3 for the 
game in Table I. For any game matrix, there exists a saddle point if and only if 
maxmin = minmax. Since maxmin (=0) is not equal to minmax (=0.3), there is no 
saddle point in Table I. The equilibrium pair (row, column) of the pure strategy of the 
game in Table I is the saddle point which is the entry that is the minimum in its 
rowand the maximum in the column [1]. Therefore, there is no equilibrium pair or the 
optimal pure strategy for the game matrix. 

Even though there is no optimal pure strategy for the game matrix, according to 
Von Neumann’s theorem, every game matrix has at least one equilibrium pair of 
mixed strategies. Because each entry of the column C is less than or equal to the entry 
in the same row of the column B or D, that is, column C dominates column B and D. 
Hence both column B and D can be eliminated from the game matrix without 
changing the equilibrium pair for the game matrix in Table I. Similarly column E 
dominates column A and column A can be eliminated from the game matrix too. The 
resulting game matrix is 
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On the other hand, each entry of the row1 in the matrix above is greater than or equal 
to the entry in the same column of the row 2, that is, row1 dominates row2. Hence 
row 2 can be eliminated from the above resulting game matrix without changing the 
equilibrium pair. And the final game matrix is in Table 2 below. 
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Table 2. FinalGameMatrix 

||| C E 

 
Row1 

.3 0 

 
Row3 

0 1 

According to Mendelson [1], if X is a mixed strategy for the row and Y is a mixed 
strategy for the column, there is an equilibrium pair (X*, Y*) for the game matrix 





dc

ba
, 

where X*=(S,1-S) and Y*=(T, 1-T) and  

S = ( d – c ) / R, T = ( d – b ) / R, R = a – b – c + d. (1) 

It is straightforward that a=0.4, b=c=0 and d=1. And R=1.3, S=1/1.3=10/13, 
T=1/1.3=10/13. And X*=Y*=(10/13, 3/13).Therefore, based on Table 2, the optimal 
strategy against those five threats is to use strategy 1 10/13 times and strategy 3 3/13 
times.  

2.2  Known Prior Threats Occurrence Frequency 

Assume the frequency of occurrence of those five threats is (.1, .3, .3, .1, .2)respectively. 
The effectiveness for the pure strategy 1 is .3*.1+.6*.3+.4*.3+.5+.1+0*.2=0.38. 
Similarly, the effectiveness for the pure strategy 2 is .1 and that for the pure strategy 3 
is .1+.15+.2=.45. Therefore, the optimal pure strategy for the game is strategy 3. 

The pay-off function discussed in this section is the probability of the 
effectiveness. In practice in order to calculate the risk of the strategy used by each 
player, the function should include the expected gain. In the next section the payoff 
can be either zero-sum or non-zero-sum. 

3  Security Risk 

In this section, forsimplicity, a game consists of a player X having strategies 1, 2 and 

3 and player Y having strategies A, B and C.The game matrix the pay-off function is 

assumed to be the expected gain. The expected gain can include the total investment 

cost, the profit gained by the player X’s strategy and the loss created by player Y’s 

strategy. For example, if player X uses strategy 1, one must invest $8K cost. 

However, one gains profit $40K. The player Y uses strategy A causes player X to lose 

$2K. The expected gain for player X using strategy 1 and player Y using strategy A is 

$40K-8K-2K=30K.The game matrix used in the section is assumed to be given in 

Table 3(using unit 10K) below: 
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Table 3. GameMatrix 

 A B C 

1 3 4 2 

2 1 5 3 

3 2 1 2 

3.1  Zero-Sum Payoff 

Assuming that the gain for payer X is the loss for player Y, there is no saddle point in 
Table 3. Therefore, there is no equilibrium pair or the optimal pure strategy for the 
game matrix. However, according to Von Neumann’s theorem, every game matrix 
has at least one equilibrium pair of mixed strategies. If player X uses a mixed strategy 

X=(x1,x2,x3), where xi ≥  0, i=1,2,3,  

x1+x2+x3=1. (2)

And player Y uses a mixed strategy Y=(y1,y2,y3), where yj ≥  0, j=1,2,3,  

y1+y2+y3=1. (3)

For the mixed strategy X. the payoff P(X, Bj) and for any strategy Bjfor player Y, 
where yj> 0, P(X,Bj)=v, v is the optimal payoff value. Therefore, 3x1+x2+2x3=v, 
4x1+5x2+x3=v, 2x1+3x2+2x3=v. Using (2), x1=2/9,x2=1/9, x3=2/3. Similarly, for the 
mixed strategy Y. the payoff P(Ai, Y) and for any strategy Ai for player X, where xj> 
0, P(Ai, Y) =v, v is the optimal payoff value. Therefore, 3y1+4y2+ 2y3=v, y1+ 
5y2+3y3=v, 2y1+ y2+ 2y3=v. These give y1+ 3y2 = 0, hence yj=0, j=1,2,3. This 
contradicts (3), which means that one of xi =0, i=1,2,3.  

3.1.1  Case 1.x1=0 
The game matrix in Table 2 reduces to 
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.

 

Because column 1 dominates column 3, the matrix reduces to 
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.

 

By (EQ 2.1), X=(0, 1/5, 4/5) and Y=(4/5,1/5,0). The minmax=min{1/5+8/5, 5/5+4/5, 
3/5+8/5}=9/5, the maxmin=max{12/5+4/5, 4/5+5/5, 8/5+1/5}=16/5. Since minmax ≠
maxmin, there is no equilibrium point. That is, x1 ≠  0. 

3.1.2  Case 2. x2=0 

The game matrix in Table 2 reduces to 
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Because column 3 dominates column 1, the matrix reduces to 
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By (1), X=(1/3, 0, 2/3) and Y=(0, 0, 1). The minmax=min{3/3+4/3, 4/3+2/3, 
2/3+4/3}=2, the maxmin=max{2, 3, 2}=3. Since minmax ≠ maxmin, there is no 
equilibrium point. That is, x2 ≠  0. 

3.1.3  Case 3. x3=0 

The game matrix in Table 2 reduces to 
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Because column 3 dominates column 2, the matrix reduces to 





31

23

.

 

By (1), X=(2/3, 1/3, 0) and Y=(1/3, 0, 2/3). The minmax=min{6/3+1/3,  
8/3+5/3, 4/3+3/3}=7/3, the maxmin=max{3/3+4/3, 1/3+6/3, 2/3+4/3}=7/3. Since 
minmax=maxmin, and hence (X,Y) is an equilibrium point. Therefore, the optimal 
strategy for player X against those threestrategies is to use strategy 1 2/3 times and 
strategy 21/3 times. And the optimal strategy for player Y is to use strategy A 1/3 
times and strategy C 2/3 times. 

3.2  Non-Zero-Sum Payoff 

In general for a two person player game, player X (such as a business) does not have 
the same play off as that of player Y (such as a hacker). This is an example of a non-
zero-sum game. According to Thomas [4], any two-person game with a finite number 
of pure strategies has at least one Nash equilibrium pair. In general, any k-person 
game has a mixed Nash equilibrium k-tuple. A k-tuple strategy (S1, S2, …, Sk) for 
player (P1, P2, …, Pk) is a Nash equilibrium if the expected payoff for player Pi 
(i=1,2, …, k)with respect to strategy (S1, S2, …, Sk) is at least as great as that when Si 
is replaced by other pure strategy for player Pi. For example, the entry (x,y) of the 
game matrix used in the section, where x is the payoff for player X and y is the payoff 
for player Y, is assumed to be given in Table 4 (using unit 10K) below: 
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Table 4. GameMatrix 

 A B C 

1 (5,1) (2,2) (1,3) 

2 (-1,2) (3,1) (2,1) 

3 (0,3) (1,3) (2,2) 

If player X uses a mixed strategy X=(x1, x2, 1-x1-x2), where xi ≥  0, i=1,2.And 

player Y uses a mixed strategy Y=(y1, y2, 1-y1-y2), where yj ≥  0, j=1,2. Let PX and PY 
be the payoff functions for player X and Y. Then 

PX =x1 (5y1+2y2+1-y1-y2) +x2 (-y1 +3 y2+2(1-y1-y2)) + (1-x1-x2) (y2+2(1-y1-y2) 
=x1 (6y1 +2y2-1) +x2 (-y1 +2 y2)+2-2y1-y2 
PY =x1 (y1 +2y2+3(1-y1-y2)) +x2 (2y1 +y2+1-y1-y2) + (1-x1-x2) (3y1 +3y2+2(1-y1-y2)) 
= x1 (-3 y1-2 y2 +1) + x2 (-y2-1)+2+y1+y2 

Suppose that X*=(x1
*, x2

*, 1-x1
*-x2

*), where xi
* ≥  0, i=1,2, and Y*=(y1

*, y2
*, 1-y1

*-y2
*) 

is a Nash equilibrium pair. PX (X,Y*) has a maximum at X=X*. The partial derivatives 

XP∂ / 1x∂ =0, and XP∂ / 2x∂ =0 at X=X*give6y1
* +2y2

*-1=0 and -y1
* +2 y2

*=0. 

Solving, this gives y1
* = 1/7 and y2

* =1/14. Y*=(1/7, 1/14, 11/14). Likewise, (X*,Y) 

has a maximum at Y=Y*. YP∂ / 1y∂ =0, and YP∂ / 2y∂ =0. These give-3x1
* +1=0 and 

-2x1
* -x2

*+1=0. Solving, this gives x1
* = 1/3 and x2

* =1/3. X*=(1/3, 1/3, 1/3). The 
payoffs ( PX

* =23/14, PY
* = 2). 

4  Conclusion 

If the frequencies of threats occurrence are known, the optimal pure strategy can be 
found by expected effectiveness. However, if those frequencies are unknown, the 
optimal strategy is a mixed strategy provided by game theory. The problem can also 
be solved by linear programming method. 

References 

1. Mendelson, E.: Introducing Game Theory and Its Applications. Chapman & Hall/CRC 

Press Co, New York (2004) 

2. Bishop, M.: Computer Security. Addison-Wesley/Prentice-Hall, Boston (2003) 

3. Whitman, M., Mattord, H.: Management of Information Security. Thomson Course 

Technology, New York (2004) 

4. Thomas, L.: Games. Theory and Applications. John Wiley & Sons, New York (1984) 

 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 117–123. 

springerlink.com                              © Springer-Verlag Berlin Heidelberg 2011 

HDR Image Synthesis Based on Multi-exposure Color 

Images 

Hua Wang, Jianzhong Cao, Linao Tang, and Yao Tang 

Xi’an Institute of Optics and Precision Mechanics, Chinese Academy of Sciences,  

Xi’an, 710119, China 

wangh0112@126.com 

Abstract. In digital camera, it’s difficult to exceed the dynamic range of 

60~80dB because of the saturation current and background noise of 

CCD/CMOS image sensor in a single exposure image. In order to obtain more 

information and detail of a scene, we should extend its dynamic range, which 

was called HDR technology. Recent years, HDR imaging techniques have 

become the focus of much research because of their high theoretical and 

practical importance. By applying HDR techniques, the performance of 

different image processing and computer vision algorithms, information 

enhancement, and object and pattern recognition can also be improved. In this 

paper, a new tone reproduction algorithm is introduced, based on which may 

help to develop the hard-to-view or nonviewable features and details of color 

images. This method applies on multi-exposure images synthesis technique, 

where the red, green, and blue (RGB) color components of the pixels are 

separately handled. In the output, the corresponding (modified) color 

components are blended. As a result, a high quality HDR image is obtained, 

which contains almost the whole details and color information. 

Keywords: color image processing, high dynamic range (HDR) image, image 

enhancement, multi-exposure images synthesize. 

1  Introduction 

The dynamic range of an image signal generated by an image sensor in CCD or 

CMOS technology is limited by its noise level on the one hand, and the saturation 

voltage of the sensor on the other hand [1].In our nature world, the dynamic range of 

a scene is always higher than that of the CCD or CMOS cameras because of different 

luminance values. Thus, it’s difficult to capture all of the details and color information 

of the actual scene in one image. In order to obtain more details of a scene, 

researchers have tried lots of methods to improve the quality of an image. A typical 

example is noise elimination from the images, which yields much better results [2] 

but it is also impossible to exhibit all the details of that scene. A feasible way to 

obtain this wide dynamic range scene is that we can capture multiple images of the 

same scene, but each image has different exposure time and it contains the most detail 

of one of the regions in the scene. If the scene contains region s with high luminance 

values, it is necessary to take a picture with low exposure time for the visualization of 
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the details in this highly illuminated region. On the other hand, if the scene includes 

very dark regions, the exposure time should much higher so that we can capture the 

details in these areas. At the end, we can synthesis these different exposure time 

images to obtain a HDR image. 

Now, there are plenty of multiple exposure fusion methods and most of them are 

dependent to certain image properties like the scene irradiance map [3] etc. The scene 

irradiance varies from region to region subject to many factors, like the local surface 

reflectance, occlusion and shadows etc.[4].It’s not an easy thing to find a general 

algorithm to handle all the irradiance conditions if the irradiance across a scene varies 

greatly. The parameters corresponding to the image processing function in many of 

the case are depending on the selection of the image features, i.e these algorithms are 

usually in some instant sensitive image properties [5-6]. The light intensity at a point 

in the image is the product of the reflectance at the corresponding object point and the 

intensity of illumination at that point. The amount of light projected to our eyes is 

determined by factors such as the illumination that strikes visible surfaces, the 

proportion of light reflected from the surface, and the amount of light absorbed, 

reflected, or deflected by the prevailing atmospheric conditions, such as haze or other 

partially transparent media [7].  

Approaching from the opposite site, if we have a set of images with different 

exposure times, we must decide which exposure contains the maximum detail in the 

case of a certain region of a actual scene. 

In this paper, a novel multi-exposure based imaging technology is proposed. The 

basic theory is that different exposure image contains different information and each 

image contains a region which has the maximum level of detail. Our work is to detect 

these regions in these images, and then merge these regions into a new image, 

however, because these regions come from different image, there are sharp transitions 

along the borders of the region. To eliminate the transition boundaries between varies 

image blocks, a blending function is used as the weight for final image merging. 

The paper is organized as follows: In section 2, details in a certain region is 

estimated. Section 3 gives a blending function for the regions merging. 

2  Estimate the Level of the Color Image in an Image Region 

The main task of this section is to measure the detail level in an arbitrary region of the 

image. For this purpose, we use the sum of the gradients of RGB intensity function 

corresponding to the processed image. A linear mapping function is introduced to set 

up the measurement of the detail level at the same time. The following is the 

description of the measurement method of the detail level. 

Let ( , )RI x y , ( , )GI x y and ( , )BI x y  be the RGB intensity components of the 

pixel at the location of ( , )x y  in the image to be processed. The gradients of the 

intensity function in horizontal ∆Ix and vertical ∆Iy at position（x, y）  can be 

calculated by the differences of the RGB components between its neighboring pixels. 

For simplicity, we show the expression for the R component (the same has to be 

evaluated in case of the G and B components), i.e.,  
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( , ) | ( 1, ) ( , ) | | ( 1, ) ( , ) |R R R R R

x
I x y I x y I x y I x y I x y∆ = + − + − −  

( , ) | ( , 1) ( , ) | | ( , ) ( , 1) |R R R R R

x
I x y I x y I x y I x y I x y∆ = + − + − −    (1) 

For further processing, we introduce a linear mapping function L which can be 

expressed as follows, 

max( ) /L u u I=
                                                         

(2) 

Where maxI  is a constant stands for the maximum intensity value. For 8-bit RGB 

scale, it is equal to 255. 

Consider R be one of the regions of width w and height h of the images, and its 

upper left corner at the position of ( , )
r r

x y . The R component level of detail inside 

of region R is defined as 

1 1

1 1

( ) (max( ( , ), ( , )))
w h

R R R

x y

i j

M R L I x i y j I x i y j
− −

= =

= ∆ + + ∆ + +        (3) 

And the sum detail level of the RGB three components in region R is  

( ) ( ) ( ) ( )R G B
M R M R M R M R= + +                      (4) 

The higher ( )M R  is, the more detail this region contains. In the following part, we 

will merge these regions together which contain the most details. 

3  HDR Image Synthesization  

To determine the image’ sub-regions with most detail, all of the N input images are 

divided into n*m rectangular regions (see Fig.1). These sub-regions in the image are 

of the same size with width w and height h .Assuming i and j denote the row and 

column indices of the regions, and Rijk denotes the image sub-region in the i th row 

and the j th column of the image with index k, where k=1,…,N. Let M denote the 

matrix of regions with the highest level of detail, the element of the core matrix in i th 

row and the j th column represents the index of the input image having the largest  

( )M R  value, i.e., 

M(Rijl) > M(Rijk)，k=1,…,l-1,l+1,…,N                      (5) 

Because each image contains more than one region which contains the highest level 
of detail and these sub-regions are selected and merged together finally. There are 
sharp transitions along the borders of the regions (see Fig.2). The sharp transitions 
should be eliminated. For this purpose, some researchers use Gaussian blending 

function to process the image [2][8], in this paper, a blending function ( , )x yη  is 

introduced as: 

  0<u,v<1             (6) 2 2 2(( ) ( ) )

1
( , )

ij ijv x rx y ry
x y

u e
η

− + −
=

+
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Fig. 1. Image sub-regions 

 

Fig. 2. Sharp transitions along the borders 

where u, v indicate the height of this blending function and the radius is projected in 

x-y plane, ( , )
ij ij

rx ry  is the coordinates of the center of image regions. Then the 

merged image can be expressed as: 

( , )

( , ) ( , ) ( , )R R

o k k

k o x y

I x y x y I x yη
∈

=   

( , )

( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

G G

o k k

k o x y

B B

o k k

k o x y

I x y x y I x y

I x y x y I x y

η

η

∈

∈

=

=


  

( , ) ( , ), ( , ), ( , )R G B

o o o o
I x y I x y I x y I x y=<                (7)  

Exposure 1 

Exposure 2 

Exposure k 

(rxij,ryij) 

Rijk 

w 

h 

Ik(x,y) 
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Where ( , )o x y  denotes a 3*3 region around ( , )x y . 
k

η  is the different weight from 

the image based on the element of core matrix image. ( , )R

k
I x y , ( , )G

k
I x y , 

( , )
B

k
I x y  represent the luminance information of R,G, B at position ( , )x y , 

respectively. 

In order to illustrate the merging process more detailedly, the four original images 

(A,B,C,D) are showed in Fig.3, ( , )o x y  can be represented as a matrix as: 

1 2 3

4 5 6

7 8 9

A B A

M C B A

D C D

  =    
 

In this matrix, 1A denotes the first region with highest detail level is from image A. 

( , )
i

x yη represents the weight value of the pixel (x, y) corresponding to the same 

position in A.  Then the final HDR image pixel ( ),  OI x y  can be expressed by: 

( )
9

1

,  ( , ) ( , )
t t t

o i d

i

I x y x y I x yη
=

=  

d=A,B,C,D   t=R,G,B                              (8) 

 

 

Fig. 3. Illustration of image merging at (x, y) in any sub-regions 

4  Experimental Results 

The effect of the proposed algorithm is illustrated by two examples.Fig.4 was taken in 

a park, a),b) and c) are images with different exposure of the same scene. These 

images are firstly divided into 19*29 sub-regions. The parameters u,v in Eqn.(6) are 

set to 0.05 and 0.02 respectively. And then the HDR image is showed as Fig.4d). 

Obviously, we get a good visual effect than the other three images. In the HDR 

image, the detail (sky, cloud, trees, lotus leaves, etc. ) are all very clear and the color 

is more vivid.Fig.5 shows another experiment result. In image a), the detail of grass, 

house and tree are clear, but the sky and cloud are plain white due to saturation of the 

CCD or CMOS image sensor. In image c),although the sky and cloud have good  
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    a)                                         b) 

 
   c)                                         d) 

Fig. 4. a），b），c）are the original images with different exposure times. d) The merged 

HDR image 

 
a)                                          b) 

 
    c)                                            d) 

Fig. 5. a），b），c）are the original images with different exposure times. d) The merged 

HDR image 
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visual effect because of short exposure, the detail of the house and the lawn are lost. 

These images are divided into 16*29 sub-regions, and u,v are set to 0.05 and 0.04 

respectively. Visual effect of the HDR image can be improved significantly as shown 

in Fig.5d). 

5  Conclusion and Future Work 

In this article, we use multiple images with different exposure times of the same scene 

to obtain a HDR image. Firstly, we divide the image into sub-regions, and then select 

these sub-regions with highest detail level. At the end, we merge these regions 

together and eliminate the sharp transitions along the borders of the regions. But the 

current implementation of this method is limited to process static scenes. As future 

work, this technique should be adaptive to dynamic scenes. And the complexity of 

this method should reduce if we want use it in real-time system. In real-time 

applications, like supporting vehicle systems for accident avoidance where the scene 

may change (possibly frequently), the exposure time and the processing time are the 

most important factors whose optimal determination requires further analysis. 
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Abstract. In order to further simplify the calculation of life insurance actuarial 

notation on credibility space, this paper deduced the ultimate expression of life 

insurance actuarial notation about life distribution function and gives the value 

determinative conditions only by the life distribution function to determine, 

based on the basic properties of credibility distribution, through decomposing 

and discussing of every portion of the expression and seeking for the sufficient 

and necessary condition of judgement. Thus, the calculation of life insurance 

actuarial notation on credibility space is transformed from calculation of purely 

theoretical credibility measure to the simple arithmetic of life distribution 

function. 

Keywords: Credibility space, Actuarial notation, Life distribution function, 

Credibility measure. 

1  Introduction 

The traditional theories of life insurance actuarial model are founded on the 

probability space, generally is composed of the expression of actuarial notation of 

future lifetime distribution function. There are three actuarial notations expressing of 

future lifetime distribution,
t x
q , 

t x
p  and u xt

q . It is one of the basic contents to discuss 

the life distribution function expression of these three actuarial notations in the 

theoretical research and practical application of life insurance actuarial model. In the 

traditional theory of life insurance actuarial model, the life distribution function 

expression of these three actuarial notations is given out In reference [4], the 

traditional life insurance actuarial model on probability space is extended to 

credibility space, and the three actuarial notations are redefined on credibility space, 

that is, the new definition expressions of three actuarial notations under credibility 

measure. However, due to the complexity of credibility measure’s calculation, it is 

impossible to get the value of life insurance actuarial notation from definition 

expression directly. Thus, reference [4] provides the life distribution function 

expression of the actuarial notation 
t xq  and

t xp , and reference [5] provides the life 
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distribution function expression of actuarial notation u xt
q , yet both the expression and 

the value determinative conditions contain maximizing operation and minimizing 

operation in reference [5]. This paper accomplishes the further decomposition of life 

distribution function expression of life insurance actuarial notation u xt
q to deduce the 

cannot be further decomposed expression. Thus, the theory of life insurance actuarial 

model on credibility space is improved, which facilitates the calculation of actuarial 

notation and consolidates the foundation for the future application of that model. 

2  Preliminary 

Definition 1[6] Let Θ  be a nonempty set，and let ( )ΘP  be the power set of Θ . Each 

element ( )A Θ∈P is called an event. A set function [ ]: 0,1Cr Θ →  is called a credibility 

measure if ( ) { } 1i Cr Θ = ; ( )ii  { } { }Cr A Cr B≤ whenever A B⊂ ; ( )iii { } { } 1
c

Cr A Cr A+ =  

for any event A ; ( )iv  { } { }supi i
i i

Cr A Cr A∪ =  for any events { }iA  with { }sup 0.5i
i

Cr A < . 

The triplet ( )( ), ,CrΘ ΘP is called a credibility space [7]. 

Cr is a metric operator of credibility of fuzzy events. 

Definition 2[8] A fuzzy variable is a function from credibility space ( )( ), ,CrΘ ΘP to the set of 

real numbers. 

Definition 3[9] The credibility distribution [ ]: 0,1Φ ℜ →  of a fuzzy variable ξ  is 

defined by 

( ) { }x Cr xξΦ = ≤ . 

Definition 4[10] Let ( )0T  be anyone’s life span. The life distribution function is 

defined by  

( ) ( ){ }0 0x Cr T xΦ = ≤ ( )0x > . 

( )0 xΦ  represents the credibility that a neonatal (i.e., 0 years old) died in the next 

x  years. 

Definition 5[8] Let ( )( ), , rCΘ ΘP  be a credibility space, and ( ),A B Θ∈P . Then the 

conditional credibility measure of A  given B  is defined by 

{ }

{ }
{ }

{ }
{ }

{ }
{ }

{ }
{ }

if

if

otherwise

, 0.5

1 , 0.5

0.5, .

c c

Cr A B Cr A B

Cr B Cr B

Cr A B Cr A B
Cr A B

Cr B Cr B


<

= − <

 

 
 

When { } 0Cr B > .  
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In the life insurance actuarial theory on the credibility space, xt u
q  represents the 

credibility which a person ages x  dies between x t+  and x t u+ +  years old, that 

is
xt u

q = ( ) ( ){ }0 0Cr x t T x t u T x+ < ≤ + + > . 

Conclusion1[5] Let ( )( ), ,CrΘ ΘP  be a credibility space, and ( )0T  be anyone’s 

life span， and ( )0 xΦ be life distribution function. Then for the life insurance 

actuarial notation xt u
q , we have 

xt u
q ( ) ( ){ }0 0Cr x t T x t u T x= + < ≤ + + >  

( ) ( )

( ) ( )

otherwise.

0 0 0 0

0 0

0 0 0 0

0 0

1 ( ) ( ) 1 ( ) ( )
, if 0.5

1 ( ) 1 ( )

( ) 1 ( ) ( ) 1 ( )
if1 , 0.5

1 ( ) 1 ( )

0.5,

x t x t u x t x t u

x x

x t x t u x t x t u

x x

 − Φ + ∧ Φ + + − Φ + ∧ Φ + +
<

− Φ − Φ Φ + ∨ − Φ + + Φ + ∨ − Φ + + − <
= − Φ − Φ

 

3  Decomposition 

In the following, we move on decomposing the life distribution function expression of 

the xt u
q  in Conclusion1 (The following discussion assumes that: ( ) ( )0 0x x tΦ ≠ Φ + , 

0t > ). This mainly involves the conditions of decomposition establishment which 

must be necessary and sufficient conditions. 

3.1   The decomposition of 
( )

( )0 0

0

1 ( ) ( )
0.5

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
<

− Φ
 

(1) If
( )0 0

0

1 ( ) ( )

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
=

− Φ
0

0

1 ( )

1 ( )

x t

x

− Φ +

− Φ
, namely 0 01 ( ) ( )x t x t u− Φ + ≤ Φ + + , 

then by using 0

0

1 ( )
0.5

1 ( )

x t

x

− Φ +
<

− Φ
, we obtain 

0 0( ) 0.5 0.5 ( )x t xΦ + > + Φ . 

Conversely, if 0 0( ) 0.5 0.5 ( )x t xΦ + > + Φ , then 01 ( )x t− Φ + <  ( )0
1 0.5 0.5 ( )x− + Φ =  

00.5 0.5 ( )x− Φ . Thus 01 ( )x t− Φ + < 00.5 0.5 ( )x− Φ < 0.5 00.5 0.5 ( )x< + Φ <  0 ( )x tΦ + <  

0 ( )x t uΦ + + . Hence we obtain 

( )0 0

0

1 ( ) ( )

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
=

− Φ
0

0

1 ( )

1 ( )

x t

x

− Φ +

− Φ
. 
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The deduction above shows that 
( )0 0

0

1 ( ) ( )

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
=

− Φ
 0

0

1 ( )

1 ( )

x t

x

− Φ +

− Φ
（i.e. 

0 01 ( ) ( )x t x t u− Φ + ≤ Φ + + ） and 0 ( )x tΦ + >  00.5 0.5 ( )x+ Φ  are equivalent under the 

prerequisite of
( )0 0

0

1 ( ) ( )
0.5

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
<

− Φ
. 

(2) If
( )0 0

0

1 ( ) ( )

1 ( )

x t x t u

x

− Φ + ∧ Φ + +
=

− Φ
0

0

( )

1 ( )

x t u

x

Φ + +

− Φ
, namely 0 01 ( ) ( )x t x t u− Φ + ≥ Φ + + , 

then by using 0

0

( )
0.5
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Hence, we always have 0 ( )x tΦ + <  00.5 0.5 ( )x− Φ 0.5< < 00.5 0.5 ( )x+ Φ  

0( )x t u< Φ + + , under the condition of
( )0 0

0

( ) 1 ( )

1 ( )

x t x t u

x

Φ + ∨ − Φ + +

− Φ
 0.5< . 

(1) If
( )0 0

0

( ) 1 ( )

1 ( )

x t x t u

x

Φ + ∨ − Φ + +

− Φ
0

0

( )

1 ( )

x t

x

Φ +
=

− Φ
, namely 0 ( )x tΦ + ≥ 01 ( )x t u− Φ + + , then 

we have 0 0( ) ( ) 1x t x t uΦ + + Φ + + ≥ and 0 ( )x tΦ + <  00.5 0.5 ( )x− Φ . Conversely, if 

0 0( ) ( )x t x t uΦ + + Φ + +  1≥ and 0 ( )x tΦ + < 00.5 0.5 ( )x− Φ , then we have 

( )0 0

0

( ) 1 ( )

1 ( )

x t x t u

x

Φ + ∨ − Φ + +

− Φ
 0

0

( )

1 ( )

x t

x

Φ +
=

− Φ
. 

(2) If
( )0 0

0

( ) 1 ( )

1 ( )

x t x t u

x

Φ + ∨ − Φ + +
=

− Φ
 0

0

1 ( )

1 ( )

x t u

x

− Φ + +

− Φ
, namely 0 ( )x tΦ + ≤  1−  

0 ( )x t uΦ + + , then we have 

0 0( ) ( ) 1x t x t uΦ + + Φ + + ≤ and 00.5 0.5 ( )x+ Φ 0( )x t u≤ Φ + + . Conversely, if 

0 0( ) ( ) 1x t x t uΦ + + Φ + + ≤ and 00.5 0.5 ( )x+ Φ 0( )x t u≤ Φ + + , then we have  

( )0 0

0

( ) 1 ( )

1 ( )

x t x t u

x

Φ + ∨ − Φ + +
=

− Φ
 0

0

1 ( )

1 ( )

x t u

x

− Φ + +

− Φ
. 

Based on the analysis above, we have the decomposition expression that 

( )
( )0 0

0

( ) 1 ( )
0.5

1 ( )

x t x t u

x

Φ + ∨ − Φ + +
<

− Φ

0
0 0 0 0

0

0
0 0 0 0

0

( )
, if 1 ( ) ( ), ( ) 0.5 0.5 ( )

1 ( )

1 ( )
, if 1 ( ) ( ), ( ) 0.5 0.5 ( ).

1 ( )

x t
x t x t u x t x

x

x t u
x t x t u x t u x

x

Φ +
≤ Φ + + Φ + + Φ + < − Φ − Φ

= 
− Φ + + ≥ Φ + + Φ + + Φ + + > + Φ − Φ

 

3.3  The Decomposition of 
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Integrating 3.1 and 3.2, we obtain the further decomposition expression of actuarial 
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4  Conclusions 

This paper accomplishes the further decomposition of life distribution function 

expression of life insurance actuarial notation
u xt
q . We obtain the ultimate expression 

that cannot be decomposed any more. It transforms the numerical calculation of actuarial 

notation
u xt
q to simply arithmetic of the function value. Thus, it improves the life 

insurance actuarial model on credibility space, and facilitates the calculation of actuarial 

notation as well. 
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Abstract. The steel structure machining plant is an important process locale of 

modern ship manufacture. A 3-Dimensional visual layout project of this kind 

machining plant has been put forward based on software CATIA, seeking the 

optimization of plant’s layout. After the initial plan was made, the Maximal 

Element Method were used to establish the mathematical model, and then to 

look for the most optimum and smallest value of plant logistics volume. Using 

the results, the manufacture resource library and the 3D visual model of this steel 

structure were constructed, and an evaluation was also made on the acquired 

visual parameter model. So a useful method and way is brought out for the 

digital manufacture plant’s layout optimization.  

Keywords: visual plant, optimization of layout design, CATIA, manufacturing 

resource library, Maximal Element Method. 

1  Introduction 

Since the 21st  centry, the technology of CAD/CAM was used a lot in the shipbuilding 
field. How to improve the efficiency using computer in the shipbuilding enterprise is 
coming into a new kind of study.Wether the layout of the steel structure machining 
plant is optimization can affect the plant’s efficiency directly, and therefore affects the 
period of manufacture and quality seriously. So, it is important for studing steel 
structure machining plant’s layout[1]. 

Based on the three-dimensional visualization function of the CATIA software ,this 
paper discussed the layout design method using the example of shipbuilding steel 
structure machining plant. It applicated Maximal element method for the layout 
optimization of steel structure machining plant,  established a visual workshop 
model, evaluated the main index of layout scheme , and then provided reference for 
the layout and optimization of the digital production workshop. 

2   The Determination of Steel Structure Machining Plant’S 

Layout 

Good manufacturing enterprises must have a good production process, build a 

reasonable and "flexible" modularization process, and also must start from optimizing 

                                                           
* Special funds to finance operating expenses for basic scientific research of Central Colleges 

(HEUCF100108). 



132 Y. Liu 

the production flow. Based on all of the above, they select the equipment according to 

the product production target. If to reform existing enterprises, it needs to evaluate 

and optimize the existing resources. According to existing resources, using the layout 

optimization algorithm to design and optimize the layout, get the plane layout 

scheme,establish the digital workshop model, mainly to set up manufacturing 

resource database,plant and manufacturing units classification,technics and process 

model, and then get a digital workshop parametric model. Using the digital software 

or its second time development function evaluates the parametric models. If it do not 

meet the requirement, it must get the optimal design scheme through the digital 

workshop model. Figure 1 is the levels chart of the digital workshop layout. 
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Fig. 1. Digital Workshop Layout design Fig. 2. Production flow chart (after optimization) 

2.1  Production Process and Manufacturing Resources Planning 

The processing operations of Marine products is various, and the process is complex. 

Generally, the plant’s logistics line appears unilateralist but also interlaced with each 

other. Taking the steel structure processing plant of a ship manufacturing enterprise 

for example, its process planning was shown in figure 2, the main technique 

parameters of the after optimization manufacturing resources (equipment) as is shown 

in table 1.  
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Table 1. Main technical parameters of equipment 

Equipment name The main technique parameters 
Shape 

dimension(m) 
Work area(m) 

Plasma cutting 

machine  
Cutting width 4.8m，cutting 

thickness 3-20mm, Velocity 

4m/min 

40*6 40*7 

Photoelectric 

open machine  

Cutting width 4m, cutting 

thickness 3-20mm, Velocity 

4m/min 

45*5 45*6 

Flame cutting 

machine  

Cutting width 6.8m, cutting 

thickness 3-20mm, Velocity 

4m/min 

50*000 50*9 

CNC milling 

machine 

The longest 15m, the 

shortest 1m, the thickest 

80mm 

15*5 15*5 

Small plane edge 

machine  
cutting thickness 5-60mm，

Velocity.015-0.8m/min 

0.5*0.5 1*1 

400Toil hydraulic 

press  

operating stroke Velocity 

100mm/s 

6.4*1.8*5.56 10*4.8*5.56 

600Toil hydraulic 

press  

operating stroke Velocity 

120mm/s 

8*3.5 *8.2 12*6.5  *8.2 

Samsung bending 

machine 

16mm*6m 10.52*2.580*2.12 12.52*5.58*2.12 

Samsung bending 

machine 

25mm*8m 14.2*2.8*3 16.2*5.8 *3 

20T driving  2   Velocity 20m/min 13*1.5*2.5 13*1.5*18 

30T driving  2  Velocity 20m/min 18*1*2.5 18*1*18 

plasma cutting 

machine 

Cutting width 4.8m, cutting 

thickness 3-20mm, Velocity 

4m/min 

40*6 40*7 

Samsung  

bending machine 

31mm*4.5m 8950*3015*2310 10.95*6.015*2.3 

40T driving Velocity 20m/min 48*2*3 48*2*18 

2.2  Plant Layout Planning 

Product layout, process layout, group layout and fixed layout are four basic forms of 

facility layout. Among them, fixed layout generally use in the processing of objects 

which are difficult to move, here will not be considered. The relationship between the 

other three types of layout forms and the processing speed and species of processing 

objects is shown in figure 3. Parts type of ship steel processing workshop are almost the 

same, and large quantity, therefore, select a product layout for layout is reasonable. The 

ideas of product layout are the manufacturing process into processes and procedures 

which are completed by special processing equipments and technical personnel. 

2.3  Operation Area Planning 

According to the steel and the product layout type and workshop production process, 

the workshop is divided into three order work area, including cutting operation, 
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forming and group assembly and welding. According to the table 2 representing the 

data of the material yard and work platform area ratio, the Table 1 representing the 

work area of the processing equipment,the work efficiency, and the factory ship 

manufacturing type sure path choice for double logistics form, that is to say to set up 

two parallel across each section. Every work area is divided into three parts, the two 

sides for equipment and working area, sharing the yard and buffer materials which are 

in the central, convenience for materials circulation, shorten the logistics line. As 

shown in figure 4. One cross is mainly for complex curvature sheet metal forming 

operation, the other is mainly for simple curvature plate forming operation. Each 

across set 2 drivings through the whole workshop. A horizontal driving which is set in 

the group assembly and welding area is helpful for scheduling of the facilitating 

materials and components. 

Table 2. Area proportion of stacking yard, buffer zone and working district 

Yard and buffer area/work area Ratio 

Cutting operation area 10-30% 

Forming machining area 30-50% 

group assembly and welding area 30-60% 

 

Cutting 
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Equipment and working area 

Equipment and working area 

 

Fig. 4. Steel machining plant operation area subdivision 

3  The optimization of Steel Structure Machining Plant’S Layout 

The main standard of plant’s layout is to make each produce of the plant’s disposal 

propitious to establishment reasonable logistics, make total conveyance route the 

shortest, conveyance expenses minimum[2]. The main conveyance of the steel 

structure machining plant is driving car. We believe the transportation cost and 

material flow rate is proportional, and we ignore the transportation cost in the paper. 

Second, the workshop layout optimization also includes the use of manufacturing 

resources and the minimum of the cover an area of layout. In the manufacturing 

resource planning, we has made detailed consideration of personnel deployment and 

communication convenience and flexible to add new equipment，on the premise of 

the configuration of the equipment meets production capacity. 

3.1  The Planning of the Area of Workshop 

The area of workshop layout includes equipment and working area, the necessary 

yard and buffer area and the size of the road. And the road includes pavements and 
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parts transportation roads. The total area of workshop is determinated by calculation 

formula (1). 

At=Ae+Ay+Ab+Ar+Ao                                           (1)           

At——total area of workshop； 

Ae——equipment and working area； 

Ay——yard； 

Ab——buffer area； 

Ar——the size of the road； 

Ao——truss, auxiliary equipment, office area. 

The calculation: At≈12300m
2
. 

3.2  Maximal Element Method for Minimum Material Flow Rate of Workshop 

Assume that the equipment has set up a position in the workshop, we build coordinates 

plane coordinating the corner of the plant for the origin. Then we can know coordinates 

of each of the equipment processing knife, and according to the manufacturing process, 

we can get logistics track which determines the initial data ( Figure 5 for mathematics 

abstract model). The best workshop layout is to reduce horizontally and reverse flow of 

logistics line[2]. According to this, we construct equipment layout target function: 

formula (2), which makes sure of the minimization increment of the workshop internal 

logistics. 

y
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(x4,y4)

 

Fig. 5. Mathematical abstract model 
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yjxjyixi ,,,α
——material flow quantity from equipment i to equipment j; 

yjxjyixi ,,,δ
——material flow distance from equipment i to equipment j. 

3.3  Plant Layout Optimization 

After optimizing the layout, the designed steel long of the shipbuilding business 

workshops is 352 meters, the wide is 35 meters, and the total area is 12,320 square 

meters. With supply capacity of the engine needed for the production of water, 
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electricity, steam and compressed air, the condition of air, heating and ventilation, and 

the carrying capacity of lifting equipment installed. According to dimension 

processing equipment and work area, the cutting area is 4650 square meters, the 

forming operation area is 5560 square meters and assembly and welding area is 1800 

square meters. One, an designed area is the 4576 cross- square meters, long * width 

dimension is 352 meters by 13 meters, equipped with 1 set of flame cutting machine, 

1 set of optical opening machine, several sets of small edge planer, 1 set of hydraulic 

machine, 1 set of rolling machine, 1 set of fire work platform and 1 set of platform for 

a small group. Two, an designed area is 6336 square meters, long * width dimension 

is 352 meters by 18 meters, is equipped with 2 sets of CNC plasma cutting machine, 1 

set of CNC milling machine, 1 set of hydraulic machine, 2 sets of coil machine and 1 

set of platform for a middling group.  

This program first establishes the cross-range of products, in line with cutting 

workshop process, with the ability to a certain line, and configure cross car in 

workshop, increase links of vertical and horizontal, so that the material is more 

convenient scheduling. Steel machining plant layout plan is shown in Figure 6.  

 

Fig. 6. Steel machining plant layout plan Fig. 7. Manufacturing resource library

equipment model 

4  Three-Dimensional Visualization Parameter Model 

Plant design module of CATIA software is an object-oriented system. It allows designers 

to create a class factory or other type of plant design easily. It’s reproduce and confirm 

functionality provides an efficient means of design for plant design. The entire design 

process can be extended and amended, so that the design can be more complete[2]. The 

virtual workshop environment in the open database provides a number of logical and 

physical design data for the user, so that we can easily and efficiently create three-

dimensional digital factory model. Visual layout design includes plant design, layout of 

production operations area and layout of equipment in the operations area support 

facilities. 

4.1  The Establishment of Manufacturing Resource Model Library 

We establish three-dimensional model of various manufacturing resources in the same 

proportion. Working parts are supposed to move according to design requirements to 

meet the virtual operating. Save the manufacturing resources with different Classification 

and add their own properties, associated attributes and constraints attributes, to 

implement a property associated with the model. Shown in Figure 7. 
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4.2  The Establishment of Three-Dimensional Model of the Workshop 

Import plant layout diagram as a reference; establish plant-based surface, walls, 

dividing the production area as shown in Figure 8. Quantitatively adjust the layout of 

the plant to produce a complete digital model of plant parameters. Rendering picture 

is shown in figure 9. The lower right corner is the micro-effects of the layout of plant. 

The open database kernel of CATIA provides the development of languages. As 

shown in figure 10, Calls parameters of the model within the software system; assess 

the parametric indicators of the layout of the steel processing plant, Such as 

equipment utilization, space utilization, production line load, etc. And calls excel to 

draw graphs of assessment data. 

 

 
Fig. 8. Production area plan 

 

Fig. 9. Visual parameter model of steel

machining plant 

Fig. 10. Result of layout evaluation 

5  Conclusion 

Proposed five-step program for digital plant layout design. Shipbuilding steel plant, 

for example, to put forward planned production process, optimizing the manufacture 

resource-based plant layout mode. 

Proposed that we should adopt appropriate optimization algorithm before the 

establishment of the digital plant model to finish plant layout design and optimization 

and optimal results should combine actual production. In this case the optimization 

algorithm we used is the largest element method and genetic algorithms. To obtain the 
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global optimal solution and to speed up the convergence rate, genetic algorithm needs 

to select the appropriate parameters. 

Based on three-dimensional visualization software to create digital plant model, on 

the basis of the digital model to create a logical and physical contact, so that the 

digital model of the design upgrade to parameterized model, and attribute information 

of the plant model database available. 

According to the calls and research of the parameters of the digital plant model 

information, we can evaluate the merits of plant layout. And this can provide some 

reference value for the research on the plant layout. 

References 

1. Xu, L., Li, J.-M., Wang, X.-L.: Optimal design for equipment layout of workshop based on 

genetic algorithms. Modular Machine Tool & Automatic Manufacturing Technique 12,  

46–48 (2004) 

2. Du, Q., Ge, S., Ge, Q.: Research of ProcessOptim iza tion in Shipbuild ing Shop Based on 

Method of Shipbuilding FacilitiespCollocation Optimization. Science Technology and 

Engineering 9, 3367–3370 (2009) 

3. Liu, Y., Mei, M.: Hull Blocks Virtual Assembly Sequence Planning Based on Improved 

Genetic Algorithm. In: The 2nd International Conference on E-Business and E-

Government, vol. 7, pp. 304–306 (2010) 

4. Xiao, M.-H., Wang, M., Wang, H., et al.: Research on the Packing Problem Based on the 

Genetic Algorithm and Simulated Annealing Algorithm. Computer Engineering and 

Applications 36, 70–72 (2003) 

5. Zheng, W., Wang, Z.-M.: 3D Plant Design. Chemical Industry Press, Beijin (2005) 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 139–146. 

springerlink.com                              © Springer-Verlag Berlin Heidelberg 2011 

High-Speed Facial Recognition Using Log-Polar 

Transformation 

Yue Bao
1
, Bin Qi

2
, and Fei Gu

1
 

1 Tokyo City University 

1-28-1 Tamazutsumi, Setagaya-ku, Tokyo, Japan 

{bao,g1191801}@tcu.ac.jp  
2 Toshiba Corporations  

1-1-1 Shibaura, Minato-ku, Tokyo, Japan 

bin.qi@toshiba.co.jp  

Abstract. Log-Polar transformation is an approximate model of human vision. 

If using it to recognize human faces, a reference point for the transformation is 

necessary, and the position of the reference point influences the recognition 

accuracy directly. However, it is difficult to extract an appropriate reference 

point from an image automatically. This paper proposes a face recognition 

method that detects the face center point as a reference point for Log-Polar 

transformation automatically. It is easier than before to recognize the faces by 

using Log-Polar transformation with the propose method.  

Keywords: Log-Polar transformation, Facial recognition, High-speed, 

Matching. 

1  Introduction 

The necessity for a physical security system is increasing with the increase in incidents 

of theft. The place which should be protected must be clearly divided by a wall, a 

partition or an entrance, etc., and only the permitted persons are enabled to go in and 

out of the place, and it must have the capability to supervise and record the actions of 

the people in the surrounding area and inside the building. Facial recognition 

technology is extremely convenient in using security features (there is no danger of 

forgetting, loss, theft, or a loan) which are features of biometrics itself [1] [2]. 

Many researchers have proposed the methods of facial recognition, selecting the 

frontal face pattern from the photographed face image and performing personal 

identification. These methods extract the feature vectors from the input image, and 

identify the same person according to the smallest distance of vectors [3]. Another 

facial recognition method uses Log-Polar transformation that is suitable for size 

change or rotation of the face images [4]. However, it is difficult to take the face 

correctly in the middle of the frame. When the center of the face is not in the center of 

the image, discrimination is not possible. 
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In this paper, we propose the high-speed facial recognition method which using the 

Log-Polar transformation and the transformation center are calculated automatically. 

First, both eyes are detected from the captured face picture. Next, the center of a face is 

automatically calculated using the position of the detected eye. Log-Polar transformation 

is done by setting this center as a transformation center. The degree of similar is 

calculated by matching with the picture which had the transformed picture registered. 

Moreover, when checking matching of an image, high-speed matching is realized by 

using part matching. 

This proposal method has the feature shown below. 

 When doing Log-Polar transformation, a transformation center can be 

automatically decided from the captured image using detection of the position 

of an eye. 

 By making the Log-Polar transformation of the image of ring form, Log-Polar 

transformation of the face area of only the specific range can be performed. 

 Both eyes and a mouth are the parts which are the most characteristic in a 

face. By matching only with those parts, the high precision and high-speed of 

facial recognition are possible. 

2  Proposal Method 

In Log-Polar coordinates, ρ is the logarithm of the distance from the center in an 

orthogonal coordinate system and θ is the angle seen from the center. It is transformed 

by the following Equations. 
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Where, ( )cc yx ,  is the center of coordinate. In Log-Polar transformation and image 

recognition, it has the effective feature by Eq. (1).  

For example, first rotation movement by an orthogonal coordinate system is 

expressed with Log-Polar system of coordinates as lateral parallel translation. Second, 

Change of the size in an orthogonal coordinate system is expressed with Log-Polar 

system of coordinates as parallel translation of a lengthwise direction. These features 

are very useful in order to build the image recognition algorithm which can answer to 

change of a size and rotation. 

2.1  Automatic Extraction of Transformation Center 

In order to decide the transformation center of Log-Polar transformation automatically, 

the iris of the eye of a face image is detected, and the center of both eyes is calculated. 

Here, it is defined as setting a tip of the nose as the center of a face. 

As shown in Fig. 1, the height of an isosceles triangle was set to two thirds of the 

distance between eyes. ( )11 , yx  and ( )22 , yx  are the coordinate values of the center of 

both eyes.  
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Fig. 1. Method of determining transformation center 

The value of two thirds was acquired from the data of seven students face. In an 

isosceles triangle, a vertex ( )33 , yx  is set as a transformation center (center of a 

face). A vertex ( )33 , yx  is calculated using the Eq. (2). 
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Fig. 2 is the flow of the Log-Polar transformation which extracts a transformation 

center automatically. First, an input image is made into a grayscale image, and the 

search range is narrowed down. Next, an input image is made into a binary image and 

removes a noise by filter. Moreover, labeling is made and through the judgment of 

area detects both eyes. The coordinates centering on transformation are calculated 

with the coordinates of both the detected eyes by Eq. (2). Log-Polar transformation is 

processed using this coordinate value. 

 

 
 

Fig. 2. The flow of the Log-Polar transformation 

In the facial recognition by Log-Polar transformation, it is necessary to move a 

pixel to calculate the degree of similar. So, there is a problem which takes time. Then, 

improvement in the speed of facial recognition is proposed. 

Input image Grayscale image Narrow down image Binary image 

Remove a noise Labeling Judgment of eye Display on image Log-polar image 



142 Y. Bao, B. Qi, and F. Gu 

2.2  Determination of the Ring Form Area 

As shown in Fig. 3, in order to include a face area correctly in a processing area, the 

center of the circle which passes along three points of the center of both eyes ( )11 , yx , 

( )22 , yx  and the center of a mouth ( )33 , yx  is set as a transformation center. The 

coordinates of the center of a circle ( )33 , yx  can be calculated by Eq. (3). 

 

Fig. 3. Determination using a circle of the coordinates centering on transformation 
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In this case, the Log-Polar transformation explained by 2.1 only to the part enclosed 

with an inside circle and an outside circle is done. 

2.3  Pattern Matching by the Part 

The Log-Polar transformation of the face area of only the specific range in which both 

eyes and a mouth are settled is made. Because both eyes and a mouth are the portions 

which are the most characteristic in a face, it can recognize, if fixed width is given 

and matched with this circle. The part pattern matching which using the both eyes and 

a mouth is made. Therefore, high-speed processing is possible for not using a useless 

part. 

As a concrete method, only the part of a face is matched for an input image and a 

template image. That is, the area of the mouth of an input image and the area of the 

mouth of a template image (MM: Mouse Matching), the area of the left eye of an 

input image and the area of the left eye of a template image (LEM: Left Eye 

Matching), the area of the right eye of an input image and the area of the right eye of 

a template image (REM: Right Eye Matching), each matching is done. 

The value which integrated the value of each matching is used as an evaluation 

value. The value η of part pattern matching is calculated by Eq. (4). 

                     REMLEMMM ××=η                      (4) 
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It is necessary to remove the part into which individual difference does not clarify, 

for example the part is the cheek and the amount. If it does so, it will become easy to 

make facial recognition of the matching only by the part of the face of mouth and eye, 

and processing speed will also become quick. 
 

 

               (a)                             (b) 

Fig. 4. Part pattern matching (a) The case of perpendicular face (b) The case of leaning face 

As shown in Fig. 4. (a), the reference axis is set up after transformation center 

coordinates are decided. And, the area of mouth and eye can be divided by angle. 

Log-Polar transformation is done only to the divided area. As shown in Fig. 4. (b), 

when a face inclines, the angle leaned α can be calculated using the coordinates of a 

reference axis and an eye by Eq. (5), and it can answer also to the leaning face. 

                       



−

−
= −

13

131tan
xx

yy
α                         (5) 

3  Experimental Result 

The verification experiment was done in order to confirm the validity of the proposal 

method. First, the comparative experiments of the method of proposing it as the method 

using the fixed conventional transformation center of extracting a transformation center 

automatically were done. Then, the verification experiment about the rapidity of the 

proposal method was done using the face image of ring form. 

3.1  About the Automatic Detection of Transformation Center 

In order to confirm the validity of the facial recognition by the Log-Polar 

transformation using transformation center detection, it has recognized by the same 

person using the original image and the image with which distance and the position 

are different. The image is shown in Fig. 5. 

α 

Reference axis 
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Fig. 5. The image for a verification experiment 

The original image is A B C, and an input image is A’ B’ C’. An input image is an 

image captured in the place 2m away from the original image. Moreover, an input 

image shows that the position of a face is also different. The experimental result of 

matching is shown in Table 1. 

Table 1. Comparison result 

 A-A’ B-B’ C-C’ 

Fixed transformation 

center 

 

0.867 

 

0.861 

 

0.878 

Automatic extraction 

transformation center 

 

0.990 

 

0.992 

 

0.990 

By the discernment using a fixed transformation center, the result of matching is 

which is 0.878 or less. However, in the discernment using an automatic extraction 

transformation center, the result of matching is 0.990 or more. It turned out that a 

maximum of 0.131 difference came out from the experimental result in spite of 

recognition of the same people. The validity of the facial recognition by the Log-Polar 

transformation using transformation center detection has been confirmed rather than 

the fixed transformation center. 

3.2  About Improvement in the Speed of the Proposal Method 

In order to realize improvement in the speed of processing, as 2.2 explained, it 

matches only using the part of ring form instead of the taken whole face image. 

Here, two cases are considered. First, as shown in Fig. 6 (a), it is the case which 

uses the area only containing the minimum part of the area of both eyes and the 

mouth. In this case, the areas of the ring form which includes a transformation center 

for both eyes and the mouth as a center of a circle are 25 circles (green). 

Second, as shown in Fig. 6 (b), it is the case which uses the area which can cover 

the area of both eyes and a mouth completely. In this case, the areas of the ring form 

which includes a transformation center for both eyes and the mouth as a center of a 

circle are 37 circles (green). 

A B C 

A’ B’ C’ 

Original 

image 

Input 

image 
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   (a) The sizes of a ring area are 25 circles     (b) The sizes of a ring area are 37 circles 

Fig. 6. The difference about the processing area, (a) is an area containing the minimum part of 

the area of both eyes and the mouth, (b) is the area which covered the area of both eyes and the 

mouth completely 

In order to confirm the validity of the proposal method, it experimented for seven 

users (A~G). The captured face image is matched with the image registered. As an 

evaluation, we used the simple similarity to calculate. The result is shown in Table 2 

and Table 3. 

Table 2. The values of matching result 1 

The sizes of a ring area are 25 circles 

 A B C D E F G 

A 0.98885 0.94555 0.94372 0.91518 0.96432 0.96436 0.93536 

B 0.94099 0.98248 0.88349 0.88399 0.95287 0.92182 0.94174 

C 0.95647 0.9144 0.98485 0.91014 0.9375 0.95903 0.9154 

D 0.91857 0.89121 0.90568 0.98991 0.89558 0.91511 0.87624 

E 0.96379 0.95712 0.92036 0.89751 0.98424 0.92808 0.94736 

F 0.94394 0.92932 0.95692 0.89751 0.92372 0.98762 0.91787 

G 0.93968 0.95625 0.91107 0.88084 0.95898 0.93054 0.97901 

 
The average matching value with the result of matching to others is 0.92737. It 

turns out that the average matching value with themselves is 0.98528. The difference 

of the average matching value of others' and themselves is 5.791%.  

Table 3. The values of matching result 2 

The sizes of a ring area are 37 circles 

 A B C D E F G 

A 0.99109 0.91793 0.83433 0.85025 0.90683 0.8226 0.90748 

B 0.89261 0.96782 0.78915 0.80803 0.83536 0.79979 0.86049 

C 0.82429 0.79626 0.9714 0.88066 0.85039 0.95377 0.87496 

D 0.85683 0.796 0.89137 0.96244 0.90203 0.90111 0.87192 

E 0.92111 0.85571 0.87985 0.90561 0.98685 0.88721 0.94689 

F 0.82094 0.79748 0.95873 0.90675 0.86781 0.98524 0.88837 

G 0.91286 0.87951 0.88223 0.88983 0.95193 0.89842 0.98757 
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From the result of Table 3, the average matching value with the result of matching 

to others is 0.87323. It turns out that the average matching value with themselves is 

0.97892. The difference of the average matching value of others' and themselves is 

10.569%. It turned out that the difference of Table 3 is large. Because the area to 

cover became large, so it is thought that affect came out of the cause with hair. The 

run times are shown in Table 4. 

Table 4. Comparison of the average of a run times 

Whole image matching  

 

(s) 

Part pattern 

matching(25 circles) 

(s) 

Part pattern 

matching(37 circles) 
(s) 

61 8 10 

 
From the result of Table 4, about 86.88% of the processing time was reduced when 

an area uses 25 circles, and about 83.61% of the processing time was reduced when 

an area uses 37 circles. From the experimental result, it can say that the proposed 

method is effective. 

4  Conclusion 

As one of the methods of facial recognition technology, there is the facial recognition 

method by Log-Polar transformation. However, the conventional method is the 

necessity of setting a transformation center manually. Moreover, it has the problem 

which takes the processing time. 

In this paper, we proposed a method which calculated the transformation center 

automatically and high-speed facial recognition by Log-Polar transformation. The 

center of a face is automatically calculated using the position of the detected eye. 

Log-Polar transformation is done by setting this center as a transformation center. The 

degree of similar is calculated by matching with the picture which had the 

transformed picture registered. Moreover, when checking matching of an image, high-

speed matching is realized by using part matching. The verification experiment was 

done in order to confirm the validity of the proposal method. The result showed that 

the proposal method was effective.  
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Abstract. According to the needs of modern agriculture on the crop micro-

environment information, the farmland water potential (FWP) soft-sensing 

network based on WSN could achieve crop micro-environment information 

collection, processing and transmission. The system was made up of the 

imbedded gateway and several WSN nodes, and configured relevant WSN 

nodes based on the requirements of the FWP soft-sensing, such as humiture 

collection node, illuminance collection node and CO2 concentration collection 

node etc. The imbedded gateway received the data of all microenvironment 

information nodes, estimated the FWP value in real-time and communicated 

with the remote data center. In practical application, it works well. 

Keywords: Wireless Sensor Networks (WSN), Farmland Water Potential 

(FWP), ZigBee, Data Acquisition. 

1  Introduction 

The Farmland Water Potential (FWP) that includes soil water potential, crop water 

potential and air water potential is important information to implement precision 

irrigation (PI)[1]. According to the PI requirements to the FWP information, the FWP 

soft-sensing network based on WSN is built. The network which is sub-net of the PI 

decision network is a star topology network which is made up of imbedded gateway 

(master node) and several collection nodes of microenvironment information (slave 

node). The FWP soft-sensing network adopts WSN technology [2] to collect all kinds 

of crop microenvironment information to the imbedded gateway through WSN’s 

nodes distributed to different areas. The gateway transmits the preprocessed data to PI 

decision center through internet or Wi-Fi, thereby, to realize the long-range 

monitoring to the farmland environment parameters and provides data supports for the 

PI decision center. 

2  Network Structure of FWP Soft-sensing 

The FWP soft-sensing network is a subnet of the precision irrigation decision 

network, its over-all structure is shown in Fig.1. Many sensor network nodes and the 
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imbedded gateway constitute a star network; the data is transmitted to the remote data 

center by the common network platform (Internet or Wi-Fi). Every FWP soft-sensing 

network is made up of an ARM imbedded wireless gateway (master node) and several 

microenvironment information wireless collection nodes (slave node), and the data 

communication between the master and slave nodes is proceeded by ZigBee wireless 

communication technology [3]. ARM imbedded gateway mainly has three basic 

functions, namely, data receiving of microenvironment information network node, 

real-time evaluation of FWP, data transmission with PI center, and several sensor 

network nodes mainly is used to collect all kinds of microenvironment information 

and transmit the data to gateway. 

 

Fig. 1. The network structure of FWP soft-sensing 

3  Imbedded Gateway 

The imbedded gateway in the FWP soft-sensing network mainly has three basic 

functions, namely, data receiving of all microenvironment information network nodes, 

real-time evaluation of FWP value and data communication with remote data center. 

Under the circumstance of network, firstly, imbedded gateway takes charge of building 

the whole FWP soft-sensing network through ZigBee wireless route module; after the 

network is built successfully, the gateway could collect all microenvironment 

information; and then, the gateway preprocess the data which is received from all 

WSN nodes, and transmit the information to remote data center for next data analysis 

through Internet or Wi-Fi technology [4]. 

3.1  Hardware Design 

The imbedded gateway in the FWP soft-sensing network builds a hardware platform 

with the core of the Samsung SoC type intelligent chip S3C6410 microprocessor, and 

its periphery is fitted out with ZigBee wireless route module, Wi-Fi communication 

module, SD card storage module and so on, so as to finish data receiving and storage 

of each WSN node and transparent data transformation between ZigBee and internet. 

The structure of gateway is shown in Fig.2. 
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Fig. 2. The structure diagram of gateway system 

The S3C6410 chip which is based on ARM1176JZF-S processor core contains 
16KB instructions data Cache and 16KB TCM, and its basic frequency could reach 
553MHz or 667MHz. The S3C6410 includes much peripheral hardware such as TFT 
24-bit true color LCD controller, system manager (power supply management etc.), 4-
channel UART, 32-channel DMA, 4-channel timer, universal I/O interface, I2C bus 
interface, SD primary device and high-speed multi-media interface etc. 

The 54M wireless USB network card CWUSB54G used by Wi-Fi module is 
compatible with IEE 802.11B/G standard, its wireless transmission rate reaches up to 
54Mbps. Also, the CWUSB54G supports 64/128-bit WEP data encryption, 
meanwhile, supports WPA/WAP-PSK, WPA2/WPAS-PSK security regime. The 
CWUSB54G deployed a all-around intelligent antenna could adapt to different work 
circumstance, has better wireless performance and stability than any other similar 
products, meanwhile, supports wireless roam. 

ZigBee wireless route module used the chip CC2530 which supports IEEE802.15.4, 
ZigBee, ZigBee PRO and ZigBeeRF-4CE standards is used for 2.4GHz free-license 
ISM frequency band, and establishes powerful network nodes by low cost. The ZigBee 
wireless route module communicated with processor by serial port is mainly used to 
transmit the data between the gateway and each sensor node. 

3.2  Software Platform  

The software system of the imbedded gateway mainly includes operation system and 
application system. The operation system selects imbedded Linux operation system 
which is an open-source, the kernel can be cut and re-configured operation system. 
Transplant of Linux operation system on ARM platform could be divided into the 
establishment of cross-compiling environment, transplant of Bootloader, Linux kernel 
and file system and design of system driver etc [4].  

The cross-compiling environment is made up of compiler, connector and interpreter. 
Bootloader which is the first implemented software code after the system is electrified is 
used to start the operation system. This system selects YAFFS file system, which is the 
basis of all the data on the Linux system. The design of system driver mainly includes the 
driving design of Wi-Fi communication and ZigBee wireless communication etc.  

The design of the application system is to compile the application program, which 
mainly includes the compiling of graphical interfaces, wireless data transmission and 
transformation of data format etc. so as to realize the necessary functions of imbedded 
gateway. The framework of whole software system is shown in Fig.3.  
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Fig. 3. The framework of software system 

4  Wireless Sensor Network Node 

The wireless sensor network nodes in the FWP soft-sensing network are responsible for 

the acquisition of all kinds of the crop microenvironment information. According the 

selection of the auxiliary variables in the FWP soft-sensing technology, the 

microenvironment information need to be gathered mainly is illumination, humiture, air 

speed, CO2 thickness, the crop canopy temperature and the soil temperature and moisture 

etc. so, various sensor network nodes are collocated in the FWP soft-sensing network to 

gather all the above microenvironment information. Configuration and arrangement of 

the sensor network nodes is listed in table 1. 

Table 1. Software platform 

Node position Sensor  configuration Collection information 

 

 

Crop Top 

SHT11 Air temperature and humidity 

ZD Series Illumination Transmitter Illumination 

M288865 Weed speed 

BM1000-CO2 CO2 concentration 

TNR infrared temperature sensor Canopy temperature 

 

Crop Root 

PT100 thermal resistance 

temperature sensor 

Soil temperature 

TR-5 soil moisture sensor Soil moisture content 

Crop Leaf Layer 

(UP、Central、

Down) 

SHT11 Temperature and humidity of 

crop leaf layer 

The WSN node is mainly made up of micro-controller module, sensor module, 

wireless transmission module and power module. The micro-controller module is in 

charge of controlling the whole operation of node and completes the acquisition and 

processing of data; the sensor module is in charge of gathering all the microenvironment 

information; the wireless transmission module is in charge of the communication with 
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the master control node of the imbedded gateway, so as to accomplish the uploading of 

data; the power module is in charge of power supply to other three modules. 

In view of the actual requirement of the FWP soft-sensing network, the design of 

the WSN nodes should be considered from the low power consumption, low cost, 

high reliability and expansibility. From the above, the micro-controller module in the 

WSN node uses AVR SCM ATmega8L; ZigBee wireless communication module 

uses RF chip CC2530 which is made by TI Company; the sensor module uses the 

relevant sensor. 

4.1  The Leaf-Layer Humiture Acquisition Node 

The Hardware Design. The leaf-layer humiture acquisition node is mainly made up 

of micro-controller module, sensor module, wireless transmission module and power 

module. The system chart is shown in Fig. 4. 

 

Fig. 4. The system chat of the leaf-layer humiture network node 

The micro-controller module: ATmega8L made by ATMEL Company is a high-

performance, low-power dissipation micro-controller; its operating frequency is 

8MHz, and it has 5 kinds of sleeping modes and could be operated by the mode of 

low-power dissipation under the low voltage. It integrate 1K SRAM, 8K FLASH, one 

SPI, one USART and more common I/O ports [5]. 

The sensor module: SHT71 is a high-integrated chip which integrates many functions 

such as temperature sensing, humidity sensing and signal conversion, A/D conversion 

and heater, and output the digital signal. The SHT71 has high antijamming capability, 

higher cost performance and lower power dissipation; additional, all the technical 

index of the SHT71 is identical to the design requirement.  

The wireless communication module: the CC2530 which is used for 2.4GHz free-

license ISM frequency band is the second generation ZigBee® / IEEE 802.15.4 RF 

SoC of TI Company. It integrates enhancement-mode 8051 micro-controller kernel, 

2.4GHz RF transceiver in accordance with IEEE802.15.4 standard, 256KB flash 

program memory which supports the latest ZigBee2007pro protocol stack, two 

powerful USART which support the multi-group serial protocol and one MAC timer 

which accords with IEEE802.15.4. 
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The power module: because the node is supplied by the battery, the integrated 

stabilivolt chip AMS1117 is used to stabilize the battery voltage to 3.3V which is 

provided to the microcontroller and CC2530 to ensure their normal operation.  

The Software Design. The software design of the WSN nodes mainly includes the 

data gathering of the microenvironment, the data transmission of ZigBee. The output 

signal of the sensor module which is allocated for the microenvironment information 

acquisition node is divided into digital signal and analog signal. It is necessary to 

design different function to gather data according to the different sensors. The flow 

chart of node program is shown in Fig.5. 

The communication between the micro-controller and CC2530 is serial operation. 

The serial port uses the interrupt mode to upload the data in the interrupt service 

routine. The initialized operation of the serial port as follows: 

UCSRB=0x00;  

UCSRA=0x00; //reset the control register 

UCSRC=(1<<URSEL)|(0<<UPM0)|(3<<UCSZ0);// asynchronous 
node; prohibit checkout; 1 stop bit; 8 data bit 

UBRR=15；//Baud rate 57600 

UCSRB=(1<<TXEN)|(1<<RXEN)|(1<<RXCIE);//receiving and 
sending could be applied; receiving interruption could 
be applied 

 

Fig. 5. The flow chat of network node program 
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4.2  Illumination Acquisition Node 

The sensor module uses ZD series illuminance transmitter. This kind of transmitter 

adopts the high sensitivity silicon-blue photovoltaic detector as sensor that has the trait 

of wide measuring range, convenient installation and far transmission range etc. It can 

transfer the illumination intensity into current signal, and then after operation 

amplifier, the current signal can be transferred into voltage signal output, the output 

voltage is 0~5V, corresponding light 0~2e5Lux. The feature of ZD series transmitter is 

wide measurement range, convenient to use and install and far transmission distance. 

4.3  The Air Speed Acquisition Node 

The sensor module uses the M288865 sensor which is traditional wind-cup air 

velocity sensor. The wind cup adopts carbon fiber material provided with the feature 

of high intensity and easy to start etc. 

4.4  CO2 Acquisition Node 

The sensor module uses BM1000-CO2 sensor which is a measurement transmitter f 

special for measuring CO2 in the air. It has nice cost performance. Additional, it 

adopts advanced infrared sensor, so, it works more steady and reliably. 

4.5  The Soil Temperature Acquisition Node 

The sensor module uses PT100 thermal resistance temperature sensor. The relationship 

between its resistance and temperature (indexing characteristics) does accord with IEC 

standard. PT100 can generate 0~5VDC signal, corresponding actual measuring 

temperature 0~80
0
C, and its precision is ±0.5

0
C. 

4.6  The Canopy Temperature Acquisition Node 

In order not to affect the growing of plants, the sensor module adopts non-contact 

lowcost TNR infrared temperature sensor (measuring range:-33~220
0
C, accuracy: 

±0.6
0
C, response time: 1s, the most distance of measuring temperature: 10m). Because 

the infrared temperature measurement uses the radiant infrared ray of object to be tested 

to determine its temperature, this kind of method has superiority such as fast reflecting 

speed, high sensitivity, large measuring range and high precision etc. 

5   Summary 

Along with the WSN technology is more and more applied in the modern agriculture, the 

WSN technology is applied for the network of the FWP soft-sensing, which realizes the 

real-time monitoring and data gathering for all kinds of the crop microenvironment 

information, satisfies the requirements of low-power dissipation, low cost, low data 

transmission rate and high reliability under the farmland circumstance and provides the 

application of the FWP soft-sensing technology with data support. 
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Abstract. The image processing method to discover a specific pattern out of the 

image is called template matching. Template matching searches the image by 

calculating the degree of coincidence to all pixels. However, this method has a 

problem which takes a long time for processing. In order to solve the problem, 

in this paper, we propose the image matching method using the characteristic 

points of the image. In the proposal method, first the original image and the 

template image is prepared. Next, we make the edge images which extracted 

from images which were prepared. And corners are extracted from edge images. 

In this paper, the corner is used as a characteristic point. It will use the 

characteristic points of those two images, when the image matching is done. As 

a result of the experiment, the template image was able to be searched from the 

original image using the proposal method. 

Keywords: Template Matching, Characteristic Point, Searching Image, Edge 

Matching. 

1   Introduction 

The image which is the center of the visual means of communication of information is 

well used with the spread of multimedia environment. In order to utilize a lot of 

image information effectively, a computer needs to judge whether the object with 

which a user is interested and the contents are included in the picture. It is important 

that the domain and image situation can be extracted correctly if needed. 

The technology for the image searching is called image matching or pattern matching. 

For example, it is used for image database search, pursuit of a move object, face 

detection of a digital camera[1][2]. There is template matching as a typical technique [3]. 

Template matching calculates the degree of coincidence based on the luminosity 

information on the image of two sheets. Since template matching shifts the image of two 

sheets for every pixel and calculates the degree of coincidence, there is a problem to 

which processing time becomes huge. Matching is performed using the various feature 

value, for example the method using a color histogram is proposed [4]. Furthermore, 

such as the active searching method which is searched at high speed are proposed [5]. 

In this paper, we propose a method to reduce the amount of calculation of 

matching by using image characteristic points. The place which matches a image by 

using a characteristic point can be looked for efficiently, and calculation of the degree 

of coincidence can also be reduced.  



156 Y. Umeda, Y. Bao, and F. Gu 

First, the template picture and the picture for search of 24-bit bitmap form are 

prepared. Next, image processing is carried out to the prepared image, and edge is 

extracted. Characteristic points are extracted after extracting edge. Then, a image is 

searched based on the position information on the acquired characteristic point. A 

characteristic point and the edge information extracted previously are used for 

calculation of the degree of coincidence.  

2  Proposal Method 

2.1  Characteristic Point Detection 

A template image is discovered out of a image using the characteristic points. Unlike 

the conventional template matching, the proposal method matches partially. The flow 

of the proposal method is as follows.  

First, edge is extracted from a original image and a template image. Edge and a 

characteristic point are extracted from the image. In order to extract edge information 

from the image, it is necessary to generate grayscale and binary image. Next, a 

characteristic point is extracted. The picture of two sheets is piled up based on the 

extracted characteristic point. In order to extract edge, the Canny-method is used.  

(a) (b) (c) 

Fig. 1. (a) Color image (b) Gray scale image (c) Edge image 

After extracting edge, characteristic points are extracted from the edge image. A 

characteristic point is taken as the corner which exists in the edge image. 

 

Fig. 2. The portion enclosed with a red circle is detected as a corner 

This pretreatment is performed to the image which looks for a template image and 

template image. The degree of coincidence of a characteristic point and edge is 

calculated. The position of the most suitable picture is outputted with the degree of 

coincidence. 
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2.2  Image Matching by Characteristic Point 

In the image matching, we use the edge and the characteristic point is extracted from 

the object image which looks for a template image and a template image. As shown in 

Fig. 3, edge and a characteristic point are extracted from an original image and a 

template image. A red point is a corner and let it be a characteristic point.  

(a)        (b) 

Fig. 3. (a) Original image (b) Template image, red points are characteristic point 

First, the characteristic point of the original image and a template image is piled up. 

Next, other characteristic points of a template image check whether it overlaps with the 

characteristic point of the object image which looks for a template image. If it does not 

overlap, a template image is moved to another characteristic point.  

(a) (b) (c) 

Fig. 4. (a) The characteristic point of a template image and an original image is piled up. (b) 

The check of other characteristic points (c) Movement of a template image. 

Since a possibility that a template image is there is high when it overlaps, the 

degree of coincidence is calculated. The degree of coincidence counts the number of 

pixels of overlapping edge.  
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(a) (b) (c) 

Fig. 5. (a) Other characteristic point’s overlapped (b) An overlapping edge pixel is counted (c) 

Movement of a template image 

If the number of pixels of overlapping edge is counted and the coordinates of the 

piled-up characteristic point are recorded, a template image will be moved to another 

characteristic point. The above-mentioned processing is performed to all characteristic 

points. Finally the place where the degree of coincidence is the highest is outputted. As 

shown in Fig. 6, at (a), there are most pixels of the edge with which the template image 

and the original image have overlapped. As shown in Fig. 6,at (b), the place where the 

degree of coincidence is the highest is outputted.  

(a)     (b) 

Fig. 6. (a) The place with which it overlaps best (b) A result is outputted 

3  Experimental Result 

The verification experiment was conducted in order to check the validity of the 

proposal method. The spec of the computer used for an experiment is shown Table1. 

Table 1. The spec of the computer 

OS Windows Vista Home Premium 

Processor AMD Athlon(tm)64 X2 Dual Core Processer 5000+ 

2.6GHz

Memory(RAM) 2.00GB

Program development 

environment 
Microsoft Visual Studio 2005 C++ 
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Fig. 7 and Fig. 8 are images for the experiment. The following artificial images and 

natural pictures were prepared for the experiment. A template image is cut in part 

from a original image. And it is made smaller than the size of a original image. 

(a)   (b) 

Fig. 7. (a) The template image of an artificial image , the size is 60(W)×80(H) pixels. (b) The 

original image of an artificial image, the size is 240(W)×180(H) pixels. 

(c)        (d) 

Fig. 8. (c) The template image of a natural image, the size is 160(W)×70(H) pixels. (d) The 

original image of a natural image, the size is 260(W)×260(H) pixels. 

Image matching was performed using the method of detecting the characteristic point 

explained by 2. The detected characteristic point is shown in Fig. 9. First, Fig. 9 is an 

edge picture. Moreover, with a circle [ red ] shows the extracted characteristic point. It 

matches with the characteristic point of a former picture using these characteristic points.  

 

Fig. 9. Corner detection 
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The place enclosed with a red circle is a corner. These points were made into the 

characteristic point. This processing was performed to the template image and the 

original image. 

Image search was performed using the proposal method. The place with a template 

image was enclosed by the red line. As a result of matching using the proposal 

technique, it was able to search for the template image like the following images. 

(a) (b) 

Fig. 10. (a) The matching result of an artificial image (b) The matching result of a natural 

image 

As a result of experimenting using the proposal method, the template image was able 

to be searched from the original image. It checked that the place searched for a template 

image was made to the characteristic point in a image. Unlike the conventional template 

matching, the proposal method haves to search to not all pixels, and does not have to 

carry out excessive matching by matching only in the portion of a characteristic point. 

And it also checked that edge information could be used for calculation of the degree of 

coincidence.  

Calculation of the degree of coincidence makes the amount of the features the 

number of pixels of edge, and just needs to count it. The degree of coincidence of the 

whole template picture is not necessarily calculated. 

Since the number of times which matches fluctuates according to the extraction 

condition of a characteristic point, it is necessary to consider more effective 

pretreatment. It is required to make it correspond to the picture which rotated, and the 

image which changed size. 

4  Conclusion 

The image which is the center of the visual means of communication of information is 

well used with the spread of multimedia environment. In order to utilize a lot of 

image information effectively, a computer needs to judge whether the object with 

which a user is interested and the contents are included in the image. 
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In order to judge the contents in image, the technology of various image matching 

is studied. In this paper, the characteristic point in the image was used when image is 

matched. In the proposal method, first the original image and the template image is 

prepared. Next, we extract edge from the prepared images and make edge images. 

And corners are extracted from edge images. In this paper, the corner is used as a 

characteristic point. It’s matched by extracting edge and a characteristic point from a 

template image and an original image. The place searched for a template image was 

used as the portion of the characteristic point in the image. And it searched by using 

edge information for calculation of the degree of coincidence. The template image 

could be searched from the original image using the proposal method as a result of the 

experiment, and the validity of this method was checked.  

As a future subject, in the template image, rotation and a size may be changing. In 

such a case, it is thought that it is necessary to carry out the position information and 

the distance information between characteristic points. 
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Abstract. When creating a multi-view 3D image with one camera, the camera 

has to be moved from one viewpoint to another viewpoint. It would take a long 

time and high cost, and it can not get the image of a moving object. In this 

paper, we proposed the method for capturing a multi-view 3D image by one 

step. In order to capture a multi-view image, the lenticular lens is used in our 

proposed system. The captured multi-view image became reverse when we use 

the lenticular lens, it needs to perform reversal processing, and it also needs to 

calculate the best observation distance. When displaying a multi-view image, 

3D image is possible to display using the same lens. As an experiment result, 

we got the multi-view image by our proposal system. And when we laid the 

multi-view image under a lenticular lens, the multi-view 3D image was 

confirmed. 

Keywords: Multi-view Image, 3D Image, Lenticular Lens, Parallax, One Step. 

1  Introduction 

It is important for 3D display to get a multi-view image. As shown inFig.1, there were 

many methods for generating the multi-view image as the conventional methods.  

For example, there was a method to create multi-view image by moving the camera 

parallelly [1]. However, it takes a long time. Another method used two or more sets of 

cameras, one camera has one parallax [2].However, it need many cameras, and is 

expensive. In this paper, we propose the method using lenticular lens and camera to 

generate the multi-view image.  

 

 

 

 

 

 

 

 
 
 

Fig. 1. (A) A photograph is moved and taken. (B) A photograph is taken by two or more sets. 
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As shown in Fig. 2, lenticular lens has many convex lenses. The synthetic image is 

placed under the lenticular lens. And when seeing through the lenticular lens, the 

image of B can be seen out the viewpoint position E1, and the image of A can be seen 

out the viewpoint position E2.It is possible to see the 3D image,If A and B are 

parallax pictures. When to capture the multi-view image, first, the lenticular lens is set 

in front of an object. Next, the camera captures an image by viewing the lenticular 

lens. Because this image is a mirror image, reversal processing must be carried out. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2. Image by the lenticular lens 

2  The Proposal System 

As shown in Fig. 3(A), our system using a single lenticular lens and one camera, and 

can generate multi-view image in real time. At first, object image is captured at the 

underside of the lenticular lens. The image at this time is formed in right-and-left 

reverse by every cylindrical-surface convex lens. If displaying 3D image as shown in 

Fig. 2. Using this image, an observer will see a reverse stereoscopic picture in depth, 

so reversal processing is performed for every lens pitch as shown in Fig. 3(B).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. (A) The situation of photography (B) Reversal processing 
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Furthermore, there is a point in reversal processing. Object image is captured at the 

underside of the lenticular lens in Fig .4 (A)-1. However, the observer sees only the 

center line of the image under the lens by the lens as shown in Fig. 4(A)-2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. (A)-1 Relation between a lens and a camera. (A)-2 Relation between a lens and an 

observer. (B) The situation of expansion. 

And, we calculated the optimum viewing distance and view zone, by the lens 

formulas(Eq.(1)) in Fig. 5.As shown in Fig. 5, K is the distance between the eyes, and p 

is the distance between the viewing point of right eye and the viewing point of the left 

eye . D is the optimal viewing distance, t is the thickness of the lenticular lens, and r is 

the radius of curvature. 
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Fig. 5. Figure for calculating 
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3  Experimental Result 

The experimental system is shown in Fig. 6, the camera is in the left side, the lenticular 

lens is in center, and object is in right side. If the focus of a camera is fit, there is no 

demand for the precision of the position of the camera. However the object should be 

put near the lenticular lens. If the distance between a lens and an object is optimal 

distance A, we can get an image-formation. However, if the distance between a lens 

and an object is B exceeding A, the image is not formed. (Fig.7) 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Experimental apparatus 

If the distance between a lens and an object is optimal distance A, we can get an 

image-formation. His overlap area was seen from B=154mm. And, when the lens is 

near the object, an image formed with shallow stereoscopic effect. Image can be 

formed when the distance is between 48~153mm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Distance and image-formation 
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View area is much narrow, so we looked for the ideal place experimentally as 

shown in Fig. 8. In the end, 「<A=96mm>」was found as a ideal distance of the lens 

and the object, but the brightness was not enough. Reversal processing is performed 

for every lens pitch in Fig. 9(A).The image expansion was performed based on the 

center position of every pitch in Fig. 9(B). Reversal processing is performed for every 

lens pitch as shown in Fig. 9(A).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 8. Relationship between Lenticular lens and object 
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Fig. 9. This is the process of reversal processing 

 

The displayed 3D image is shown in Fig. 10.The spec of the lenticular lens is 

shown in Table1 Based on the proposal method, the observation experiment was 

conducted using a lenticular lens. 
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(A)

(C)

(D)

ObjectCamera 

Lenticular lens

Multi-view image (Reversal processing)

View image

(B) 

Multi-view image 

 

 

 

 

 

 

 

 

        Fig. 10. Situation of display image 

Table 1. The spec of the lenticular lens 

Size 163mm(W)230mm(H)3.81mm(D) 

Lens pitch 1.27mm(20LPI) 

Radius of curvature 1.25295302mm 

Material Acrylics 

Refractive index 1.49 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. (A) Capturing with camera and lenticular lens (B) Multi-view image (C) Multi-view 

image (Before reversal processing) (D) View images 

We experimented based on the proposal method. The object first imaged on the 

lenticular lens as shown in Fig. 11 (A) was captured by the camera as a multi-view 

image of Fig. 11 (B). Because Fig. 11 (B) was reversed for every lens pitch,it is 

reversed by deciding center position of every lens of the lenticular lens. Then, we got 

Lenticular lens 

Multi-view image
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the image of Fig. 11 (C). When the observers see the image of Fig. 11 (C) by a 

lenticular lens for display, parallax accrues between the right eye and the left eye, and 

stereoscopic image is obtained. The observation experiment was conducted on ten 

persons. As the result, ten persons were able to see stereoscopic image. However, we 

found a new problem. It is that the observation region is too narrow. 

4  Conclusion 

The conventional methods for getting a multi-view image using one camera can not be 

used for moving-object This paper proposed a method to get a multi-view image using 

a lenticular lens and one camera. The viewing zone and the viewing distance was 

calculated. The multi-view image is photographed by using the camera through the 

lenticular lens. However, observer looked the image reversed. However, in 3D image 

display using this image, an observer will see 3D image with reverse depth. Therefore, 

we determined the center of each pitch, and performed inversion processing. After 

reversal processing, the observer can see a 3D image. The observation experiment is 

done by ten persons, and the stereoscopic vision is appraised by all of them. However, 

a new problem is that the observation region is too small. Our future subject is to 

increase the observation region. 
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Abstract. In recent years, the number of photograph files which user holds is 

huge with the increase in a diffusion rate of a digital camera, and decrease in the 

price of storage media. For that reason, it will take a lot of times for discovering 

the target image from them. In this paper, searching image using a color sketch 

image is proposed. A color sketch image is drawn by user. The input image is 

changed from the value of RGB into the value of HSV for searching. It is 

compared with the images in the database with the value of HSV, and picture 

search is performed. As the result of an experiment, we confirmed validity of the 

proposal method. 

Keywords: Searching Image, Color Sketch Image, RGB, HSV, Landscape 

Image. 

1  Introduction 

In recent years, the number of photograph files which a user holds is huge with the 

increase in a diffusion rate of a digital camera, and decrease in the price of storage 

media [1]. For this reason, it will take a lot of times for discovering the target image 

from them. About the conventional methods, there is a method that some keywords are 

given beforehand for each image, the keywords are used by searching for image. [2]. 

Although the method is convenient for the user who gave the keywords, it becomes 

difficult to search, if users don't know keywords. There is another method which uses a 

sketch image as a search key. Although it has high flexibility for a user, search accuracy 

is reduced. This method which is raising accuracy using the edge of a picture, it cannot 

use to a landscape image with unclear edge information [3]. 

In this paper, a method using a color sketch for searching landscape images is 

proposed. The color specification of images is changed to HSV from RGB [4][5]. 

Moreover, matching is performed for the images in a database.  Matching is performed 

by comparison of pixels. The degree of coincidence is added or reduced with the 

relation of mutual pixels. The average of the points calculated is the degree of 

coincidence for the image. 

2   Proposal Method 

2.1  Definitions for the Image Color Information 

By the proposal method, as shown in Fig.1, the colors used for matching are red, 

yellow, green, cyan, blue, and magenta. Moreover, as shown in Fig.2, the portion which  
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Fig.1. (a) is Red, (b) is Yellow, (c) is Green, (d) is Cyan, (e) is Blue, (f) is Magenta. 

 

Fig. 2. The portion shown with red circles is black or white. Because it is hard to distinguish as a 

color, we use black and white for matching. 

 
cannot be judged by a color is judged by black or white. For that reason, the proposal 

method can do intelligible searching by using only characteristic colors. 
Furthermore, the color specification of HSV(Hue, Saturation, and Value) is used. 

For that reason, it can match without being influenced by brightness. Searching image 
is performed using the hue of the color sketch image. 

The input image is changed from the value of RGB into the value of HSV for 
searching. Color specification conversion is performed by Eq. (1)~(3). R, G, and B are 
each value of RGB. The values of colors within a program are shown in Table 1. 
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Table 1. Conversion to the value of HSV from the value of RGB 

Color  Hue Saturation Value 

Red 0 and 180 255 255 

Yellow 30 255 255 

Green 60 255 255 

Cyan 90 255 255 

Blue 120 255 255 

Magenta 150 255 255 

White 0 0 255 

Black 0 0 0 

(a) (b) (c) (d) (e) (f) (a) 
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As shown in Fig.3, Sketch is divided into the image of red, yellow, green, cyan, blue, 

magenta, white, and black.  

 
 

       

Fig. 3. Division into the picture for every color from a original picture 

After the images from the database did preprocessing, the matching is performed. 

The flow of a preprocessing is shown below. The median of value of each pixel's hue is 

calculated, including the 8-neighbor pixels. As shown in Fig. 4, the 8-neighbor pixels 

are drawn red. These values become new value of each pixel’s hue. Furthermore, the 

values are replaced with representative value shown in Table 2. 

 

Fig. 4. The 8-neighbor pixels are red pixels. The median of the value of these nine pixels is 

calculated 

Table 2. Replacing the calculated value with the representative value 

Calculated value  Representative value 

0~15 or 166~180 180(Red) 

16~45 30(Yellow) 

46~75 60(Green) 

76~105 90(Cyan) 

106~135 120(Blue) 

136~165 150(Magenta) 
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Moreover, the new image is divided into the image of each color. At last, each the 

color image is performed dilation and erosion. The flow of preprocessing is shown in 

Fig. 5. Img1 is original image. Img2 is the image of median of value of hue. Img3 is the 

image of Representative value. Img4 is the image of divided image for yellow. Img5 is 

the image got from Img4 by dilation and erosion. 

     
             Img1                            Img2                          Img3 

   
   Img4                          Img5 

Fig. 5. Preprocessing for the image in the database 

2.2   Rule of Matching 

The aspect ratio of the image for matching is 4:3 because the image in the database is 

taken with the digital camera. The ratio is a ratio of the photograph taken with the 

digital camera which is sold in Japan. 

Sketch image and images in the database are performed matching by using each 

color for calculating the degree of coincidence. Matching is performed by comparison 

of a pixel. The degree of coincidence is added or reduced with the relation of a mutual 

pixel. Score distribution is shown in Table 3 and Table 4. 

For example, sketch image’s pixel is red and image in a database’s pixel is red, score 

is added 3 points. Furthermore from the results in Table4, sketch image’s pixel is white 

and value of image in a database’s pixel is 230, score is added 1 point. The average of 

the score calculated is the degree of coincidence for the images. 

Table 3. The comparison results of color pixels 

Sketch image Image in the database Result 

Red Red +3 

Red Yellow +2 

Red Green +1 

Red Cyan -2 

Red Blue +1 

Red Magenta +2 
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Table 4. The comparison results of black and white pixels. The images used for matching are the 

color sketch image and the image in the database which is changed to gray scale. 

Sketch image Gray image Result 

black 0~127 +1 

white 128~255 +1 

3   Experimental Results and Discussion 

The landscape images of 50 sheets were used for the experiment. User decided the target 

image from them and experimented by drawing the sketch for search based on it. An 

experimental result is shown in Fig.6~ Fig.8. In case1, Res1.1 has the 1st high score 

(4.117473), Res1.2 has the 2nd high score(3.686013), and Res1.3 has the 3rd high 

score(3.216350). In case of Case1 and Case2, both of the target images of experimentation 

were the 3rd in scoring. Furthermore, in case of Case3, when the sketch image is drawn, 

the user thinks the Img3 in Fig5 as a target image. The target image of experimentation 

was the 2nd in scoring. 

We considered the reason as following. The proposal method does not recognize the 

shape of the drawn sketch image correctly. The degree of coincidence is added points 

by the relation of the value without the matching of shapes. As a result, although the 

drawn shape differs from target image, the image is the 1st in scoring. Therefore, a new 

process should be added to the proposal method. The new process is matching on 

arbitrary direction based on the center of gravity of each color. By this method, 

Matching of shape is possible even if the position to draw is not exact. 

 

 

 
 

Fig. 6. Displaying the three high score images with search results of Case1 
 

 

 

 

 

Res1.1(4.117473)

Res1.2(3.686013)

Res1.3(3.216350) Target image1 

Sketch image 1 

Case 1 
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Fig. 7. Displaying to three high for search results of Case2 
 

 

 
 

 

Fig. 8. Displaying the three high score images with search results of Case3 

4   Conclusion 

In recent years, the number of photograph files which a user holds is huge with the 

increase in a diffusion rate of a digital camera, and decrease in the price of storage 

media. For that reason, it will take a lot of times for discovering the target image from 

them. There were some conventional methods of searching image. The one of the 

conventional methods has low flexibility, because the method uses some keywords 

decided beforehand for searching. Another method which is raising accuracy using the 

edge of a picture cannot be used for a landscape image with unclear edge information. 

In this paper, a method for searching image using a color sketch image is proposed. 

Res3.1(3.119472)

Res3.2(2.517785)

Res3.3(2.038898) Target image3 

Sketch image 3 

Case 3 

Res2.1(6.730266)

Res2.2(3.653179)

Res2.3(3.435569) Target image2 

Sketch image 2 

Case 2 
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The proposal method aims at enabling correspondence to a landscape image by 

searching image with color information of sketch image. Color information is changed 

HSV from RGB for searching. The degree of coincidence for matching is decided by 

score from the relation nature of each color of pixels of the images which are the color 

sketch image and the image in the database. 

The experiment was performed based on the above for confirming availability. As a 

result, the availability of proposal method was confirmed because the target image was 

displayed within the high order by the result of experiment. 
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Abstract. We have at least one touch-screen devices. The most major touch 

screen is used resistive. However, resistive touch screen is not suitable for 

upsizing. This study proposes touch screen method with two mirrors and one 

camera. By using mirrors, we calculate the coordinates of the finger on one 

camera by triangulation. Experiments were performed to confirm the proposed 

method. We confirmed the effectiveness of the proposed method by the 

experiment results. 

Keywords: Touch Screen, Optical, Camera, Mirror. 

1  Introduction 

Recently, the touch screen is used in various fields around the world. The touch 

screen is different to conventional device, we control by pressing on the screen 

display area. Touch screen technology changes the method by intended purpose.  

Resistive touch screen uses a potential difference. Resistive film interspatially put 

on screen. ((((When we operate the screen with your finger we current to flow 

through the screen contact with film.)))) Resistive touch screen has many advantages, 

which are used in many touch screens. You can reduce costs and reduce the error due 

to dirt. It is unsuitable for enlargement because resistive film is need [1]. 

Optical touch screen technology is used as a way of upsizing [2]. The infrared 

emitter throws out the infrared light to be parallel to the display. There is an infrared 

image sensor adjacent to the emitter. Retroreflective plate is mounted in the frame of 

the display.  Image sensor tracks the Retroreflected light of emitter. With images of 

the image sensor, we look for the angle of the emitter light interrupted by the finger. 

Optical method is comfortable to become upsizing, because it uses the normal panel 

in the display. However, this method requires two sets of image sensors and infrared 

emitters.  

Our laboratory has studied on a polarization touch screen with camera [3]. The 

LCD panel uses straight line deflection plates. We set the straight line deflection plate 

on a camera. And adjust the angle of the film changed to see the display image. The 

camera can’t take the display image through the deflection film. We calculate the 

coordinates of the finger with the processing camera images. This method is 

inexpensive touch screen with a single camera and a deflection film. However, we 

need to create a space between the camera and the display (Fig. 1).  
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Fig. 1. Captured image with deflection film. We watch black image on the display because 

deflection film interrupt the display image. 

In this paper, we propose the inexpensive touch screen by one camera and two 

mirrors. And this method doesn't take up much space. 

2  System Configuration 

In this study, we used two mirrors and one camera to make the touch screen system. 

We propose that uses triangulation to realize touch screen system. Fig. 2 is a 

Overview Figure of the system. Camera at K is set at right side of display. Two 

mirrors at A and B intersecting each other are set at left side of display. So, we can 

create two virtual cameras L and M. Black frames attach around the display. It will 

facilitate a robust processing to outside light. 

φ is angle between the side of the display and mirrors. In this case, we can calculate 

the coordinates of virtual camera L(Lx, Ly), M(Mx, My) by Eq. (1) and Eq. (2). 




)sin(2×))tan(×Ky+(Kx+Ky=Ly

)cos(2×))tan(×Ky+(Kx-)n( ta×-Ky=Lx

φφ

φφφ
 




)sin(2×))tan(×Ky+(Kx-Ky=My

)cos(2×))tan(×Ky+(Kx-)n( ta×-Ky=Mx

φφ

φφφ
 

(1) 

 

(2) 

2.1  Setting of Mirrors 

We set up a mirror to reduce the error (Fig. 3). Camera A and Camera B take a picture 

of circle C. In this case, it is the smallest error with getting closer 120 degrees to the 

angle ACB. In this system, the angle between the mirrors A and B (2φ) is smaller than 

120 degrees. Therefore, we adjusted so that the widest angle is between two mirrors. 

 

 

 

 

Space

Camera

Deflection
Film

LCD Display
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Fig. 2. Captured camera image. Three cameras take a picture of three fingers in each three 

areas. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Error of the camera angle. The area of error change depend on the angle ACB. 

2.2  Image Processing Method 

First, the input image from the camera is compensated by calibration for lens 

distortion. Next, we transform camera image into grayscale image and remove noise 

by median filtering. Then this image is binarized and by using the binarization image 

the fingers can be searched out at high speed. If you touch the screen, the camera will  
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get reflected images of the finger by the two mirrors, and the coordinate of the finger 

can be calculated as following. Fig. 4 shows how to detect a finger. Making area for 

three more fingers to measure the coordinates of the  fingers. The three search area 

correspond to each three cameras. 
 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Captured camera image 

θ is Viewing angle of the camera K. θk, θl and θm are angle between line of gaze 

and finger  in each camera image. α is The number of pixels between the finger in 

camera K's area and the point of gaze of the camera image. β is the total number of 

pixels. Therefore, θk is expressed by Eq. 3. Similarly θl and θm are determined . The 

display coordinates of finger by triangulation (x, y) is determined. Triangulation can 

determine the coordinates of the finger by using the two of the three cameras 

information. Eq. 4 was used a volume of cameras K and M. Specifically, (Kx, Ky), 

(Mx, My), θk, θm and θ.  

)
)tan(

tan(=
β
θα

arkkθ  















+

×+×+

=

+

×+×+

=

)tan(

1
)tan(

)tan(
)tan(

1

)tan(

1
)tan(

m)tan(

1
Mxk)tan(

k
m

mMy
k

KyMxKx

y

m
k

KxMyKy

x

θ
θ

θ
θ

θ
θ

θ
θ

 

(3) 

 

 

 

 

(4) 

3  Experiment 

A prototype device (Fig. 5) was made for Experiment. PC, camera, and other 

specifications referred are shown in Tables 1. 

Finger in theMirror B

Fingerin theMirror A

Captured Area by Virtual Camera L

Captured Area by Virtual Camera M

Captured byArea Camera K

Finger
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Fig. 5. Created experimental device 

Table 1. Specifications 

USB-cam Model number: V-UJ15(Logitech Quickcam)

Resolution: 640×480(pixel) 

Frame rate: 30fps 

Data format: RGB 

Angle of view: 52.5° 

Mirror (Length) 343 × (width) 5.5 × (thick) 1 (mm) 

Angle between two mirrors:162.5° 

Display Model number : iiyama AS4314UT 

17 inch TFT color LCD monitor 

Resolution: 1280×1024(pixel) 

Black frame width: 50mm 

 
However, it was difficult to put the device on the calculated location. Therefore, we 

experimentally determined the position of the camera. The values of a evaluation 

experiment were used. Prepare a mark of the cross on the screen (Fig. 4). The location 

is 9 points of A(100, 100), B(100, 512), C(100, 924), D(640, 100), E(640, 512), 

F(640, 924), G(1180, 100), H(1180, 512), I(1180,924). The right hand point at 

straight the 9 points on the screen. We detected a total of five times each, and 

calculated the sum of squares. We evaluated error between coordinates of calculation 

and the coordinates of the mark. The result was shown in Fig. 6. 330mm at the side of 

the camera coordinates in the program, moved from 130mm to 140mm in 1mm 

increments ordinates, from 330mm to 370mm to move it to the abscissa.  Abscissa of 

Fig. 6 was the result numbered. 

Results, No.146 (343, 132) was most small error. From this, we set the coordinates 

of the camera K (343, 132). 

 

Mirrors

Black Frame

Black Frame

FrameBlack

Camera K

Frame
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Fig. 6. Experimental result for positioning the camera 

  We conducted evaluation experiments using the camera coordinate (343, 132). The 

experiment uses same 9 points. The results is in Fig. 7. 

   

 

 

 

 

 

 

 

 

 

 
 

Fig. 7. Experimental result. Mark of a cross is the target and red circle was detection point. 

Evaluation experiment results from all 90 trials, if you press the square button on 

10 mm, there were mistakes in 44 times, and if you press the square button on 20 mm, 

there were mistakes in 2 times.  

4  Discussion 

We first think about the camera coordinate. Ordinates value (132mm) was different to 

expected. 135mm is the height of the center of the screen display. It had been shifted 

sideways 3mm. It caused by setting up a camera and mirrors. It was difficult for us to 

put in exact position with hand working. In this method, each error is very small, but 

the results lead to large errors. We need to correct an error from the program side. 
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We second think about evaluation experiment. The experimental results showed 

that the result was never significantly deviated. However, three points of A(100, 100), 

B(640, 100), C(1180, 100) result shifted downwards. And three points of G(100, 

924), H(640, 924), I(1180, 924) result shifted upwards. This bias (Blue dotted line) is 

thought to have caused by the device position error. When we press the square button 

on 20 mm, there were mistakes in 2 times from all 90 trials. 

As future work, we need to correct an error from the program side. This error will 

be corrected by the program side. And so, we will aim at reducing the error. 

5  Conclusion 

In this paper, we propose the inexpensive touch screen method performed by one 

camera and two mirrors. First, the input image from the camera compensate for lens 

distortion by calibration. Next, we transform camera image into grayscale image. And 

we remove noise by median filtering. Then we binarize this image. So, we are able to 

perform a search of the fingers. We experimentally determined the position of the 

camera. Then we conducted evaluation experiments using the camera coordinate. 

The experimental results showed that the result was never significantly deviated. 

However, three points of A(100, 100), B(640, 100), C(1180, 100) result shifted 

downwards. And three points of G(100, 924), H(640, 924), I(1180, 924) result shifted 

upwards. This bias (Blue dotted line) is thought to have caused by the device position 

error. When we press the square button on 20 mm, there were mistakes in 2 times 

from all 90 trials.  

As future work, we need to correct an error from the program side. This error will 

be corrected by the program side. And so, we will aim at reducing the error. 
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Abstract. In this paper, a D-closed trail problem for a class of the graph G 

under condition of constraint is discussed. We prove line graph L(G) of G is a 

Hamiltonian graph by using the method of induced sub-graph’s degree analysis. 

The main result of this paper is that let G be a simple connected, almost 

bridgeless graph of order n≥3, G≠K1,n-1, Q1 and Q2, if d(I)≥2n-6 for each 

induced sub-graph I isomorphic to P4, then, G has a D-closed trail. 

Accordingly, line graph L(G) of G is a Hamiltonian graph. 

Keywords: Hamiltonian line graph, D-closed trail, almost bridgeless graph. 

1  Introduction and Main Results 

This thesis discusses only simple undirected graph. Let ( )GV  be a vertex set of G  and 

)(GE  be a edge set of G . Line graph ( )V G  of graph G satisfy: 

( )( ) ( )GEGLV = , ( )( ) { ( )GEeeeeGLE ∈= 2121 ,  and ( ) ( ) }121 =eVeV  . Let GS ⊆ , 

S  is the induced sub-graph that S  is in the G . Let 1G , GG ⊆2 , we define the 

degree of 1G : 
1

1 ( )
( ) ( )

v V G
d G d v

∈
=  where ( )vd  is the degree of v  which is in the G . 

Let ( )GVv ∈ , )(
1

vNG  represents the vertex set adjacent to v  in the 1G , 

)()(
121 )(2 vNGN GGVvG ∈=  . 21 GG +  is defined the graph whose vertex set is 

( ) ( )121 GVGGV =+ ( )2GV  and edge set is ( ) ( ) ( )2121 GEGEGGE +=+ . ∈∀ vu,  

( )1GV , let ),(
1

vudG  be the distance of u  to v  in G. Let ( )GVVV ⊆21, , and 

( )21,VVE  represents the number of edge for endpoints of G , which are placed in 1V  

and 2V , respectively. ( )GΓ  represents the set of closed trail in G , if ( )GT Γ∈ , 

( )T1ε  represents the number of edge for at least one endpoint of G  is placed in the T , 

i.e., ( ) ( ) ( )( )1 T E G E G V Tε = − − . If ( )GT Γ∈∃ , such that ( ) ( )GET =1ε , then 

T  is a −D closed trail of G . If all of bridges of G  have a endpoint which degree is 

one, then G  is almost bridgeless graph[1,2].  
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Harary and Nash—Williams [3] have proved that the line graph )(GL  of graph G  

is Hamiltonian graph if and only if G  has a −D closed trail or G ≌ 1,1 −nK , and 

4≥n . This paper has proved the following theorem. 

Theorem: Let G  be a simple connected, almost bridgeless graph of order  3≥n , 

1,1 −≠ nKG , 1Q  and 2Q , if ( ) 62 −≥ nId  for each induced sub-graph I  

isomorphic to 4P , then G  has a −D closed trail. Accordingly, line graph ( )GL  of 

G  is Hamiltonian graph. 

2  Preliminaries 

Let ( ){ GTTA Γ∈=  and ( )TV  is }max imal , { ATTA ∈=0  and ( )T1ε  is 

}imalmax . Hence 00 AT ∈∀ , there is no 1
( )T G∈ Γ  that has the property M : 

( ) ( )01 TVTV >  or ( ) ( )01 TVTV =  and ( ) ( )0111 TT εε = . 

Lemma 1[1,2]: Let G  be a connected graph, if 00 AT ∈ , there is no 1
T ∈  ( )GΓ , so 

that 1 0
( ) ( )V T V T ≠ φ , 1 0

( ) ( ( ) ( ))V T V G V T φ− ≠  and 1 0
( ) ( ) 1E T E T ≤ . 

Lemma 2[8]:  Let G  be a connected graph, if 00 AT ∈ , K  is a component of 

0
( )G V T− , and ( ) 2≥KV , ( )2121 )(,

0
uuKNuu T ≠∈∀  and ( )

0
,

T
u v N K∀ ∈  

( )vu ≠ , ( ) 1 2 ( )( , ) ( , )
G V K G V K

d d u u d u v− −= ≤ , 0 1 1
P u w=

1 2d
w u−  is the shortest path of 

( )G V K−  between 
1u  and 

2u , then we have the following results: 

(1) if 2=d , namely, 2110 uwuP = , then there is no cycle of 0T  that include 

11wu or 12 wu  , hence 0P  is included in certain cycle of 0T . 

(2) if 2=d , 1 0
( ) ( )N w V T⊆ , then

1w  is the cut vertex of 0T , accordingly, 

1
( ) 3d w ≥ . 

(3) if 2=d , then ( )v V K∀ ∈ , 1 1 2
( ) ( ) ( ( ) { , })N v N w V G u u φ− =  . 

(4) if 2=d , then ( ) ( ) ( ) ( ) φ== 1211 wNuNwNuN  . 

(5) if 2=d , 0 1 0 1 1 1 0 1 1 2
( , )

s s s
C w x x x x w x u x u+ += = = is the  shortest  cycle of 0T  

which include 2110 uwuP = , then  

( ) ( )1 1 1 2
( ( ) { , })N x N w V G u x− =  1

( ) ( ) ( ( )
s

N x N w V G − 
2 1

{ , })
s

u x φ− = . 

(6) if 2=d , 0
( ) 5V C ≥ , then 1 2 1

, ( )
s

x u x u E G∉ . 

(7) if 2=d , 0 1 0 1 2 1 0 1 2 2
( , )C w x x x w x u x u= = = , i.e., 0

( ) 4V C = , 
1P  is the same 

as one of the above, ( ) ( ) 311 == wdxd , and posses three different points, 

{ }0 0 0

1 1 1 1 2 1 1 1
, , ( ) , , , ,v w x V G u u v w x∈ − , ( )KVxw ∉0

1

0

1 , , such that 
0 0 0

1 1 1 1 1 1
{ , , }v v w w x x ⊆  
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0
( ) ( )E G E T− ,

1QG ≠ , then 
0

1 2 1 1 1
{ , , , , ,x u u v v w∃ ∈ 0 0

1 1 1
, , }w x x , such that 1

({ },{ ,E x u  

0

1 1 1
, , }) 1v v w ≤ . 

(8) if 2=d , 0 1 0 1 2 3 1 0 1 3 2
( , )C w x x x x w x u x u= = = , i.e., 0

( ) 5V C = , 1P  is the same 

as one of the above, 1
( ) 3d w = and { }0 0

1 1 1 2 1 1 1 2
, ( ) , , , , ,v w V G u u v w x x∈ − ,

0

1

0

1 wv ≠ , 

0

1
( )w V K∉ , such that 

0 0

1 1 1 1
{ , }v v w w 0

( ) ( )E G E T⊆ − , 2
G Q≠ , then 

{ }0 0

1 2 1 1 1 1 1 2( ) , , , , , , ,x V G u u v v w w x x∃ ∈ − , such that 
0

1 1 1 1
({ },{ , , , }) 1E x u v v w ≤ . 

(9) if 3d = , then  

1 1
( ) ( )N u N w φ= , ( ) ( )2 2

N u N w φ=  or ( ) ( )1 2
N w N w φ= . 

(10) if 3=d , then  

1 2 1
( ) ( ) ( ( ) { })N u N w V G w φ− =   or 2 1 2

( ) ( ) ( ( ) { })N u N w V G w φ− =  . 

3  The Proof of Main Results 

If G  satisfy the conditions of the theorem, then G  is not tree, and hence 

( )G φΓ ≠ , and 0
A φ≠ , let 0 0

T A∈ . 

We use proof by contradiction to prove the theorem. We assume 1 0
( ) ( )T E Gε ≠  

and G  is connected so that ( )0CVG −  has a component ( ) 2V K ≥ . In terms of 

Lemma 1  and G  is almost bridgeless graph, we have 2)(
0

≥KN
T . Let 

01 2 1 2, ( ) ( )
T

u u N K u u∀ ∈ ≠  , and 
0

, ( ) ( )
T

u v N K u v∀ ∈ ≠ , ( ) 1 2
( , )

G V K
d d u u−= ≤  

( )
( , )

G V K
d u v− . Let 0 1 1 1 2d

P u w w u−=   be the shortest path of ( )G V K−  between 
1u  

and 
2u , and let 1 1 1 2k

P u v v u=   be the shortest path between 
1u  and 

2u , and 

satisfy ( )1 1 2
( ) { , }V P u u V Kφ ≠ − ⊆ . 

Let { }0

0 1 1 1 1, , ,V u v v w=  and if 1
( ) 4V P ≥ , we take 

0

1 2
v v= , else 

0

1
( )v V K∈ , 

0

1 1
v v≠ , 

0

1 1
( )v v E K∈ . According to lemma 1, 0V ≌ I . 

The proof: Three points are discussed. 

Point 1: 2d =  

From lemma 2(1), let 0 1 0 1 1 1 0 1 1 2
( , )

s s s
C w x x x x w x u x u+ += = =  be the shortest 

cycle of 0T that include 0P , from lemma 1 and lemma 2(2), 
0

1
( ) ( ( )w V G V K∃ ∈ −   

0
( ))V C , such that 

0

1 1
( )w w E G∈ . From lemma 2(3) and (4), 

0

1
({ }, ( )E w V K   

1 2
{ , }) 0u u = , we get 

0

1 0
({ }, ) 1E x V = , and 0

( )x V G V∀ ∈ − , 0
({ }, ) 2E x V ≤ . 

Point 1.1: 0
( ) 4V C =  

Take 1
x  as 1

w , from lemma  2(2), we get 1
( ) 3d x ≥ , and hence from lemma 1, 

lemma 2(2) and (5), 
0

1 0 1
( ) ( ( ) ( ) { })x V G V K V C w∃ ∈ −   , such that 

0

1 1
( )x x E G∈ , 
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0

1 1 2 1
({ }, ( ) { , , }) 0E x V K u u w = , and 

0

1 0
({ }, ) 0E x V = . Let { }0 0

1 0 2 1 1 1, , ,V V u x x w=  . 

 Point 1.1.1: 1 1
( ) ( ) 3d x d w= =  

 From lemma 2(7), 1
( )x V G V∃ ∈ − , such that 0

({ }, ) 1E x V ≤ . And from lemma 1, we 

have 2 1 0
({ , }, ) 3E u x V ≤ . Let 2 1

{ }V V x=  , then  

0 0

2 2 1 1 1 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 5 2 7 2 6,

d I n V E I E u x x x w V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

Point 1.1.2: 1
( ) 3d x >  or 1

( ) 3d w >  

Let 1
( ) 3d x ≥ , from lemma 1, lemma 2(2) and (5), 

1

1
( ) ( ( )w V G V K∃ ∈ −  

0

0 1
( ) { })V C w  , such that 

1

1 1
( )w w E G∈ . From lemma 2(3) and (4), we have 

1

1 1 2
({ }, ( ) { , }) 0E w V K u u = ,

0

1 0
({ }, ) 1E w V = . let 

1

2 1 1
{ }V V w=  , then 

0 0 1

2 2 1 1 1 1 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 5 2 7 2 6,

d I n V E I E u x x w w V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

Point 1.2: 0
( ) 5V C = . Let { }0

1 0 2 1 2 1, , ,V V u x x w=  . 

Point 1.2.1: 1
( ) 3d w =  

From lemma 2(8), 1
( )x V G V∃ ∈ − , such that 0

({ }, ) 1E x V ≤ . From lemma 1 and 

lemma 2(6), we have 2 1 2 0
({ , , }, ) 3E u x x V =  . Let 2 1

{ }V V x=  , then  

0

2 2 1 2 1 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 5 2 7 2 6,

d I n V E I E u x x x w V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

Point 1.2.2: 1
( ) 3d w >  

From lemma 1, lemma 2(2) and (5),
1 0

1 0 1
( ) ( ( ) ( ) { })w V G V K V C w∃ ∈ −   , such that 

( )1

1 1
w w E G∈ . From lemma 2(3) and (4), we have

1

1 1 2
({ }, ( ) { , }) 0E w V K u u = , 

0

1 0
({ }, ) 1E w V = .From lemma 1 and lemma 2(6), we get 2 1 2 0

({ , , }, ) 3E u x x V = . Let 

1

2 1 1{ }V V w=  , then  

0 1

2 2 1 2 1 1 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 5 2 7 2 6,

d I n V E I E u x x w w V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

Point 1.3: 0
( ) 6V C ≥  

From lemma 1, lemma 2(3) and (4), 0 1 2 1
( ) { , , }x V C u u w∀ ∈ − , we get 0({ }, )E x V  

1≤ . From lemma 1, we get 2 0({ }, ) 2E u V ≤ . From lemma 1, lemma 2(4) and (6), we 

have 0
({ }, ) 0

s
E x V = . Let 

0

2 0 0 1
( ) { }V V V C w=   , 

0

1 0 2 1 1 2
{ , , , , }

s
V V u w x x x=  , then  
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0

1 2 1 2 1 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 5 2 7 2 6,

s
d I n V E I E u x x x w V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

Point 2: 3d =  

Because 1 2 0
, ( )u u V T∈ , hence, according to choice of 0

P ,
0 0

1 2
,u u∃ ∈ 0 0

( ) ( )V T V P− , 

such that 
0

0
( )

i i
u u E T∈ , 1, 2i = . From lemma 1 and choice of 0

P , we have 

2 2 0
({ , }, ) 2E u w V ≤  and 0

( )x V G V∀ ∈ − , 0
({ }, ) 2E x V ≤ .  

Point 2.1: 
0

1 1
( )u w E G∉  

If 
0

2 1
( )u w E G∉ , from lemma 1 and choice of 0

P , we have 
0

1 0
({ }, ) 1E u V = , 

0

2 0
({ }, ) 0E u V = . Let 

0 0

1 0 2 2 1 2
{ , , , }V V u w u u=  , then  

0 0

1 2 2 1 2 0
( ) 2( 2 ( ) ({ , , , }, ))

2( 8) 6 3 2 7 2 6,

d I n V E I E u w u u V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

If 
0

2 1
( )u w E G∈ , from lemma 2(9), 

0

2 2
( )u w E G∉ , from lemma 2 (10), 

0

1 2u w ∉  

( )E G , take 2 2
,u w  as 1 1

,u w  respectively; take k
v  as 1

v , we can prove similarly as 

point 2.1. 

Point 2.2: 
0

1 1
( )u w E G∈  

From lemma 2(9),
0

2 2
( )u w E G∉ , 

0

1 2
( )u w E G∉ , take 2 2

,u w  as 1 1
,u w  

respectively, take k
v  as 1

v , we can prove similarly as point 2.1. 

Point 3: 4d ≥  

Because 1 2 0
, ( )u u V T∈ , according to choice of 0

P ,
0 0

1 2 0 0
, ( ) ( )u u V T V P∃ ∈ − , such 

that 
0

0
( )

i i
u u E T∈ , 1,2i = . From lemma 1 and choice of 0

P , we have
0

2 3
({ , },E u w  

0
) 0V = , 2 0

({ }, ) 1E u V ≤ , 
0

1 0
({ }, )E u V 2≤ , 2

({ },E w
0
) 1V = , 0

({ }, ) 0
i

E w V = , 

3, ,i k=  , and 0
( )x V G V∀ ∈ − , 0

({ }, ) 2E x V ≤ . Let 
0 0

1 0 2 3 1 2 2
{ , , , , }V V w w u u u=  ,  

hence 
0 0

1 2 3 1 2 2 0
( ) 2( 2 ( ) ({ , , , , }, ))

2( 9) 6 4 2 8 2 6,

d I n V E I E w w u u u V

n n n

≤ − + +

≤ − + + = − < −

 

contradiction. 

4  Conclusion 

This thesis discusses mainly Hamiltonian problem on line graph of simple connected, 

almost bridgeless graph of order n≥3, and discusses the existence of D-closed trail. 

We get the better results on Hamiltonian line graph under using the method of 

induced sub-graph’s degree analysis. 
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Abstract. Based on cross-sectional regression, this paper investigates the 

performance persistence of stock fund. The empirical result shows that there is 

some persistence in the stock fund's short, interim or long-term performance, 

though it is not stable. However, there is even some reversal in several periods. 

Keywords: Stock fund, Performance persistence, Jensen index, Cross-sectional 

regression.  

1  Introduction 

With the rapid development of fund and securities markets in China, how  

comprehensive evaluation of the Fund's performance and select the appropriate fund 

has been plagued by a large number of fund investors. But domestic has not yet formed 

some authoritative rating agencies as foreign S & P and Morningstar etc to evaluate the 

management efficiency and operational capacity of fund. However, in many ways of 

the evaluating the performance of the Fund, fund performance persistence phenomenon 

may provide a great help to solve the problem that how fund investors to choose fund. 

The performance persistence of mutual fund in essence is that mutual fund also 

performed at a later stage of good behavior in early can still stands in the same industry, 

reflected in the fund rankings for funds in the next period of the early top ranks near the 

top. That is, it is often said that "the strong and constant intensity, constant of the weak 

weaker". 

If the fund's performance has a persistent, then the investor can choose the fund that 

the pre-fund performance is better, buy and hold and can get huge benefits. Investors 

can also try to avoid poor performance of the pre-fund in order to avoid risk. Therefore, 

fund performance persistence research has become the field of securities market theory 

and practice focus of attention. 

In this paper, we use the 82 samples of the current domestic stock fund types and 

four-year data sample, using the Jensen Alpha value as the Fund's risk-adjusted returns 

as a performance indicator and using cross-sectional regression on fund performance 
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persistence of inspection and to investigates the performance persistence of stock fund 

continued existence or not . 

Our paper proceeds as follows: Section 2 reviews the literature. Section 3 presents 
empirical design, and describes our data sources and sample selection. Section 4 
presents the Empirical results and analysis. Section 5 concludes the paper and 
presents policy recommendations. 

2  Literature Review 

The first one to propose the fund persistence is Sharpe(1966),with the Spearman rank 

correlation coefficient test, who found that fund performance does not show any 

persistence. The other one Jensen(1968), with the Jensen index which he first proposed 

to assess the fund performance, found that the well-performed fund in the past doesn't 

perform well in the future. Hendricks, Patel and Zeckhauser (1993), Goetzmannn and 

Ibbotson (1994), Brown and Goetzmannn (1995), Wermers (1996) etc all found that 

mutual fund performance exactly exist certain pesistece in the short period from 1 year 

to 3, they regarded the reason why that happened as the "hot hand" or a general 

investment strategy. However,Grinblatt and Titman (1992), Elton, Gruber, Das and 

Hlavka (1993) etc found that there are performance persistence from 5 to 10 years for 

the mutual fund,which can be attributed to the private information of the managers and 

their stock selection ability.  

Nisu Yun, Xiao Hui, Wu Chongfeng (2002) studied the performance persistence of 

the twenty-two closed funds established before the end of 1992, which supports that, 

both in the single-factor model and the multi-factor model, the fund persistence exists 

no persistence in unilateral increasing stage, while which shows a reversal in the whole 

sample. Zhuang Yun zhi, Tang Xu (2004) study the performance persistence of our 

country's twenty-two closed-end funds from the end of 1999 to June 2003, which shows 

the short term performance have no persistence, but the medium-long term 

performance exist certain persistence. Peng Shoukang(2010) shows that the 

underperformance exists significant persistence, the reason is many underperformance 

funds assumed the high-risk do not get high-yield compensation, and the performance 

of those funds are still very poor.  

In this paper we only select four years' data of eighty-two samples of the stock fund 

and use cross-sectional regression to test the performance persistence to discuss if the 

performance of mutual fund exist persistence or not. 

3  The Empirical Design 

3.1  Model Design 

This article first presents the following regression equation： 

                 ptftmtppftpt εrrβαrr +−+=− )(                  （1) 
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We obtain the Jensen index pα , where Jensen index pα  represents the fund's 

performance. In order to examine whether existence performance persistence of stock 

fund, we divide the sample into T group ranking and evaluation period. Specific model 

is as follows: 

                    titititλti εαφcα ,,,, ++=+                        （2) 

Where Tt ,,1= ; ni ,,1= . Estimated cross-sectional regression model (2), we 

obtained coefficient sequence tφ . 

Final we test the significance of coefficient sequence tφ . If tφ is significantly zero, 

it indicates that there is no fund performance persistence; If tφ is significantly positive, 

it indicates that Existence continuity of fund performance; if tφ is significantly 

negative, it indicates that Existence reversal of fund t  performance. 

3.2  Data and Sample 

This data comes from Wind financial information terminal. To ensure that the study 

sample interval can better coverage to the rising and falling market index, this selection 

of sample spacing for 2006-6-23-- to 2010-7-2, a total of 4 years
1
. This article screening 

duration in 2006-6-23 to 2010-7-2 total of 82 stock funds, excluding holidays, each 

fund has 204 week rate of return data. 

3.3  Ranking and Evaluation Division of the Period 

This article will examine the fund short, medium and long-term persistence of stock 

fund earnings
2
. this article defines the June 23, 2006 to September 31, 2006 as the first 

ranking period, corresponding to October 1, 2006 to December 31, 2006 is defined as 

the first an evaluation period; Defines the October 1, 2006 to December 31, 2006 as the 

second ranking period
3
, from January 1, 2007 to March 31, 2007 defined as the second 

evaluation period4,From January 1, 2007 to March 31, 2007 is defined as the second 

evaluation period. And so on, as of July 2, 2010 we can obtain to 15 ranking period and 

the evaluation period. Similarly, we can obtain to the ranking period and the evaluation 

period of 6 months and 18 months. 

4  Empirical Results and Discussion 

Table 1, table 2 and table 3 respectively report the results of a cross-sectional regression 

model estimate of (2).   

 

                                                           
1 During this period experienced the bull market and bear market in two waves. 
2 3 months for the short-term, 6 months for the medium term, 18 months for the long-term. 
3 Relative to the first ranking period pushed back three months along. 
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Table 1. The test results of the performance persistence of stock fund in 3 months 

ranking period evaluation period Coefficient 
P-va 
lue 

Adjusted
 

R-squared 

F value of 
 

significance 

The third quarter of 
2006 

Last quarter of 2006 0.4950 0.4623  -0.0069  0.4623  

Last quarter of 2006 
The first quarter of 
2007 

-0.0175 0.8389  -0.0147  0.8389  

The first quarter of 
2007 

The second quarter of 
2007 

-0.0046 0.9435  -0.0069  0.4623  

The second quarter 
of 2007 

The third quarter 
of 2007 

-0.0388 0.8859  -0.0151  0.8859  

The third quarter of 
2007 

Last quarter of 2007 0.0153 0.6478  -0.0121  0.6478  

Last quarter of 2007 
The first quarter of 
2008 

0.0522 0.5571  -0.0098  0.5571  

The first quarter of 
2008 

The second quarter of 
2008 

0.2491 0.3720  -0.0029  0.3720  

The second quarter of 
2008 

The third quarter of 
2008 

-0.0901 0.1237  0.0209  0.1237  

The third quarter of 
2008 

Last quarter of 2008 -0.1707 0.2010  0.0099  0.2010  

Last quarter of 2008 
The first quarter of 
2009 

-0.0763 0.5822  -0.0105  0.5822  

The first quarter of 
2009 

The second quarter of 
2009 

-0.0138 0.9013  -0.0149  0.9013  

The second quarter of 
2009 

The third quarter of 
2009 

0.0902 0.4041  -0.0044  0.4041  

The third quarter of 
2009 

Last quarter of 2009 0.4940﹡ 0.0000  0.2270  0.0000  

Last quarter of 2009 
The first quarter of 
2010 

0.5300﹡ 0.0000  0.3043  0.0000  

The first quarter of 
2010 

The second quarter of 
2010 

0.1340 0.5166  -0.0087  0.5166  

Note: * indicate significance at the 5% level.  

Table 2. The test results of the performance persistence of stock fund in 6 months 

ranking period evaluation period 
Coefficie

nt 
P-val

ue 

Adjusted 
 
R-squared 

F value of 
 

significanc
e 

The second half of 
2006 

The first half of 
2007 

0.0021 
0.986
2 

-0.0151 0.9862 

The first half of  
2007 

The second half of 
2007 

0.3004 
0.002
8 

0.1146 0.0028 

The second half of 
2007 

The first half of 
2008 

-0.0527 
0.504
4 

-0.0083 0.5044 

The first half of  
2007 

The second half of 
2008 

0.0309 
0.645
5 

-0.0119 0.6455 

The second half of 
2008 

The first half of 
2009 

0.0259 
0.872
0 

-0.0147 0.8720 

The first half of  
2009 

The second half of 
2009 

0.0679 
0.568
2 

-0.0101 0.5682 

The second half of 
2009 

The first half of 
2009 

0.3781 
0.005
1 

0.0995 0.0051 
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Table 3. The test results of the performance persistence of stock fund in 18 months 

ranking period evaluation period 
Coefficie

nt 
P-value

Adjusted
 
R-squared 

F value of 
 significance 

Second half of 2006 
to 
Second half of 2007 

First half of 2008 
to 
First half of 2008 

0.0675  0.1618 0.0147  0.1618  

First half of 2008 to 
First half of 2008 

Second half of 
2009 
to First half of 
2010 

0.0376  0.7708 -0.0138  0.7708  

 
Table 1 shows the short-term gains in the fund, only two pairs of data regression 

coefficient is significant in the ranking period and evaluate period of 15 pairs of data. 

That is, the third quarter of 2009 and last quarter of 2009, last quarter of 2009 and the 

first quarter of 2010. Description stock fund exist performance persistence in the last 

quarter of 2009 and the first quarter of 2010 so that investors can use these two quarters 

of excess profits to prediction of excess profits in the next quarter. But overall, the 

remaining 13 ranking period and evaluation period’s regression coefficients not pass a 

significant test. Therefore, this paper argues that there is exists a weak short-term 

performance persistence, but this persistence is not significant. That is, stock fund’s 

returns over the past three months can not ensure the next three months can predict 

excess returns. 

Table 2 shows the stock funds over the six-month returns have certain persistence. 

There is two pairs of data regression coefficient is significant in the ranking period and 

evaluate period of 7 pairs of data. But from the entire study period, this persistence is 

not significant enough. 

Table 3 shows that stock funds long-term benefits (18 months) did not show 

significant persistence. 

5  Conclusion 

Using separately the cross sectional regression on short, medium and long term stock 

fund in China, this article has tested performance persistence of stock fund issues. 

Results found: there is certain continuity in 3 months, 6 months of stock fund. But this 

persistence is not significant, and even individual reverse phenomenon can occur in the 

period. 

In different periods, the performance persistence phenomenon of stock fund in 

medium-term is more striking compared with the short-term, long-term performance 

persistence phenomenon. That is relatively short-term persistent medium-term 

persistent is more apparent. We obtain those investors to rely on reliability of 

medium-term performance for the medium-term performance for the past to predict the 

future is greater than the short, long-term performance to predict the future short-and 

long-term performance reliability. Alone medium-term performance of mutual fund in 

the past does not guarantee a great probability to predict the future medium-term 
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revenue, because the medium-term performance of this persistent is very weak and 

unstable, and even individual reverse phenomenon can occur in the period.  

Investors can make the appropriate investment based on the conclusions of this 

study, which can purchase the funds of outstanding medium-term performance, and in 

the future medium-term he can ship by the probability of greater than 50% of the profit. 

Although this decision does not ensure that investors will profit. 
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Abstract. The electro hydraulic proportional valve is usually driven by the low 

frequency signal of PWM. However, the amplitude of chatter signal which 

proportional valve needs cannot be controlled independently. This is a big 

problem in the valve’s application. In this paper, the driving theory of 

proportional valve is analyzed firstly. Then by deriving the driving current 

formula of proportional valve, the amplitude formula of chatter signal is 

obtained. At last, the method that compensation network is connected to the 

driving circuit of proportional valve is proposed. The method can bring 

independent control of chatter signalamplitude. The validity of the method is 

proved by digital simulation. 

Keywords: Electro hydraulic proportional valve, PWM, chatter signal, 

compensation network. 

1  Introduction 

The electro hydraulic proportional valve (hereinafter referred to as proportional valve) 

is one of the important components of the Electro-Hydraulic Proportional Control 

System. It is widely used in the modern industry. The driving current control of 

proportional valve is the important problem to improve proportional valve capability. 

Now, the driving technology of proportional valve includes analog drive, low 

frequency PWM drive and high frequency PWM drive [1-5]. Among those methods, 

the low frequency PWM drive is very popular because it has many advantages, such as 

low power, strong anti-interference, simple structure and low cost. So it is widely used 

in proportional valve driving. However the amplitude of chatter signal which 

proportional valve needs cannot be controlled independently is a big problem in the low 

frequency PWM driving.  

In this paper, the driving theory of proportional valve is analyzed firstly. Then by 

deriving the driving current formula of proportional valve, the amplitude formula of 

chatter signal is obtained. At last, the method that compensation network is connected 

to the driving circuit of proportional valve is proposed. The method can bring 

independent control of chatter signalamplitude. The validity of the method is proved by 

digital simulation. 
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2  The Driving Theory of PWM  

The solenoid is the executor of proportional valve for the transformation from driving 

current signal to mechanical action. Then accurate control of proportional valve core is 

attained by exactly controlling solenoid armature. Displacement of proportional valve 

core is proportional to solenoid current. So the valve core displacement keeps invariant 

when the current keeps invariant. When current changing, the valve core will move 

against static friction. Then the response speed and sensitivity of proportional valve is 

decreased. So the valve core should vibrate so as to decrease friction and increase the 

response speed and sensitivity of proportional valve. This vibration is chatter. The 

driving signal should have characteristics of chatter signal. 

The driving circuit is made up of proportional valve coil and driver in the driving 

technology of low frequency PWM. The work status of the driver switch tubeis is 

decided by the signal of low frequency PWM. Average output voltage of the driver will 

be changed with the duty cycle change of PWM. Because the proportional valve coil is 

inductive load, the oscillation current with nonzero mean is existed in the driving 

circuit. After moving to desired position, the valve core will remain vibration. The 

fluctuation amplitude of driving current is equal to the amplitude of chatter signal.  

Based on these analyses, derivation process of proportional valve driving current is 

obtained. The solenoid coil of proportional valve is equivalent to a series circuit 

including a inductance and a resistance. So the relation between the coil voltage and 

coil current is shown as following: 

( ) ( )
di dx

L i t R K u t
dt dt

+ + =                           (1) 

In the equation (1), L is the equivalent inductance of the proportional valve coil；R is 

the equivalent resistance of the proportional valve coil； i(t) is the current of the coil; 

u(t) is the voltage of the coil；K is the coefficient of back EMF；x is the displacement 

of armature in the coil. 

The response speed of the coil current is much faster than mechanical response 

speed of the solenoid. So the back EMF caused by the solenoid armature can be 

neglected in the course of current control. Then the equation (1) is rewrited as 

following: 

( ) ( )
di

L i t R u t
dt

+ =                               (2) 

When the proportional valve driving is realized by the low frequency PWM, u(t) is 

shown as following: 

( )
0 ( 1)

U kT t kT T
u t

kT T t k T

α

α

≤ < +
= 

+ ≤ < +                      (3) 

In the equation (3), T is the period of PWM，α is the duty cycle of PWM，k=0,1,2,…. 

The solution of equations (2) is: 



 A Driving Method of the Electro Hydraulic Proportional Valve 201 

 

( )

( )(1 )

( )
( )

( 1)

t kT R

L

MIN

t kT R

L

MAX

U U
I e kT t kT T

R Ri t

I e kT T t k T

α

α

α

−
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           (4) 

In the equation（4）, IMIN is the minimum of the steady state driving current; IMAX is the 

maximum of the steady state driving current. When the falling edge (t=kT+αT) of 

PWM appears the driving current reaches the maximum in the steady state. When the 

rising edge (t=(k+1)T) of PWM appears, the driving current reaches the minimum in 

the steady state. Considering the equation (4), we will get： 

( )
TR

L

MAX MIN

U U
I I e

R R

α
−

= + −                      (5) 

(1 )TR

L

MIN MAX
I I e

α−
−

=                                  (6) 

According the equation (5) and (6), we will get: 

(1 )TR

MIN L

MAX

I
e C

I

α−
−

= =                                  (7) 

In the equation (7), C reflects the change degree of driving current in the steady state. 

The change degree of driving current is equivalent to the amplitude of chatter signal. 

Then C is inversely proportional to the amplitude of chatter signal. So Influencing 

factors of the chatter signal amplitude include the duty cycle of PWM, the period of 

PWM, the inductance of driving circuit and the resistance of driving circuit. 

3  Adjustment of the Chatter Signal Amplitude  

In the influencing factors of the chatter signal amplitude, the inductance and resistance 

of proportional valve are decided by self coil. So the inductance and resistance of 

proportional valve can not be adjusted. For the PWM frequency is usually invariant in 

control system, T can not be randomly adjusted. The driving current amplitude of 

proportional valve depends on duty cycle of PWM and resistance in the driving circuit. 

Because the resistance in the driving circuit of low frequency PWM is invariant, α is a 

constant. In a word, the amplitude of chatter signal can not be adjusted independently in 

the driving method of low frequency PWM. 

In order to solve this problem, many researches have been done. The method that the 

chatter signal amplitude can be adjusted independently based on compensation network 

is proposed in this paper. The compensation network is composed of inductance and 

resistance which are connected in series. Then compensation network is connected to 

the driving circuit of proportional valve in series. The inductance and resistance of 

driving circuit are altered by changing inductance and resistance in the compensation  
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network, thus the amplitude of chatter signal can be adjusted independently in the 

driving circuit. The current of driving circuit is equal to the coil current of proportional 

valve because driving circuit is a series circuit. So the amplitude of chatter signal that 

proportional valve needs is adjusted independently. The theory of compensation 

network is shown in the Fig.1. 

 

 

Fig. 1. The theory of compensation network 

The derivation of driving method based on compensation network is obtained as 

follows. 

When compensation network is connected to driving circuit of proportional valve, 

the relation between circuit voltage and circuit current is shown as following: 

c c( ) + + ( ) ( )
di di

L i t R L i t R u t
dt dt

+ =                        (8) 

According to equation(8), we will get: 

c c+ ( ) + ( )
di

L L i t R R u t
dt

+ =） （ ）                             (9) 

According to the equation (2), (7) and (9), we will get: 

c

c

(1 ) +

+

T R R

L LMIN

MAX

I
e C

I

α−
−

= =

（ ）

                            (10) 

From equation (10), the conclusion can be obtained that the chatter signal amplitude 

can be adjusted with changes of Rc and Lc. The control effect in the application of 

proportional valve is decided by the average amplitude of driving current in steady 

state. So the average amplitude of driving current in steady state must be invariant 

when the chatter signal amplitude is independently adjusted.  

Under the condition that the compensation network is connected to driving circuit, 

driving current in steady state can be expressed as: 
J

c

U
I

R R

α
=

+
. Because the average  
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amplitude of driving current keeps invariant, α can be expressed as: 
( )

J c
I R R

U
α

+
= . 

According to equation(10), we will get: 

2( ) ( )
[1 ] ( ) ( )J c J c

c c

c c

I R R I T R R
T R R T R R

U U

L L L L
C e e

+ +
− + + −

− −
+ += =                 (11) 

Analyzing equation (11), we can find that C is decided by 

 

2( )
( ) C

C

c
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+ −

−
+

                           (12) 

By calculating the extremum of equation (12) numerator (
2( )

( ) C

C

IT R R
T R R

U

+
+ − ), 

we can find that 
2( )

( ) C

C

IT R R
T R R

U

+
+ −  reaches the maximum when 

2
c

U
R R

I
= − . Because C reflects the chatter signal amplitude in the steady state, we 

can find the law as following. When
2

c

U
R R

I
= − , the chatter signal amplitude can 

reach the maximum. And with Lc increasing, the chatter signal amplitude is monotone 

decreasing. 

Based on the above analysis, we can find that the power of driver will be slightly 

increased because extra resistance is connected to driving circuit. So Rc and Lc should 

be reasonably chosen considering the driver capability. 

4  Digital Simulation 

The digital simulation of the driving method proposed in this paper is done. Supposing 

U=24V, R=5.4Ω, L=200mH, T=0.005s. The parameters of   compensation network 

are chosen as following: Rc=14.6Ω, Lc=0mH. The average amplitude of driving current 

in the steady state is 0.6A. According to equation (10), we can obtain that the ratio of 

driving current minimum and maximum is 0.89 before compensation network is 

connected to driving circuit; the ratio of driving current minimum and maximum is 0.78 

after compensation network is connected to driving circuit. The chatter signal 

amplitude of the circuit with the compensation network has been increased greatly 

compared to the amplitude without the compensation network. The current curve with 

the compensation network is shown in Fig.2. The current curve without the 

compensation network is shown in Fig.3. 

We can find that all of average amplitude of driving current are equivalent to 0.6A in 

Fig.2 and Fig.3. But the chatter signal amplitude is increased and is in agreement with 

theoretical calculation in Fig.2. 



204 W. Shen and J. Wang 

 
               
       

 
 

5  Conclusion 

In this paper the problem that the chatter signal amplitude of proportional valve is hard 

to be adjusted independently is solved. The amplitude of chatter signalwill be adjusted 

independently by connecting the compensation network to driving circuit. Digital 

simulation effect proves the above theory.  
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The Structure and Realization of a Compact Weeding 

Robot in Stamping Mode for Paddy Fields* 
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Abstract. A structure of a weeding robot in stamping mode for paddy fields is 

put forward, which includes an auxiliary supporting device, a weeding device in 

stamping mode and a striding device. The weeding device in stamping mode 

realize the evulsing and cutting of weed by walking over and stamping it flat in 

between the rice shoots with the crawler mobile mechanism. The stamp on 

weed, which also destroys its habitat, will contribute to the suppression and 

removal of weed. The turning radius is reduced by the striding over method 

with tendon-outer-tube transmission system, which greatly enlarges the planting 

area. The auxiliary supporting device and the striding device, which can avoid 

slipping and stalling caused by the paddy field pit, cooperate to make the stable 

movement in the bad condition possible. On the basis of this, the work process 

of the robot is analyzed, and the strategy of the wedding robot’s movement is 

then proposed. 

Keywords: a weeding robot in stamping mode, striding over method, tendon-

outer-tube transmission, structure design. 

1  Introduction 

Chemical method is mainly adopted to deal with paddy field weeding at home and 
abroad, however, the herbicide is supposed to contaminate the environment, upset the 
balance among microorganism, as well as pose a threat to the safety in production and 
people’s health. So the paddy which is free from contamination or of little 
contamination is becoming more and more popular all over the world, but how to do 
the weeding effectively still remains an issue which needs to be further studied. 

A lot of methods have been proposed to deal with paddy field weeding, In Europe, 
fungus which is infectious to weed or insects are adopted as a biological control 
method, and the cultivation such as rye-grass and Lepidium are also planted in 
between the rows of paddy to suppress the growth of weed, In Japan, since organic 
planting and nature farming are still small-scale farming, most of the weeding is man-
made by covering the weep with wrapper. In china recently, straw and plant such as 
green manure crops and grass are taken as wrapper for weeding, and duck and 
herbivorous fish are kept in the paddy field, because they can eat the worm and weed

 

[1]. However, the methods mentioned above are still constraint due to factors such as 
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environment condition and its cost, it may not be appropriate to be promoted on a 
large scale. 

Since mechanical weeding has virtue of high automation and efficiency 
commitment, it can apply to the large scale weeding. Different kinds of weeding 
robots have been developed in china, for example, laser weeding robot[2], which is 
based on the heat effect of laser to cut and burn weed. And high efficiency weeding 
robot

 
[3], which can realize the weeding both in between the rows and between the 

paddy in the same row by its cutting mechanism in the middle and discal saw in both 
sideways. Although these robot can all live up to expectation of weeding, they have 
disadvantages such as their large turning radius, which may lead to reduction of 
planting area, complex structure, high cost, as well as large size. All of this constrain 
the application of weeding robots for paddy fields, on the other hand, young people in 
the countryside both at home and abroad,  tend to pour into cities, leaving women 
and the old at home to do the farming, which makes the emergence of light and small-
sized weeding robot necessary. 

This paper put forward a structure of weeding robot in stamping mode for paddy 
fields

 
[4] which includes an auxiliary supporting device, a weeding device in stamping 

mode and striding device. The robot realizes the evulsing and cutting of weed by 
walking over and stamping it flat in between the rice shoots. The mud generated 
simultaneously as robot’s crawler go along the path, will also contribute to the 
suppression of photosynthesis of weed, as the mud deposit, which may rest on weed 
in between the rice shoots, will do damage to the habitat of weed and contribute to the 
suppression and removal of weed. The auxiliary supporting device and the mobile 
device cooperate to manage the striding over movement, which shorten the line-
changing process and reduce turning radius, making the planting area greatly 
enlarged. As the weeding device in stamping mode move along its path, paddy fields 
pit may lead to the slipping and stalling of robot, however, the auxiliary supporting 
device and the striding device can cooperate to regain its desired place. Which ensure 
that robot has a high adaptability in the bad condition, this structure can apply to the 
weed of both paddy field in large scale and that in small scale on bad condition. 

2  General Design of Weeding Robot Structure 

The weeding robot is mainly composed of three parts, which include an auxiliary 
supporting device, a weeding device in stamping mode and a striding device. Just as 
Fig.1shows. 

The auxiliary supporting device is connected with the weeding device, and the 
striding device is conjunct with the middle of the weeding device, The auxiliary 
supporting device is left up as the robot is weeding in stamping mode, the weeding 
device move forward in between the rice shoots with the crawler mobile mechanism, 
and the stamp on weed contributes to the suppression and removal of weed. 

The striding device is composed of two three-layer bidirectional guide rails which 
are symmetrical to each other. The striding over movement can be achieved by the 
combination of lift up movement of auxiliary supporting device and telescopic 
movement of guide rails. the auxiliary supporting device and the striding device 
cooperate to make the stable movement in the bad condition possible. 
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Fig. 1. Structure of weeding robot Fig. 2. Structure of weeding device 
 

2.1  Structure of Weeding Device 

The weeding device are appropriate for the removal of new weed, and the weeding 
begins 7 weeks after the rice shoots are transplanted, it will last about 7 weeks, and 
the work should be done 2 or 3 times a week. 

The weeding device is shown in Fig.2. 

In order to realize the portability of the weeding robot as well as the simplicity of 

its structure, four crawler wheels are adopted, two of which share the same crawler. 

Since the crawler is stinging one, and the stings on crawler are scattered irregularly, if 

the front stinging crawler fail to remove weed as robot go along the path, the back 

stinging crawler will help to do the weeding. Owing to stinging crawler, the mud in 

field is becoming more liable to be dragged out, which makes the weeding very 

effective, Driving motors and Reduction Gearbox are equipped in the volume control 

tank, And each of the crawler wheel is driven by one motor. The height between the 

bottom of the Volume Control Tank and the ground is 230 mm. which is above the 

rice shoots. As Fig.3 shows, the volume control tank is designed to be hermitical to 

prevent water.  
 

 

Fig. 3. Weeding state 
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2.2   Structure of Auxiliary Supporting Device 

The auxiliary supporting device is mainly used for supporting as robot executes the 
striding over movement, it cooperates with the striding device to ensure stable 
movement. The auxiliary supporting device, which has a structure similar to jack

 
[5], 

is composed of sway brace, upper junction plate, lower junction plate, screw, etc. As 
Fig.4 shows, the vertical motion of the device is driven by motor. 

As motor rotate positively, the screw will rotate in the same direction, since the 
lower junction plate is connected with the weeding device in the middle of guide rails, 
the bottom of sway brace can be deemed as fixed as Fig.5 shows, the upper sway 
brace is driven by screw to lift up the upper junction plate. 

 

Fig. 4. Structure of auxiliary supporting device 

  

Fig. 5. Force diagram (1) Fig. 6. Force diagram (2) 

 
As motor rotate negatively, the screw will rotate in the same direction, the upper 

sway brace will lay the supporting legs and supporting foot down on both sides. The 

motor will keep rotating after the supporting foot touch the ground, In this situation, 

the upper junction plate which is connected to the supporting leg can be deemed as 

fixed as Fig.6 shows. Thus the weeding device can be pulled up by the lower sway 

brace, getting prepared for the striding over movement. 

Considering the complex circumstance due to footprint and pebbles, spherical joint is 

adopted to connect the supporting leg with the supporting foot. It can rotate freely as the 

supporting foot steps on rough ground, which help to overcome the length change of 

supporting leg due to rough ground and realize the stable supporting. As Fig.7 shows. 
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Fig. 7. Sketch map of the supporting leg and supporting foot 

2.3  Structure of Striding Device 

The striding device has a structure of two three-layer bidirectional guide rails which is 
symmetrical to each other and both driven by tendon-outer-tube transmission system. 
The innermost layer is connected to the weeding device as a whole, and the end of 
middle and outmost layers are connected with the two auxiliary supporting device 
respectively, all the layers are driven by tendon. The end of the middle layer and the 
outmost layer on both sides are connected with one end of tendon respectively, while 
the other end of tendon is connected with the spool with spiral cavity which is fixed to 
motor shaft. The telescopic motion of guide rails is driven by motor, which helps to 
realize controlling where the supporting foot lies and adjusting the gravity center of 
robot. All the motors are fixed to weeding device, which greatly improves the 
efficiency. The structure of the mobile device is shown as Fig.8(a) and Fig.8(b) 

 

 
 

                      (a)                                         (b) 
 

Fig. 8. Striding device 

3  Motion Analysis of Weeding Robot 

3.1  Weeding Motion in Stamping Mode  

When weeding in stamping mode, robot will left up its supporting legs and let its 
crawler laid down on the ground, then rice shoots go trough the crawler as Fig.9(a) 
shows. The trajectory of the robot can be obtained according to the results of imagine 
processing, which will contribute to the controlling of the direction where the crawler 
is heading. Robot may slope, slip or be stalled due to the unevenness of ground as it 
moves along its path. In this situation, the desired place can be self maintained by 
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adjusting the movement of the supporting legs and foot on both two sides, making 
robot competent for moving in paddy field. Since gully will be generated by the rut 
the fist time robot stamp over the ground, path can be guided according to the gully 
the second time, which helps to realize stable movement. The robot realizes the 
evulsing and cutting of weed by walking over and stamping it flat in between the rice 
shoots. The mud generated simultaneously as robot’s crawler go along the path, will 
also contribute to the suppression of photosynthesis of weed, as the mud deposit, 
which may rest on weed in between the rice shoots, will also contribute to the 
suppression and removal of weed. The stamping movement should be executed 2 
times each ridge every week. 

 

          
        (a) Weeding state                          (d) Striding over state 

        
          (b) Stretching state                         (e) Laying down state 

         
          (c) Supporting state                           (f) Contracting state 

 

Fig. 9. Process of weeding robot motion 

3.2  Line-Changing Movement 

3.2.1  Strategy Analysis of Line-Changing Movement 
The weeding robot is supposed to make line-changing movement when it gets to the 
end of paddy field, there are mainly two types of line-changing method, one is by 
turning around which is very common as Fig.10 shows. Since there exists turning 
radius, enough area should be reserved for the motion. The other one is by backing up 
as Fig.11 shows. The line-changing movement can be achieved successfully on the 
condition that the place reserved is three times the width of robot. In order to improve 
the efficiency of line-changing movement, the paper put forward the striding over 
method, which achieves line-changing by first lowering the supporting legs and lifting 
up the crawler above rice shoots, then moving the crawler to the adjacent row and 
laying it onto ground. 
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   Fig. 10. Line-changing by turning around        Fig. 11. Line-changing by backing up 

3.2.2  Realization of Line-Changing Movement 
The process of line-changing movement includes three stages which are line-changing 
preparation, line-changing and recovery, which needs the cooperation among the 
auxiliary supporting device, the weeding device and the striding device. First, the 
motor of striding device rotates to drag the tendon which forces the guide rail to push 
supporting legs for one row pitch in the line-changing direction as Fig.9 (b) shows. 
Then the supporting legs keep moving downward until the weeding device is lifted up 
over the rice shoots as Fig.9(c) shows, the innermost guide rail is driven by motor to 
move along the middle guide rail with the weeding device for two rows pitch which is 
about 600mm as Fig.9(d) shows .when the weeding device reach the desired place, 
the supporting legs begin to move upward, and the weeding device will be laid down 
on the ground, then the supporting legs will keep on moving upward until its initial 
position is regained as Fig.9(e)  shows, the outmost guide rail is then driven by 
motor to move along the middle guide rail for two rows pitch which is about 600mm 
as Fig.9(f) shows , finally, the middle guide rail move 300mm to regain its initial 
place as Fig.9(a). After that the whole process of line-changing movement is 
completed, the distance the robot strides over can be available according to the paddy 
field pitch. 

All of the three guide rails are driven by tendon-outer-tube transmission system, 
motor transfers power to guide rail through tendon, which reduces the required 
equipments, lighten the robot’s weight, and makes the robot more compact. 

4  Conclusion        

The paper put forward a new structure of weeding robot for paddy fields, which can 
manage weeding efficiently by the cooperation among an auxiliary supporting device, 
a weeding device in stamping mode and a striding device. Weeding in this mode not 
only greatly enlarges the planting area, but also can realize stable movement in paddy 
field on bad condition, this structure can apply to the weed of both paddy field in 
large scale and that in small scale on bad condition. 
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Abstract. The noise of the main parts of high pressure common-rail diesel 

engine was analyzed in this article. The near-field noise of main parts of diesel 

engine was measured at different speed and load conditions. The major impact 

components on the engine noise were covered with composite materials, and the 

noise was measured. The noise of different fans on the diesel engine was 

analyzed.  The results show that: Oil pump, oil pan, crankshaft pulley and air 

cleaner were the main noise sources of the engine. The near-field noise of 

Silicon-oil clutch fan was lower than crankshaft fan and the fan of the original 

machine. When composite material was covered, the noise of oil pan fuel pump 

diesel engine could reduce effectively. The near-field noise of main components 

reduced about 1 dB (A) ~ 2dB (A) and the engine noise reduced 1.5 dB (A). 

Keywords: Diesel engine, Noise, Composite material. 

1  Introduction 

Vehicle noise is an important source in urban noise pollution，internal combustion 

engine is the ultimate source. In many cases, the noise is generated with the completion 

of a function. It is difficult to eliminate. If you want to eliminate, you must substantially 

change the combustion systems and the transmission of internal combustion engine. 

These changes often have a greater impact on the performance of diesel engines and 

they are difficult to achieve. Relatively, reduce vibration and barrier the sound source 

are easier to achieve. And it is more real. Around the identification of niose sources and 

reducing noise for diesel engine, Domestic scholars and foreign scholars have carried 

out the corresponding research, for example, Seyber who comes from Kentucky 

University of America had used the integral method of BEM and Rayleig (Monopole 

Point Niose Sources) to predict the noise radiation of internal combustion engine 

components, and he compared the differences between the two methods [1][2]. 

Yasuhiko Nishimura who comes from TOYOTA company of Japan  had analyzed the 

noise radiation of internal combustion engine components, and he had used it to reduce 

vehicle noise [3]. Professor Shu and  Professor Hao who comes from Tianjing 

University had done the identification of niose sources of surface radiation for vehicle 

engine, sound intensity measurements of internal combustion engine, the study on 

mechanism and control of torsional vibration[4][5].We have measured and analysed 
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the noise of internal combustion engine and the surface noise of components at the 

different loads of the rated speed for diesel engine. We have determined the parts which 

largely affect the noise of diesel engine. We have measured the noise that the diesel 

engine used the different fan and the main components covered the different 

composites .We have studyed the affects when the diesel engine covered the different 

composites. This paper have some guides to reduce the noise of the diesel engine. 

2  Test 

2.1  Test Conditions 

The model of the diesel engine is 4110Q. It’s displacement is 4.7L. It’s compression 

ratio is 18.5. It’s rated speed is 2500r/min. 

We do this test in the Semi-ane choic chamber, the background noise is lower than 

12dB（A). The diesel engine installed on the elastic foundation. The figure1 is diesel 

engine and dynamometer installation diagram. We used some test instruments, for 

example, Precision Sound Level Meter\ Octave filter (B&K2230), dynamometer 

installation, Fuel consumption meter（HZB500), Thermometer.  

 

 

Fig. 1. Diesel engine and dynamometer installation diagram 

2.2  Test Program 

Identify the near-field noise source. There are a number of ways to identify the noise 

source of the diesel engine, the measurement method of the near-field sound pressure 

level is a good way to identify the noise source of the diesel engine. We turn arrange 

measuring point on the surface of the diesel engine which may be the noise source, 

there are 14 measuring points. We measured every near-field measurement points, then 

compared the measurements to find out the main noise source. The measuring points 

are shown in Figure2.There is 50mm between the microphone probe and the measured 

surface. 



 Study on the Identification of Noise Sources and Reducing Noise for Diesel Engine 215 

 
Fig. 2. Schematic diagram of near-field measurement points 

 
Description of the measuring point, 

1- Front of cylinder head  2- Middle of cylinder head  3- Back of cylinder head    

4- Pump   5- Starter motor   6- Accessories box  7-Side of oil pan  8-Bottom of oil 

pan   9- Camshaft  10- Pump gear  11-Fan  12-Side of exhaust 13-Turbocharger  

14- Air Filter. 

The test of noise reduction measures. According to the measurement results of the 

identification of niose sources, we have implemented to reduce noise test to the main 

noise source. We mainly through replaced of the different fans and covered the main 

source of radiated noise to test.  

1）Replaced of the different fans. We have three kinds of fans. They are 7 leaves fan, 

7 leaves fan installed silicone oil clutch, 7 leaves fan installed wind guide cover. We 

used these to test. 

2 ） Covered the main source of radiated noise. We have used complex 

sound-absorbing material to cover the main parts of the noise source of the diesel 

engine. The complex sound-absorbing material is a porous foam, it has many small gap 

of inside and outside connected and consecutive holes. It used the principle of wave 

interference and diffraction to attenuate sound energy that it can absorption.  

Verify the effect of noise reduction after we have implemented measures. After we 

selected the best plan, we measured sound pressure level of  near-field and machine of 

the main noise source at declared working condition. We compared the difference 

before and after implementation. 

3  Results and Analysis 

3.1  Identify Noise Source 

When the diesel engine at rated speed, we measured near-field noise at the different 

loads, for example, full load, 75% load,50% load,25% load. This is shown in Figure 3. 

As can be seen from Figure 3, higher parts of the noise are pump, accessories box, 

bottom of oil pan, fan, crankshaft pulley, air filter. With the diesel engine load 

increasing, the sound pressure level of the near-field measurement points changed 

slightly.  
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Fig. 3. Different load rated speed near-field noise 

3.2  Reduced Noise Measures 

3.2.1  Fan Noise Analysis 
The figure4 is the noise comparison of different fans. The sound pressure level of the 

different fans are same from this picture. The change is obvious with the increased 

speed. The fan of engine prototype is highest at the 2500rpm,it is 98.9 dB（A）.The fan 

of the crankshaft is followed, it is 97.1 dB（A）.The fan of silicon oil clutch is lowest, 

it is 94.1 dB（A). 

 

 

Fig. 4. Noise comparison of different fan 

Because the fan of silicon oil clutch is provided torque by the silicone oil of drive 

power between input parts and output parts. It’s thermal devices controles the liquid of 

the silicone oil in the working chamber. When the air temperature surrounding the 

radiator changes from low to high, the silicon oil clutch drives the speed of the fan from 

low to high, this is a flexible process of gradual increasing. This process is not only can 

greatly reduce the air noise because of the fan speed mutations, but also can reduce the 

friction noise because of rapid speed changes causes the plastic fan deformation. 
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3.2.2  Oil Pan Noise Analysis 

The figure5 is different speed oil pan near-field noise. As can be seen from Figure5, as 

the speed increases, the reduction of the  sound pressure level of oil pan near-field 

maintained at 1dB（A）around. 

 

 

Fig. 5. Different speed oil pan near-field noise 

The figure6 is oil pan at rated speed frequency spectrum map. As can be seen from 

Figure6, the sound pressure level reduces at  almost frequency range when the oil pan 

is covered. The change is more obvious at the range of 500Hz ~2500Hz.The sound 

pressure level reduces 4.4 dB(A) at 1000Hz.The noise of the oil pan mainly 

concentrates in the middle and low band below 1000Hz,it’s the largest peak appears at 

360Hz[6].The oil pan is stamped of thin-walled steel, it’s natural frequency is lower 

than the average. 

 

 
Fig. 6. Oil pan at rated speed frequency spectrum map  

In addition, the radiation area of oil pan is larger than the average, it’s the part of 

high frequency is strong vibration, so the radiated noise of oil pan is higher than the 

average. The test uses composite sound-absorbing material which is made of porous 

foam, it has many small gaps and continuous holes which are connected inside and 
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outside. When the sound waves from the pores to the material internal, it causes air 

vibration in the holes. At the same time, the friction between sound waves and the hole 

wall causes the difference of air velocity, it causes viscous effect which makes a 

considerable part of the sound energy into heat energy to dissipate. So that the sound 

waves are weaken, to achieve the purpose of sound absorption [7]. 

3.3  The Results of Noise Reduction Analysis 

When the diesel engine is covered with composite materials, the noise of the main parts 

and the diesel engine both reduce at the declared working condition(Table 1). The noise 

of the front of cylinder head reduces 1.8 dB（A）,the noise of the oil pan reduces 1.1 dB

（A）,the noise of the pump reduces 1.3 dB（A）.  

Table 1. Near-Field Noise Comparison 

Measuring 

Point 

Sound Pressure Level of Engine 

Prototype /dB（A） 

Sound Pressure Level after Engine 

Prototype is Covered /dB（A） 

1 101 99.2 

4 105.1 103.8 

7 105.2 104.1 

 
The figure7 is the noise of the diesel engine contrast. As can be seen from Figure9, 

after the noise reduction measures are implemented, the average sound pressure level of 

the diesel engine reduces 1.5dB（A).  
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Fig. 7. Noise of Diesel Engine Contrast 

4  Conclusion 

1) The part which is the higher noise of the diesel engine is pump, accessories box, 

bottom of oil pan, fan, crankshaft pulley and air filter at the declared working condition.  
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2) The speed of the fan of silicon oil clutch is slower. It makes near-field noise of the 

fan of the diesel engine lowest at the declared working condition. 

3) The effect is obvious, when the oil pan and pump are covered with composite 

materials. It can reduce 1 dB (A) ~ 2 dB (A) around. The noise of the diesel engine can 

reduce 1.5dB（A）.  
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Abstract. This paper introduces a method to implement UART based on Field 

Programmable Gate Array（FPGA). Its baud rate can be set and the states can be 

read. The structure of this system is divided in modularization so that can fit the 

method Top-Down. The hard core of this system is implemented with finite state 

machine （FSM）[1]. It makes the logic of control more intuitionistic and more 

briefness. The efficiency of the design is improved in a wide range. Simulating  

experiments, present at last to proved the validity and reliability in the whole 

design.  

Keywords: UART, FSM, FPGA. 

1  Introduction 

Asynchronous serial communication that requires a few of Transmission lines，high 

reliability， and faraway transmission distance， is widely applied of the data 

exchangement of microcomputer and peripheral. Usually it is complimented by UART 

(Universal Asynchronous Receiver-Transmitter), For example of National INS 8250 

as chip of serial interface in the IBM PC. In the practical application, some main 

functions of UART are required. Special interface chip may cause a waste of resources 

and high costs, especially the technology of SOC in the field of  electronic design will 

implement the function of the whole system on single block or few blocks of chips. So 

designers should make the similar function module integrated into FPGA. This paper 

puts forward a way of realizing the function of UART using FPGA. The above 

problems can be resolved effectively. 

2  Function Introduction 

This UART controller transmit a frame serial data including 1 start bit, 8 bits of data 

and 1 bits stop bits. When ransmission, low bit is in the front, high bit is in the post. 

Receiver detects and confirmes the start bit, 8 data bits will be received. After receiving 

the stop bit ,Interrupt signal will be transmitted toward CPU, in the same time Data will 

be transmitted to the computer 's 8 bit data bus. When sending data ,Baud rate is seted 

up by CPU. Then the 8 bit parallel data plus the start bit and stop bit is sent to the 

peripheral. After sending the stop bit, Interrupt signal will be transmitted toward 

CPU.In the process of sending and receiving data, CPU can load control signal to read 
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the working state of UART, in order to conduct real-time processing. The basic UART 

communication requires only two signal lines ( RXD, TXD ) to complete the data 

communication. Receiving and sending is duplex form.TXD is the UART's sending 

terminal, as output; RXD is UART 's receiver, as input. 

3  The Realization of Function  

3.1  The Overall Structure of the System 

In large scale circuit designs, a hierarchical, structured design method is widely used. It 

will divide a complete hardware design tasks from the system level, into a number of 

operational module, work out corresponding model and simulation, finally make 

combination in the system level. This improves the design efficiency and the design 

quality, and is the major means of implementing complex system[2],witch is the basis 

of design idea in this paper. UART consists of three modules, namely the baud rate 

generator; the receiving module; transmitting module. 

3.2  Design of Modules 

3.2.1  Top Level Module 

The top-level module of UART consists of a baud rate generator, a receiving module 

and a sending module.The UART transmitter is used to transform the parallel data for 

output in accordance with the basic UART frame format to TXD signal serial 

output.UART RXD receiver receives the serial signal, and converts it into parallel 

data[3].Baud rate generator specifically produces a local clock far higher rate than the 

baud rate to sample the input RXD continuously to enable the receiver to maintain 

synchronization with the transmitter。Circuit diagram is shown in figure 1. 

 

   

Fig. 1. Circuit diagram of top-level module  
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3.2.2  Baudrate Generator 

Baudrate generator is a frequency divider in fact. We could calculate the baud divisor 

according to the given system clock and the required baud rate.Baud divisor needs to 

change according to different applications.The design needs to devide a frequency of 

32MHz signal into that of 153600Hz signal. 

3.2.3  The UART Receiver 

Due to the serial data frame and a receive clock is asynchronous,by logic 1 to a logical 

0 can be considered a data frame start bit.However,in order to avoid burr effect and get 

the correct starting bit , we must request that there is at least half of logic 0 in the 

received start signal in the process of sampling baudrate clock .Because internal 

sampling clock cycle is 16 times of transmitting or receiving baud rate clock cycle , the 

start bit requires that at least 8 consecutive BCLK cycle logic 0 was received.Then data 

bit and stop bit are sampled every 16 BCLK cycle time . 

R_START STATE：After the UART receiver is resetted, the receive state machine 

is in this state when the state machine has been waiting for the RXD level jump, that 

from a logical 1 to logic 0 means the beginning of a new frame of UART data 

frame.Once the start bit is determined, the state machine will transfer to the 

R_CENTER state.RXD_SYNC signal is RXD sync signal.In the judgment of logic 1 or 

logic 0, we do not wish the detected signal is not stable, so we do not detect RXD 

signal. 

R_CENTER STATE：For the asynchronous serial signal,in order to detect the 

correct position signal every time ,detecting in each of the midpoint is advisable.In this 

state,we calculate  mid point of each bit through the number of BCLK counts.But most 

probably the count value " did not actually happen to the "1000", a state should to be 

considered, namely after a BCLK cycle,  the 1 / 2 bit in sampling is hoped . 

R_WAIT STATE：When the state machine is in this state,in the sixteenth BCLK, it 

enter the R_SAMPLE state for data bit sampling detection, but it also determines 

whether the data bit length has reached a data frame length ( FRAMELEM ), if it come, 

the stop bit is coming. 

R_SAMPLE STATE： After the inspection of Data bit sampling , it refers to the 

R_WAIT state unconditionally, waiting for the next bit of data. 

R_STOP STATE：The state machine is without the specific detection of RXD in 

R_STOP state, just output the end signal of frame receiving ( REC_DONE < = ' 1' ). 

After this state, state machine comes back to the R_START state, waiting for the start 

bit of the next frame . 

3.2.4  The UART Transmitter 
The transmitter output one data every 16 BCLK cycle , follow that the first bit is start 

bit, and the eighth is stop bit in order. 

X_SHIFT STATE：After the UART is resetted, the state machine is in this state 

when the UART transmitter has been waiting for a data frame to send commands to 

XMIT_CMD.Because XMIT_CMD is an external signal, it is not possible to limit the 

XMIT_CMD pulse width.If the XMIT_CMD is still valid after he UART has sent a 

data frame , then the error is considered, a new command of data transmission is 

coming again.The UART transmitter will start sending frame of UART again. 

Obviously, the frame sent is wrong.In this time,XMIT_CMD is limited on the pulse 
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width , use XMIT_CMD_P instead of XMIT_CMD signal, XMIT_CMD_P is a short 

pulse signal.When XMIT_CMD_P = ' 1 ',the state machine refer to X_START STATE, 

ready to send the start bit. 

X_START STATE：In this state,the UART transmitter sends a logic 0 of one bit 

time width to TXD, i.e. the start bit.The state machine come into X_WAIT 

stateFollowed. 

X_WAIT STATE：In this state, the state machine waiting for the sixteenth BCLK, 

when it comes,it refer to the X_SHIFT state, to convert the parallel data to the serial 

data. 

X_SHIFT STATE：State machine realizes conversion of data to send. After 

switching it comes back to the X_WAIT state. 

X_STOP STATE：Stop bit send state namely.When the data frame is sent, the state 

machine  comes into this state, and sends logic 1 signal of 16 BCLK cycle, i.e., 1 stop 

bit.After the stop bit is sent ,the state machine comes back to the X_IDLE state, waiting 

for another command to send a data frame. 

4  The Simulation Results 

During the verification process, I use Modelsim in the Company of Model Technology 

to conduct function simulation on the UART controller. 

4.1  The Simulation Waveform of UART Receiver Is Shown in Figure 2 

 

Fig. 2. The simulation waveform of UART receiver 

4.2  The Simulation Waveform of Uart Transmitter Is Shown in Figure 3 

 

Fig. 3. The simulation waveform of UART transmitter 

Through the simulation waveform , the design results correctly transmits and 

receives a frame data and generates a corresponding interrupt, CPU can read real-time 

working state.the correction and completion of this design is validated, all functions 

meet the expected requirements, but it also show that the design idea is completely 

feasible. 
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Using FPGA to achieve UART reduces the system area and the power consumption, 

improves the design of stability, but it also makes full use of the remaining resources in 

FPGA.The method of software realization of hardware has become the dominant trend 

in the field of electronic design.In many occasions, the UART controller can 

completely replace the dedicated IC chip.The design has already been downloaded to 

Xilinx 's Spartan3 series XC3S400 devices.Comprehensive report displays that the 

design has consumed 195 LE ( Logic,Element ) .in large-scale FPGA, this is only a 

small part of resources. 
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Abstract. This paper studied the synchronization of fractional-order chaotic 

system based on the theory of fractional calculus, and the synchronization 

between the two identical fractional-order Chen systems is realized after 0.6s by 

using the active control, and the simulation results verify the effectiveness of 

the examined method. Furthermore, the control scheme can be used in secure 

communication via the technology of chaotic masking. Numerical simulations 

coincide with the theoretical analysis. 

Keywords: Fractional-order system, chaos synchronization, communication.  

1  Introduction 

It is well known that the fractional calculus has a long mathematical history, but its 

applications to physics and engineering are just recent subject of interest [1]. In recent 

years, many researchers found that many systems have the feature of fractional-order 

dynamics, such as viscoelastic system [2-3], electrode-electrolyte polarization [4], and 

electromagnetic waves [5].In Ref.[6] , chaos and hyperchaos in the fractional-order  

Rossler equations were studied, in which chaos can exist in the fractional-order     

Rossler equation with order as low as 2.4, and hyperchaos exists in the fractional 

order Rossler hyperchaos equation with order as low as 3.8. 

More recently, the synchronization of chaotic systems has attracted much attention 

since the seminal paper by Pecora and Carroll in 1990. In Ref.[7], synchronization of 

fractional-order chaotic systems is firstly investigated. The chaotic control and 

synchronization of fractional-order systems are concerned extremely [8-10]. It has 

recently attracted increasing attention due to its potential applications in secure 

communication and control processing. However, to our best knowledge, in many 

literatures [11-13], the authors are all concerned with the secure communication of 

integer order chaotic systems. In Ref.[14], A fractional-order chaotic secure 

communication scheme is presented using an extended fractional Kalman filter. 

Although the application in secure communication is achieved by the method of 

design filter, no matter what is used integer order or fractional order, is too complex, 

and the chaotic masking technology in secure communication works quite well by the 
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chaotic synchronization. Ref.[15], Fractional order Liu-system synchronization and its 

application in multimedia security is achieved by chaotic masking. In Ref.[16], the 

paper succeed in implementation of a secure communication by chaotic masking. 

Based on the technology of chaotic masking, the approximate Gaussian white 

noise with statistical properties of chaotic signals are used as a carrier signal to be 

transmitted for hiding the information, the signal are covered up by the 

synchronization of chaotic signals at the receiver to restore the useful signal, and 

achieve the purpose of confidential communication in chaotic secure communication. 

Because of the chaotic dynamics, with its noise like broad band power spectra, is the 

best of candidate to avoid narrow-band effects, such as frequency-selective fading or 

narrow-band disturbances in communication systems. 

In this work, the synchronization of two identical fractional-order Chen systems is 

achieved by using the active control technique. This method is simple and does not 

require computing the conditional Lyapunov exponents. Numerical simulations are 

given to validate the proposed synchronization approach. Moreover the information 

signal can be recovered undistorted when this method is applied to secure 

communication. The consistent of numerical simulation with the analysis results show 

that the scheme is effective. 

2  Fractional Derivative and Its Approximation 

There are several definitions of fractional derivatives [1]. In our work, we use the best 

known Riemann-Liouville defined by 
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WhereΓ(·) is the gamma function and n-1≤α＜n(n is integer). This definition is 

significantly different from the classical definition of derivative. 

Upon considering all the initial conditions to be zero, one then has the Laplace 

transform of (1) 

{ }
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α

α 
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Therefore, the fractional integral operator of order "α" can be represented by the 

transfer function F (s) =1 /s
α
. Because the standard definition of fractional derivative 

can not be directly computed the fractional operators in time-domain simulation. In 

order to effectively analyze fractional chaotic behavior of dynamical systems, a 

general method to solve the fractional differential is to approximate the fractional 

operators by using operators of the standard integer order. This approximation is fully 

meet to the needs of the project. Ref.[18], approximations for F (s) =1 /s
α
 (α=0.1-0.9) 

in steps 0.1 are given, with errors of approximately 2dB. 
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3  The Fractional Order Chen System 

Now, consider the fractional-order Chen system as follows: 
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where a=35,b=3,c=28,α is the fractional order(0<α<1). 

  

Fig. 1. Phase portraits of the fractional-order Chen system (3) when a=35,b=3,c=28 

Simulations are performed for α=0.9,0.8 respectively. The simulation results 

demonstrate that chaos indeed exists in the fractional order Chen system with order 

less than 3. When α=0.9 and 0.8, chaotic attractors are found and the x-y phase 

diagrams are shown in Fig.1 (a) and (b), respectively. We can see that the chaotic 

attractors with α=0.9 and 0.8 in the fractional order Chen system are similar and looks 

like the Lorenz system’s attractor. 

4  The Synchronization of the Two Identical Fractional-Order 

Chen System 

Now, we will study synchronization between two identical fractional-order Chen 

systems, employing the active control technique. 

The fractional-order Chen system is described by 
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as the drive system. And response system is described by 
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Where u1,u2,u3 are control function. Our aim is to design the controllers ui(i = 1,2,3) 

that will make the response system (5) achieve synchronization with the drive system 

(4).Then, Subtracting Eq. (4) from Eq. (5), we obtain the error dynamics system as 

following 
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where e1=x2-x1, e2=y2-y1 and e3=z2-z1. 

Then consider the active control function [18] is 
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Taking the inputs V1(t),V2(t),V3(t) as 
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An appropriate choice of the matrix A can be 
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So, the error system (6) can be rewritten as 
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Obviously, as for the closed-loop system eigenvalues are -1,-1,-1,the errors e1,e2,e3 

will converge to zero when t→∞.Therefore, synchronization of the two identical 

fractional-order Chen systems (3) and (4) is achieved. 

4.1  Simulation Results 

In the numerical simulations, we set the parameters of (3) and (4) as a=35,b=3,c=28 

and α=0.9 for derive system and response system. The initial conditions of the 

systems are taken arbitrarily as x1(0) =1 ,y1(0)=2 and z1(0)=-1 ; x2(0) =2, y2(0) =3 and 

z2(0) =3 .Numerical results show that the synchronization of two identical fractional-

order Chen system is achieved using the active control as Fig.2. From Fig.2, we can 

see that the errors e1,e2,e3 all converge to zero less than 1.5s. So, the identical 

fractional-order Chen chaotic systems can be synchronized.  

 
Fig. 2. (a) the errors of e1,e2 converge to zero about 0.6s, and the e3 converges to zero about 

1.5s.(b) the x2 of system (4) synchronized to the x1 of the system (3).This shows that the 

identical fractional-order Chen systems can be synchronized. 
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5  Application 

In this section, to verify and demonstrate the effectiveness of the proposed method, 

we will display the numerical results for fractional order chaotic Chen systems in 

secure communication. Based on the theory of the communication, the schematic 

diagram of secure communication is displayed as Fig. 3 with the synchronization 

scheme. 

 

Fig. 3. Chaotic masking technology for communication system 

In Fig.3, x1 is the variable of the transmitter, m(t) is the transmit information 

signals, s(t) is added to the variable x1.The sum of the signal s(t)=m(t)+x1 is 

transmitted to the receiver. M(t) is the recover signal after the x2 and x1 synchronized 

at the receiver end. 

Consider the transmit signal is the triangle wave with the amplitude 5 and the 

frequency 1 as Fig.4(a) by scope. The useful signal is added to the chaotic signal 

during transmission, we can find that the mixed signals is different from the original 

signals as Fig.4(b), so the scheme of secure communication is effective. Simulation 

results show that the system effectively restored the useful signals after 0.6s as 

Fig.4(c). 
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Fig. 4. (a) the useful signals for transmission.(b) the transmit information is different with the 

previous by masking.(c) the useful signals are recovered at the receiving end. This shows a 

figure application of different schemes of chaotic. 

6  Conclusion 

In this paper, the synchronization of fractional-order chaotic system is studied, and 

the synchronization between two such identical fractional order systems has been 

realized via active control. The simulation results show that the control method is 

reliable. Moreover, numerical experiments for the secure communication system 

indicate that the synchronization works quite well, which may has potential 

application in other areas. 
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Abstract. The high temperature molecular state heating tracing sampling 

technology was applied to eliminate the interference of steam and the loss of 

SO2. The multi- components of infrared luminosity analysis technology, which 

combined single beam double wavelength spectrophotometry method with gas 

filtering correlation method, was also used in smoke analysis. The multi-

component smoke continuous monitoring with the fixed pollution source was 

obtained through microprocessor filtering effectively the influences of sum 

multiplier, auto quantitative measurement, long-range control, remote 

transmission, abnormity alarm, data storage and report can be met, form a set of 

gaseous contaminants analytical system. 

Keywords: infrared luminosity, sum multiplier, heating tracing sampling. 

1  Introduction 

With the speed development of national economy, environmental contamination 

caused by emission of stationary pollution source proved to be a highlight problem. It 

brings great difficulties to monitoring and detection of flue gas emission as the groups 

of flue gas emission complex and severe environment at industry spot (such as high 

temperature), especially the accurate measurement of gas contaminant (sulphur 

dioxide, oxynitride) is highlight. Through many years of practical test, the integration 

electrical modulation infrared light supply and filtering sense gas analysis meter of 

infrared sensor can not interior calibrate and pyrometry, then develop multi 

components of stationary pollution source infrared gas online auto-monitor system to 

improve the competitiveness of native flue gas analysis meter, meet the requirement 

of market and promote government to accelerate monitor progress of gas emission. 

2  Core Principle 

The gas such as SO2, CO, NO, NO2 and etc in the exhaust gas has its own 

characteristic absorbing wavelength in infrared band (shown in Table 1): 

characteristic absorbing band can be identified just like fingerprint, and it can reflect 

the concentration of gas through the assimilation of characteristic absorbing band to 

infrared energy. 
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According to Lambert–Beer law, the relationship of absorbance and concentration 

of sample gas is: 

          ln(I/I0) = LkC                                 (1) 

Table 1. Characteristic absorbing wavelength of partial gases in exhaust gas 

Gas CO       CO2          NO     SO2       H2O 

Characteristic 

absorbing wave     

  

length /μm 4.65       4.3         5.3           7.3       3-6 

 
I0、I stand for compared light intensity and measure light intensity; L stands for 

the journey of infrared radiation through absorbing gas; k stands for the absorption 

coefficient of target gas; C stands for consistence of sample gas. 

There are two light filters in single light beam double wavelength: compared light 

filter and measure light filter. The measured quantity groups of indigestible infrared 

band get through compared light filter, the changes of measured quantity groups of 

concentrations does not affect the light intensity through measure air chamber, I0 acts 

as compared light intensity. The measured quantity groups of characteristic absorbent 

infrared band get through measure light filter, the light intensity through measure air 

chamber is corresponding with exhaust gas concentration, I acts as measure light 

intensity. Calculate the measured quantity groups of concentrations of exhaust gas 

according to Lambert–Beer law shown in Fig 1. 

Gas filtering correlation method take gas filtering pond of fill high pressure 

measured quantity gas instead of comparison optical filter in single light beam double 

wavelength, the effect of filtrate characteristic absorbing infrared band is better. Fig 2 

is Optics structure diagram of gas filtering correlation method. 

 

 
 

Fig. 1. Optics structure diagram of single light beam double wavelength and the assimilation, 

measurement and comparison infrared band of SO2 
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Fig. 2. Optics structure diagram of gas filtering correlation method 

Multi groups of nondispersive  infrared measurement system based on gas 

filtering correlation technique contains light source, cut light wheel, measurement air 

chamber, filtering wheel and phototube, and the following is optics structure 

diagram(Fig 3):  

 

 

Fig. 3. Optics structure diagram of multi groups of stationary pollution source infrared gas 

online automatic monitoring system 

Nernst lamp gives out infrared light: cut light wheel radio frequency stereotypes 

the signal beam; two gas filtering correlation wheels were installed on filtering pond 

and measurement optical filter of different measured quantity gases; the rotation of 

cut light wheel and gas filtering correlation wheels are driven by brushless continuous 

current dynamo, finish the measurement of each group according to automatic control    

instruction. There are filling stomata and bleeder hole in high temperature 

measurement air chamber to keep gas concentration gas concentration steady to 

prevent steam and contaminant condensing and disturbing the luminosity analysis, 

heat trace with high temperature heat tracing band. The signal acquired by phototube 

needs amplifying as it is weak. 

The position of filtering pond and measurement optical filter of each group of 

gases are controlled by internal processor, scan each groups many times in one 

measuring process to improve the signal-to-noise ratio of signal. In data processing, 

the influence of sum disturbance and multiplier disturbance to disturbing component 

conducted by microprocessor: when each group of optical spectrum overlap, 

interferences of disturbing component to measured quantity constituent can be 

achieved by minus the concentration of disturbing component; interference can be 
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eliminated by correction factor when absorptivity of measured quantity constituent 

changed caused by disturbing component. 

3  Key Technique 

3.1  Smoke Analysis 

Smoke is analysis by multi component luminosity analysis technology combine single 

light beam double wavelength with gas filtering correlation technique. The mutual 

deduct of contemporary measurement and interference parameter of gas filtering 

ponds on the two filtering wheels to multi component of gases improve the 

measurement accuracy and can high-precision continuously detect as many as 8 

groups. Standard gas need not using in internally installed standard chamber. It can 

correct zero and range automatically according to given program and auxiliary 

equipment. 

3.2  Signal Amplification Circuit 

Signal amplification circuit is chopper stabilization combining with multistage 

amplification mode made by CMOS, signal amplification processing circuits 

constitute with multi-way switch and meter amplifier was taken into account, its 

advantages such as high gain, strong common mode rejection capability, fast 

response, small drifting, small input bias current and maladjustment, which reduce the 

data acquisition error brought by gain correlated error as much as possible, and it can 

dynamically zero makes measurement accuracy higher and performance more steady. 

3.3  Continuous Monitoring System of Gas Emission 

Continuous monitoring system of gas emission was set up by contamination of 

multidisciplinary techniques such as intelligent sampling combining with filtering 

algorithm, multithreading control, software automatic identification compensation 

slight contamination, luminous power software revise, slipping average value 

combining with flexible distributed process, data storage combination with long-range 

control, quantitative measurement of smoke, automatic zero, automatic standard, 

buzzer, remote transmission , data storage and report generation can be meet. 

3.4  Monitor and Control Gaseous Contaminants of Pollution Source by 

Embedded Software 

Monitor and control gaseous contaminants of pollution source by embedded software. 

Instantaneous value of monitoring objects, history and overweight alarm can be 

provided; combine with service conditions of environmental protection departments, a 

series of environmentally-friendly business solutions such as e-government affairs 

and office automation are provided. Embedded software has the following  
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characteristics: strong measuring signal processing flexibility, which can measure in 

different variables and concentration range in a device; intelligent sampling 

combining with filtering algorithm removes abnormal value, calculates average value, 

gaseous contaminant measurement on the basis of Lambert–Beer law. 

3.5  Intelligent Monitoring 

Single chip microcomputer is embedded in gaseous contaminants relevant parameter 

measuring object by Cygnol single chip core technique, intelligent monitoring can be 

realized. According to gaseous contaminants measuring environmental requirement, 

physical environment(mini-type), electric/air (reliable) , cost(cheap) were taken into 

account; Regarding the minimum software configuration ,hardware configuration and 

the corresponding interface circuit, core technology was taken, The abstract levels 

between bare device and application program were provided; some programs 

operating together can be allowed, the processor shared; all the I/O operations were 

abstracted, providing a simple disc I/O abstract, while every program can use it; 

robust network function is provided, especially the support of TCP/IP. 

4  Reach Qualification 

Table 2. Characteristic absorbing wavelength of partial gases in exhaust gas 

Index content SO2       NO2      NO CO 

Measure scope / mg/m
3
 

Detection prescribed      

minimum / mg/m
3
 

0-4000     0-1000    0-2500 

 

  10         10       10        

0-2500 

 

    10 

 
Zero drift:≤ ±2.5% F.S/3dor7d; Range drift:≤ ±2.5% F.S/3dor7d; Linearity error:≤ 

±5.0% F.S; Response time:≤200s; repeatability:  ≤ 0.5%; output wave:≤ 0.4% ;Alarm 

output: power failure, demarcate failure, analysis meter failure. 

5  Conclusion 

Taking multi component luminosity analysis technology of single light beam double 

wavelength combining with gas filtering correlation technique, high-accuracy 

continuous monitor many gas component simultaneously by a set of infrared 

luminosity analytical system, inlay normal air chamber can correct zero and range 

automatically; the operative modes of device such as programmed control, data 

processing and remote communication were conducted through PLC and compound 

integrated adaptive communication technology; auto quantitative measurement, long-

range control, remote transmission, abnormity alarm, data storage and report can be 

met form a set of gaseous contaminants analytical system.  
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Abstract. Electro-hydraulic shaking table (EHST) is a useful experimental 

apparatus to real-time replicate the desired acceleration vibration signal for 

evaluating the performance of the tested specimen structural systems. A three 

axis six degree-of-freedom (DOF) EHST system with eight hydraulic actuators 

is presented in the paper. A decouple control method is employed to lower the 

acceleration couple among the six DOF. The procedure of the decouple 

controller is programmed in MATLAB/Simulink, and then compiled to a real-

time PC with Microsoft Visual Studio.NET for implementation. The 

experimental results demonstrate that a better tracking performance with the 

improved servo controller is achieved in experiments by using actual EHST. 

Keywords: Electro-hydraulic shaking table, decouple control, identification. 

1  Introduction 

Hydraulic vibration table as the pivotal basic experimental equipment is widely used 

in many important engineering fields to achieve environmental simulation, such as  

municipal and building works; high frequency fatigue test of engineering material 

which is used in the road simulation test of vehicles and mobile machinery; aseismic 

test of Large Engineering like dam and high-rise building. 
The performance of multi-axis hydraulic shaking table can directly affects the 

technological progress of related industries. So the technical level of multi-axis 

hydraulic shaking table not only takes an important role in the national economic 

development, but also is a major sign of the development level of a country’s 

industrial technology. 

Whether in the aviation, aerospace, tanks, chariot and other military areas, or in 

civil engineering, water conservancy construction and other civil field, shaking test is 

always a kind of necessary basic experimental means. 

With the rapid technological progress in these engineering above, the requirement 

of the environment of shaking test becomes more and more complex and strict. 
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We would like to draw your attention to the fact that it is not possible to modify a 

paper in any way, once it has been published. This applies to both the printed book 

and the online version of the publication. Every detail, including the order of the 

names of the authors, should be checked before the paper is sent to the Volume 

Editors. 

2  Paper Preparation 

2.1  Composition of the Control System of EHST 

The experimental carrier in this paper is an electro-hydraulic shaking table with six 

degree-of-freedom (DOF). The structure is shown in the Figure 1. 6 DOF contains 3 

translational DOF(X, Y, Z) and 3 rotational DOF(Rx, Ry, Rz).  

The motion of 8 actuators is controlled by 6 DOF. 8 actuators contains x1 and x2 

in X axis direction, y1 and y2 in Y axis direction and z1,z2,z3,z4 in Z axis direction. 

In the mechanism theory, the mode of 8 actuators controlled by 6 DOF is named 

redundant driving system. 

 

 

Fig. 1. The structural diagram of EHST 
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Fig. 2. Structure of EHST servo control system 
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2.2  Independent Control of DOF 

If you have more than one surname, please make sure that the Volume Editor knows 

how you are to be listed in the author index. 

1 2 1 2 1 2 3 4

1 2 3 4 1 2 3 4 1 2 1 2

(

( ) ( ) ( )

1 1 1
( ) ( ) )

2 2 4

1 1 1

4 4 4
= = =


= + = + = + + + + − − − + − − + − x y z

X x x Y y y Z z z z z

R z z z z R z z z z R x x y y； ；

； ；
 (1) 

According to the definition of 6 DOF, the definition of DOF compounding matrix is 

defined as below.     

0.5 0.5 0 0 0 0 0 0

0 0 0.5 0.5 0 0 0 0

0.25 0.25 0.25 0.25 0 0 0 0

0 0 0 0 0.25 0.25 0.25 0.25

0 0 0 0 0.25 0.25 0.25 0.25

0 0 0 0 0.25 0.25 0.25 0.25

h

    − −
=    − − 

− −  

J

              (2) 

According to Formula 2, the decomposition matrix can be deduced by pseudo-inverse. 

 
=   

A 0
J

f 0 B
                        (3) 

Where  

1 0 1 1 1 1

1 0 1 1 1 1
=

0 1 1 1 1 1

0 1 1 1 1 1

A B

      − −      −   
− − −   
； ＝ . 

2.3  Pressure Stabilization Controller 

The form of the electro-hydraulic shaking table is symmetrical. The system is a 

quadric statically indeterminate system for it uses 6 DOF to control 8 actuators. 

According to the reference 8, the pressure drop of 8 actuators of shaking table is zero 

at balanced state , when the shaking table can normally work. 

We assume that the output force at one moment is 
2121

,,, yyxx PPPP ′′′′
4321

,,, zzzz PPPP ′′′′ . 

The internal force caused by coupling is Px1，Px2，Py1，Py2，Pz1，Pz2，Pz3，Pz4. 

Then internal force of each DOF is as bellow. 

1 2 1 2 1 2 3 4

3 4 1 2 2 4 1 3 1 2 1 2

( ) / 2 ( ) / 2 ( ) / 2

( ) / 4 ( ) / 4 [( ) ( )] / 4

 = + = + = + + +
= + − − = + − − = − + − x y z

x x x y y y z z z z z

R z z z z R z z z z R x x y y

P P P P P P P P P P P

P P P P P P P P P P P P P P P

； ；

； ；
 

(4) 

The differential value between the output force of each actuator and mean force of 

each DOF can be calculated by geometric relation of actuators. 
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21 1 2

1 1 2 2

1 1 2 2

3 3 4 4

′ ′ = − − = − −
′ ′= − − = − +
′ ′= − + + = − + − ′ ′= − − + = − − −

z z

z z

x y x y

x y x y

x x x R x x x R

y y y R y y y R

z z z R R z z z R R

z z z R R z z z R R

P P P P P P P P

P P P P P P P P

P P P P P P P P P P

P P P P P P P P P P

；

；

；

；

           (5) 

To restrain the difference, eliminate internal force, and make the output force of each 

actuator approach the mean force, the control variable below is introduced. 

1 1 2 2 2

1 1 1 2 2 2

1 1 1 2 2 2

3 3 3 4 4 4

1/ /

/ /

/ /

/ /

= − = −
= − = −
= − = − = − = −

Px x x Px x x

Py y y Py y y

Pz z z Pz z z

Pz z z Pz z z

U P K U P K

U P K U P K

U P K U P K

U P K U P K

；

；

；

；

                (6) 

2.4  Three-State Controller 

The three-state controller is a basic controller of shaking table control system. The 

three-state refers to the position, speed and acceleration of the shaking table system. 

Figure 3 shows the principle of the three-state controller. 
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Fig. 3. Block diagram of TVC 

The excitation system of shaking table can described as a typical electro-hydraulic 

position servo system. Dynamic characteristics of servo valve ignored, the closed-

loop frequency characteristic of the system can be approximately described as the 

transfer function below. 

( )( )2 2( ) 1/ [ / 1 / 2 / 1 ]
r nc nc nc

W s s s sω ω ξ ω= + + +
            

(7)
 

 
r

ω ——the corresponding frequency of acceleration response frequency 

bandwidth demanded by the system 

ncω ——usually 1.05-1.20 times of hydraulic natural frequency 

nc
ξ ——usually 0.7，dimensionless. 
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Dynamic characteristics of servo valve ignored, the open-loop characteristic of the 

typical electro-hydraulic position servo system controlled by proportional control can 

be described as below.  

( ) ( )2 2/ [ / 2 / 1 ]
v h h h

G s K s s sω ξ ω= + +
                

(8)
 

h
ω ——the natural frequency of hydraulic power mechanism(rad/s) 

h
ξ ——the damping ratio of hydraulic power mechanism, no dimensionless 

v
K ——the system open-loop gain when proportional controlled 

Figure 4 shows the system block diagrams added with three-state feedback controller. 

Then the inner open-loop transfer function of the system can be described as below. 

3 2 2( ) / / [ / ( 2 / ) ( 1) ]ω ξ ω= = + + + + +c d d df v h af v h h vf v df vG s Y R K K s K K s K K s K K    (9) 
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Fig. 4. The TVC feedback controller 

 

Three coefficients(
df

K ,
vf

K 和 af
K ) can be obtained while designing three-state 

feedback controller. Make the characteristic of closed-loop system with three-state 

feedback controller and the expected one uniform, that is ( ) ( )cG s W s= . Make  

formula (9) equal with the formula (8), the expression of three coefficients is as 

below. 
2 2

2

/ ( ) (2 / 1/ ) 1/

[2 / ( ) 1/ ] 2 / ( )

ω ω ω ξ ω ω

ξ ω ω ω ξ ω

 = = + −
= + −

df r nc v h vf df nc nc r v

af df nc r nc nc h v h

K K K K K

K K K

；               (10) 

The effect of three-state feed-forward is adding B(s) into the system after three-state 

feedback has regulated well, thus the pole near to the virtual axis of position closed-

loop transfer function is cancelled and frequency width of the system is expanded. 

The three-state feed-forward controller is described as below. 

2( ) dr vr arB s K K s K s= + +  

dr
K ——the position gain of three-state feed-forward controller 

    
vr

K ——the speed gain of three-state feed-forward controller 

    
ar

K ——the acceleration gain of three-state feed-forward controller 

Formula (11) can be transferred to the form below for comparing easily. 

2( ) (1 / / )= + +
dr dr dr ar dr

B s K K s K K s K  
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To cancel the pole at 
nc

ω  in formula (8), make the ( )2 2/ 2 / 1ω ξ ω+ +nc nc ncs s  of 

formula (11) and formula (8) equal. Then the relation below is concluded. 

2 2 2( ) (1 / / ) / 2 / 1ω ξ ω= + + = + +
dr dr dr ar dr nc nc nc

B s K K s K K s K s s  

To keep the gain of the system constant, make 
dfdr KK = . Then three gains of the 

three-state feed-forward can be solved. 

22 / /ξ ω ω= = =
vr df nc nc dr df ar df nc

K K K K K K（ ）； ；  

Therefore, all of the parameters of the three-state controller are determined. 

3  Experimental System of EHST 

Figure 5 shows the electro-hydraulic shaking table in this paper, which is the test 

carrier of all kinds of control strategy. It is mainly composed by platform, servo 

valves, hydraulic cylinders, hydraulic pressure source and connection hinges. The 

platform is used for assembling samples or apparatus, and it is connected by hinge 

supports and hydraulic cylinders. Servo valves and hydraulic cylinders transfer the 

hydraulic energy provided by hydraulic pressure source to mechanic energy, then the 

platform is driven by mechanic energy. The position feedback signal of the shaking 

table is measured by linear variable differential transformer (LVDT) fixed on each 

hydraulic cylinder, and the acceleration feedback signal is measured by acceleration 

sensor pasted at each driving orientation, and the pressure drop of each actuator is 

measured by pressure sensor located in upper and lower cavity. All of the feedback 

signal above is collected by A/D integrated circuit board PCL-816. The sampling time 

of the experimental system is 1 millisecond. 
 

             

u e
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  Fig. 5. The experimental system of EHST      Fig. 6. Schematic of experimental system 
 

3.1  Experiment Result of Pressure Stabilization Controller 

According to Table 2, when the pressure stabilization controller does not work, the 

internal force of horizontal direction actuators is over 7MPa which is the pressure of 

hydraulic oil. So the 4 horizontal direction actuators can hardly move. After the 

regulation of the pressure stabilization controller, the pressure drop is below 0.3MPa.  
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Table 1. Main Technical Parameters 

Main Technical Parameters                           Value 

Platform Dimension                               1.5m×1.5m 

Platform Mass                                    1500  kg 

Max Sample Mass                                 1000  kg 

Max Displacement (peak-peak)        X:75mm; Y:75mm; Z:52.5mm 

Max Speed                      X:0.5 m/s; Y:0.5 m/s; Z:0.5 m/s 

Max Acceleration(peak-peak)                    X:2g; Y:2g; Z:2g 

Frequency Arrange                                  1-50Hz 

DOF                                                6 

 

 

There are no balance hydraulic cylinders in this shaking table, so 4 vertical direction 

actuators support mass of the platform. According the parameters shown in Table 1 

and Table 2, the expected pressure drop in balance state under ideal condition is 

1.8MPa. When the pressure stabilization controller does not work, the stress of 4 

vertical direction actuators is non-uniform. After the regulation of the pressure 

stabilization controller, the stress of 4 vertical direction actuators is much more 

uniform. During to the variation of pressure drop shown in Table2，the shaking table 

can work well after the regulating the zero-bias of LVDT and the gain of the pressure 

stabilization controller. 

Table 2. Pressure different with eight actuators under balance status  

Cylinder No. 1x  2x  1y  2y  1z  2z  3z  4z  

before 
Stabilization -7.07 7.45 7.63 7.08 3.93 -0.17 -1.27 3.89 

After 
Stabilization 0.27 -0.12 -0.11 0.28 1.75 2.11 0.845 1.651 

3.2  Experiment Result of Pressure Stabilization Controller 

The frequency width of acceleration response is a key index of the shaking table. The 

shaking table applies the technique of three-state input and three-state feedback based 

on pole assignment to enhance stability and frequency width of the system. 

First of all, we use square wave signal to regulate three-state feedback controller 

based on position closed-loop circuit(mainly regulating acceleration gain 
af

K ) to 

make response speed fastest and overshoot smallest. Then we use random signal to 

regulate three-state feed-forward controller(mainly regulating acceleration feed-

forward gain 
ar

K  and speed feed-forward gain
vr

K ) to make the frequency of the 

system best. 



248 L. Yin et al. 

Table 3 shows parameters of all the three-state controllers of the shaking table in 6 

DOF. The frequency response curve of Z-direction and Rx-direction shown in Figure 

7 is measured by real-time online measuring by Labview. After the regulation of 

three-state controller, the frequency width of the system is over 45Hz(maximum is 

2dB, minimum value is -3dB). 

There is a wave trough in Z-direction at 50Hz, and there is a large resonant peak at 

75Hz, for the foundation is weak. The same problem appears in X-direction at 65Hz 

and 88Hz. Therefore, the response frequency width can not larger even three-state 

controller is applied. 

Table 3. Adjusted parameters of servo control system 

 

 
 

   
a) Magnitude characteristic of Z DOF    b) Magnitude characteristic of Rx DOF 

Fig. 7. Acceleration experimental results with TVC 
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Abstract. A design of vehicle traveling data recorder is presented, in which the 

microcontroller S3C2410 and TMS320DM642 are adopted. Assembly language 

is used to develop programs. The experiment show the system is effective and 

safe. 

Keywords: vehicle traveling data recorder, DSP, hardware system. 

1  Introduction 

The vehicle traveling data recorder, named vehicle “black box” alternately, is a digital 

electronic recording equipment to record running speed, time, mileage and some other 

state information, through interface(s) which can record, save and output these 

information[1-4]. It can record states about vehicle fully, and reappear these states by 

software, so it facilitates traffic police to manage vehicles. Besides accident-analysis 

functions, it can control the runtime, speed, route, etc., and then reduce the number of 

traffic actions such as speeding, fatigue driving and so forth. 

2  Overall Design of the System  

The system consists of master controller module and audio/video acquisition module. 

The system schematic diagram is shown in Fig.1. The master controller module is in 

charge of LCD-controlling, USB interface, network interface and other information 

saving except for audio/video information. 
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Fig. 1. System schematic diagram 

3  Design of System Hardware 

S3C2410 , which is a 32-bit microcontroller based on ARM920T core in 90nm 

CMOS technology, as the master controller of the system,  it is produced by 

Samsung corporation. In it ,there are separate 16KB instruction cache and 16KB data 

cache, MMU, LCD controller supporting TFT, NAND flash memory, 3-route UART, 

4-route DMA, 4-route Timer with PWM, I/O interface, RTC, 8-route 10-bit ADC, 

Touch screen interface, IIC-BUS interface, IIS-BUS interface, two USB hosts, one 

USB Device, 2-route SPI. S3C2410 CPU can work on 203MHz at most. 

The main module is the core of vehicle “black box”, which deals with data by main 

controller. It displays, sends and saves all kinds of data promptly. 

In the hole procedure, the system may deal with 3-rout video data at most, the data 

flow is so much that S3C2410 works difficultly. Therefore, the DSP chip produced by 

TI corp., TMS320DM642, is adopted to do this. 

In order to save the cost, we use LCD as the display equipment connected to main 

controller, and use analog monitor to display video information. 

3.1  Connection between Main Controller and DSP  

The interface circuit between S3C2410 and TMS320DM642 is shown in Fig.2 . Two 

address line ADDR[3:2] connect to HCNTL[1:0] of the HPI interface, so ARM can 

visit three registers of HPI. Because the WAIT signal of S3C2410 is opposite to 

HRDY of DM642’s interface, we reverse HRDY signal and then connect with WAIT 

signal. In S3C2410, there is no HR/W signal, so we use ADDR4 instead of read/write 

chip-selecting signal to connect with HR/W of HPI interface. The chip-selecting 

signal nGCS1 of S3C2410 connect to chip-selecting signal HCS of HPI, mapping HPI 

interface of DSP as external physical address to kernel space of S3C2410, they are 

located in BANK1 of I/O interface[5-6]. 

Hardware Platform Interface (HPI) of DSP is an effective parallel interface, which 

main used for two parallel interfaces connect to each other. To the main CPU ARM, 

HPI interface of DSP correspond with I/O equipment of asynchronous memory 

interface. ARM visits DSP hole memory space through address three registers 

(register (HPIA), data register (HPID), control register (HPIC)) of HPI.  
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Fig. 2. Connection between S3C2410 and TM320DM642 

3.2  Audio/Video Data Acquisition 

TMS320DM642 handle works about audio/video data, its work frequency can reach 

203MHz at most, it has 8 parallel processing units; it is applicable to design an 

audio/video coder unit for its second generation Very Long Instruction Word 

(VLIW); DM642 integrates a variety of peripherals on chip that make audio/video 

development easier; there are three configurable audio/video ports, supply seamless 

interface of audio/video input/out and bit stream inputting,  if you develop an 

audio/video coder, its audio/video coder part need only an audio/video data 

acquisition chip. In the system , SAA7115 is adopted as audio/video encoder unit 

without control circuits, the hardware is simpler[7]. 

The work procedure is as follows: three CCD cameras bring three route video 

signal and audio signal to audio/video encoder chip, SAA7115. The signal convert to 

audio/video data stream and inputted to the compression unit, DM642, through 

circuits of clamping, filtering, analog-to-digital (A/D) conversion and YUV 

separation. Among them, one route converted data convert to analog signal through 

digital-to-analog (D/A) conversion circuit is inputted to a monitor, so the driver can 

view real-time picture. 

 

 

Fig. 3. Connection between SAA7105 and TM320DM642 

The video input module works through TVP5150 connected to DM642. TVP5150 

is a ultra-low power video encoder chip supporting automatic distinguish 
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NTSC/PAL/SECAM format. It transforms analogs signal into digital signal according 

to format of YcbCr4:2:2, the connection is shown in Fig.4. YOUT[0..7] are data 

output pins connected to VP0D[12..19] in DM642 video interface, the clock 

synchronizing signal(PCLK) connect to VP0CLK0. 

 

 

Fig. 4. Connection between DM642 and TVP5150 

3.3  Display Module 

The vehicle traveling data recorder will display its states and refresh per 0.5 second in 

the national standard. We use LCD to display information in the master controller 

module of the system. 

There is a LCD controller in S3C2410. It can display information at different 

frequencies and support STN-LCD and TFT-LCD. 

As an active matrix LCD equipment, TFT is used widely. The lattice pixel is 

divided into red, green and blue sub-pixel; there are three micro color filters on the 

equipment surface. By controlling each sub-pixel light valve, we can decide light pass 

through color filters or not. By controlling the gray scale of color filters, we can 

decide how much light would pass through color filters, and then get more colors[8]. 

LQ080V3DG01, produced by Sharp Corp., is used in the system, of witch the 

resolution of LQ080V3DG01 is 640×480. There is a  touch screen and used easily. 

The interface circuit of S3C2410 and LCD is shown in Fig.5. 

The LCD controller consists of REGBANK, LCDCDMA, VIDPRCS, TIMEGEN 

and LPC3600. There are 17 configurable registers to set up parameter s of LCD; 

LCDCDMA bring video data to LCD driver from frame memory automatically. 

3.4  Switching Values Acquisition 

In accordance with the national standard, switching values include signal of braking, 

horn, left lights, right lights, master lights, pressure and doors and so on[9-10]. The 

switching value is simple, namely open and close, we mark them as 1 and 0. There to 

much switching values, for example, four doors need four switching values. If so 

many switching values input to the processor directly, it will waste I/O ports, so we 

select CD4021 to extend I/O ports. 
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Fig. 5. Connection between LCD and S3C2410 

 

Fig. 6. Circuit of switching values sampling 

3.5  Vehicle Speed Acquisition 

When vehicle is running, hall sensor output pulse signal whose frequency is in direct 

proportion to speed in response to alternating magnetic field[11]. In order to get 

regular Rectangle wave and get accurate speed, we shape the wave firstly. Then signal 

is brought to the configurable equipment and handled further. At last, the signal is 

brought to CPU S3C2410 after get rid of spurious signal trying its best. The interface 

circuit of vehicle speed-sampling is shown in Fig.7. 
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Fig. 7. Circuit of vehicle speed-sampling 
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4  Conclusion 

The hardware system is made up to PCB with some peripheral equipment such as 

power supply, etc. And then assembly language is used to develop programs. The 

experiment show the system is effective and safe. 
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Abstract. The continue loss of urban natural function space produces a fact that 

urban residents can not really enjoy nature, result in many problems about urban 

residents, so we should improve the urban natural environment features, the 

perfect on urban natural function space mainly focuses four aspects: to take full 

advantage of natural space, to layout natural function space contiguously, to 

establish the corresponding management departments and to develop valuable 

benefits. The article make urban function space more reasonable by perfecting 

natural function. 

Keywords: urban, natural function, perfect. 

1  Preface 

The so-called urban natural function is defined as a function provide the natural living 

environment for urban residents.Urban development often leads to urban natural 

environment decline and artificial environment dominated[1], urban artificial 

environment often leads to many urban problems[2], such as pollution problems, Heat 

island effect and so on, in addition the lack of natural environment has important 

effects on the health of the residents in body and spirit[3],especially children growing 

up in an artificial environment is also extremely detrimental to their mental 

development, so the perfect on urban natural function space is critical.  

2  The Need for Perfect 

Firstly, the Urban Natural Environment Severely Damaged. The current urban 

environment is man-made environment of reinforced concrete, a large number of 

production and living activities led to the city's natural environment less and less, but 

more and more man-made environment is not conducive to human health, while not 

conducive to human growth. 

Secondly, the Human Development Needs the Natural Environment. Human 
beings are a product of natural development, natural environment, human growth and 
development of the soil, although the natural environment through the transformation 
of mankind to improve people's living environment, but excessive man-made 
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environment is not conducive to human survival and development, while people in the 
artificial environment reduced ability to adapt to the natural environment; the same 
time the formation of people's thinking has often been designed thinking of the 
binding, is not conducive to integrated development of thinking, a great need for 
human survival and development of the natural environment. Despite the increasing 
emphasis on urban ecological environment, leaving a large number of urban green 
space, green environment but also have human-designed green space is not conducive 
to people's feelings of pure natural atmosphere. 

Thirdly, Children Need for Healthy Growth. From Figure 1 and Figure 2 is easy to 

see, this piece of urban space is temporarily "artificial soil space", despite health 

problems, but the children is fun and excitement ,not difficult to see children like this 

space and natural ingredients to actively participate in the experience of this space, 

the children have the courage to overcome the difficulties of the character in the 

figure at a glance. 

 

Fig. 1. The map about the soil functions fun of children(1) 

 

Fig. 2. The map about the soil functions fun of children(2) 
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Fourthly, Helping to Release Urban Residents Heart Pressure. Natural space is not 

only conducive to people's health, but also help people relax and release stress. Table 

1 is a pressure on the city caused by the questionnaire, the survey group is sophomore 

and junior students of the rural students, rural students was chosen because of their 

two living environments in urban and rural areas under their own for two kind of 

environment contrast, data from the table because the city is easy to see the lack of 

pressure on the natural environment is one important reason, we can see that the city 

release the pressure on the natural environment has a role in mood mediation. While 

urban residents use to travel to feel the natural space, but long working life in the city, 

you need close to normal in the natural space. 

Table 1. Urban stress questionnaire 

The reason on 

psychological 

stress caused  

by the city 

Lack of urban 

natural 

environment 

Fast-paced 

city life 

Environment 

unsuited 

Other 

Number of 

students 

 

97 92 26 35 

3  The Strategy about the Perfect on Urban Natural Function 

The main perfect on urban natural functions is the following: 

(1) Urban natural function space fully make use of existing natural space and 

artificial natural space. Urban function space is made up of some natural space and 

the artificial nature space, natural space includes rivers, lakes, wetlands, mountains 

and others , semi-natural space includes parks, green spaces and other types, these 

natural space and the artificial nature space are essential to maintain urban 

environment.The perfect on urban natural function space should take advantage of 

these types, the development of natural space try to maintain the natural properties 

and then carry out appropriate planning, planning and construction should make full 

use of natural materials, reduce artificial materials, the space development try to 

reflect the natural properties of space. 

(2) Urban natural function space is developed into lines and slices. To make people 

really feel the natural function space, a certain size natural space has natural space 

functions[4], so when you create a natural space in addition to making full use of urban 

space has natural and artificial natural space, but also to moderate the natural space set 

aside a certain amount of natural space the whole city to form an overall scale. Modern 

agriculture can be part of garden need to join within the city proper, you can also set 

the number of participating venues and strong nature, which requires the city to focus 

on functional areas and the dispersed phase with the layout of the living area is about 

the layout of industrial areas and natural area layout mixed together. 

(3) Urban natural function space should establish appropriate management and 

services departments. Urban residents need related activities in some natural function 

space, such as relax, take a nature experience, the natural recreational activities, 
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increased knowledge of nature and so on,so cities should establish the corresponding 

natural functional space management services for management services. Management 

services is mainly reflected in two aspects: one is to protect the natural functions of 

the natural properties of space, so that the natural function space to sustainable 

development and utilization; the other is the experience of those who protect the 

health and safety, such as danger zones, where mosquitoes are more established the 

appropriate place to establish a rational guide management, not only to protect the 

safety of experience, but also a corresponding increase in the ability of nature to 

survive, another example for the "earth space" to establish the appropriate 

entertainment for children's health infrastructure, so that after the end of a child 

entertainment health treatment. 
(4) The development on the urban natural function space combines with efficiency 

and value. Driven by economic interests, the urban natural function space is often 

invaded. the best way to protect the natural functions space is to combine urban space 

and urban development with value of benefits[5]. In addition the natural function 
space not only provide urban natural environment, but also produce reasonable value 

benefits combined with other urban functions, such as appropriate use of natural space 
to create a certain "soil entertainment", "soil culture" to produce the entertainment 
value, the appropriate use of natural function space for the development of modern 
agriculture have some economic benefits, the use of natural function space as the 
city's open space, farm use of the natural function space for fun activities and so on. 
Urban natural function space is fully protected by value effect produced by urban 
natural function, in addition the natural function space for urban development can 
take full advantage of the value of the developer community on the rational and 
effective development. 

4  Summary 

Through perfecting urban natural function space, the article makes urban function 
space more reasonable and conducive to urban residents healthy development , the 
city truly make life better. 

References 

1. Xu, X., et al.: Urban Geography. Higher Education Press, Beijing (1997) 

2. Li, D.: Principles of Urban Planning. China Building Industry Press, Beijing (2001) 

3. Wu, L.: Mumford academic thinking and living environment study for the construction of the 

Enlightenment. Urban Planning 

4. McDonnell, M.S., Pickett: Ecosystem structure and function along urban-rural gradients: an 

unexploited opportunity for ecology. Ecology 71(4), 32–37 (1990) 

5. Alain Bourdin with QHA translation. Urban Functions and Management Modes of the 

Multimodality Places. Abroad Urban Planning (3), 35–37 (2005) 

Authors 

Zhang Fu-gang (1978 -), male, Ph.D., Henan Polytechnic University lecturer, research 
direction for urban regional planning. 
Xue Joan (1980 -), female, teachers in Shandong Water Conservancy College,, research 
direction for urban management. 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 261–265. 

springerlink.com                              © Springer-Verlag Berlin Heidelberg 2011 

Development of Real-Time Temperature Monitoring 

System Based on GPRS 

Jianzhong Wu, Jianping Cai
*
, Meimei Huo, and Minghui Wu 

School of Computer Science, Zhejiang University City College, Hangzhou, China 

wujianzhong@zucc.edu.cn, caijp@zucc.edu.cn 

Abstract. Temperature data collection and manage system plays an increasingly 

important role in modern agriculture and industrial fields and even daily works. 

The design and development of a slow changed real-time temperature detecting 

and monitoring system is presented in this paper. It is composed with two parts: 

the computer side and the sensor side. An 8 bit MCU board with its peripheral 

devices and temperature sensor is used to collect data continually and transmit 

the processed true time data to monitor program in GPRS way. A Delphi program 

is designed to collect temperature and monitor the fields on the spot, while the 

main features including dynamic temperature displaying, top limit and bottom 

limit threshold setting their exceeding alarming, data analyzing and storing. This 

study could be implemented in real-time remote temperature monitoring 

situations.   

Keywords: Monitor, temperature sensor, GPRS stacks. 

1  Introduction 

Temperature is a very important physical quantity and the temperature measuring and 

controlling are both very important in real life. It is also an urgent need to detect and 

control temperature in the human living environment. The temperature detection and 

related technologies is keeping on focused in certain industrial fields: metallurgy, steel, 

petrochemicals, cement, glass, and pharmaceutical industry, etc.. There are almost 80% 

of the industrial sector had to take into account the temperature factor. Meanwhile, a 

temperature detection system equipped with 8 bits Micro controller chip has the 

advantages of lower cost, reliable and easy to use[1]. 

Slowly varying temperature detection system has been widely used in much 

agriculture, industrial and other situations because of its distinct advantages: long time 

automatic monitoring, data log keeping, temperature differential monitoring and even 

early fire alarming which decided by a sudden overheat, while the other alarming way 

like general heat sensors or smoke sensors are hard to accomplish with[4, 5].  
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2  System Hardware Design 

2.1  MCU Board Block Diagram 

System hardware design includes the following sections, the block diagram shown in 

Fig. 1: 

MCU system, single-wire digital temperature sensor DS18B20, GPRS Interface, 

I2C memory, λ LED digital tube, Key, Power. 

 

Fig. 1. System hardware design block diagram 

2.2  GPRS Module 

The GPS module connects to MCU through serial port, it receives instructions from 

remote pc service program and sends temperature data to the server. The GPS module 

communicates to MCU with AT communication instructions.  

The M580 GPRS module is adapted in the project, which is made by Neoway 

technology. This module is a dual band GSM/GPRS industry wireless communication 

module and provides a high-quality voice, messaging, data services and other features. 

2.3  Temperature Sensor 

DS18B20 is an improved smart temperature sensor which is made by Dallas semi 

Conduct Company of USA, following the model of DS1820. Other than the traditional 

thermistor, the temperature data could be directly achieved from the sensor. 

Meanwhile, the data format could be programmed in a 9 to 12 bits mode quickly 

according to actual requirements. The transform time costs are 93.75ms and 750ms 

corresponding to 9 and 12 bits separately. Moreover, only one wire connection is 

needed to read data from or write date to the sensor chip while the power supply comes 

from the data wire and need no extra power. The other advantages that the DS18B20 

has are the temperature measurement accuracy, conversion time, distance, resolution, 

etc. There could be a simple structure and high reliability when constructing the 

temperature system with DS18B20. Lots of modifications have been made from the 

DS1820 and which could bring much convenient and satisfactions to the developers  
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and final users. This sensor could be used for temperature measurement in harsh 

environments or other environmental control, equipment or process control, and 

temperature measurement in consumer electronic products[3]. 

2.4  Other System Modules 

As shown in Fig.1, the control board includes the following parts[6]: 

1) 6 digital LED and its driver circuit: The LED Used for on board temperature 

displaying,  and with connections to the realization of dynamic scanning. ZLG7298B 

is used as the display driver and keyboard scan management chip[2]. It accepts 

instructions and data from the MCU and directly drives the 6 digital LED on the board. 

2) Memory circuit: Used to store programs and real time temperature data.  

3) Buzzer circuit: Used for temperature exceeding and other abnormal status 

alarming. 

4) Communication part: MAX232 receiver/transmitter is adapted in this system 

using for connecting and communicating between the GPRS module and MCU. 

5) Power supplying circuit: Both the 3.3V power and 5v power are demanded to 

supply the chip and different modules.  

7) Clocking circuit: Providing a 12M HZ clock for the MCU. 

8) Peripheral devices: Including buttons, rocker switch, reset key and status LEDs.  

2.5  Operations   

1) Pressing the S2 key to display the current temperature value; 

2) Pressing S3 button to enter the alarm temperature setting, the alarm temperature 

could be stored in nonvolatile memory when S6 key being pressed finally while the 

LED displaying the current temperature. If only the current temperature exceeding the 

alarm temperature value, the buzzer makes a voice beep prompts immediately. As 

shown in Fig.2. 

 

Fig. 2. Temperature data collecting board 
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3  MCU Control Software Design 

The MCU code is program using C51, the program structure including system 

initialization, the temperature reading, displaying and alarming module. Fig. 3 shows 

the software working flow which has the following features: 

1) Reading the current temperature data from the temperature sensors through the 

single-wire bus, then displaying it in the digital LEDs;  

2) Setting the upper and lower limitation of temperature alarm threshold to the 

memory;  

3) Communicating data and instructions between the GPRS module the MCU 

through the serial port. 

 

Fig. 3. Computer software process 

4  Remote Monitoring Software Design 

 

Fig. 4. Remote monitoring software interface 
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As showing in Fig. 4, the remote monitoring software is developed with Delphi 

which provides the following features: 

1) Displaying the collected real time temperature dynamically, including the Celsius 

and Fahrenheit temperature value; 

2) Setting the upper and lower limit temperature threshold.  

Flashing the indicator to alarm in the interface when the display temperature is 

higher than the upper limit or below the lower limit threshold and beeping as well. 

3) Recording temperature data and their time intervals to a spreadsheet. 

5  Conclusion 

A slowly varying real-time temperature monitoring system based on GPRS is 

introduced in this paper. The system is used to collect real time temperature values 

from the excellent temperature sensor DS18B20. It provides a long period real time 

monitor in all kinds of different environments. Threshold could be set to make alarm 

for the temperature abnormal. A main feature is GPRS wireless module is adapted in 

the system.  

The MCU and GPRS based temperature acquisition system has not only low cost, 

reliable and easy to use features, but also a significantly improving to the technical 

specifications of the measured temperature. The temperature acquisition management 

systems presented in this paper combines with existing modern electronic technologies 

together, and greatly reduces the hardware design complexity to have a fully functional, 

accurate temperature control and friendly user interface in all. 
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Abstract. By combining Neural Networks with Principal Component Analysis, 

an algorithm about multi-signal intelligence data fusion is proposed, which is an 

effective feature selection method. The experiments in sampling real time ship’s 

sensor data show that its performance is better. The proposed method can prove 

the fusion rate effectively and reduce the PCA computation time. The discussed 

algorithm has strong practicability. 

Keywords: Neural network, Principal Component analysis, Data fusion 

algorithm. 

1  Introduction 

The aim of this paper is to present preliminary results of a feasibly study about the use 

of the Principal Components Analysis and Neural Network (PCANN) for the 

multi-signal intelligence data fusion (MSIDF) of ships. MSIDF is defined as a process 

of intelligence information fusion from multiple sources so as to produce the most 

specific and comprehensive unified data about an entity, event or activity, which can be 

obtained by multi-sensor [1]. Multi-sensor intelligence systems (MSIS) are becoming 

increasingly important in a variety of military and civilian applications. Because a 

single sensor generally can only generate small perceive information about the 

environment; multiple similar and /or dissimilar sensors are required to provide 

sufficient local information with different environments [2]. We can achieve the 

improved accuracy and the specific inferences by properly administrating multiple 

sensor and their measurements. 

To assess the reliability and quality of multi-sensor fusion system, most algorithms 

assume that these sensors are reliable and do not deal with sensor selection. In fact, due 

to the affection by sensor’s accuracy, environment noise, transmit error and other 

disturbances, the sensor’s observed data are uncertain. So it is important to know the 

causal relationship between the sensors’ information and detect noisy of sensors or the 

number of sensors and the resulting fused output in a clear way.  

2  Ship’S Three Layer Fusion Structure 

Ships are exposed to wind, waves, and current forces. The requirements of the various 

operations performed by the vessel, together with the characteristics of the 
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environmental forces, define the modes of operation and the objectives of the 

motion-control system [3]. The control system processes motion-related multi-signal to 

filter disturbances, to data fusion, to infer the state of the ship, and to generate an 

appropriate command for the actuators so as to reduce the difference between the actual 

and desired ship trajectories. The ship’s navigation systems, which provided 

multi-signal from the multi-sensors, such as Global Position System(GPS), speed log, 

compass, gyros, motion reference system(MRU), wind direction and wind speed 

sensor, radar, and accelerometers. The navigation system performs signal quality 

checking and transforms the measurements to a common reference frame used by 

information fusion. The navigation system is multi-sensor management system. Sensor 

management merits incorporation in information fusion processes. The multi-sensor 

management architectures are shown in Fig.1. 

 

 

 

 

Fig. 1. Ship’s Dynamic Positioning three-layer fusion structure 

3  Neural Networks (NN) 

Ship’s Wireless sensor networks (SWSNs) are typical made up of small, unreliable 

nodes, and inexpensive. The most common type of ship’s wireless sensor neural 

network architecture (SWSNNA) is called feed-forward network shown in Fig.2.  
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Fig. 2. SWSNNA model 

The above figure clearly shows the characteristics of a neural network. It is an 

attempt to simulate the brain because biological neurons are extracted and applied to 

simulations. The input nodes [5] take in the information, which is supplied by 

activation values. The activation of the information from the input nodes is passed 

through the hidden layers to the output nodes. Thus, the output could, to a certain 

degree, reflect the input if a network is trained properly. The SWSNNA model can be 

written as 
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                  (1) 

Where )n,...,2,1i(Ii =  is the measured signal of ship sensor and 

)n,...,2,1j;n,...,2,1i(w ij ==  is the output “weight” from hidden layer node j to 

output layer node i, and )n,...,2,1i(O i =  is the output signal node, as shown in 

Fig.2.  

The SWSNNA model used learning rules for training base on Hebbb symmetric 

subspace [6]. 

)]k(W)k(WE)[k(I)k(I)k(W)k()k(W)1k(W TT −µ+=+             (2) 

We show the evaluation of function performance (EFP) of the SWSNNA, the EFP is 

taken as the evaluating neural network performance standard. EFP is defined as [7]: 

||)k(O)k(W)k(I||)k(J T−=                            (3) 

Where k is the network training series, 10 ≤µ≤  is the learning rate and E  is unit 

matrix. 
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Here hn is the hider layer node, α++= oih nnn , where in  is input node, 

on  is output node, and 101 ≤α≤ is experiential value. 

In addition, in our view, identifying significant multi-sensor signal as inputs before 

SWSNNA modeling could be advantageous in filtering out irrelevant features, 

decreasing eigenvectors dimensions, alleviating computational demands and reducing 

the risk of over fitting in data-based training. This motivation includes the dashed block 

feature selection in Fig.3 as a potentially desirable component [2]. 

 

 

Fig. 3. SWSNNA for priority assignment 

4  Principal Components Analysis(PCA) 

PCA involves an eigenanalysis of covariance matrix or the correlation of the given 

multi-signal feature vector. It reduces the data dimensionality by performing an 

analysis of covariance [4]. PCA is a useful statistical technique that has been found 

application in various fields such as image compression [6] and face recognition [7, 8], 

image recognition [8]. Furthermore, it is also a common technique for finding patterns 

in data of high dimension. The main advantage of PCA is that you can find these signals 

in the data, and you compress the data, i.e. by reducing the number of dimensions, 

without much loss of energy and without much loss of information . The PCA 

technique used in processing signals, as we will see in the coming section. 

An important theory field of the successful application of PCA in SWSNN is: 

solving the vector of covariance matrix for solving special problems, removing noise, 

and reducing the dimension of the feature vector. However, the reservation is the 

distribution characteristic that describes the sample best, due to dimension reduction in 

the process of introduction of classified information. But it is not the most beneficial 

features of the classification. Transformation will suffer difficulty in the case of high 

dimension. Hence, it exits theoretical defects of this method. 

5  Experimental 

In this section we illustrate the characteristics of the algorithms PCANN through 

simulation. There are 7 sensors to measure wind direction around the ship. Fig.4 shows 

the collection and handling a mass of real time data in matlab7.1. The actual value is 

270, the sampling time is 1s, and the sampling 300 times. 

PCA Simulation: we assume
T

74321 ],...x,x,x,x[xX = ,
1300

i R)7,...,2,1i(x ×
∈=  

which is ith wind direction sensor collection real time data for 300 times. In following,  
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Fig. 4. 7 sensors to measure wind direction real time data 
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= is shown in Fig.5. We calculate the 

covariance matrix cov(X) , the eigenvectors ]V...,，V，[VV 721= , eigenvalues 

iλ , and Y .  

 

 

Fig. 5. 7 sensors to measure wind direction real time data standard processing 
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Since all the vector are dimensional, according to PCA Simulation, we will get 

eigenvector IY = . In practice, we are able to leave out some of the less significant 

eigenvectors, and the recognition still performs well. We use neural network toolbox of 

matlab7.1. For example the newff function creates a feed-forward back propagation 

network. Where 5.0=µ , 20n i = , 10n o = , 5=α . According to equation (3),  

hider nodes 10n h = , and weight coefficient ijw  are calculated. The first layer has 

weights coming from the input. Each subsequent layer has a weight coming from the 

previous layer. All layers have biases. The last layer is the network output. Here the 

network is trained for 1000 epochs, the network is trained goal for 0.001, and the 

learning rate is 0.01.  
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Fig. 6. SWSNNA is trained for 1000 epochs and goal is 0.001 
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Fig. 7. Evaluated function performance (EFP) of the SWSNNA 



 Multi-Signal Intelligence Data Fusion Algorithm Based on Pca 273 

From the above deduction, the SWSNNA is simulated and its output plotted against 

the targets as is shown in Fig.6. According to equation (3), the performance of the 

SWSNNA is shown in Figs.6  

Fig.7 shows the evaluated performance of the SWSNNA. EFP has the lowest error 

ratio around 0.012. In order to verify the effectiveness that we proposed SWSNNA 

algorithm, we use the newly generated random sample of 4000 times into the 

SWSNNA algorithm, then EFP has the lowest error ratio around 1.5%. 

6  Conclusions 

A MSIDF which improves the speed performance of the data transfers and 

effectiveness in reducing the number of dimensions on sensor’s data is proposed. By 

using the proposed approach on sampling real time data from ship, the EFP has the 

lowest error ratio around 1.5%. Hence, the fusion algorithm is computationally 

efficient and can accurately fusion data. It can also handle an arbitrary number of ships 

from an arbitrary number of sensors of arbitrary type as long as they can provide some 

of the features used for fusion. 
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Abstract. In order to improve the accuracy of omnidirectional platform, this 

paper makes an analysis of kinematics and builds the dynamic virtual 

prototyping. The anisotropy of slippage and its influence on translation is 

simulated by virtual experiment. A method of neural network is proposed for 

nonlinear motion compensation. Simulation results show that motion error can 

be reduced and the performance is greatly improved, which indicates that the 

method is effective and feasible. 

Keywords: omnidirectional platform, neural network, motion compensation, 

simulation. 

1  Introduction 

Omnidirectional locomotion of wheeled decive is usually implemented by so-called 

omnidirectional wheels based on their orientation and direction functions.  

The omnidirectional platform has three degree of freedom (DOF) on two-demensional 

plane, i.e. translation along X or Y axis and revolution around Z axis, so that it can 

translate towards arbitrary direction on the plane without changing its posture and 

make a center revolution as well. Compared with traditional wheeled decive, it is 

more agile and more suitable for confined space and can meet the demand of accurate 

positioning[1]. 

Owing to the special mechanism of omnidirectional wheel, there is inevitable slip 

phenomenon in the process of motion, which results in errors of direction and velocity 

and makes significant influence on the accuracy of omnidirectional translation. We 

build a nonlinear model for motion compensation by neural netwok and carry out 

virtual experiment by coordinated simulation model. Finally, experimental results 

prove the validity of this method. 

2  Kinematic Analysis 

2.1  Kinematic Equation 

Mechanism characteristics of omnidirectional wheel are as follows: It consists of the 

hub and a serial of free rolling rollers, as shown in Figure 1. Seen from the axes of the 
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hub, outline of the rollers is overlapped with the theoretical circle of the whole wheel, 

each roller can rotate around its axes, all of the rollers have the same tilted angles 

which is usually 45 degree [2]. 
 

         

x
o

y

zω

xv

yv
1w

2w

3w 4w

l

w

 

            Fig. 1. Ominidirectional platform                     Fig. 2. Frame coordinate 

As shown in Figure 2, four-wheeled longitudinal symmetric layout is similar with 

the arrangement of a car, two wheels of both sides are mirrored. We define Y and X 

axis as the direction of longitudinal and transverse translation respectively, counter-

clockwise is the positive revolution. Inverse and forward kinematic equation are as 

follows[3]: 
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(2) 

Where, wi is angular velocity of No.i wheel; J is Jacobian matrix of inverse kinematic 

equation; vx, vy and wz are generalized velocity of the platform; R is radius of the 

wheel; l is a half length between centers of forward and backword wheels; w is a half 

width between centers of left and right wheels; J
+
 is the pseudo inverse matrix of J. 

2.2  Analysis of Anisotory 

Due to the feature of omnidirectional wheel, maximum velocity and acceleration that 

can be achieved are variable respectively in different direction, which is called 
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kinematic anisotropy[4]. It is assumed that maximum velocity of each wheel is 1m/s, 

then maximum velocity for specific direction can be calculated by inverse kinematic 

equation. As shown in figure 3, it is fastest in the direction of portrait and transverse, 

while velocity in the direction of diagonal 45 degree is minimal. 

 

Fig. 3. Kinematic anisotropy of velocity 

2.3  Slippage of Motion 

There is inevitable slippage between the wheel and the ground due to free rolling of 

the roller, especially during the process of acceleration and brake, which will result in 

errors of direction and velocity and make significant influence on the accuracy. The 

definition of slippage is expressed below: 

[ 1, 1]
max{ , }

i

i

R V
s

R V

ω

ω

−
= ∈ −  . (3) 

Where, V is translational velocity of the wheel. 

3  Modeling and Simulation of Prototyping 

In this paper, the dynamic virtual Prototyping model is made by muti-body dynamic 

software RecurDyn, as shown in Figure 4. Radius of the wheel is 0.23m and the total 

mass of the platform is about one ton. Nonlinear factors are taken into consideration 

during the process of physical modeling, mathematic analysis model can be derived 

by generalized recursive algorithm, so as to validate the control strategy latter. 

The open-looped control model of the platform is built in this paper. Maximum 

velocity for specific direction can be calculated by disired direction and the maximum 

angular speed of the wheel, therefore angular speed of each wheel can be dirived by 

equation(1). Coordinated Simulation by Matlab/Simulink and RecurDyn is carried out 

and slippage of each wheel is derived by equation (3). Angular velocity of two wheels 

in line of diagonal is the same on condition of translation. We can get the actual 

direction by calculating the displacement components of X and Y axis. 
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Fig. 4. Planform of virtual prototyping 

Due to the symmetric layout of omnidirectional platform, the results of each 

quadrant are the same, we can take the first quadrant for instance. Maximum disired 

angular velocity of each wheel is 3rad/s and desired directions are taken from 0 

degree to 90 degree every other 10 degree. Virtual experiment is carried out and 

simulation results are listed in Table1. 

Table 1. Simulation results of translation before motion compensation 

Desired 

direction 

(degree) 

Errors of  

direction 

(degree) 

Simulation 

velocity 

(m/s) 

Errors of 

Velocity 

(m/s) 

Slippage 

of No.1,3 

wheel 

Slippage 

of No.2,4 

wheel 

0 -0.08 0.569 0.121 0.174 0.174 

10 2.427 0.472 0.1236 0.022 0.315 

20 5.077 0.42 0.1185 -0.235 0.389 

30 7.977 0.402 0.1031 -0.54 0.416 

40 9.565 0.401 0.0888 -0.849 0.416 

50 9.872 0.416 0.0738 -0.855 0.395 

60 9.376 0.445 0.0601 -0.585 0.354 

70 9.306 0.516 0.0223 -0.376 0.252 

80 6.671 0.533 0.0626 -0.093 0.227 

90 0.831 0.604 0.086 0.122 0.122 

We can get conculsions from simulation results as follows: (1) Actual direction of 

the platform deviates from desired direction to different extent excepet translating 

along X or Y axis absolutely. Compared with desired direction, actual direction is 

closer to Y axis, and directional error is maximal in direction of diagonal 45 degree; 

(2) Comparing two desired direction with the same desired velocity, simulation 

velocity of the direction closer to Y axis is faster than that of the direction closer to X 

axis. Furthermore, directional error of the direction closer to Y axis is bigger than that 

of the direction closer to X axis; (3) The silppage of each wheel has anisotropy in 

different direction, it increases with the direction degree augment and get to the peak 
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value in direction of diagonal 45 degree, then decreases when the direction converges 

to Y axis. There is minimal slippage in direction of moving forward, so that its 

simulation velocity is maximal. 

4  Method of Motion Compensation and Simulation 

Seen from the analysis above, in order to improve the accuracy of omnidirectional 

motion, it is necessary to compensate the direction and velocity respectively. 

According to the anisotropy of velocity and slippage, the compensation shoud be 

nonlinear in different direction. It is difficult in building mathematic analysis model 

for motion compensation, therefore we adopt the method of neural network. 

Back Propagation (BP) network is the most widely used neural network, it is a kind 

of self-learning, self-organizing and adaptive nonlinear system, which can simulate 

human brain for heavily parallel processing. 

Owing to two components of direction and velocity to be compensated, there are 

two input and output for our BP network. The input data is simulation result of 

translation and the output data is given command to the prototyping, there is single 

hiden layer as well. We still take the first quadrant for instance, maximum angular 

velocity of the wheel is limited to 12rad/s for our omnidirectional platform, the bound 

of given angular velocity for simulation is taken from 3rad/s to 11rad/s and the step is 

2rad/s, so that 50 groups of experiment are carried out for the sample data. In this 

paper, we set 10 hide nodes and 0.01 as error goal. Module of BP network is derived 

by training the sample data and the coordinated simulation model for translation is 

built as shown in Figure5. 

 

Fig. 5. Coordinated simulation medel of Matlab/Simulink and RecurDyn 
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Two groups of virtual experiment are carried out with desired maximum angular 

velocity of 3rad/s and 11rad/s respectively, simulation results with compensation are 

shown in Figure 6. Comparing simulation results before and after motion 

compensation, it is obvious that motion compensation method based on BP network 

can reduce errors of direction and velocity effectively, which improves the accuracy 

of omnidirectional platform greatly. 

        

                   (a)                                           (b) 

Fig. 6. Simulation results with maximum angular velocity of 3rad/s (a) and 11rad/s (b) in polar 

coordinate 

5  Conclusion and Future Work 

In this paper, we make an analysis on kinematic characteristic of omnidirectional 

platform and build the model of virtual prototyping. The anisotropy of slipage and 

influence on translation are derived. A method based on BP network is proposed for 

nonlinear motion compensation, and simulation results prove the validity of this 

method. 

Next step, we will implement expriment on real platform to make a further 

validation of this method. An improved control strategy should be proposed to adapt 

for different ground. 
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Abstract. Aiming at computing the force feel to be simulated at real time, 

thrust lever control loading system’s simulation model is set by software called 

SimMechanics after its control mechanism being analyzed. The dynamic 

characteristics of control systems and model torque are studied based on the 

simulation model. Then the counter potential, primary element to cause the 

surplus torque, is pointed out according to the dynamic characteristics of 

control. To make the loading system not only flow the model torque precisely 

but also retrain surplus torque effectively, the low frequency of the current loop 

is designed due to frequency spectrum of counter potential and follow-up 

component in model torque, while the medium frequency is on basis of the step 

component in model torque. Finally, the reasonableness of the designed current 

loop is verified by computer simulation of the torque output by motor and 

loading torque.  

Keywords: Flight simulator Control Loading System thrust lever current loop 

simulation model. 

1  Introduction 

Thrust lever control loading system belongs to secondary control loading system. Its 

function and principle is similar to the primary control loading system. The 

characteristics of secondary control loading system are reflected on the bellowing 

items:  

First, the control force feel at the control handle is counter friction torque which is 

nearly invariable during control process, but the torque output by the motor will not 

be equal to that at the handle because of the connecting rod mechanism of the control 

system and which leads to the motion and torque transfer is nonlinear. Moreover, 

inertia and gravity of each rod  also cause the torque at the loading end to follow the 

position of the handle in certain rules which can’t be simplified a second-order 

                                                           
* This research was supported by the 921Manned Space Project of the China Academy of 

Space Technology (CAST) and Self-Planned Task SKLRS200803B of the State Key 

Laboratory of Robotics and Systems, Harbin Institute of Technology (HIT), and also was 

supported by the National Natural Science Foundation of China (No. 50975055). 
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system[1,2] as primary control loading system. Second, the loading system must 

follow the model torque precisely. Last, the thrust lever control is seemed very slowly 

so that the primary element to cause surplus torque is the compelled velocity. The 

method to reduce surplus torque on primary control loading system is the principle of 

structure invariable [3,4]which is used to offset the interference of position. If 

retraining surplus torque according this way on secondary control loading system, not 

only make the loading system complicated but also introduce noise to effect the force 

feel simulation[5].   

To resolve above problems, the simulation model is set by software SimMechanics 

so that the mass and size of every part of the control system is equal to the real system 

to make sure that the computed model torque is more precise than other method. Then 

use the Permanent Magnet Synchronous Motor as the execute component and design 

the control loop in the view of torque servo system. On behalf of retraining surplus 

torque, analysis the primary competent by computer simulation and put forward a new 

and simple method to reduce it effectively.  

2  Principle of Thrust Lever Control Loading System 

The construction of thrust control loading system is showed as figure 1. It is 

composed of control mechanism and loading system. When push the handle, the 

simulation model in the secondary control loading system computer compute the 

model torque according to the angle or velocity signal at real time. Then the model 

torque as instruction signal will be sent to the control loop driving the motor to output 

the counter torque so that the pilot can feel the invariable friction control force.  
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Fig. 1. Composition of control thrust lever control loading system 

3  Simulation Model of Thrust Lever Control Loading System 

3.1  Control Mechanism 

The mechanism of thrust lever control loading system is listed in figure 2(a), 

including control handle, rocker-arm, connecting rod crank and motor. Figure 2(b) is 

the simplified mechanism, in which 0l , 1l , 2l , 3l  represents control handle, rocker-

arm, connecting rod crank respectively. The whole mechanism is a four-bar 

mechanism. 
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   Fig. 2. Mechanism of thrust lever    Fig. 3. Model of engine control thrust lever  

3.2  Simulation Model 

Each rod in Figure 2(b) is considered as well-proportioned and their parameters is 

given in the table 1. Moreover, the damp of every joint is supposed 0.01(Nms/rad). 

Table 1. Parameters of mechanism 

serial number mass length 

 value unit value unit 

l0 1.24 Kg 299.0 mm 

l1 1.00 Kg 76.2 mm 

l2 1.00 Kg 700.3 mm 

l3 0.606 Kg 92.7 mm 

 
The simulation model from the handle to the motor shaft is set by the software 

SimMechanics is showed as figure 3 in which joint R4 represents the motor shaft. This 

model not only can compute model torque at real time but also can be used to analysis 

the dynamic characteristics of the control mechanism. 

4  Analysis of the Loading System  

4.1  The Mathematic Model of Permanent Magnet Synchronous Motor 

The mathematic model of Permanent Magnet Synchronous Motor is set according to 

figure 1 as the bellowing equations.  

1d / d ωψ= + +sq s sq sq ru R i L i t                           (1)          

       
e p r sqT n iψ=                                    (2) 

2 2d / d d / dθ θ− = +
e f

T T J t B t                            (3) 

( )
f f

T G θ θ= −                                (4) 
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Where usq and isq are Voltage and current at q axis of stator respectively; Rs and L are 

Resistance and inductance at q axis of stator; Ψr is Flux at q axis of rotator; ω is 

Synchro-speed of rotating magnetic field; nP is Number of pole-pairs; Te and Tf  are 

output torque of motor and loading torque;J and B are Rotary inertia and damp of 

motor; θ and θf Shaft angle of motor and crank angle of l3;G ia Stiffness of mechanics 

converted into motor’s shaft. 

If cutting off the output model torque of simulation model connecting to the 

loading system, the loading system can be viewed as a torque servo system with 

position disturbance. The block diagram of torque loading system can be drawn  as 

figure 4 associated with figure 1 and equation (1),(2)and (3). In figure 4, the part in 

dotted line frame is current loop. Element Km=npΨr is coefficient of torque and Ke=Ψr 

is coefficient of counter potential. KS and TS is the gain and time const of dc-to-ac 

converter respectively. W(s) is correction link. 
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Fig. 4. Block diagram               Fig. 5. Surplus torque frequency response  

To analysis the components of the loading torque substantially, take out the current 

loop and correction link even omit the time const of dc-to-ac converter for the 

moment in figure 4. Then the expression of the loading torque can be deduced as 

below 

*

1 2( ) ( ) / ( ) ( ) ( ) / ( )θ= −
f f

T N s T s D s N s s D s                        (5) 

Where 3 2( ) ( ) ( )
m e

D s JLs JR BL s K K LG BR s GR= + + + + + + ,
1( ) V S mN s K K K G= , and 

3 2

2 ( ) [ ( ) ( )]
m e

N s G JLs JR BL s K K BR= + + + + .The first item of equation(5) is the 

component of loading torque caused by model torque and the other part is the surplus 

torque raised by the compelled position.  

4.2  Analysis of Surplus Torque 

Due to the definition of surplus torque, if Make T
*
=0 in equation(5)，we can get the 

expression of surplus torque  

3 2

3 2

( ) ( )

/ ( ) / ( ) /
θ

+ + + +
= −

+ + + + + +

m e

f f

m e

JLs JR BL s K K BR s
T

JLs G JR BL s G K K LG BR s G R

              (6) 
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Table 2. Parameters of loading system 

parameter value unit parameter value unit 

J 1.5×10-5 Kgm2 KV 1 Nm/A 

B 0.02 Nms/rad Ke 1.2 Vs/rad 

G 750 Nm/rad Km 1 Nm/A 

L 0.015 H KS 40 V/A 

R
S 

0.5 Ω T 1.7×10-7 s 

 
From equation (6) we can see that surplus torque is related with the parameters of 

the loading system and dynamic characteristics of the compelled position. The 

parameters of the loading system are listed in the table 2. We can know from the 

parameters in table2 that surplus torque is mainly caused by the compelled velocity 

when the dynamic is low. We can make the bode diagram of surplus torque in 

software Matlab shown as figure 5. Curve 1 represents the whole surplus torque and 

Curve 2 is the counter potential surplus torque. We can see that the two curves nearly 

coincide with each other in the low frequency field.  

When controlling the thrust lever normally, dynamic of rotator compelled by 

external position can be anglicized by the simulation model in figure 3.  When 

controlling normally, the approximate velocity curve of handle and position curve of 

motor shaft is shown in figure 6(a), 6(b). Figure 6(c) is the frequency spectrum of the 

motor’s shaft angle. We can see from figure 6(c) that the range of shaft angle’s 

frequency is below 3HZ, so that surplus torque is mainly caused by counter potential.  

If the motor shaft is given a compelled position such as θf =0.4sin(10t), the 

response curve of surplus torque is shown in figure 7 Curve 1 represents the whole 

surplus torque and Curve 2 is the counter potential surplus torque. The counter 

potential is nearly 99% percents of the whole surplus torque.  

         
  (a)                         (b)                               (c)  

Fig. 6. Curves of control Mechanism’s motion 

 

Fig. 7. Curves of surplus torque 
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As is anglicized above, if the counter potential can be retrained, the other surplus 

torque will not effect on the loading system obviously. The method to reduce surplus 

torque is that deem the counter potential as the disturbance of the current loop and 

designing the current loop properly.  The current loop can be simplified as figure 8 in 

which the element G1(s) is the production of correction link and dc-to-ac 

converter,G2(s)=1/(Ls+ Rs), E(s) is counter potential. Then we can get the bellowing 

expression 

2 1 2
( ) / ( ) ( ) / [1 ( ) ( )]= +I s E s G s G s G s                       (6) 

When G1(s)G2(s)>>1，equation(6)can be simplified as 

1( ) / ( ) 1 / ( )≈I s E s G s                              (7) 

If the system is corrected to make G1(s) become typeⅠlink，its expression of low 

frequency model    

  [ ]1( ) ( 1) / ( 1)= + +G s K Ts s aTs                           (8) 

Associate equation (8) with (7)  

( ) / [ ( )] ( 1) / [ ( 1)]= + +I s sE s aTs K Ts                       (9) 

The bode diagram of equation(9) is shown in figure 9.  
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Fig. 8. Model of current loop    Fig. 9. Low frequency model    Fig. 10. Model torque 

If make sure that the frequency spectrum of sE(s)=Kes
2θf(s) is located below the 

first turning point of the figure 9, the equation (9) can be expressed by equation (10). 

( ) ( ) /=I s sE s K                                 (10) 

In the view of retraining the counter potential, if K is large enough, the output current 

I(s) raised by counter potential can be reduced effectively. s
2θf(s) is the angle 

acceleration of the joint R4 in figure 3. We can get the angle acceleration by 

simulation model in accordance with the control curve shown in figure 6. Then the 

result of the angle acceleration producing with Ke is the counter potential whose 

frequency spectrum is shown in figure 10. the frequency of the counter potential can 

be seemed locating in the range of 20HZ，so we can design the system according to 

150rad. 
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4.3  Designing of Current Loop 

The function of the current loop need to considering two aspects: First, it can follow 

the model torque precisely. Second，reduction of surplus torque whose method is 

mentioned above. Next, we mainly talk about how to design current loop to make it 

follow the model torque precisely.  

The equation (11) can be deduced by figure 8. 

[ ]( ) 1/ 1 ( )ε = +s G s                                 (11) 

G(s)=G1(s)G2(s), ε(s)=I(s)-T
*
(s) is the flowing error of current loop. To analysis the 

flowing characteristic of current, the instruction signal must be anglicized firstly.  The 

model torque curve which is got by the simulation model is shown as figure 11(a). we 

can see that model torque is composed of a step signal and a follow-up signal. Figure 

11(b) is the frequency spectrum of the follow-up competent. From the analysis of the 

model torque, we know that current need not only to following the step signal but also 

to satisfying the performance index of low frequency follow-up signal. The 

performance indexes for step signal are steady state error, response time and 

overshoot. So the current loop is designed type system with enough bandwidth and 

phase margin. While dynamic error is the measure for following follow-up signal.  

At low-frequency stage, if G(s)>>1, approximate calculation of equation (11) is 

*( ) / ( ) 1/ ( )ε =s T s G s                               (12) 

Be related with the method to retrain surplus forenamed, we can make low-frequency 

stage of G(s) and G1(s) same by correction link. So equation (12) at low-frequency 

stage is expressed as 

[ ]*

0( ) / ( ) ( 1) / ( 1)ε   = + + s sT s aTs K Ts                         (13) 

If T
*
(s) is located below the first turning point of the figure 9, equation (13) can be 

simplified as  

*

0( ) / ( ) 1/ε   = s sT s K                           (14) 

Where             * * *( )

1 2( ) ( ) ( ) / 2! ... ( ) / ! ...k

kt C T t C T t C T t kε = + + +

i ii

              (15) 

In equation (15), C1，C2/2……are dynamic error coefficients. Comparing equation 

(14) to (15), in the condition of the model torque below the first turning point of the 

figure 9  

* *

1 0( ) ( ) ( ) /t C T t T t Kε ≈ =

i i

                          (16) 

So make the frequency of the follow-up signal and the counter potential both locate 

below the first turning point of the figure 9. Then increase the value of K0 according 

to the reduction of surplus and the precise of model torque following. While the 

medium frequency stage of current loop can be designed according to the index of 

step response. With reference to the method above and the parameters in table 2, we 

can make the correction link contains a PI adjustor and a hysteresis link in series. 
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[ ]0 0( ) ( 1)( 1) / ( 1)= + + +pW s K Ts aT s Ts T s                  (17) 

In equation (17), T=L/R. The hysteresis link can make the cut-off frequency not be 

affected by the gain of the open loop and increase the phase margin to heighten the 

stability of the current loop. The bode is shown in figure 12, in which frequency of the 

first turning point is less-than 200rad, gain of the open loop 2500，gain of the point 

head of the counter potential 5000 and cut-off frequency 1890rad, and phase margin 

69
0
. 

         
  (a)                            (b) 

            Fig. 11. Curves of model torque              Fig. 12. Bode diagram of open loop 

5  Simulation of the Control Loading System 

When control the handle as the motion curves in figure 6, the torque output by the 

motor and caused by the counter potential is listed in figure 13, in which the solid 

curve represents model torque and the dotted is the torque output by the motor. 

 

      
             (a)                      (b)                     (c)                    (d) 

Fig. 13. Simulation curves of torque output by the motor 

Figure 13(a) shows the whole curves and Figure 13(b) and 13(c) is an amplified 

part of the curves which are at initial time and in process respectively. From figure 

13(b), we can see that the response time is 0.002s and the overshoot is less-than 5%. 

Figure 13(c) gives the information that the dynamic error is about 0.002Nm. Figure 

13(d) point out the maximum of torque caused by the counter potential is about 

4.1×10
-4

Nm after cutting off the model torque.  

Figure 14shows us the simulation curves of model torque and loading torque. 

Figure 14(a) represents the whole process of the simulation, which error is less-than 

0.1Nm. Figure 14(b) is an amplified part of the curves which are at initial time which 

is similar to Figure 13(b). Figure 14(c) is a part of the curves in simulation process, 
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which make us knows that the loading torque waves tiny because of the surplus 

torque caused by items of s
3
 and s

2
 in equation (6). Figure 14(d) is surplus torque, in 

which curve 1 represents surplus torque before being retrained while curve 2 after 

being reduced. Figure 14(d) can verify that the method in my research is effective to 

retrain surplus torque. 

 

  
       (a)                     b)                        (c)                    (d) 

Fig. 15. Simulation Curves of loading torque 

6  Conclusion 

(1)Set simulation by software SimMechanics;(2)Point out the surplus torque is mainly 

caused by counter potential;(3)Put forward a new and simple method to retrain the 

surplus torque. Meanwhile, make the current loop can follow the torque 

precisely;(4)Verify the validity of the loading systemby computer simulation.  
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Survey of BMI Distribution among University Students 

Aged 17 - 24 in Wenzhou 

Chen Jun   

College of Oujiang，Wenzhou University，Wenzhou 325035，China 

Abstract. To study the body mass index of university students of different ages 

in Wenzhou,  a screening of underweighnt, overweight and obesity is carried out 

according to the “Body Mass Index Reference Norm for Screening Overweight 

and Obesity in Chinese Children and Adolescents” issued by WGOC. The result 

shows that the BMI percentile fluctuates little among students aged 17 - 24. BMI 

P85, P95 are both lower than the norm issued by WGOC, particularly among 

female students. About 79% students have a normal BMI and 21% students are in 

exception. While the screening of obesity rate is comparatively low in both 

genders, the overweight rate and underweight rate exhibit a gender difference 

with the former favors male groups aged 21-23 and the latter favors female 

group.  In terms of the normal BMI distribution, the two genders show little 

difference at each age except 18.  But for underweight rate and overweight rate, 

there is a significant difference between two genders at the age of 19 – 23. 

Obesity rate only shows a gender difference in the age group of 18. It is 

concluded that the BMI classification norm for Chinese adults should be adopted 

in evaluating overweight and obesity situation in university students. With the 

increasing of age, male students have the tendency of overweight and obesity and 

female students have the tendency of underweight. At each age, the underweight 

rate in female students is higher than that of male students and the overweight 

and obesity rate in male students are higher than those of female students. 

Keywords: university students, BMI, screening standard, overweight, obesity. 

1  Introduction 

In 2000, WHO defined obesity as an epidemic worldwide, regarding it as one of the ten 

factors leading to serious diseases. This suggests the urgency in preventing and 

controlling obesity. In recent years, obesity in universities has increasingly caught 

public attention. BMI (body mass index) recommended by WHO is a simple and 

convenient way to judge overweight and obesity of adults and has been proved to be 

more reliable than weight index. This article conducts a survey of the BMI of university 

students in Wenzhou to study the distribution of underweight, overweight and obesity 

so as to put forth some valuable suggestions for public physical education and some 

countermeasures for potential health problems. 
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2  Research Object and Methodology 

2.1  Research Object 

The research takes the physical fitness test data of non-P.E students in universities in 

Wenzhou between 2008 and 2009 as its study object and works out BMI based on the 

ratio of height and weight. Altogether 10413 students yield valid data among whom 

4719 are male and 5712 are female. Table 1 presents the general situation of the 

participants. 

Table 1. The General Situation of participants（M±SD） 

Gender Number 

of people 
age（y） height (cm) weight(kg) BMI 

Male 

students 

4719 20.1±1.42 170.8±5.74 61.7±7.66 21.2±2.25 

Female 

students 

5712 19.9±1.38 158.9±5.23 51.8±5.96 20.5±2.02 

2.2  Research Methodology 

2.2.1  Literature Review 

Literature review is adopted in this research. The formulae of BMI is: BMI= 

wight(kg)/height（m2）. Acoording to the “Body Mass Index Reference Norm for 

Screening Overweight and Obesity in Chinese Children and Adolescents” issued by 

WGOC, a BMI lower than 18.5 indicates that the person is underweight; a BMI 

between 18.5 and 23.9 indicates a normal weight and a BMI between 24 and 27.9 

indicates overweight and a BMI above 28 suggests obesity. 

2.2.2  Statistic Method 

Statistic method is adopted with Excel, SPSS17.0 for data processing andχ2 test for 

comparison of data. 

3  Results Analysis 

3.1  The Distribution of BMI Percentile in Students in Different Age Group  

BMI is an index for human body fat based on an individual’s height and weight. When 

measuring the degree of obesity, BMI could reduce the influence of different heights on 

the weight index so that a better comparison between groups or individuals could be 

made. The weight index of most individuals are obviously related to the percentage of 

their body fat and could reflect the degree of obesity. The internationally adopted BMI 

reference issued by WHO set the value as follows: an index between 25.0～29.9 

indicates overweight and an index above 30 suggests obesity.  WGOC surveyed 

240,000 students between the ages of 7 to 18 to study the distribution of BMI percentile  

 



 Survey of BMI Distribution among University Students Aged 17 - 24 in Wenzhou 295 

Table 2. BMI Percentile of Male University StudentsAged 17–24 in Wenzhou (kg/m2) 

Age 

(y) 
n 

percentile 

5 10 20 30 40 50 60 70 80 85 90 95 97.5 

17 102 18.0 18.6 19.3 19.9 20.4 20.9 21.5 22.1 22.8 23.3 24.0 24.9 25.4 

18 518 17.9 18.5 19.3 19.9 20.4 20.9 21.5 22.1 22.9 23.4 24.1 25.1 25.8 

19 1050 17.9 18.5 19.3 19.9 20.4 20.9 21.5 22.1 22.9 23.4 24.1 25.1 25.8 

20 1128 17.9 18.5 19.3 19.9 20.4 20.9 21.5 22.1 22.9 23.4 24.1 25.1 25.8 

21 1131 17.9 18.5 19.3 19.9 20.4 20.9 21.5 22.1 22.9 23.4 24.1 25.1 25.8 

22 630 17.9 18.5 19.3 19.9 20.4 20.9 21.5 22.1 22.9 23.4 24.0 25.1 25.8 

23 112 18.1 18.7 19.4 19.9 20.5 21.0 21.5 22.1 22.9 23.4 24.0 25.1 25.7 

24 48 18.0 18.6 19.3 19.9 20.4 20.9 21.5 22.0 22.8 23.2 23.8 24.6 25.2 

Table 3. BMI Percentile of Female University Students Aged 17- 24 in Wenzhou（kg/m2） 

Age 

(y) 
n 

Percentile 

5 10 20 30 40 50 60 70 80 85 90 95 97.5 

17 143 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.2 24.1 24.7 

18 824 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.2 24.1 24.7 

19 1400 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.2 24.1 24.7 

20 1328 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.2 24.1 24.7 

21 1284 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.2 24.0 24.7 

22 613 17.6 18.2 18.8 19.4 19.8 20.3 20.8 21.4 22.1 22.6 23.1 24.0 24.7 

23 105 17.9 18.4 18.9 19.4 19.9 20.4 20.8 21.4 22.1 22.6 23.2 24.0 24.6 

24 15 18.0 18.3 18.9 19.3 19.8 20.2 20.6 21.0 21.6 21.9 22.2 22.6 22.8 
 

 
at different ages and found out the difference between BMI of Chinese children and 

adolescents and the international standards. It set up three experimental standards 

composed by P85、P90 and P95 , suggesting that P85 and P95 could be set as the 

standards for the measurement of overweight and obesity due to their sensitivity and 

peculiarity. It introduced the index of 24 as the threshold of overweight and 28 for 

obesity for Chinese adults. This standard corresponds to the already issued standards 

for overweight and obesity for Chinese adults.  

The research finds that the P85  (on average 23.4) and P95  (25) of male university 

students in Wenzhou are both lower than the standards for Chinese children and 

adolescents issued by WGOC. The P85  (on average 22.5) and  P95  (23.9) of female 

university students in Wenzhou are even lower.(see table 3 and 4) This indicates that 

P85 and P95  might not be the appropriate index for measuring overweight and obesity 

for university students. It is more advisable to adopt the standard for Chinese adults 

issued by WGOC, that is, at 18, the thresholds for overweight and obesity should 

respectively be 24 and 28. The research also finds that the BMI percentile changes little 

for the university students during their four-year university life. So when measuring 

overweight and obesity among university students, age factor is not very significant. 
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3.2  Screening of Underweight, Overweight and Obesity in Male University 

Students Aged 17- 24 in Wenzhou 

From table 4 we can find that the percentage of underweight, overweight and obesity 

for male students from the age of 17 to 24 are respectively 9.9％、10.2％ and 0.7％. 

79.2% of students enjoy a normal BMI. Underweight students are mainly in the age 

groups of 17 to 19. With the increasing of age, underweight is declining. Overweight 

students mainly appear in the age groups of 21 to 23, occupying an percentage of 38.1% 

and overweight tends to climb with the increasing of age. Overweight in the age groups 

of 19 to 20 takes the lowest percentage of 16.6%. The percentage of obese students is 

quite low. Even in the age group of 18, there are only 1.2% students suffering from it. 

Table 4. Percentage of Underweight, Overweight and Obesity Among Male University Students 

Aged 17-24 in Wenzhou[ n（%）] 

Age 

（y） 

Male 

Number of 

people  

Underweight Normal Overweight Obesity 

17 102 17（16.7） 77（75.5） 8（7.8） 0（0） 

18 518 64（12.4） 394 (76.1） 54（10.4） 6（1.2） 

19 1050 120（11.43） 840（80） 88（8.4） 2（0.2） 

20 1128 111（9.8） 914（81） 92（8.2） 11（1） 

21 1131 92（8.1） 888 (78.5） 141（12.5） 10（0.9） 

22 630 53（8.4） 495 (75.6） 77（12.2） 5（0.8） 

23 112 6（5.4） 90（80.4） 15（13.4） 1（0.9） 

24 48 3（6.3） 40（83.3） 5（10.4） 0（0） 

Total 4719 466（9.9） 3738 (79.2） 480（10.2） 35（0.7） 

Table 5. Percentage of Underweight, Overweight and Obesity Among Female University 

Students Aged 17-24 in Wenzhou[ n（%）] 

Age 

（y） 

Female 

Number of 

people 

Underweight Normal Overweight Obesity 

17 143 17（11.9） 108 (75.5） 16（11.2） 2（1.4） 

18 824 110（13.3） 664 (80.6） 49（5.9） 1（0.1） 

19 1400 202（14.4） 1126 (80.4) 69（4.9） 3（0.2） 

20 1328 190（14.3） 1075 (80.9) 57（4.3） 6（0.5） 

21 1284 205（15.9） 1017 (79.2) 58（4.5） 4（0.3） 

22 613 99（16.2） 472 (76.9） 40（6.5） 2（0.3） 

23 105 15（14.3） 86（81.9） 3（2.9） 1（0.95） 

24 15 1（6.7） 14（93.3） 0（0） 0（0） 

Total 5712 839（14.7） 4562 (79.9) 292（5.1） 19（0.3） 
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From Table 5 we can find that the percentage of underweight, overweight and obesity 

among female students from the age of 17 to 24 are respectively 14.7％、5.1％ and  

0.3％. 79.9% female students enjoy a normal weight. The distribution of BMI of female 

students shows similar features to those of male students. The screening finds that 

underweight female students at each age enjoy a comparatively high percentage which 

reaches its highest point of 16.2% . Overweight students take a comparatively low 

percentage. Its highest point 11.2% comes at the age of 17. The number of overweight 

students tend to decrease with the increasing of age.  The percentage of obesity in 

female students is rather low. It reaches its highest point 1.4%  at the age of 17 while in 

other age groups obesity students only take up a percentage of 1%.  

Obesity is a medical condition in which excess body fat has accumulated to the 

extent that it may have an adverse effect on health. Modern medicine defines obesity as 

a kind of obvious metabolic disorder which will influence the normal functioning of 

body. Obesity has swept through European countries since 60s in 20th century and 

caused great concern. In China, better living conditions, the change of diet and less 

exercise contribute to the problem of obesity. The percentage of overweight and obesity 

is on a sharp rise. In 2003, the Department of Disease Control in the Ministry of Health 

published  “Preventing and Managing Obesity Among Adults in China (for Trial 

Implementatioon)” pointing out that 22.4% adults were overweight and 3.01% were 

obese.  “Report on Chinese Cardiovascular Disease 2005” published by NCCD points 

out that over 200 million Chinese are overweight and 60 million are obese.  Obesity 

has become a serious and urgent social problem. It’s found that if an individual’s BMI 

exceeds the normal range at youth, the risk of getting disease is higher than those 

people who have become obese at old age. Obesity at juvenile stage will develop into 

obesity at adulthood which will lead to serious diseases such as heart disease, 

hypertension and diabetes etc.  

This research finds that the BMI of most of the university students are in the normal 

range and the percentage of overweight, espcially of obesity are quite low. According 

to the standard of overweight and obesity issued by WHO, the ratio of overweight to 

obesity among adults is 8:1. This research shows that the ratio of overweight to obesity 

among male university students is 14:1 and the ratio among the female students is 15:1. 

Both are lower than the ratio of adults. This indicates that university students are at a 

lower risk of getting obesity than adults.  

Obesity is detrimental to health, so is underweight. Extreme low fat mass caused by 

chronic dieting, malnutrition, anorexia nervosa and other diseases will lead to 

metabolic disorder, physical dysfunction and even death. The research finds that the 

number of underweight female students exceeds that of the overweight and obese 

female students which calls for our attention. 

3.3  Comparison of BMI Distribution among Male and Female University 

Students in the Same Age Group 

The comparison indicates that the percentage of underweight female students is higher 

than that of the male and the percentage of overweight is lower than that of the male. A 

notable difference shows between them (P<0.01）.（see table 6）But for the percentage  
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of obesity, there is not much difference between the two groups(P>0.05）. The research 

also finds that with the increasing of age, the percentage of overweight and obesity 

among male students tend to rise while those of the female students tend to decline. 

Table 6. BMI Distribution Comparison Between Male and Female University Students Aged 

17-24 in the Same Age Group 

Age 

(y) 

Male vs female 

χ2under- 

weigt 

P χ2normal 

weight 

P χ2over- 

weight 

P χ2obesity P 

17 1.138 0.286 0.000 0.995 0.754 0.385 1.438 0.230 

18 0.279 0.597 3.896 0.048* 9.159 0.002** 6.591 0.010** 

19 4.730 0.029* 0.069 0.792 11.924 0.000** 0.0167 0.897 

20 11.317 0.000** 0.003 0.960 15.979 0.000** 2.431 0.119 

21 34.193 0.000** 0.172 0.678 50.260 0.000** 3.421 0.064 

22 17.329 0.000** 0.445 0.505 11.826 0.000** 1.212 0.271 

23 4.943 0.026* 0.085 0.771 7.908 0.005** 0.002 0.963 

24 0.003 0.954 0.933 0.334 1.697 0.193 － － 

合

计 

54.699 0.000** 0.683 0.409 96.527 0.000** 8.322 0.004** 

Note: Comparison between male and female university students in the same age group: *< 0.05, 

**< 0.01。 

 
In terms of underweight percentage,male and female students show little difference 

at the age of 17-18（P>0.05）,but there is a notable difference between male and female 

at the age of 19 and 23（P<0.05）and an even bigger difference in the age group of 20 

to 22（P<0.01）. In terms of the normal BMI, except at the age of 18 when male and 

female students show a notable difference(P<0.05）, there is not much difference at the 

other ages（P>0.05）. In terms of percentage of overweight, male and female students 

show a notable difference from the age of 19 to 23 （P<0.01）while at the age of 17 and 

24 there is not much differnce between them（P>0.05）. In terms of obesity, a saliant 

difference only comes to the age group of 18（P<0.01）. 

This research indicates that generally the average BMI of male students（21.2）is 

higher than that of female students(20.5). The underweight percentage among female 

students is far higher than that among male while the overweight percentage is far 

lower than that among the male students although there is not much difference between 

them in terms of normal weight percentage and obesity percentage. This might be 

related to their eating habits, aesthetic values and life styles. Male students prefer a 

mascular body to a lean figure and they would like to take in more food with high 

calory. Female students pay more attention to their figure and would like to take dieting 

to maintain a desirable figure ignoring their health which often leads to underweight. 

On the other hand, male students have a different physical composition from female 

students. They have more muscles which also contributes to a higher BMI than that of  
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female. At the age of 19 to 22, most university students are at their best physical state. 

So the potential danger of an abnormal BMI could be easily ignored. This calls for our 

great attention. 

4  Conclusion and Suggestions 

4.1  Conclusion 

4.1.1  The BMI percentile of university students in Wenzhou fluctuates little. BMI P85, 

P95 are both lower than the standards issued by WGOC, especially among female 

students. The standards of overweight and obesity for Chinese adults should be adopted 

in terms of evaluation. 

4.1.2  The general distribution of BMI of university students in Wenzhou is fine with 

79% normal BMI and 21% exception. The percentage of obesity is low both among 

male students and female students. The percentage of normal weight and exceptional 

weight among female students is in accordance with that of male students. Male 

students have a comparatively higher overweight percentage in the age group of 21-23 

while female students have a comparatively lower percentage of overweight and 

obesity and a higher percentage of underweight. With the increasing of age, overweight 

and obesity tend to develop in male and underweight tend to develop in female. 

4.1.3  The average BMI of female university students in Wenzhou is lower than that of 

the male students. There is a notable difference between the two groups in normal BMI 

and obesity percentage at the age of 18, in underweight and overweight percentage at 

the age of 19～23. The underweight percentage among female students is notably 

higher than that of the male students while the overweight and obesity percentage of 

male students are notably higher than female students. 

4.2  Suggestions 

4.2.1  In light of the exceptional weight phenomenon among university students, a 

correct attitude toward weight should always be emphasized and advocated in physical 

education in universities. Students should stike a balance between health and aesthetic 

tendency so as not to go to extreme in terms of weight.  

4.2.2  Guide students to change their bad living habits and keep a healthy diet with 

approapiate amount of physical exercises. A warning mechenism should be set up for 

university students’ physical health so that they could be prepared for future work 

physically. 

4.2.3  Enhance the guidance of students both within P.E.lessons and after class and 

introduce some specific physical fitness exercises to students to improve the present 

situation of exceptional body weight. 

4.2.4  It is also advisable to group those students with exceptional BMI into same class 

so that P.E.lesson could be more target-oriented and effective. 
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Abstract. This paper studied a special echo scenario. Three micro-phones are 

used for 360° in an azimuth plane. Results of real-time robotic experiments are 

compared and analyzed, which has shown an mirror effect for sound direction 

path. 

1  Introduction 

Some night predators such as barn owl have advanced sound localization system which 

assists them to localize target when visual signal is absent or weak. For barn owl and 

most mammals, this advanced ability is based on the calculation of Interaural Time 

Difference (ITD) between two ears. [1-3] have used ITD for robotic tracking due to the 

advantage of binaural sound localization over vision, sonar in environment estimation. 

The sound reection and reverberation off walls and surrounding objects can help us to 

perceive the surrounding objects. In this paper, besides the 3 microphone localization 

technology, we study the echo effect with an obstacle board placed near the sound 

source and compare the results with the sound direction test in anechoic chamber. 

2  Method 

The robot we used has 3 microphones, whose positions can be seen in Fig. 1. The 

positions of them are shown as black circles(B,C,D). B and C are in the diametrical line 

of the robot, another one D is located at the back semicircle with equal distance to the 

other two microphones. Every pair of microphones can locate target in 180° field. With 

all three microphones, we can locate target in 360° azimuth. 

Fig. 1(a) shows the geometry used for calculating sound direction based on 

Interaural delay between microphones A and B. Since the sound direction is from the 

sound source to the robot center, the target direction is defined as θ, the azimuth angle 

between 0° line and the sound source line. Compared to the robot size, the target is 

always in a long distance. Therefore, the sound source A point is far away compared to 

the robot diameter. The left target distance ∣AB∣is approximate to ∣AE∣+∣BE∣.  

In geometry, EC is orthoganal to the sound direction line AO, so ∣AE∣ = ∣AC∣.  

BE is a line parallel to AO, as E is a point on the circle 

, the calculation of θ is thus 

in equation 2. 



302 J. Huo and A. Murray 

The sound input signal is processed by a Fast Fourier Transform (FFT) in a time 

window. When the average amplitude of the input signal is above a chosen threshold, 

the characteristic frequency  and phase difference  between the left and right 

ear are calculated. Equations 2 then yield the ITD  and the target azimuth direction 

θ. V is the speed of sound and L the diameter of the robot. The distance between the two 

microphones of this robot is 62mm which is similar to the owl head. 

                      
(1)

 
                      

 (2)

          

 

Fig. 1. The geometry of sound localization (a) Sound localization with two microphones. 

∣AB∣ ൎ ∣AE∣ + ∣BE∣. (b) Each pair of the microphones has one direction. 

B,C - θ1, B,D -θ2, C,D -θ3. θ1 is de_ned as the direction of the robot. 

 
As shown in Fig. 1(b), for three microphones, we can get sinθ1, sinθ2 and sinθ3. sin θ 

is not an identify function of variance θ, but in each quadrant of the Cartesian system, θ 
and sin θ is one to one projection. With the value of sin θ2 and sin θ3, the quadrant of 

theta1 can be accurately located by finding the corresponding field in table. 1. The 

unique θ1 thus can be acquired through inverse trigonometric function. 

Table 1. Quadrant and corresponding trigonometric value 

 

f ∆φ

∆t



 Robotic Sound Source Localization with Mirror Effect of Echo 303 

3  Results 

In the anechoic chamber, the error for the sound localization is very small. We use 

standard deviation to measure the errors of the direction after data processing. Results 

are shown in table 2, each actual direction has more than 20 sound sample group. The 

averaged test results are approaching the actual target direction and the error expressed 

as standard deviation is small. The standard deviation of the error in the anechoic 

chamber is within 1°. 

Table 2. Localization in anechoic chamber 

 

 
In an open environment, the error is increased due to echoes and the presence of 

ambient noise. The accuracy of sound localization is obviously degraded in the normal 

environment compared to anechoic room. But robot still can locate the object in the 

general right direction if walls or the other obstacles on the sound propagation path is 

far away. 

To test the effect of sound reection, a board is put on the right hand side of the robot 

0.5m away. This disturbance of sound wave is so near to the robot, the robot can not 

locate the object in the right place any more. 25 group of test results are averaged and 

shown in Fig. 2(b) in time sequence. Although these groups of data are sampled from 

one sound burst within 1 second, obviously the early data and the late data are showing 

two different directions. Fig. 2(a) shows a hypothesis for the cause of localization 

disparity. The function of the board is quite like a mirror to the sound wave. It changed 

the path of part of the sound from the sound source and shifted its phase. We assume the 

later wrong target position comes from a virtual target on the other side of the board.  
 

 
Fig. 2. (a) The echo scenario with reection from a nearby object. The reection of the soundwave 
shifted the phase. The position of the object is "mirrored" to the other side. (b Sound direction. 
25 groups of sound wave amplitude are acquired before FFT process during a sound buzz in 1 
second. 
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Another part of the sound went to the microphone directly, it can be seen from 

experimental in Fig. 2(b) that sound which travels directly from the source arrives at the 

microphones before its corresponding echoes. The sound source direction is -6°while a 

board is put in the right side. Echo sound arrived at the sensor later than the direct sound 

and showed a "mirrored" direction which is approximately where the board is located. 

4  Conclusion 

In this paper, we demonstrate real-time sound localization experiments with 3 

microphones in a robot. The algorithm for sound localization is based on bioinspired 

binaural ITD identification and calculation. With an extra microphone, the robot is 

equipped with the ability to detect the sound source in 360°. The test results in anechoic 

chamber environment is high accurate. By analyzing an echo scenario, a mirror effect is 

found when an obstacle board is near the sound source. The mirror effect can also 

provide information for obstacle direction calculation in future research. 
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Abstract. An multi-agent artificial immune network algorithm (Maopt-aiNet) is 

introduced in this paper. Unlike other intelligent algorithms, Maopt-aiNet 

combines the idea of immune mechanics and multi-agent technology to 

overcome premature problem and fully make use of the agent ability of sensing 

and acting on the environment. The operators of Maopt-aiNet include 

neighborhood clonal selection, neighborhood competition, self-confidence 

motivation, and neighborhood collaboration. The performance of the proposed 

method is studied with the use of six benchmark problems and compared with 

other well-known intelligent algorithms. The experiments conducted show that 

Maopt-aiNet outperforms the other algorithms. Furthermore, it is applied to 

determine the murphree efficiency of the distillation column, and satisfactory 

results are obtained.  

Keywords: Optimization, immune network, multi-modal optimization. 

1   Introduction 

Recently, bio-inspired optimization has become increasingly popular in the areas of 
engineering and science. Generally, for multimodal optimization problems, several 
global and local solutions exist in the search space. Immune system with advantages 
as diversity, learning and memory can produce a variety of antibodies and solve the 
population diversity issues. Therefore, relative immune mechanism is used to design 
the appropriate strategy to solve multimodal optimization problems. Based on the 
mechanism of clonal selection, De Castro[1]

 
proposed immune clonal selection 

algorithm (Clonal), which has high parallel and global convergence. However, it only 
clones and mutates those antibody groups with high affinity, and has limited 
capability of dealing with complex multimodal function optimization problems. Then, 
De Castro and Timmis developed opt-aiNet[2] (Artificial Immune Network for 
Optimization) for multimodal optimization problems. Because of the complexity of 
the immune mechanism, only small part of it has been used by the authors in all 
studies above. For Opt-aiNet algorithm, which is considered to be an effective 
multimodal function optimization, still has a series of limitations [3]. To overcome 

                                                 
∗  Foundation item: Zhejiang Technology Programme (2011C21077), Zhejiang Natural science 

Fund (Y1090548), Ningbo Natural science Fund(2011A610173 ), Ningbo key construction 

service-oriented professionals(Sfwxzdzy200903). 



306 X. Shi 

the disadvantages of Opt-aiNet algorithm, an multi-agent artificial immune network 
algorithm (Maopt-aiNet), combining the ideas of multi-agent and immune network is 
introduced in this paper. With the current studies, the combination of multi-agent and 
immune technology can provide us useful clues for complex optimization problems. 

2   Maopt-AiNet Algorithm 

2.1   Definitions for Maopt-aiNet 

The mathematic model for optimization problem can be expressed as: 

                                                      (1) 

Where 

 

is the domain, , is the dimension 

of the system. is the objective function. For any , if , then 

is the global optimum solution. 

The main operators of Maopt-aiNet include neighborhood clonal selection, 
neighborhood competition, self-confidence motivation, and neighborhood 
collaboration operator. According to the description for agent system [4] by Russel, we 
define matrix L  as multi-agent grid[5]. One agent represents a possible solution to the 

objective function. Agent can be placed on the grid ; , where size 

means the dimension of and each agent in a grid can sense the local environment. 

Definition 1. The local environment of agent 
 
is 

, of which  

, , 

                                       

(2)   

                   
Each agent occupies one grid-point and interacts with its four adjacent agents in its 
local environment.  

Definition 2. An agent  is an element in the search space . 

The competitive edge of agent : 

                    
                                                 

(3) 

Where is the objective function to be optimized. In multi-agent grid, each agent 

exits with certain probability and competitiveness. 

Definition 3. The matrix 
 
describes the status or confidence degree of multi-

agent grid . Its element corresponds to the individual self-confidence in the grid. The 
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self-confidence for 
 
is , with a value [0,1], of which “1” is corresponding 

to the maximum and “0” to the minimum. 

2.2   The Steps of Maopt-AiNet  

Suppose and are individuals with the most competitive edge and the 

largest self-confidence in neighborhood. Maopt-aiNet algorithm is described as 
follows: 

(1) Initialization operation  

The initialized immune agent grid system is . . Initial antibody 

group
 
generated randomly from  domain is placed in  by real number 

coding. is the code length. The initial confidence degree with the threshold  is set 

randomly within [0, 1]. Open up the memory with a size of  , calculate the 

individual competitiveness ,and select
 
and

  
in neighborhood, 

and set the current iteration number . 

(2) Determine the search agent and development agent  
According to the self-confidence and the threshold , picked out the search 

agents satisfying the condition and development ones satisfying the 

condition . 

(3) Perform neighborhood clonal selection operation 
The neighborhood clonal selection of Maopt-aiNet is described as 

                              (4) 

Where
 

is clone operation:

 

 , is the cloning multiple. 

 is aberrance operation: , and  is mutation operator. To 

balance the global and local search, Q-variation [6] and -variation [7] are used for 

search agent and the development agent at aberration rate . is selection 

operation: .  

(4) Perform neighborhood competition 

If
 
has more competitive edge than or more confidence 

degree than , it can survive in the grid, or it will die and leave space for new 

individuals .  

(5) Perform self-confidence motivation  
Here we define the manipulations of the positive and negative feedbacks for self-

confidence regulation. If  has more competitive edge or confidence degree than 

, then the self-confidence of needs the positive feedback adjustment. While, 

if  has less competitive edge or self-confidence than , then the self-confidence 

of needs the negative feedback adjustment.  
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(6) Perform neighborhood collaboration  
The collaboration operator is: 

a) Choose , and  to operate: 

                                  (5) 

b) Cross distribution will be implicated into and to  

get :                                   

Where is the crossover constant . 

c) competes with , the winner will stay into the next generation.             

(7) Take the most competitive individuals into memory, and let its self-confidence

= . If the results meet the termination conditions, then stop, or set  

and go to step (2). 
If searching algorithm reaches to the terminate conditions, stop the iteration and 

choose the best individual from the memory preserved during iterative process as the 

result of algorithm. 

3   Benchmark Studies 

3.1   Experimental Results 

Six benchmark functions[8] were used in our experimental studies. They are given in 
Table 1. The initialization range and the dimensions of these 6 benchmarks are also 
listed in the table. 

Table 1. Parameters setting for the benchmark functions 
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In this section, the performance of Maopt-aiNet is studied with the use of the 6 
benchmark problems, and the obtained results are compared with those of OGA/Q 
proposed by Leung

 
[8], MAGA proposed by Zhong and Xue[5]. The stopping 

criterion of OGA/Q is that no elite solution is found in the latest 50 generations after 
the implementation of 1000 generations in reference [8]. And MAGA stops after 
running 150 generations in reference

 
[5]. In order to maintain the consistency of 

parameters and make the comparison meaningful, the stopping criterion of Maopt-

aiNet is running 150 generations. The parameters of Maopt-aiNet are , 

cloning coefficient , threshold . 

Table 2 lists the statistical results of 50 repeated experiments for these benchmark 
functions with OGA/Q [8], MAGA

 
[5] and Maopt-aiNet. The results of OGA/Q and 

MAGA are picked from reference [8] and [5] respectively. In 6 benchmark functions, 
OGA/Q and MAGA can get the optimal solution 0 in 4 benchmark functions, while 

Maopt-aiNet in 5 functions. For  and
 

, Maopt-aiNet obtains better solutions than 

OGA/Q and MAGA do. And the average number of evaluations used in Maopt-aiNet 
is about 10 000, which is similar to that used in MAGA, meanwhile, about 18 000 for 
OGA/Q. Furthermore, the optimum deviation of Maopt-aiNet is lower than OGA/Q, 
while close to MAGA. This result suggests that Maopt-aiNet works better in high 
dimensional function optimization than OGA/Q and MAGA do. 

Table 2. Performance comparison of four algorithms 

 

4   Application 

In petrochemical field, the process simulation for distillation is an important task. The 
key parameter in the distillation process simulation is the tray efficiency, which can 
not be obtained easily. The tray efficiency can be defined as:  
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where is murphree efficiency; is equilibrium constant; is the liquid phase 

mole fraction; is the vapor phase mole fraction;  is the component ; is the 

tray . 

Actually, the temperature distribution of the trays can characterize the separation 
efficiency of the distillation columns indirectly. Hence a model where the objective 
function [9] is the minimum of F is proposed. 

                                                   (7)               

Where i is the tray number with a temperature measuring point; T is the tray 

temperature measured(℃); is the tray temperature calculated(℃).  

Collect 100 groups of typical steady-state operation data as sample data. Then 

correct the distillation unit with 60 trays, and tray temperature test points are 10. 

Additionally, we also use (8) as the objective function, and determine the murphree 

efficiency using Maopt-aiNet. Figure 1. shows the fitting results of two options for the 

tray temperature distribution. Based on the determination of the tray murphree 

efficiency, the calculated temperatures are consistent with the measured, which 

suggests that the model describes the separation efficiency of the column very well. In 

Maopt-aiNet, the average absolute deviation between the calculated value and 

measured temperature is 0.6℃, the relative average deviation is 0.27, and the search 

time is about 3.55h. As the tray murphree efficiency has been determined, we 

establish the distillation unit model and predict the productions from the tower top 

and bottom. Table 3. displays the calculated values and measured values of main 

products under the steady-state operation. The average absolute error in evaluating the 

main products from tower top and bottom is 1.22kmol/hr and 1.318kmol/hr for 

Maopt-aiNet, while the relative average error is about 0.36% for Maopt-aiNet.  

 

Fig. 1. Tray temperature comparison 
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Table 3. Tower products comparison 

 

5   Conclusions 

An multi-agent artificial immune network (Maopt-aiNet) algorithm is proposed in our 
study. Unlike other intelligent algorithms, Maopt-aiNet combines the idea of artificial 
immunization and multi-agent technology ingeniously. The operators of Maopt-aiNet 
include the neighborhood clonal selection, neighborhood competition, self-confidence 
motivation, and neighborhood collaboration operator. In benchmark function experiments, 
compared withOGA/Q and MAGA, Maopt-aiNet has stronger search capability for high-
dimensional function optimization. In the application of distillation unit modeling, Maopt-
aiNet can determine the murphree efficiency fairly well.  
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Abstract. In order to enhance radio frequency identification (RFID) tag 

identification efficiency, people proposes a anti-collision protocol in tree slot 

ALOHA .The new protocol adopts FKSS (Fast k-Slot Selection) algorithm and 

BFKSS (Binary Tree Fast k-Slot Selection) algorithm, the former which adjust 

the value of the slot’s number, or the frame size in dynamic, through judging 

whether the first k-slots are all idle or all collision in each frame; and the later 

decompose the collision slot in binary basing on the former. The most 

advantage of the proposed protocol is no prior information about RFID tags. No 

matter how abrupt the tag number increase or reduce, the system can always 

keep the frame length and the number of tags at a reasonable level, thus can let 

the system efficiency not be affected by the changes tag number; and the 

advantages of binary decomposition is that it won't produce estimation error 

and reduces the computational complexity, meanwhile once again improve the 

system throughput. In our simulations, the proposed protocol’s system 

efficiency reached at 0.43, BFKSS in the most optimal value is little higher than 

FKSS when to 0.432, and above the conventional dynamic frame slotted 

ALOHA and Q algorithm protocol, furthermore, compared with TSA, the 

system efficiency curve is above during the tag number is not close to the initial 

frame size.   

Keywords: anti-collision, Tree Slotted Aloha, FKSS algorithm, system 

efficiency, Binary Tree, BFKSS algorithm. 

1   Introduction 

At present, RFID is a key technology for IoT(internet of things). Usually, RFID tag 

anti-collision protocol have combined the traditional multiple access anti-collision 

algorithm, and the most important things for EPC Gen2 RFID system is the anti-

collision algorithm[1]. Presently, there are mainly two directions which based on the 

Slotted Aloha[3]
 
and the Binary Tree[4]

 
anti-collision algorithm respectively to solve 
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the tag collision problems. The type of Tree protocol divided the collision tags into 

two subsets, one for sending, the other for waiting, then decomposed repetitively until 

one tag were identified. The basic idea of the type of Aloha protocol is divided the tag 

recognition process into many information frames, and the frame is divided into many 

slots, in each information frame the unidentified tags randomly selected one slot and 

send information to the reader for identification. According to receiving tag 

information by the reader in one slot, it can be divided into the idle slot, the collision 

slot and the success slot, which respectively represent no tag information received, 

two above tag information received and only one tag information received. Among 

them, the dynamic frame slot Aloha (DFSA) protocol is being studied more. It is 

according to estimating the number of tags to dynamic adjustment the frame slot 

number. However, both of the pure tree type protocol and DFSA protocol, their max 

throughput were lower, and it cannot exceed 4.0. In order to enhance the system 

efficiency, someone combined the tree type protocol into the Aloha protocol, and 

proposed several higher throughput mixed protocol, Tree Slotted Aloha (TSA), 

Dynamic Tree Slotted Aloha (DyTSA), compared to the type of pure tree protocol, 

these mixed types of TSA protocol can let the system efficiency get the sharp rise, the 

highest can reach about 0.43. FKSS (Fast k-Slot Selection) protocol[7] which we 

proposed before shows that, no matter how abrupt the tag number increase or reduce, 

the system can always keep the frame length and the number of tags at a reasonable 

level, thus can let the system efficiency not be affected by the changes tag number. 

However, one weakness of FKSS protocol is when tags are decomposed in a 

collision slot and based on the Q system, We need to know the number of success slot 

and the number of collision slot so that we can confirm the next length of frame, so 

we need to eatimate the tag number before. But the disadvantages of eatimating is 

increasing the computational complexity. 

This work proposes a BFKSS (Binary Tree Fast k-Slot Selection) protocol based 

on FKSS protocol, if there is a collision slot, then decompose this slot on binary 

which instead of Q system. Although this protocol system efficiency is not much 

better than the FKSS algorithm, it can reduce the computational complexity obviously. 

The paper is organized as follows. In Section 2, introduces the basic principle of 

FKSS protocol and point out the existing problems, In Section 3, proposes BFKSS 

algorithm, basic processes and pseudo-code. In Section 4, presents the simulation 

results, and finally Section 5 draws conclusions. 

2   BFKSS Algorithm and Protocol  

2.1   BFKSS Algorithm  

The performance of any algorithm is optimized, when the probability of only one tag 

response in a slot (Ps) is maximized. Assuming that the number of tags is N and the 

frame size is L, the probability of multiple tag responses in a slot is Pc, the probability 

of no tag response in a slot is Pi , and Ps is the probability of one tag response in a slot, 

where 
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The probabilities of encountering a burst collision and a burst idle can be derived 

using a Markov chain model, which can be derived as in
 
[5]. The probabilities in the 

Markov chain can be calculated using A
(j+1)

=TA
(j)

. Consequently, let k be the 

threshold of burst collision and burst idle in the first k slots respectively. 

In Aloha protocol, the probability of a conflict slot is Pc, the probability of a idle 

slot is Pi, and the probability of a success slot is Ps. If we know the tag number N and 

the frame length L, then the probabilities can expressed as： 

 
(1) 

From (1) we know if the tag number N is far big than frame length L, then Pc will be 

big, by contrast, if frame length L is far big than tag number N, then Pi will be big. If 

we just think about first few slots in front of the frame, we can import Markov 

algorithm. 

 (2) 

Among them, B
(j) 

is j slot probability vector, determined by   

 (3)

Then the first slot probability vector can be determined by 

 (4) 

The transfer matrix T=(tij) can be determined by  
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If  i=1, k+1≤j≤2k+1 and 2≤i≤k and j=i-1,then tij=pc ; if i=k+1,1≤j≤2k+1 and tij 

=ps ; else i=k+2, 1≤j≤k+1 and k+3≤i≤2k+1, j=i-1, tij =pi 

From (5), we can get the first k slot state probability. Table.1 shows when L0=128, 

N from 100 to 500, Pc1, Pc2, Pc3 and Pi1 , Pi2 ,Pi3. And we can find that if L0=128, 

when tag number increasing, Pcj growth, Pij drop; when tag number decreasing, Pcj 

drop, Pij growth; and i=1, 2, 3. 

Table 1. The status probability of first K-slot 

Tag 

Number 

 

       

       

       

        

         

then we set k as the continuous time buttress threshold, Cc express the number of first 

few slots are all collision slots, when Ci=k, the next frame length is half of the initial 

value; Ci means the number of first few slots are all idle slots, when Cs=k, the next 

frame length has doubled the initial one.  

           (6) 

2.2   BFKSS Protocol 

This section will give the BFKSS protocol which realized by BFKSS algorithm, Fig.1 

and Fig. 2 are given out the reader operation pseudo-code and the tag operation pseudo-

code of BFKSS protocol respectively. When reader start reading tags, the value of initial 

frame length is L0, and then reader send a query command with frame length L called 

AdjQuery. After each tag received orders, the counter S will choose a random number 

from 0 to L-1, this tag will send its ID at the S slot. Reader detects the tag response at the 

first k-slots in the frame. If the first k-slot are all collision, then L=max (2L, 2
15

), reader 

ends this frame in advance, send an AdjQuery with a new L, and detects the next frame 

tags response. And if the first slot is success, then L changeless, at this time, the 

algorithm will turn into FKSS protocol. The frame length of i layer is 2.  

1c
P 2c

P 3c
P 1iP 2i

P
3iP

100 0.18 0.03 0.01 0.46 0.21 0.10

200 0.46 0.21 0.10 0.21 0.04 0.01

300 0.68 0.46 0.31 0.10 0.01 0

400 0.82 0.67 0.55 0.04 0 0

500 0.90 0.81 0.73 0.02 0 0

0 0

0 0

2 ,

2 ,

c

i

L L C k

L L C k

= =
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Fig. 1. Pseudocode of BFKSS protocol: reader procedure 

 

Fig. 2. Pseudocode of BFKSS protocol: tag procedure 

BFKSS protocol: tag operation

 
1 while receive Reader’s AdjQuery with L 

2   do{s=random number form 0 to L -1 

3      send myID in slot s 

4      end 

5     } 

6  

7 if receive Reader’s Query with L 
8   identified = false 

9   myLevel = 0 

10   previousValue = −1 

11   while (not identified)  

12     do{ 

13        Receive Query with (Li, level, slot) 

14        if ((level = myLevel) & (previousValue = slot))  

15          s = random number form 0 to Li -1 
16          myLevel++; 

17          previousValue = s 

18          send myID in slot s 

19          if (receivedAck) identified = true end 

20        end 
21 }

BFKSS protocol: reader operation

 

1 L = L0  

2 BFKSS(L, k) 

 

function BFKSS(L) 

3 Broadcast AdjQuery with L 
4 Receive tag responses in the first k slots and detect collision 

5 if k slots are all collision 

6   L = min(2L, 2
15

) 

7   FKSS(L) 

8 elseif k slots are all idle 

9   Q = round(L/2) 

10   FKSS(L) 
11 elseif only a tag response 

12   level = 0 

13   s = −1 

14   TSA(L, level, s)   

15 end 
 

function TSA(Li, level, s) 

16 broadcast Query with (Li, level, s) 
17 for s = 1 to Li do receiveIDs 

18   Li+1=2 

19 for s = 1 to Li do 

20   if (collision[s]= 1)  

21     identify tag and sendAck; 

22   elseif (collision[s]> 1) 

23     level++; 

24     TSA(Li+1, level, s) 

25   end 

26 end
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3   Simulation Results 

The following is simulation results, and computational processes are all adopt the 

monte carlo method, we obtained the average results after completing 500 experiments. 

Fig.3 illustrates system efficiency of the different algorithms. We set the initial frame 

length L0=128, Nfrom10 to 500. As we can see, Q algorithm throughput is lowest, the 

highest just reached 0.34 around, relatively DFSA protocol efficiency is also lower, the 

biggest throughput cannot be exceed 0.40. Compared with Q algorithm and DFSA 

protocol, the system efficiency of mixed type of protocol such as Tree Slotted 

Aloha(TSA), dynamic Tree Slotted Aloha(DyTSA) have got vastly improved and the 

highest can reach about o.43. But, in TSA protocol, the system efficiency achieve 

maximum only when the initial frame length equals to the tags number, and when the 

initial frame length more or less than the tag number, the system efficiency have dropped 

seriously from peak0.43 to 0.38. And the maximum of FKSS protocol which we 

proposed is 0.43, the same as DyTSA protocol, but no matter tag number increases or 

decreases, the system efficiency will not get significant reduction, and will remain above 

0.40, higher than TSA protocol, at the same time, the throughput curve also higher than 

Q algorithm and DFSA protocol. BFKSS experiences little better than FKSS when it at 

the optimal value. But others are little worse. Totally, the value is alike between them. 

So we can use BFKSS instead of FKSS, because it dose not make the calculation 

that complicated. Due to using 2 instead of Q when the next frame decomposing, it 

has dramatically decreased the computational complexity. 

Fig.4 illustrates the system efficiency of BFKSS in different initial frame length, 

L0=2
Q
, Q=2, 3……8, N from 1 to 500. We can see according to the different initial 

frame length, BFKSS algorithm can still make the system efficiency stay above 0.40 

after it reached the peak. 

Fig.5 illustrates the system efficiency of BFKSS in different threshold, L0=128, N 

from 50 to 500. We can see when threshold bs=2, the system efficiency achieve the 

optimal value, that is to say, we can use the 2 slot’s status as the standard to measure 

that whether the tag number is more or less to the frame. 

4   Analysis of the Simulation Results 

In this paper, we investigated the tag identification problem in RFID systems. The slot-

count algorithm as a framed slotted ALOHA algorithm satisfies the complexity 

constraint of Gen2 passive tags. It has been proved as a simple and efficient anti-collision 

method for the low cost power-constricted tags. However, the value of the initial L is 

important to the performance of an inventory process. The BFKSS algorithm illustrates a 

novel L selection method, which requires lower computational complexity than the 

FKSS algorithm.  
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Fig. 3. The system efficiency of various algorithm 

 

Fig. 4. The system efficiency of BFKSS in different initial frame length 
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Fig. 5. The system efficiency of BFKSS in different threshold 
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Abstract. A visual attention method for object search for a mobile robot with 

an Omni-directional vision system is presented. Firstly, the explored scene is 

separated into salient and non-salient regions in the image and some salient 

objects in above salient regions are detected with a kind of saliency detection 

method. And then, SIFT feature points of the salient objects are extracted. The 

3D coordinates of the object feature points, which are used to represent the 

spatial positions of the objects, are computed from the Omni-directional 3D 

reconstruction method. At last, the first searching region is determined by 

synthetically considering some factors, such as the number of detected objects 

in each region and the distance between the objects and the mobile robot. To 

validate the effectiveness of the proposed method, the experiment is performed 

in a realistic indoor scenario. 

Keywords: Object Search, Visual Attention, Omni-directional Vision System, 

Mobile Robot. 

1  Introduction 

The aging of population and the improvement of living level in modern society have 

brought wide application prospects for indoor service robotics. The future applications 

have more requirements for such autonomous agents: they not only need to be able to 

navigate in the environment and communicate with humans, but also need to have the 

ability of performing some challenging tasks, such as scene recognition, object finding 

and fetching et al. As object search is a common behavior we often perform in our daily 

life, it is now an important research area in the robot vision field as well. For example, 

the well-known “semantic robot vision challenge” [1] and the “robocup@home” [2] 

competition are two famous competition that refer to robot object search problem. 

In recent literatures, many search methods include two processes: the attention 

process (i.e. object detection process) and the observation planning process. For 

example, Saidi et al. [3] presented a visual attention framework for the search behavior 

of a 3D object by a humanoid robot. They utilized a binocular vision system with pan-

tilt capability to explore the environment. A visibility map was constructed to guide the 

attention of the robot to candidate stacks, and the next best view position was 

determined by a rating function, which considered target detection probability, new 

information gain, and motion cost. While their method had shown an efficient search 
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result, the attention process by constructing visibility map is still computationally 

expensive. Masuzawa et al. [4] developed an observation planning method for 

environment semantic map construction. The process included two stages: Firstly, the 

robot explored unknown regions with a laser range finder; then it used a stereo camera 

to detect object candidates with color information, and planned an optimum 

observation path to validate them. The detection approach they used was based on 

color histogram intersection, which is a kind of top-down (or mode-driven) attention 

process and the detection result may be affected by changes in lighting condition. 

Foreseen et al. [5] designed a mobile platform called Curious George, which is 

equipped with a peripheral-foveal vision system. When the robot navigated through the 

room, it used its peripheral cameras to get low-resolution images and utilized an 

attention method combining bottom-up saliency information and top-down stereo 

disparity information to detect interesting image regions, which may correspond to 

potential objects. These regions were later focused on by the foveal camera to obtain 

images, which were sharp enough to perform a reliable recognition. Their detection 

method is computation-ally efficient, and has lower requirement for lighting condition. 
Most mobile agents proposed in previous literatures utilize conventional vision 

sensors (such as monocular vision, binocular vision et al.) to explore the environment 
and detect/recognize objects. However, such sensors usually have a limited field of 
view. To acquire entire environment information, a pan-tilt unit is used to change the 
vision system’s viewing direction, which brings about extensive image processing and 
high computing cost. In contrast, the Omni-directional vision system has a horizontal 
360°field of view, and is capable of gaining abundant and complete information 
rapidly in indoor environments. And because of the unique advantages, Omni-
directional vision systems have now been widely used in many mobile robot tasks, 
such as the soccer robots [6], navigation [7], environment reconstruction [8] and object 
tracking [9] et al. 

In this paper, we attempt to introduce visual attention to object search problem in 
indoor environments for a mobile robot equipped with Omni-directional vision 
system. As the imagery of objects in the Omni-directional image is distorted and 
small, and the lighting condition is uncertain, the visual attention mechanism used is a 
bottom-up fashion, which mainly detects sharp change of color or intensity informat-
ion in the image without any prior information of target objects as proposed in [10].  

We divide the search process into the attention stage and the observation stage as 
previous literatures done. And the main idea of this article include (i) separating the 
scenario into different search regions and detecting potential objects in the image with 
visual attention mechanism, (ii) estimating the spatial positions of the potential 
objects based on an Omni-directional localization method, (iii) choosing a first search 
region for the robot to observe in the next stage by synthetically considering two 
factors—the number of potential objects in a search region and the region 
distance (i.e. the distance from the region to the mobile robot). 

2  The Object Detection Method Based on Visual Attention 

The visual attention mechanism we used is based on a spectrum residual model 

proposed by Hou et al. [10], the method is computational efficient, and we introduce 

the principle briefly as follows. Given a natural image as illustrated in Fig. 1-(a), we 
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can obtain its amplitude spectrum A(f) and phase spectrum P(f) by Fourier 

transformation, then the log spectrum (see Fig. 1-(b)) can be computed by L(f) = 

log(A(f)). Fig. 1-(c) illustrates the frequency-orientation averaged log spectrum curve, 

which shows a local linearity. 

 

Fig. 1. An example of image and its log spectrum: (a) Input image; (b) Log spectrum; (c) The 

orientation averaged curve of log spectra 

It was analyzed that the local sharp changes in the log spectra curve correspond to 

anomalous regions in the image, which may be interesting objects. 

After the log spectrum L(f) is computed, the averaged spectrum S(f) can be 

obtained by smoothing L(f) with a local aver-age filter. L(f) and S(f) are subtracted to 

get the spectral residual R(f), which is used in conjunction with phase to compute 

inverse Fourier transform and get the saliency map. To improve the detection 

accuracy, we extend this approach to intensity channel, red-green channel, and 

yellow-blue channel, as done in [11]. 

Saliency maps of the three channels are finally combined linearly to obtain the 

final saliency map at last, as shown in Fig. 2-(a) and Fig. 2-(b). 

 

Fig. 2. Detection results of large objects: (a) Saliency maps of three color channels; (b) Final 

saliency map; (c) Region extraction result 

2.1  Two-Stage Saliency Detection 

A vision system works under certain scales as Hou et al. [10] said, and they had shown 
different saliency detection results under different image scales in their experiment. 
The results demonstrate that when the visual attention mechanism is performed under a 
large scale (i.e. the image is small), detailed features are omitted. In contrast, under a 
small scale, many small sharp change regions will be detected in the image instead. As 
the imagery of an object in the Omni-directional image is small and the image 
information is abundant, and it has shown bad results to perform visual attention 
directly under a small scale in our experiment, we present a two-stage saliency 
detection here: First, detect large salient objects in the image under a large scale as 
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shown in Fig. 2-(c); Second, set windows upon previous detected regions, and detect 
small potential objects under a fine scale as shown in Fig. 3. 

 

Fig. 3. An example of image and its log spectrum: (a) Input image; (b) Log spectrum; (c) The 

orientation averaged curve of log spectra 

The detection of large objects can help separate the whole image search region into 

several regions that containing different number of potential objects and eliminate the 

invalid image part that belongs to the background. A window that is set upon previous 

detected large objects has a size decided by the corresponding area magnitude in the 

saliency map. The final detection results of small objects are shown in Fig. 3-(b), and 

we can see that most potential objects are detected in spite of some error detections. 

2.2   Eliminating Parts of the Error Detection Results 

As it is said in previous contents, the visual attention mechanism we used mainly 

detects regions that have sharp changes of color or intensity in the image, and many 

details will be detected when it is used under a small scale. As a result, we can see in 

Fig. 3-(b) that there are some error detection results, which are actually borders 

between the objects and the background (e.g. the border between the red sofa and the 

white wall et al.). Here we propose a method based on region growing segment to 

eliminate parts of the error detection results. The method mainly considers the color 

similarity between the seed region. And the main steps are as follows: 
 

- For a saliency detection result, set a window (the size is 50×50 pixels here) 

whose centre is in accordance with the centroid of the salient region in the 

Omni-directional image as shown in Fig. 4-(a), and then get the sub-image out 

as shown in Fig. 4-(b). 

- Choose the most salient point as the seed point as the red asterisk shows. 
- Translate the color space into HSV space and implement region grow algorithm 

by computing the similarity between the current pixel and the seed point. Two 
examples of the segment results are shown in Fig. 4-(c). 

- Compute the ratio of the area of the segmented region (red region in Fig. 4-(c)) 

and the area of the salient region (region inside the red circle in Fig. 4-(b)), if 

the value is above the threshold, the error detection will be find and eliminated. 
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Fig. 4. Examples of error detection elimination: (a) Windows set upon saliency detection 

results; (b) Seed points chosen in the salient regions; (c) Segment result 

 

Fig. 5. Final detection result 

The final processing result is demonstrated in Fig. 5, which shows that the proposed 

method can eliminate most of the error detections. 

3  Spatial Localization of the Potential Objects 

The use of attention mechanism enables the robot to judge that if there are objects in 
the environment and in which direction are them. However, it still doesn’t have 
knowledge of the distance between a detected object and it. Generally it is better for 
the robot to move close to an object to recognize it more reliably. As the scene is 
separated into several search regions, it is necessary to estimate the distance from 
each search region to the robot so that it can learn which region is closer and 
determine where to move. 

In this section, an approach for localization of potential objects is presented. We 
use the 3D coordinates of SIFT feature points extracted the potential objects in the 
image to re-present their spatial positions. The construction of the coordinates is 
based on the Omni-directional 3D reconstruction method presented in [12]. The main 
steps are: 

  The robot gets two Omni-directional images at two different positions at the 
beginning and then uses visual attention algorithm to detect the salient 
potential objects in both images. The detected results represented with green 
circles can be seen in Fig. 6.  Extract SIFT feature points in both images and only match the part that belong 
to potential objects.  Calculate the essential matrix use a method of RANSAC and estimate camera 
motion parameters, compute 3D coordinate by geometrical triangulation.  Use the average coordinate of features that belong to the same object to 
represent its spatial position 
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Fig. 6. SIFT matching result in salient regions (green circles) of two images 

The localization result can be seen intuitively in Fig. 7 with specific explain in the 
experiment section. The visual attention is implemented in both images for the reason 
that if a potential object is not detected in one image, it can be detected 
complementally in another image (e.g. the book on the sofa in Fig. 6).  

4  Search Rule for Choosing a First Search Region 

In this section, we introduce a search rule for the robot to choose the first search 
region due to the different probability of target presence in different search regions. 
As no prior knowledge (such as color, shape et al.) of the target is given in the 
detection stage, regions that have more potential objects generally have higher 
possibility of target presence. Another factor that should be considered is the motion 
cost for the reason of saving motion energy. From the above, the search rule proposed 
mainly give search priority to regions which have more potential objects or are closer 
to the mobile robot. The mathematical description is as follows.  

In the absence of prior knowledge, all detected potential objects have the same 
probability to be the target wanted. The probability value is 1/N, where N is the total 
number of detected objects. Then the probability of target presence of a search region 
depends on the number of potential objects in it, the value is the sum of each object’s 
probability 


=

=
k

j

jP
1

i P

 , 
(1) 

where Pi represents the probability of the each region, and K is the number of 
potential objects in that region. 

Considering the distance from a search region to the robot, a utility function is 
given to obtain the utility value of that search region: 

ii distP /U i =  , (2) 

where Ui is the utility value of each region, and disti is the distance between the 
region and the robot, which is obtained by computing the average distance from each 
potential object  to the robot in that region. The region with highest utility value 
should be observed firstly. 
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5  Experimental Results 

The platform we used in the experiment is the Grandar AS-R mobile robot, which is 
equipped with an Omni-directional vision system on top of it. The Omni-directional 
vision system consists of a CCD camera and a hyperboloid mirror, which can acquire 
an image sequence with an image size of 640×480 pixels. 

The localization result of the potential objects is shown in Fig. 7. The pink cubes 
represent the potential objects, while the transparent cubes with labels are the search 
regions of the scene. The pink cubes approximately demonstrate the spatial positions of 
the potential objects. 

To test the effectiveness of the search rule presented in last section, a table is 
presented here giving related data of each region. For example, the number of potential 
objects, distance, and the utility value. Then we analyze as follows: 

  Comparing to region 1, 3, 4, 7, region 2, 5, 6 have more detected potential 
objects, so they have higher possibility of target presence and should be 
considered firstly;  Region 2 has fewer objects than region 5, 6, but it is far more near the mobile 
robot, so the motion cost is smaller. 

Table 1. Related data of each region 

Region Number of objects The distance(m) The utility value 

1 2 1.7373 0.059241 

2 3 1.5027 0.092496 

3 1 2.2511 0.026639 

4 1 2.2969 0.022896 

5 4 3.6948 0.065123 

6 6 4.4222 0.080392 

7 1 4.4087 0.012936 

 

Fig. 7. The localization result and planning result 

As a result, region 2 has the highest utility value and should be chosen first to search. 
The arrow in Fig. 7 show the choose result which comply with the search rule well. 
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6  Conclusions 

This article presents a solution for object search problem in a realistic environment for 

a mobile robot equipped with an Omni-directional camera. In the perception stage, a 

spectrum residual based visual attention mechanism is used to separate the scene into 

different regions and detect potential objects. Then SIFT features of potential objects 

are extracted and the Omni-directional 3D reconstruction method is employed to 

estimate the spatial positions of them. The experimental results indicate that the 

proposed method is efficient and reliable. 
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Abstract. The article introduces a data acquisition system of multi-channel 

suspension bridge vibration acceleration with the core of STC12C5606AD 

single chip. The system used CAN Bus to accomplish the communication 

between the front extension and IPC. The IPC could quickly get up to 42 

channels acceleration value of mean-square deviation in a second and the real 

time oscillogram from the partial channels after the front machine had the 

statistical process. The article also analyses problems in the process of system 

design such as A/D data acquisition rate, transport protocol, and establishing 

database more than 10 G bytes storage. 

Keywords: Suspension Bridge, STC12C5616AD, Acceleration, CAN Bus. 

1  Introduction  

After bridge is built and put into use, the strength and stiffness of the bridge structure 

will decrease with the growing use, due to the impacts of various factors like climate, 

corrosion and under the long-term effect of the static load and live load. This will not 

only affect traffic safety, but will also shorten the life of the bridge, especially a 

bridge as a vital line [1]. Meanwhile many bridges gradually enter the maintenance 

stage. Through testing stress the key section of the bridge, analyzing and evaluating 

the safety and reliability of the structure, timely discovering problems, it can not only 

extend the use of the bridge life span, but also provide a reasonable decision for the 

safe operation of maintenance and reinforcement of the bridge structure. 

2  System Solution Design 

The system task is to monitor the bridge’s health status of the dam Guantou in Gansu 
Province. The bridge is 213 meters long, and the main span is 180 meters. The whole 
system mainly monitored the shift, strain, temperature, fiber grating, acceleration, 
wind speed & direction and other multi-target factors in a distribution placement. The 
paper’s design of the monitoring system was mainly for acceleration factors, wind 
speed & direction factors. Sensors distribution is shown in Figure 1. 

As we can see in Figure 1, the full-bridge totally used fourteen sensors of three-
axis piezoelectric accelerometers, seven acceleration signal conditioners, one wind 
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speed sensor and one wind direction sensor which installed in 140 meters of the 
bridge, seven acceleration acquisition cards with the frequency range from dozens of 
Hz to hundreds of MHz.  

 

 

 

Fig. 1. Schematic diagram of monitoring system, 1- accelerometers, 2- Signal Conditioner, 3- 

Data Acquisition Card, 4- wind speed sensor, 5- wind direction sensor, 6- IPC. 

3  System Principles and Design   

3.1  Monitoring System Components and Hardware Description 

In figure 2, it shows the constitution of this system and the consequence of signals 

transmission. Each sensor will be introduced separately as follows: 

 

 

Fig. 2. Signal transmit sequences 
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3.1.1  Acceleration Sensor and Wind Speed and Direction Sensor 

The three-axis sensors for collecting acceleration data mainly used low-frequency 

small-g measurement [2]. The sensitivity could be up to 1800 mv/g, and ranges from -

2g to +2g corresponding to ±5V voltage. Besides, the frequency scope ranges from 

0.2 to 600Hz. All parameters had fully met requirements of the design measurement. 

Meanwhile the sensor linearity is less than 1%, the transverse sensitivity is less than 

5%, properly working in the certain temperature ranges from -40℃ to +120℃. The 

wind speed and direction sensors, in this design system, we used 12 DC to supply the 

voltage. The measurement of speed sensor is from 0~45 m/s, and it could recognize a 

signal minimum 0.1m/s. The measurement of direction sensor range is 0～360°, and it 

could recognize a signal minimum 1°[3]. 

3.1.2  Signal Acquisition Circuit  

The input signal range is ±5V, corresponding to the ±2g acceleration signals, so we 

used military-grade operational amplifier OP-07 formed this acquisition circuit and 

the chip has some advantages such as a wide voltage input, low offset voltage, high 

stability and so on. 

 

Fig. 3. Schematic capture signal 

In figure 3, the acquisition circuit is as the subtraction circuit, U3 for a raising 

voltage. JSD00 (from 00 ~ 05 6 channels) is one of the 6 channels input signal, which 

ranges from -5V to +5V. So the raise voltage here is up to 2.5V. At this time if the 

input signal is -5V, the corresponding signal collected from Pin1.0 is 5V. If input 

signal is 5V, the corresponding signal from Pin1.0 is 0V. We can clearly see these 

linear relationships between the input signal and the acquired signal in Pin1.0 shown 

in figure 5. The voltage of Pin1.0 is calculated with equation (1) and it as follows: 

P1.0U = U3 - U2 * R10/R9      (R10 = 9.1K , R9 = 20K ) Ω Ω  (1)

3.1.3  CAN Communication Schematic  

CAN is an abbreviation of Controller Area Network (hereinafter referred to as CAN), 

and the serial communication protocols have met ISO international standard. In this 

design, we used the software function to replace CAN controllers like SJA1000CAN 
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and resolved self-transmitting and self-receiving, multi-machine communication and 

other issues. By means of removing received bits which produced by the receiver 

sending bits and reasonable delay time to resolve the multi-machine communication. 

In this field, CAN-Bus consisted of two strands of twisted-pair cables which reduce 

electromagnetic interference and improve communication stability
 
[4]. 

3.2  CAN-Communication Design 

The instruction format of CAN communication protocol is shown as follows: 

Table 1. IPC send the command 

 First Bite Second Bite Third Bite Remarks 

Send 0xFE 0xFA 
Board Number 

(0x05-0x65) 

Called in a 

certain order 

Table 2. Single-chip returns data 

 Bites Content Remarks 

Back 211bites 

6-channel A/D values(198 bytes), 

standard deviation（7 bytes）, wind speed 

and direction values（6 bytes）totally 

equal 211 bytes (including the parity bit) 

The high byte 

in front 

of the low byte 

3.3  Data Storage and Data Replay 

The software system was developed by C++ builder 6, and it can be divided into five 

parts, including the waveform selection interface, the waveform display interface, the 

wind speed & direction display interface, and the waveform playback interface. The 

waveform interface could display any two of 42 channels real-time waveforms at the 

same time. And the system used ADO databases to realize the function of saving 42 

channels data and querying the saved data [5] by connecting Microsoft's ACCESS 

databases. In order to store massive data, the software used year and month as the file 

name, saved the 42 channel data per month, each profile include 14 separate 

databases, which could form up to 10G-byte database. The capacity of database only 

depended on the capacity of hard drive. The measured amount of data size after the 

optimized in one week was about 56MB.   

4  Software Flowchart 

Working process of control system in Single-chip is shown in figure 4. The main task 

was to cycling compute the eight channels A/D values and the six channels of 

variance values. Before each convert processing, the process would check the flag of 

serial port to determine whether it received the IPC commend. When the process 
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detected the serial port had received any commend, it would produce one breaking 

point. If the commend was called for exactly the right acquisition card, this card 

would return 211 bytes data to IPC, and if it was not called for the right card, then the 

process would back to the breaking point.   

 

 

Fig. 4. System’s Software flow chart 

5  Experiment  

5.1  Calibration Experiments 

As for the data from table 3, we drew the Scatter diagram in figure 5, which we used 

for the selecting the sensor voltage as horizontal axis, A/D value as vertical axis; the 

result shows like a liner relationship between the voltage and A/D value through two 

point form of linear equation. The slope of this line equation could be calculated in 

equation (2).After calculated, the slope K equaled -93 and intercept B equaled 512. 

2 1

2 1

y
K=     

y

x x

−

−
 (2)
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Table 3. Calibration data 

Sensor 

voltage(V) 

Collecting 

voltage(V) 

A/D 

value 

5 0.23 47 

3 1.14 233 

1 2.05 420 

0 2.5 512 

-1 2.96 606 

-3 3.87 792 

-5 4.77 977 
 

 

Fig. 5. Scatter diagram of Voltage and A/D  

5.2  The Field Test  

In the scene field, there are two different situations in this monitoring system. One is 
that no vehicle pass by the bridge, as we can see from figure 6, no fluctuation is 
shown in the waveform display interface and the value of standard deviation is equals 
zero. By contrast to another one (shown in figure 7), it has fluctuating wave in two 
channels (the red one and the yellow one), and the value of standard deviation of 
display interface varied from 0 to 2, which reflects the real-time fluctuations of the 
acceleration of measuring points. 

 

  
Fig. 6. No vehicle pass Fig. 7. Vehicle was passing 

6  Conclusions  

Suspension Bridge is very special due to its complex engineering structures and 

materials. The research on the bridge health real-time monitoring System, has been a 
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key work of focus on the bridge health monitoring, including the efficient parameters’ 

acquisition and transmission. As it has no mature product widely used in the domestic 

market, so the research of bridge health evaluation system has shown to be important 

theoretical and practical value. This paper presents a bridge of acceleration vibration 

real-time monitoring system with CAN-bus. CAN-bus achieves on-site data efficient 

and reliable transmission as a form of data transmission protocol. STC12C5616AD 

microcontroller can realize on-site data acquisition and process as the core of control 

unit. IPC ultimately shows and saves data. Our designed communication methods are 

based on CAN-bus by using STC12C5616AD, they can further improve anti-jamming 

capability to bridge inspection under a complex circumstances, due to multi-master 

approaches. The field practice has shown the feasibility and rationality of this design 

by means of the hardware acquisition board, CAN bus and the joint IPC debugging.  
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Abstract. CPG control method is a modern control way in robotic control area. 

The problem is how to design a CPG model which can control the robot well. 

Neural oscillator is an important part in CPG model, in this paper, a new kind 

neural oscillator has been designed for CPG model. With this new neural 

oscillator, detailed analysis work has been done. The most achievement thing is 

the meanings of the parameters in CPG model are clear. With these parameters, 

the amplitude and the period of the CPG model’s output can be set to fit the 

robotic control. In this paper, we make a three-joint robotic fish as prototype, the 

simulation results show the new neural oscillator in CPG model can well used in 

robotic fish control. 

Keywords: Neural Oscillator, CPG Model, Robotic fish. 

1  Introduction 

Rhythmic movement, such as swimming, walking, running and flying are produced by 

central pattern generators (CPGs) [1,2], which are neural circuits that produce 

coordinated oscillatory signals in the absence of sensory input or descending inputs 

from higher cognitive elements
 
[3,4] . 

CPGs control method is considered as a bomimetic control way which has been 

used in robotic control area. The neural oscillators are the basement of CPGs network, 

so the research on CPGs network is to study the characteristics of the neural oscillators. 

In this paper, we analyzed the new oscillator used in CPG model, which has been 

pilot studied in our forward paper [5,6,7]. Using this new kind oscillator, we make 

detailed analysis in this paper. The organization of this paper is as follows. Section 2 

presents the design of the new oscillator. The new oscillator’s characteristics are 

detailed presented in Section 3. Section 4 shows the application of the CPG model, and 

conclusions are given in Section 5. 

2  Design of CPG Model 

The most fundamental CPG model using the neural oscillator was proposed by Brown 

[8]. It consists of two neurons, which contact each other by reciprocal inhibition. After 
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that, a number of neural oscillators have been proposed. Wilson and Cowan [9] 

proposed a famous oscillator in 1972, which has been widely adopted in bionic robot 

control [10]. Matsuoka [11] also proposed a particular artificial neural oscillator 

composed of four neurons to imitate the symmetry inhibitory properties. 

Our group has also proposed an artificial neural oscillator based on sine-cosine 

model [12], which is shown in Fig.1. 

 

Fig. 1. The neural oscillator based on sine-cosine model 

The new neural oscillator’s dynamic model can be described by the following 

differential equations: 

( ) ( )

( ) ( )
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Where u denotes the activity of excitatory neuron, ν denotes the activity of inhibitory 

neuron, ω is the strength of mutual connections, Pu and Pv denote the external inputs 

composed of descending commands and sensor feedback, these are also the start 

signals, and f(x) is a nonlinear self feedback function. In this new neural oscillator’s 

dynamic model, f(x) is described as follows: 

2
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Where k denotes the convergence speed to limit cycles, and r denotes the oscillatory 

amplitude control parameter. The material meanings of these parameters will be 

detailed analyzed in latter paper. So the dynamic model of this new neural oscillator 

can be described by the following differential equations: 
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y is the output of this model, which can be seen in Fig.3, we can use the output to do the 

control system, because the output has the rhythmic characteristic, it is useful in robotic 

fish control, the single control system can be seen in Fig.2. 

 

Fig. 2. The single joint neural oscillator control system 

The startup signals, Pu and Pv is given as: 

( ) ( ) ( )

0

u s s d

v

p t step t t step t t t

p

= − − − −
=  

( ) 0, 0

( ) 1, 0

step t t

step t t

= ≤
= >                              (4) 

Where ts is onset time and td is the time width of the pulse. The output of the 

oscillator can be seen in Fig.3. 

 

Fig. 3. The output of the oscillator 

From Fig.3, we can see that, given stimulation to the oscillator, the output can 

persist a sine wave for a long time, which is one of the CPG’s characteristics. 
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3  Characteristics of CPG Model 

The output of the neural oscillator y is determined by parameters k、r and ω. There are 

two parts factors which can determine the characteristics of the output y, one is the 

amplitude, the other is the period. To analyze this parameters how to affect the 

characteristic of the output, we use Matlab/Simulink to simulate the neural oscillator 

model. 

 

Fig. 4. The simulation environment of the neural oscillator in CPG model 

3.1  The Effects of Parameters k and r  

To analyze the effect of parameters k and r to the output of this model, we let the 

parameterωequals 10, the parameter k ranges from 1 to 20, the parameter r ranges 

from 1 to 15, the effect can be shown in Fig.5. 
Form Fig.5, we can see that the parameter r is minus correlative with the amplitude 

of the output but irrelative with the period of the output. And the parameter k is 

irrelative with the amplitude of the output, but determines the period of the output. In 

Fig.5(d), when k ranges from 0 to 10, when k<6, the parameter k is correlative with the 

period, but when k ranges from 0 to 20, k is correlative periodically, when k in a special 

location, the period of the output will change very hugely. 
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Fig. 5. The amplitude and the period of the output of the oscillator on the effects of the 

parameters k and r 

3.2   The Effects of Parameters k and ω 

To take the same steps as above, the effects of parameters k and w to the output will 

be shown in Fig.6 , in this part, parameter r equals 3. 
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Fig. 6. The amplitude and the period of the output of the oscillator on the effects of the 

parameters k and ω 



342 G. Wang, D. Zhang, and L. Shen  

From Fig.6, parameter ω exists a lower limit, and is very sensitivity to the output 

amplitude of the neural oscillator. The range of parameterω is showed in Fig.6 (a), also 

to the output period, the parameterωexists a higher limit. 

3.3  The Effects of Parameters r and ω 

To take the same steps as above, the effects of parameters r andωto the output will 

be shown in Fig.7 , in this part, parameter k equals 3. 
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Fig. 7. The amplitude and the period of the output of the oscillator on the effects of the 

parameters r andω. 

From Fig.7, for the amplitude of the output, the parameterωexists a lower limit, and 

theωranges periodically, and the parameterωcan be ranges form [ ,2 , , ]nπ π π . 

4  The Application of CPG Model 

From the former analysis, we know how to control the amplitude and period of the 

neural oscillator output with the parameters k, r andω. In our former research, a 

typical and simple CPG control system has been built, seen in Fig.8. 
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Fig. 8. The CPG control system for the single-joint based on new neural oscillator 

In this paper we will use our CPG model to design a whole control system, which 

can be used in robotic fish control. 

 

Fig. 9. The Robotic control system based on the CPG control system 

The connection of forward and backward joints is determined by a pair of 

parameters, the model of whole CPG control system can be described as follows: 

2

2
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     (5)
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Where 
ija ， ijb  are the connection rights of the ith joint and the jth joint, so the 

connection rights matrixes can be shown as: 
 

11 12 13 1, 1 1,

21 22 23 2, 1 2,
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,1 ,2 ,3 , 1 ,

n n

n n

ijA

n n n n n n n

n n n n n n n

a a a a a

a a a a a

aW

a a a a a

a a a a a

−

−

− − − − − −

−

    =     





    




 

11 12 13 1, 1 1,

21 22 23 2, 1 2,

1,1 1,2 1,3 1, 1 1,

,1 ,2 ,3 , 1 ,

n n

n n

ijB

n n n n n n n

n n n n n n n

b b b b b

b b b b b

bW

b b b b b

b b b b b

−

−

− − − − − −

−

    =     





    




                   (6) 

 

To make the system simpler, we consider that in the CPG control model, the connection 

matrix can be simple formed as: 
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                    (7) 

 

So the connection matrix can be described as:
  

, 1 , 1 , 1 , 1( , ) ( , , , )A B i i i i i i i iW W a b a b− − + +=
                 

(8)

5  Conclusion 

Detailed analysis is taken in this paper for new neural oscillator in CPG model, the 

new CPG model is improved from our newly work. The amplitude and the period, 

which are two important factors of the CPG model’s output, are determined by the 

parameters in the model. Detailed work makes how the parameters affect the 

output. 
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Use the new neural oscillator, a CPG model for multi-joint control system was built, 

where the connection matrixes play an important role. The connection matrixes can be 

in two simple forms, different connection matrixes show different characteristics. 

The CPG model is simulated for a three-joint robotic fish, our later work will do the 

simulation to validate that the CPG control system fit the three-joint robotic fish, to 

validate whether it can control well or not. Further work will be an advantage in robotic 

control. 
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Abstract. The paper deals with adaptive control system of multilink 

manipulator. This system taking into account power restriction of executive 

elements is capable to set to the gripper the greatest possible speed at spatial 

trajectory. For providing necessary dynamic accuracy at high speeds of work, 

the self-turning correcting device has been entered into control chain of each 

drive. Results of simulating have completely confirmed high quality of the 

synthesized control system.  

Keywords: multilink manipulator, control system, maximum speed, high 

accuracy. 

1  Introduction 

At present growing manufactures require more and more wide involving  automation 

means which integral part is automatic robots-manipulators. They allow to carry out a 

wide range of production operations at high speed and accuracy, to raise essentially 

an operational efficiency and completely to expel the human factor from a flow 

process [1-3]. 

However, exact movement of the working tool of the manipulator on any spatial 

trajectory with a high speed is possible only then it's executive elements possess a 

sufficient resource of control on all sections of this path. In other words all actuators 

of multilink manipulator without entry in saturation should be capable complete 

precisely a signal of any program movement of the manipulator and simultaneously to 

compensate negative effects of dynamic interactions between all its degrees of 

mobility which lead to essential changes of loading parameters in these actuators [3]. 

In connection with noted in the report the problem of synthesis of adaptive control 

system for formation of program speed of working tool of multilink manipulator is 

defined and solved. This system taking into account restriction of power of all 

executive elements is capable to set the specified speed so that it will be greatest 

possible on corresponding section of this trajectory, and dynamic accuracy of control 

remained in the set limits. 
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2  Description of Kinematics and Dynamics of the Manipulator 

Consider the manipulator, containing two degrees of freedom, each of which is 

moved by the DC motor independent excitation or with constant magnets. Each of 

specified actuators contains a control system (CS)  

))(),((=)( tQtεftu iuii

∗ ,          
(1)

Where nRtQtQ=tε ∈−∗ )()()( - vector of dynamic error of actuators, 

Tq,q=tQ )()( 21  and  Tqq=tQ ),()( 21

∗∗∗  - accordingly vectors of the generalized 

coordinates setting real and desired positions of manipulator's working tool. Specified 

CS (1) provides to each actuator given quality of control and allows to reduce 

dynamics of these electric motors to the desired. 

Let the desirable trajectory of gripper movement is set in the form of function s*(t) 

- which should pass manipulator's gripper with desirable speed )()( tvts ∗∗ = . That the 

CS (1) provided movement of working tool on given spatial trajectory s*(t), it is 

necessary to define the law of change Q*(t). Specified vector Q*(t) is connected with 

a vector of desirable position of manipulator's gripper in absolute system of 

coordinates Tty,tx=tr ))()(()( ∗∗∗ by means of  expression: 

))(()( tr=FtQ I

∗∗ ,                               (2)

where T

III trftrftrF ))((),((())(( 21 ∗∗∗ =  - vector which contains the functions 

describing solution of inverse kinematic problem of manipulator. The law of change 

)(tr ∗  is formed by means of the expression defining desirable speed v
*
(t) of gripper 

movement in absolute system of coordinates: 
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where )(sϕ  - angle between vector of desirable speed )(tv∗  and axis  x of absolute  

system of coordinate, which in case of linear path will be constant.  

Taking into account (2) and (3), expression for the desirable generalized speed in i 

degree of mobility will look like: 
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and expression for desired generalized acceleration: 

)5()()()()
)(

)()(()()()(
)(

)()()()())()()(
)(

()(

22

2

tvsAJtv
s

sA
JsAsAtvsAJtv

s

sA
J

tvsAtvsAtvsAtv
s

sA
JrrrJrJq

ii

T

i

T

ii

T

i

T

i

T

iiii

∗∗∗∗

∗∗∗∗∗∗∗∗∗

+
∂

∂
+Γ=+

∂

∂
+

+Γ=+
∂

∂
+Γ=+=





 



 Synthesis of Adaptive Control System for Formation of Program Speed 349 

where 


−
=

∂

∂

))(cos(

))(sin()(

s

s

s

sA

ϕ

ϕ
,  




∂∂∂∂∂

∂∂∂∂∂
=Γ

222

222

yfyxf

xyfxf
i

I

i

I

i

I

i

IT

i , 2,1=i . 

At accelerating and moving at high speed there are strong interactions between all 

degrees of mobility in manipulator [3] which in a general view look like:   

),,(),()( qqqMqqqhqqHP iiiiiii
 ++= ,  (6)

where )(qH ii - a component characterizing inertial properties of corresponding 

degree of mobility of the manipulator; ),( qqhi
 - a component of Carioles and high-

speed forces; ),,( qqqM i
 - component considering gravitational forces and effects of 

interaction between degrees of mobility of the manipulator; i = 1,2. Taking into 

account (6) differential equation describing dynamics of the actuator of the 

manipulator, at small inductance and absence of a dry and viscous friction, in a 

general view: 

( ) ( ) riiiMiУiiiriiMiiiiriiiii iUKKqqqMRqiKKqqhRqiIqHR =++++ ),,(),()(
22  ω ,      (7)

where Kyi - gain factor;  KMi - torque factor; iU  - input  voltage of power amplifier; 

i
Kω - counter emf factor; Ri - active resistance of an anchor chain of the electric 

motor; iri - reduction ratio; Ii - moment of inertia of a rotor of the electric motor and 

rotating parts of a reducer. 

3  Synthesis of Adaptive Control System for Formation of 

Program Speed of 2 Degrees of Freedom Manipulator 

That the gripper of manipulator moved on trajectory with the given dynamic accuracy 

on high speed executive elements should possess a certain power reserve. If reserve is 

not enough the gripper will lose trajectory and all requirements to quality of control 

will be broken. Since as executive elements DC motors of independent excitation or 

with constant magnets are chosen, and control of them occurs by means of input 

voltage then on level of control signal voltage on each actuator it is possible to make 

decision about degree of affinity of the actuator to saturation. Thus, for the set of the 

greatest possible speed of gripper movement on spatial trajectory it is necessary that 

at the law of its formation in an explicit form there was a voltage of an input signal. 

Further, having substituted in the specified law of formation of speed the maximum 

value of voltage, it is possible to calculate the maximum speeds, taking into account 

saturation of each electric motor. Minimum from them will be in the required speed. 

Physically it means that the given speed is calculated for the most loaded actuator the 

input signal of which is already close to restriction. 

To receive dependence of speed of gripper movement from values of control  

voltages of actuators, it is necessary to substitute (4) and (5) in (7), to substitute 

instead of iU is maximum value iUmax  and express in explicit form )(* tvi
 . For 

example, for the actuator of the first degree of freedom one can calculate the 

maximum speed as follows 
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From all )(* tvi
  taking into account power restriction will be that speed which is 

calculated for the most loaded actuator at which the control signal has accepted the 

maximum value. Thus, gripper's movement without an exit on restriction on power of 

executive elements will be provided with the minimum speed on the absolute value, 

calculated by means of (8). 

Thus, in given paper the adaptive control system of multilink manipulator is 

designed. This system taking into account power restriction of executive elements is 

capable to set the gripper the greatest possible speed at spatial trajectory. For 

providing necessary dynamic accuracy at high speeds of work, the self-turning 

correcting device has been entered into control chain of each drive [3]. Results of 

simulating have completely confirmed high quality of the synthesized control system. 

 

Acknowledgments. This work is supported by Russian Fund of Basic Research 

(Grants № 09-08-00080, 11-08-98505) and Federal target program "Scientific and 

educational personnel of innovative Russia " 2009-2013. 

References 

1. Fu, K.S., Gonzalez, R.C., Lee, C.S.G.: Robotics: Control, Sensing, Vision and Intelligence 

(1987) 

2. Zenkevich, S.L., Yushenko, A.S.: The basis of manipulator robots control. BMSTU Press, 

Moscow (2004) (in Russian) 

3. Filaretov, V.F.: Self turning control systems of manipulators actuators. FENTU Press, 

Vladivostok (2000) (in Russian) 



Optimal Single Quantum Measurement of

Multi-level Quantum Systems between Pure

State and Mixed State

Haiwei Liu, Yaoxiong Wang, and Feng Shuang⋆

1 Department of Automation, University of Science and Technology of China, Hefei,
230026, China

2 Robot Sensors and Human-Machine Interaction Laboratory, Institute of Intelligent
Machines, Hefei, 230031, China

Abstract. We derive analytic solution of the particular case of the op-
timal quantum measurement between pure state and mixed state of the
multi-level system. In order to figure out the physical essence rather than
the facial complex mathematical expression, we restrict the system to be
3-level and the mixed state to be a diagonal matrix to get a obvious
result. Generally the optimal solution is determined by the 9 free ele-
ments of the transformation unitary matrix. To our surprise, the results
actually are so simple that we just have to search 3-dimensional Hilbert
space for the optimal solutions. However, the optimal solutions depend
on the relative scale among the diagonal elements. Some guessing analyt-
ical solution of the optimal target function is given, but the general cases
of transformation between mixed state and pure state without imposing
these restrictions is still unavailable.

Keywords: Quantum control, Unitary transformation, Multi-level
quantum system, State transformation.

1 Introduction

One of the general goal of quantum control is to maximize the expectation of the
desired target operator usually by suitable external interactions on the system.
The external interactions often includes 3 methods. The first one is the tailored
coherent control field [1] and the second is the tailored environment variables
[2]. Non-unitary controlled quantum dynamics can also be realized by external
interaction named as quantum measurement [3], which can drive the system to
evolve to the desired state. At times the methods will be combined together to
realize the goal [4,5,6].

In theoretical research, the general physically allowable state transformation
of open quantum system can be definitely described by Kraus maps [7] which
is robust to variations in the initial state. The evolution of the closed system in
some particular cases can described by unitary matrices owing to the quantum
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assumption [8]. The unitary operators have been realized in the experiment
[9]. The research of unitary dynamics has found some interesting phenomena
[10,11,12] and also leads to the fundamental physical meaning [13,14,15,16].

In this paper, we focus on the the optimal solutions to the projective operator
by measurement to get the maximum possibility that the system transforms to
the desired state. Some special cases have been solved [17] previously. This pa-
per mainly discusses the transformation between the pure state and the mixed
state of multi-level systems and is organized as follows. In Sect. 2, we introduce
some basic concepts and notations about non-selective measurements with the
aid of the unitary matrix. Sect. 3 analyzes the case with the projective operators
between pure state and diagonal mixed state. Analytical solution to the trans-
formation between pure state to the special state with equal possibilities besides
the desired state is in Sect. 4 Discussion and conclusion are presented in sect. 5.

2 Notation About Non-selective Measurements

The fundamental hypothesis about measurement based on experimental obser-
vation in quantum mechanics [8]. Every quantum state can be described by
density matrix[18]. The state becomes ρ =

∑

i piρi if the system state ρ has
the the possibility of pi to be the state ρi, where ρi is determined by the
eigenstates {pij , |ψij〉},namely ρi =

∑

j pij |ψij〉. As a whole, ρ is the mix-
ture of ψi with the possibility of pi compacting the unnecessary induces, so
we lose the exact components of the measurement result i. The state turns
ρ =

∑

i p(i)ρi =
∑

i Miρ0M
+
i with the possibility of p(m) =

∑

i pip(m|i) =
∑

i piTr(M+
mMm|ψi〉〈ψi|) = Tr(M+

mMmρ), namely the non-selective measure-
ment formulation.

Unitary matrices can be used to parameterize the projective measurement
[17], and each projector Pi can be represented as

Pi = UIiU
+, i = 1, 2, · · · , n (1)

here I1, I2, · · · , In are diagonal matrix with elements 0 or 1 and satisfy the
condition

∑n

i=1 Ii = U+(
∑n

i=1 Pi)U = I. The single measurement can be char-
acterized finally as

ρ = M(U)ρ0 =

i=n
∑

i=1

UIiU
+ρ0UIiU

+. (2)

And it is easy to confirm the possibility of ρ projecting to the desired state Θ
i.e. target function, is

J = Tr[ρΘ] (3)

3 Transformation between Pure State and Mixed State

with the Multi Projector Operators

We consider the transformation between pure state and diagonal mixed state
and this leads to two benefits that we readily work out the target function as a
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parametric expression and the physical meaning of the diagonal matrix is explicit
at the same time. Since this general case is still quite complicated to figure out
a direct analytical expression.

3.1 Description about the General Formulation of the Target

Function

Assuming the target state is
|Θ〉 ∼ |1〉〈1| (4)

The projective operators and the initial diagonal state are

Pi = U |i〉〈i|U+ (5)

ρ0 =
∑

i

λi|i〉〈i| (6)

respectively. Here λi is the eigenvalue of ρ projective to the eigenstate |i〉. Ob-
viously the projectors must satisfy the completeness condition.

Without loss of generality, we might as well restrict that

0 ≤ λ2 ≤ λ3 ≤ · · · ≤ λN (7)

which satisfied the completeness condition

N
∑

i=1

λi = 1 (8)

The target function becomes

J = Tr[
∑

i,j

〈1|u|j〉〈j|u+λi|i〉〈i|u|j〉〈j|u
+|1〉] =

∑

i,j

|u1j|
2|uij |

2λi (9)

here uij denotes the elements of the unitary matrix U .
What we will do next is to search for the global maximum in the unitary

space and the only available approach currently is numerical searching in high-
dimensional space. From the equation above, we focus on a 3-level system to (for
2-level system has been solved already) to get a direct understanding about the
solution structure of the transformation.

3.2 Derivation about the Parametric Form of the Function

Any unitary matrix in the Hilbert space can be divided into the product of 2-
level unitary matrices[18]. Every rotation in a 3-dimensional real space can be
replaced by 3 axis-rotations in turn. Here, we consider the 3-level case and define
U = U23U13U12. Then substituting N = 3 into the Eq. [3] and get the target
function

J = Tr[
∑

i

U23U13U12|i〉〈i|U
+
12U

+
13U

+
23ρ0U23U13U12|i〉〈i|U

+
12U

+
13U

+
23Θ] (10)
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We can parameterize the target function as below since that any 2-level unitary
matrix can be decomposed as triangle function,

eiθ0

(

eiθ1 cosφ eiθ2 sin φ
−e−iθ2 sinφ e−iθ1 cosφ

)

(11)

then we can define the three 2-level unitary matrices as

U12 = eiθ03

⎛

⎝

eiθ13 cosφ3 eiθ23 sinφ3 0
−e−iθ23 sin φ3 e−iθ13 cosφ3 0

0 0 e−iθ03

⎞

⎠ (12)

U13 = eiθ02

⎛

⎝

eiθ12 cosφ2 0 eiθ22 sin φ2

0 e−iθ02 0
−e−iθ22 sin φ2 0 e−iθ12 cosφ2

⎞

⎠ (13)

U23 = eiθ01

⎛

⎝

e−iθ01 0 0
0 eiθ11 cosφ1 eiθ21 sin φ1

0 −e−iθ21 sinφ1 e−iθ11 cosφ1

⎞

⎠ (14)

So, the general 3-level unitary is

U3D =

⎛

⎜

⎝

e−iθ01+iθ12+iθ13 cosφ2 cosφ3 −eiθ13+iθ21−iθ22 cosφ3 sinφ1 sinφ2 − e−iθ02+iθ11−iθ23 cosφ1 sinφ3

e−iθ01+iθ12+iθ23 cosφ2 sinφ3 e−iθ02+iθ11−iθ13 cosφ1 cosφ3 − eiθ21−iθ22+iθ23 sinφ1 sinφ2 sinφ3

e−iθ01−iθ03+iθ22 sinφ2 e−iθ03−iθ12+iθ21 cosφ2 sinφ1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

− e−iθ11+iθ13−iθ22 cosφ1 cosφ3 sinφ2 + e−iθ02−iθ21−iθ23 sinφ1 sinφ3

− e−iθ02−iθ13−iθ21 cosφ3 sinφ1 − e−iθ11−iθ22+iθ23 cosφ1 sinφ2 sinφ3

e−iθ03−iθ11−iθ12 cosφ1 cosφ2



⎟



(15)

Obviously, the 3 module variables φ1, φ2, φ3 are independent. Actually, only 6 of
13 phase variables are independent (see Appendix A). So, we have verified that
the 9 freedom degree of arbitrary parametric 3-level unitary matrix.

In general, we should simplify the 13 linear combinations with 6 independent
variables for further simplification of the target function. However, the target
function already has a simple form if we substitute the ”unsimplified” unitary
matrix form into Eq 10. Defining that

f(x, y) = (x sin2 φ2(7 + cos 4φ3) + 2y sin2 2φ3) (16)

then the target function becomes

J =
1

4
(λ1 cos4 φ2(3 + cos 4φ3) + 4λ1 sin4 φ2

+cos2 φ2(cos2 φ1f(λ3, λ2) + sin2 φ1f(λ2, λ3)

+(λ2 − λ3) cos θ sin 2φ1 sin φ2 sin 4φ3))

(17)

here θ ≡ (θ11+θ22)−(θ02+θ13+θ21+θ23). The last 3 phase variables θ03, θ12, θ01

disappear magically.
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3.3 Analysis of the Definition Region and Its Periodical Conditions

Now we analyze the periodicity of the 4 variables θ, φ1, φ2, φ3 to reduce the
searching space for the numerical solution. The expression containing θ is cos θ
which can traverse all possible value within half a period for that cos θ = cos(2π−
θ), we locate the region is 0 ≤ φ1 < π. The expressions containing φ1 are
cos2 φ1, sin

2 φ1, sin 2φ with period of π, so the region is set to 0 ≤ φ1 < π. And
the expressions containing φ2 are cos4 φ2, sin

4 φ2, cos2 φ2 sin2 φ2, cos2 φ2, sin φ2,
the rigid restriction is sinφ2 which period is 2π. However the former 3 terms
all satisfy f(φ2 + π) = f(φ2), and sinφ2 has the coefficient cos θ. Owing to
sin(φ + π) cos θ = sinφ cos θ′ when θ′ = π − θ. So we restrict the region in φ2

is 0 ≤ φ2 < π since the region of θ′ and θ can be set the same. At last, it is
easy to set the region in 0 ≤ φ3 < π/2 for the expressions containing φ3 are
cos 4φ3, sin

2 2φ3, sin 4φ3.
The maximum is at the edge of the region or just one of the extreme points.

For the only phase parameter θ the partial differential is

J ′(θ) = −
1

4
(λ2 − λ3) sin θ sin 2φ1 sin φ2 cos2 φ2 sin 4φ3 (18)

The properties depend on whether λ2 equals to λ3. The equal case is discussed
in Sect. 4. Now we assume that λ2 �= λ3 indicating 6 kind of cases to make
the constant coefficient 0 besides which θ has to be at the edge of the region to
achieve the maximum.

φ1 = 0,
π

2
φ2 = 0,

π

2
φ3 = 0,

π

4
(19)

Next, the partial differential operation with respect to φ1 is such complex as
below.

J ′(φ1) =
1

2
(λ2 − λ3) cos2 φ2 (cos θ cos 2φ1 sin φ2

· sin 4φ3 + f(1,−1) sinφ1 cosφ1)
(20)

So we resort to search for the optimal numerical computation with these neces-
sary conditions to comfirm the validity.

3.4 Concise Numerical Solution to the Optimal Target Function

The numerical method to search for the maximum is Table. [1] as below. The
results show that it fits close the former analytical results of equation 19 taking
account of the numerical accuracy.

In fact, to restrict U in the real space i.e. θ ≡ 0 can easier get the max
J . The numerical results Table. [2] below turns out to reach the same results
as searching in the complex space. Actually, it is not difficult to make such
restriction from the Eq. [9] that indicates target function just depends on the
nonlinear combination of the elements’ module of the unitary matrix.
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Table 1. The parameters’ value reaching the maximum J corresponding to the random
λs

Jmax θ φ1 φ2 φ3 λ1 λ2 λ3

0.52178 1.76228 0.56006 0.00028 1.57057 0.521783 0.178407 0.299811
0.49960 0.64785 0.00059 2.35619 1.57022 0.253632 0.000789 0.745579
0.37948 0.37921 0.00129 0.78539 1.56905 0.064834 0.241033 0.694132
0.60565 0.32847 0.32406 0.00036 1.57039 0.605651 0.348158 0.046190
0.47644 1.75684 0.55913 0.00005 1.57075 0.476448 0.170326 0.353226
0.39405 1.16282 0.79012 1.57080 1.10099 0.394055 0.185168 0.420777
0.45260 0.69719 0.00095 2.35619 1.56991 0.190474 0.094798 0.714728
0.39131 0.73764 0.00193 2.35619 1.56994 0.386383 0.217379 0.396237
0.75954 1.73610 0.45766 0.00015 1.57067 0.759541 0.042061 0.198398
0.92599 0.34036 0.34007 0.00033 1.57050 0.925993 0.062606 0.011400
0.48864 1.56839 0.00122 0.00121 0.78539 0.071673 0.905611 0.022715
· · · · · · · · · · · · · · · · · · · · · · · ·

Table 2. The parameters’ value reaching the maximum corresponding to the λs with
the real U

Jmax φ1 φ2 φ3

0.52178 0.36800 0.00014 1.57058
0.49960 0.00186 0.78539 1.56949
0.37948 0.00118 0.78539 1.56928
0.60565 0.38880 0.00027 1.57047
0.47644 0.65794 0.00034 1.57057
0.40741 0.00229 0.78539 1.56914
0.45260 0.00205 0.78539 1.56923
0.39130 0.00362 0.78539 1.56842
0.75953 0.32313 0.00068 1.57010
0.92599 1.73669 0.00001 1.57077
0.48864 0.00088 0.00100 0.78539
· · · · · · · · · · · ·

3.5 Analytical Guess of Maximum of the Target Function

From the numerical results, we guess cautiously J reaches a maximum when
φ3 ≡ π

2 for nearly most cases, then the target function turns to be

J1 = λ1(cos4 φ2 + sin4 φ2) + λT 2 cos2 φ2 sin2 φ2 (21)

with λT ≡ (λ2 sin2 φ1 + λ3 cos2 φ1), the weighted average of λ2 and λ3. J is the
weighted average of λ1 and λT with the max weight of λT is 1

2 .

J1max =
1

2
(λ1 + Max{λ1, λT }) =

1

2
(λ1 + Max{λs}) (22)
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Another occasional case is φ3 ≡ π
4 . then

J2 =λ1(
1

2
cos4 φ2 + sin4 φ2) +

1

2
cos2 φ2(sin

2 φ1(λ3

+ 3λ2 sin2 φ2) + cos2 φ1(λ2 + 3λ3 sin2 φ2))
(23)

Define that x ≡ sin2 φ2, the same λT and λR ≡ λ3 sin2 φ1 + λ2 cos2 φ1 = (λ2 +
λ3)−λT which gets its extrernes corresponding to λT . Reformulating the target
function given the completeness condition 8, we have

J2(x) =
1

2

(

x2(λ1 − λT ) + x(3λT − 1) − (λT − 1)
)

(24)

Obviously, it is a quadratic polynomial with the symmetric axis is S = 1−3λT

λ1−λT

with the maximum in 5 cases as below.
Case 1: λ1 − λT > 0, S > 1

2 i.e. λT < λ1, λT < λ2+λ3

2 It is easily to satisfy
this condition with a suitable φ1 and λ2 < λ1. So

J2(x)max = J2(0) =
1 − λT

2
=

λ1 + Max{λ2, λ3}

2
(25)

Case2: λ1 − λT > 0, S < 1
2 i.e. λT < λ1, λT > λ2+λ3

2 It is easily to satisfy this
condition with a suitable φ1 and λ2 < λ1 with that restrictions 7. So

J2(x)max = J2(1) =
λ1 + λT

2
=

λ1 + Max{λ2, λ3}

2
(26)

For the other 3 cases that λ1 − λT < 0, such as S < 0, S > 1 and 0 < S < 1 re-
spectively, we know that J2(x)max = J2(0), J2(x)max = J2(1), and J2(x)max =

J2(S). All get the maximum λ1+Max{λ2,λ3}
2 .

Comparing the results up, we can always set φ3 = π
2 to get the maximum

target function since Eq. [22] is never smaller than Eq. [25].

4 Transformation with Equal Possibilities Besides the

Desired State

Now we consider the first case left in the previous section, i.e the state space
possibilities are equal besides the desired projective dimension of the initial state.
Here it is an particular physics that the indirect eigen states have equal right.
Then Eq. [16] satisfies f(λ2, λ3) = f(λ3, λ2). and the target function is fairly
simple with only 2 independent variables.

J1 =
1

4

(

λ1 cos4 φ2(3 + cos 4φ3) + 4λ1 sin4 φ2

+λ3 cos2 φ2

(

sin2 φ2(7 + cos 4φ3) + 2 sin2 2φ3

))

(27)

The landscapes of the function are quit different corresponding to different ar-
rangements of the λs shown in the typical illustrations as below.
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Fig. 1. Global landscapes of J = J(φ2, φ3) when λs = 0.2, 0.4, 0.4 (left) and λs =
0.6, 0.2, 0.2 (right)

Actually, we can analyze the more general equal possibilities case in a N-level
system. The density operator is

ρ0 =

⎛

⎜

⎜

⎜

⎝

1 − (n − 1)λ
λ

. . .

λ

⎞

⎟

⎟

⎟

⎠

(28)

The desired final state is still the Eq. [4]. Obviously, we can simplify like that

ρ0 = λI + (1 − nλ)Θ (29)

So the target function turns out

J =

n
∑

i=1

λ〈i|U+θU |i〉 + (1 − nλ)(〈i|U+θU |i〉)2 (30)

It seems to be a quadratic form, so its extremal value depends on that the sign of
1− nλ. The first section is actually a constant because that the trace of density
matrix is 1.

n
∑

i=1

λ〈i|U+θU |i〉 = λTr[U+ΘU ] = λTr[UU+Θ] = λ (31)

The second section can be discussed in 2 cases as follows: Case 1 is 0 ≤ λ ≤ 1
n
.

The sum-of-squares of n numbers which sum to 1 achieves the maximum only if
one of the numbers is 1 and the others are all 0. Considering the symmetry of
the 2, 3, · · · , n degree, there are two possible conditions, i.e. 〈i|U+ΘU |i〉 = δi1 or
〈i|U+ΘU |i〉 = δin. U = I just satisfies the former condition to our surprise and
Jmax = 1 + (1 − n)λ. Case 2 is 1

n
≤ λ ≤ 1

n−1 . Similar as the former high-school
mathematic conclusion , that the sum-of-squares achieves the minimum only
when the N numbers are equal, i.e 〈i|U+ΘU |i〉 = 1/n, ∀1 ≤ i ≤ n. The solution
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of U with the restriction of the N equations above is not impossible to achieve
since the general unitary matrix U has N2 degrees of freedom. As a consequence,
we get Jmax = 1/n. Now we will prove the existence of the solution of U . On
one hand, denoting the second section as α = U+ΘU , i.e. αij = U+

ikΘkmUmj

The elements of the target pure state satisfy Θkm = δk1δm1 and U+
ik = U∗

ki. So,

αii = |U1i|
2 =

1

n
, ∀i = 1, 2, · · · , n (32)

On the other hand, for a general unitary without any restriction,
∑

j |Uij |
2 = 1 =

∑

i |Uij |
2, ∀i, j (33)

∑

j UijU
∗
kj = 0 =

∑

j UjiU
∗
jk, ∀i �= k (34)

Obviously, Eq. [32] satisfies the condition that the sum of modular squaring
of any row vector is 1 and does not introduce any more restrictions. So, such
solutions to the U to get the maximum target function must exist. The 3-level
case is just examination in previous discussion.

5 Conclusion and Summary

From the discussion above including the numerical results and the analysis based
on the reasonable guessing, we have some rudimental understanding about the
optimal quantum measurement between the mixed state and the pure state. In
this particular case that the 3-level mixed state is not tangled, the optimal target
function only depends on the the relative scale of the eigenvalue projecting to
the desire pure state and the maximal eigenvalue of the ones projecting to the
other eigenstates. And the searching space reduces in a much smaller dimension
which may benefit the multi-measurement cases. Finally, we derive the special
case with equal eigenvalues projecting the eigenstates except the desired state
from the beginning which verifys the validation of the numerical results and the
guessing that may be right probably. However, future works have to be done
in such aspects, as the conditions that φ3 is at the edge of its definition region
for maximal target function, that the multi-level cases also can ignore the small
eigenvalues projecting to the non-desired eigenstates, and the more general cases
with multi-measurements.

Acknowledgments. This work is supported by Major Program of National
Natural Science Foundation of China (60635040).

A Verification of the Freedom of the 3-Level Unitary

Matrix

There are 13 phase items in Eq. [15] and it actually has only 6 free vari-
ables rather than 9 apparently. The proof is as below. Rewrite all the lin-
ear combining phase expressions in the matrix form following the order as
θ03, θ13, θ23, θ02, θ12, θ22, θ01, θ11, θ21 With simple computation, the rank of the
coefficient matrix is exactly 6, i.e the 13 phase expressions only have 6 indepen-
dent free variables.
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Development of the Infrared Thermal Wave Detection 

System and Experimental Study 
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Abstract. As a new non-destructive testing technology, Infrared wave testing 

technology has lots of virtues, as testing fast, large detection area, non-contact, 

and etc. Based on studying Systematic on infrared heat wave theories and key 

technologies, we developed a set of thermal wave detection system, which was 

suitable for detecting defects in the composite materials and steel shell. We 

designed several types of specimen which simulated common defects in the solid 

rocket motor case, and we did experimental study too. The experimental results 

show that: the infrared thermal wave method for testing the corrosion and the 

tack defects of the composite materials and steel shell, and detected fast. 

Keywords: Thermal Excitation, Infrared Thermal Wave, Composite Materials. 

1  Introduction 

The Infrared thermal wave detection techniques was a new non-destructive testing 
technology ,which was rose in the U.S. aerospace and defense area, because of its 
advantages for fast speed, high efficiency, large observation area and easy online, 
in-service inspection, so it was attracted widespread attention at home and abroad [1]. 
Against the structure, materials and process characteristics of the solid rocket motor 
and the other key equipments, we in-depth studied the thermal wave theory and 
technology, and we developed a set of thermal wave detection system based on 
addressing these key technologies, which can do fast and efficient non-destructive 
testing, so it will have wide applications in aviation, aerospace and defense. 

2  The Infrared Thermal Wave Detection Techniques 

The theoretical basis of the Infrared thermal wave detection is the thermal radiation 
heat and the Planck's law. Heat wave theory describes the interaction between the 
changing temperature field and the material, the infrared thermal wave detection is 
through the imposition of different forms of heat waves, making the internal structure 
of the object to be shown by surface temperature differences through the imposition of 
different forms of heat waves [2]. The surface temperature and the internal structure of 
materials were closely related to the conduction law of the heat waves within the 
material. Only after had designed the effective thermal excitation, and we can obtain 
the heat wave image that was similar with the truth, and determine the exact internal 
defect information, according to the change of the Surface temperature [3]. 

The infrared thermal wave method is an active non-destructive testing technology, 

It’s basic principles was that it applied the active control of the thermal excitation on 
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the detected objects, and we recorded the surface temperature changes by the infrared; 

achieved the rapid detection and quantitative identification to the defects within the 

objects, through the collection, analysis and processing of the infrared heat map 

sequence, the Infrared thermal wave detection principle was shown in the Figure 1[4]. 

For the common cracks, holes, tacks, Layering, inclusions and other defects, the 

thermal conductivity of it is less than it of the material itself, so the surface temperature 

corresponding to the defects was higher than it to the normal area, and it was easy to 

found the defects by the surface temperature anomalies. For the thermal conductivity 

defects, the low surface temperature region appears, however, this defect is relatively 

rare, such as water defects in the cellular composite. 

 

 

Fig. 1. The block diagram of the infrared thermal wave detection principle 

According to the figure 1, a complete infrared heat wave detection system included 
three parts: the thermal excitation source, infrared imaging equipment, computer 
control and processing system. Among them, the heat source is the linchpin, the 
thermal wave was produced and it was transmitted to the surface of the detected object 
and was used to stimulate material internal defect information; Infrared was the core 
equipment, it was used to monitor the sample surface temperature distribution and 
record the data; the function of computer was to control the thermal excitation source 
and thermal, adjusted  the thermal excitation parameters and the collection frequency, 
At the same time, processed and analyzed the temperature data t collected by the 
thermal, improved image quality, enhanced the defect contrast, achieved the 
quantitative identification of defects, and etc[5]. 

3  Design of the Infrared Thermal Wave Detection System  

3.1  System Functional Design 

As shown, the falling were specific functions that need to achieve of the infrared 

thermal wave detection system hardware for solid rocket motors components: 
 

(1) The flash should trigger timely upon request, heat the measured surface 

uniformity and can replenish their energy in time quickly; 

(2) The infrared can collect and transport the real-time image information of the 

measured object surface; 

(3) D/A converter cards can precisely control the flash to trigger and output a 

variety of DC levels that required. 
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3.2  Design Requirements 

Based on a variety of function for the system to achieve and a good overall performance 
for the whole system to pursuit, we raised the following specific design requirements in 
the design of the hardware system; 

 

(1) The infrared we selected must be accuracy, especially the sensitivity, spatial 
resolution and image acquisition rate (frame rate), while it was easy extension; 
(2) The thermal excitation can heat the measured surface effective, the energy 
can be adjustable and replenish; the flash should have long life and can charge and 
discharge quickly; 
(3) We should ensure to heat the measured objects uniform, which requires a 
suitable number of flash, reasonable lay-out, uniform heating. 

3.3  Performance Analysis and Appraisal 

According to design, combined with the testing requirements, we selected the 
appropriate frame rate, heat sensitivity, working band and lens of the infrared, and we 
studied on the pulse width of the flash and the heating energy, at last, we got the 
following conclusions: 

 

Frame rate: greater than 50Hz; 
Working band: 7.98--9.75μm; 
Thermal Sensitivity: better than 0.05℃; 
Lens: 70mm standard lens; 
Pulse width: 0.5ms--15ms; 
Heating energy: 4000J--6000J.  

3.4   The Implementation of the Infrared Thermal Wave Detection System 

According to the practical needs for defecting rocket engine, and based on studying the 
infrared thermal wave detection techniques theory in-depth, then determined the 
functional requirements, the performance indicators and the structural design, at last we 
completed the formation of the whole system. 

4  Experimental Study 

The solid rocket motor case generally used the metal steel or the composite materials. 
In order to test the effectiveness of the system for defecting detection inside the metal 
and the composite steel shell, We designed several types specimen that simulated 
different defects in the shell structures, did the preliminary experimental study by using 
the infrared thermal wave detection system that We had developed, and we made the 
preliminary processing and analysis of the experimental results preliminary.  

4.1  Detection of the Steel Shell Corrosion Defect That Simulated by Flat Hole 

1) The Description of the Specimen  
The steel corrosion defects general simulated by a flat-bottomed cave or a 
wedge-shaped groove. 

This specimen made of metal steel, 280mm Length, 200mm width, 6mm thick, eight 
flat-bottomed Caves processed on the back, the diameter of the top four was identical 
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20mm and the depth of them were respectively 2mm, 3mm, 4mm, 5mm; The depth of 
the bottom four was 1mm and the diameter of them were respectively 5mm, 10mm, 
16mm, 20mm(As shown in the Figure 2). Choosing of the experimental parameters: the 
frequency of the Image acquisition was 50Hz, the acquisition time was 20s and the 
ambient temperature is 22℃. 

 

2) The Experimental Results and Analysis 
The original thermal wave image of the experiment was shown in the Figure 3, the 
figure shown that the defects which were larger and shallow appeared firstly, as the 
time went on, diameter, the flaws which were smaller and deeper began to emerge, then 
became more and more clear, approximately in the 0.64 sec, the contrast between the 
hot spots and the surrounding environment got maximize, Then began to fall down, 
approximately in the 1.96 sec, the hot spot of the flaw whose diameter was smallest 
disappeared firstly, then approximately in the 3 sec, the hot spots of the flaw whose 
depth was deepest disappeared, while the other hot spots gradually became blurred and 
the surface temperature field tended to be uniform 

 

 

Fig. 2. The specimen physical map, (left) specimen positive; (right) specimen back 

   

0.12s                0.40s 

   

0.64s               1.54s 

   

1.96s              3.24s 

Fig. 3. The original infrared wave images of the specimen detection 
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As shown in the Figure 4: L1 was the line which was on the center of the top four 
flat-bottomed Caves, L2 was the line which was on the center of the bottom four 
flat-bottomed Caves, the line temperature distribution was shown in the Figure 4, the 
figure shown that: the temperature of the defects location was significantly higher than 
the ambient temperature, and we can extract the exact position and the diameter 
information according to line temperature distribution. 

 

 
The location of the L1 and the L2 

T
em

p
er

at
u

re
 (

ºC
)

Temperature distribution map

x

 

Temperature distribution map

x

L2

 

Fig. 4. The line temperature distribution L1 (top) and L2 (lower) 

For the more study in-depth of the surface temperature change process, we extracted 
the temperature of the surface defects and the normal region respectively, as shown in 
the Figure 5. The points P1, P2, P3, P4 were the center of the defect region, and the 
point 5 was the center of the normal region, we can found that the surface temperature 

rose sharply at the heating Instantaneous, at the moment it reached about 65℃, then it 
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decreased rapidly, at first decline fast, then it gradually slow down. Finally, the surface 
temperature tended to the ambient temperature. 

 

温度

曲线

P1

P5

P4

P3

P2

 

(a) The defects with the same diameter (b) The defects with the same depth 

Fig. 5. The surface temperature curve corresponded to the center of the defects 

Experimental results show that: the effect of detection for the solid rocket motor 

internal defects by infrared thermal wave detection system was very significant. 

4.2  The Detection of the Glass Fiber Composite Materials Tack Defect  

1) The Description of the Specimen  

The specimen made by the fiberglass material, 281mm length, 281mm width, 8mm 

thickness, there were 3 flat-bottom hole tack-defects, whose depth was 5mm, and the 

diameters were respectively 30mm, 20mm and 10mm(As shown in the Figure 6). 

 
 

 

The Specimen physical map (left) specimen positive; (right) specimen back 

 

(C) The design of the specimen defects 

Fig. 6. The composite / insulation off specimen 
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2) Experimental Results and Analysis 

The original thermal wave image of the experiment was shown in the Figure 7, the 

figure showed that the larger two defects began to be felt through the hot spots on the 

surface approximately in the 5 sec, as the time went on, then it became more and more 

clear; approximately in the 15 sec, the contrast between the hot spots and the 

surrounding environment got maximize, then it began to fall down, however, the 

smallest defect did not apparent; and after the 27 sec, the hot spots of the other two 

larger defects were slowly became blurred. According to the analysis, during the 

experiment, the serious surface reflective of composite specimen affected the quality of 

image acquisition. 

     
1s                    5s 

     
7s                    11s 

     
15s                   19s 

     
23s                    27s 

Fig. 7. The original infrared wave images of the specimen detection 

And the Figure 7 showed that: the infrared image obtained from the infrared thermal 

wave detection was rich in lot of defect information, the surface temperature anomaly 

area corresponded to the location of defects inside the material, and the different sizes 

defects can be performance of different sizes surface hot spots. The brightness of the 

hot spots were corresponding to the surface temperature of the defect region, and the 
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higher the temperature, the greater the brightness, the best time to identify defects was 

in the 7s - 19s, while the display of defects were the best. 

5  Conclusion 

Through studied the infrared thermal wave theory, and carry out system design and 
development, we had completed the infrared thermal wave detection system. Through 
the experiment, we got the following conclusions: 

1) The effect of detection for the solid rocket motor internal defects by infrared 

thermal wave detection system was very significant; 

2) The speed of the infrared thermal wave detection was very fast, and the better the 

thermal conductivity of the material, the faster the detection (such as the defection for 

the steel shell corrosion defects); 

3) The infrared thermal wave detection system used the pulse excitation method, but 

the test result of the detection for composite defect was poor, and that mainly due to the 

higher reflectivity of the composite materials surface, so the quality of the image is not 

well. 

4) The infrared thermal wave test results were visually, we can determine the size 

and location of the defects by observing the infrared images. 
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Abstract. Flat display panels are becoming more popular, day-by-day. 

Therefore, optical quality has been a major concern in recent years. In flat 

display panels, micro-features with such optical features as grooves and lens 

should be manufactured within tight form accuracy because it is directly related 

to their optical performance. This study presents a PZT based vibration cutting 

method to ensure a smoother and more uniform cutting surface in machining of 

micro grooves using a single crystal diamond tool. Experiments prove that the 

proposed method is an efficient way to produce high quality micro grooves on a 

flat plate die surface. 

Keywords: PZT actuator, Vibration Cutting, Micro Grooving. 

1  Introduction 

In recent years, flat display panels have increased in popularity. Use of flat displays is 

increasing due to this high demand as well as to the technological development of the 

optical performance of the display. In manufacturing, it is technically challenging to 

maintain a certain level of form accuracy and surface roughness for micro-features. 

In the Liquid Crystal Display (LCD), the Light Guide Plate (LPG) and Black Light 

Unit (BLU) play an important role in scattering the incident light over the entire 

display area. The basic idea is to scatter the light uniformly. To do so, many long 

prismatic-shaped, parallel micro-grooves are created uniformly by injection molding 

or micro-grooving. Among these options, injection molding is the most popular 

method for mass production. Many micro-grooves are manufactured with the help of 

micro precessing machines, and a comparison between injection molding and micro-

grooving methods shows that more uniform characteristics can be achieved by micro-

grooving. This is because the micro-grooving process produces much less heat, 

resulting in no chance of thermal deformation. 

Therefore, even if a die is machined using a very precise and stiff tool, the tool 

deflection caused by the cutting force can create inaccurate grooving. This results in 

the non-uniform prismatic shape. As such, tool deflection minimization is critical to 

uniformity. 
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In this study, The PZT based vibration cutting method and tool holder design was 
developed to compensate for the cutting vibration. Tool vibration, along the cutting 
direction and in the transverse direction, was studied to maximize the performance. 
An AE sensor was used to monitor the vibration while cutting the workpiece to 
determine the real time vibration on the surface. Its feasibility is examined through 
application to alumina plates.  

2  Design of Vibration Cutting Tool 

2.1  Vibration Cutting Process 

Fig. 1 shows a schematic of a vibration cutting overcoming the limitations of the 
conventional process. Through a micro actuator, like PZT, the cutting tool vibrates at 
a frequency that avoids the natural frequencies of the machine structure. When the 
cutting tool vibrates, the workpiece is fed in the forward direction and the material is 
removed repeatedly through sequential cutting. Thus, a relative motion exists between 
the workpiece and the cutting tool. With the help of PZT the tool vibrates along the 
cutting direction as if it creates a sweeping motion according to the vibration rate. 
Thus the applied frequency of the cutting tool is very important in regard to the 
vibration cutting as it defines the maximum cutting speed that can be applied. 

During the cutting process, a workpiece sheet is vacuum chucked and then fed in 

the X direction at a very high speed using a linear motor that is adequate for high 
velocity and acceleration. With a servo motor a linear feed is given along  the Y 
direction after every stroke along the X direction. 

 

Fig. 1. Schematic of vibration cutting 

2.2  Design and Dynamic Analysis of Tool Holder 

In order to realize better surface quality and better cutting performance, the vibration 
tool holder technique, based on PZT actuator, is chosen. Fig. 2(a) shows the design of 
the cutting tool holder.  

When the PZT actuator is inserted in the extracted empty space of the cutting tool 
holder, it repeatedly expands and shrinks according to the control signal. Deflections 
occur in the vertical direction of the tool tip because the notch in front of the cutting 
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tool holder acts as a hinge point that is identical to the mechanism of a cantilever 
beam. Two steel balls are also inserted at opposite ends to ensure the point contacts 
between the PZT actuator and the cutting tool holder, because the eccentricity of the 
center-line along the direction of vibration causes significant and unexpected 
deflections of the tool tip. The preload bolt, located in front of the tool tip, makes it 
possible to adjust the resonant frequency, slightly, for any mismatch in the resonant 
frequencies that arises from errors in the machining of cutting tool holder or the 
notch.  

The cutting parameters, with related in vibration cutting, are shown in Fig. 2(b). 

Their relations are described, as follows: 

ftawtax π2sinsin ==                         
(1)

)2cos(2 ftfaVt ππ=                              (2)

0)( min =tV    
(3)

faVt π2)( max =                              (4)

In the above equations, Vt is the cutting speed, a is the amplitude of the vibration 

cutting tool, and f is the oscillating frequency. As noted in the equations above, it is 

clear that the cutting speed, the amplitude, and the applied frequency are organically 

related. If the applied cutting speed exceeds Vt, the cutting will transform from 

conventional cutting to vibration-assisted cutting. 

 

 
 (a) Vibration cutting tool holder 

 
(b) Principle of vibration cutting 

 

Fig. 2. Proposed mechanisms of vibration cutting tool holder 
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2.3  Dynamic Anlysis of Cutting Tool Holder through Simulation 

Zhang et al. [1] experimentally investigated the possibility that an increase of the 

vibrational amplitude of the tool in the UVC system improves the cutting quality. 

Their findings were theoretically implemented by others [5-7]. However, the larger 

the expansion distance of the PZT actuator, the smaller the expansion force. This 

means that, even under a notch mechanism, a large displacement cannot be achieved 

at high frequency due to the weak expansive force. Thus, the most effective approach 

is to vibrate the cutting tool in the range of the resonant frequency. 

Fig. 5 shows the mode shapes of the cutting tool at its natural frequencies for the 

first and second modes obtained from ANSYS Workbench. During the second mode, 

at a frequency of approximately 7 to 11 kHz, the cutting tool vibrates in the 

previously explained X direction, which represents the desired direction of cutting.  

Resonance will be present if the same frequency is applied in the cutting tool using 

the PZT actuator as the natural frequency of the vibration cutting tool. In this case, the 

tool tip deflection will be the same as found in the deflections caused by the  PZT 

expansion force and the deflection caused by resonance, as the two deflections are at 

the same phase of the frequency. 

Fig. 3 shows the variable notch size tool holder. Research has shown that if the 

height (a) of the notch increases, then the tool holder stiffness decreases and, in case 

of width (b), if the notch increases then the transverse vibration along the X  
 

 

Fig. 3. Variable notch size for tool holder 

Table 1. Simulation results with a forced vibration tool holder 

Model 

(h × w)mm 

Vibration Mode(Hz) 

1st 2nd 3rd 

18×51 6967.1 9346.9 19559 

18×53 5781 7821.7 16989 

18×55 8387.3 7095.8 15813 

20×51 7008.5 10693 19700 

20×53 5814.5 8959.2 17058 

20×55 5435.7 8176.4 15865 

22×51 7009.3 11906 19601 

22×53 6159.1 10398 17362 

22×55 5466.7 9185.8 15730 

x

z

b

a
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direction increases, as well. This eventually causes the In Fig. 3 variable notch size 

tool holder. From the research it has been seen that if the height (a) of the notch 

increases then the tool holder stiffness decreases and in case of  width (b) if it 

increases then the transverse vibration along the X  direction increases. Which 

eventually causes the natural frequency of the tool holder to decrease. Therefore, to 

minimize these effects, the best notch dimension is 2mm×0.5mm(a×b). 
Table 1 lists the simulation results of the modal analysis for the vibration cutting 

tool and forced vibration of the tool holder for different dimension (h×w) with PZT 
excitation. Fig. 4 shows the curve for the second vibration mode from the Table 1 for 
different tool holders. 

3  Displacement Measurement of Vibration Tool 

3.1  Configuration of Displacement Measurement System 

The cutting speed is related to both the tool tip deflection and the applied frequency. 
A basic investigation of tool tip deflections is necessary to determine the critical 
cutting speed or the feedrate of the workpiece sheet at various applied frequencies. 
Fig. 6 shows a schematic diagram for investigation of the displacement of the 
designed vibration cutting tool. The PZT actuator, P-885.30, (Physik Instrumente, 
Germany) is used for actuating the cutting tool with a high speed bipolar amplifier. 

The tool tip deflections are measured using two laser displacement sensors with a 
resolution of 50 nm and sampling rates of up to 50 kHz in a direction perpendicular to 
each other along the X and Y directions. This was done to measure the vibrational 
displacement of the cutting tool along the X direction and Y direction. 

 

Fig. 4. Second resonant frequency of the tool holder in PZT excitation 

PZT was actuated by using the signal from a function generator through the PZT 

amplifier. Both of the laser sensor signals were amplified with a sensor amplifier. The 

signal was then analyzed using the DAQ board attached to a PC. An oscilloscope was 

connected to the sensor amplifier to investigate the real signal. 

Previous research [1-3, 8-9] has shown that tool tip deflections are maximized at 

the natural frequency of the cutting tool. Thus, the applied voltages are fixed at 10, 

20, and 30V and are varied from 7 kHz to 12 kHz in order to identify the optimized 

oscillating frequency with a maximum displacement.  
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Fig. 5. Vibration of tool holder in the second vibration mode 

 

Fig. 6. Schematic diagram of the vibration cutting system 

Table 2. Specification of the  PZT vibrator 

Model P-885.31 

Travel range for 0 to 100V 11 [㎛] ±20% 

Max displacement 13[㎛] ±20% 

Blocking force at 120V 870 [N] 

Push / Pull force capacity 1000/5 [N] 

Stiffness 67 [N/㎛ ] 

Resonant frequency 90[kHz] ±20% 
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3.2  Measurement of Displacements 

The experimental results for the second model frequency of the specified PZT 
vibrator, shown in Table 2, were almost the same as the theoretical results. In Fig 
8(a), displacement of the vibration tool holder along X-axis was shown for the 
different bit lengths (w) for the three distinct voltages, i.e., 10V, 20V, and 30V. In 
Fig. 8(b), the displacement of the vibration tool holder was shown along the Y 
direction for the same conditions noted in Fig. 8.(a) 

 

 
Fig. 7. The second resonant frequency of vibration tool holder 

 

   
    (a) X-axis                             (b) Y-axis 

 

 
(c) Ratio of Y/X-axis displacement 

 
Fig. 8. Displacements of the vibration tool 
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According to the simulation results, the vibration of the tool holder should occur 

only along the X direction. However, from a practical standpoint,  it also vibrates 

along the Y direction. Investigation shows that this Y-directional vibration arises from 

the preload bolt of the PZT, the eccentricity of the PZT load, and inevitable 

manufacturing and assembly errors. Therefore, it is necessary to find the optimized 

value for the Y-directional vibration. To do so, Y to X-axis vibrational ratios were 

plotted, in Fig. 8(c), to determine the minimum value for the different bite lengths (w) 

of the three distinct voltages, as previously mentioned. For the 30V, the minimum 

Y/X-ratio was found to be 22×55(h×w). We used 30V, because would provide the 

maximum power for the vibration of the PZT and thus for the cutting. 

4  Experiments of Micro-grooving with Vibrational Tool 

4.1  Machine Tool for MICRO GROOVING 

Fig. 9 shows a schematic diagram of the micro-grooving machine tool. The machine 

tool is comprised of three axes, X, Y, and Z. The X-axis is guided by an air bearing, 

with negligible friction, and driven by a coreless linear motor. The Y and Z axes are 

actuated by core-typed linear motors, with a resolution of 0.1㎛. The effect of the 

motion error on the micro-groove form error is negligible because the straightness of 

the air bearing is below 0.1㎛. is executed by a motion controller, PMAC.[10].  

4.2  Experimental Setup 

In our system, a micro precesion machine was used. The machine has three degrees of 

freedom, mounted with a flat groove diamond tool. The tool holder is mounted with a 

PZT, actuated with a signal from the function generator with the help of a function 

generator and an amplifier. The workpiece is mounted with an AE sensor to detect the 

vibration while cutting the workpiece. The AE sensor is connected with a DSP, which 

transmits the data through Bluetooth to the remote PC. 
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Fig. 9. Micro-grooving machine tool system 
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Table 3. Specifications of AE seonsor 

Model No. Nano30 

AE Amp Charge amp + main Amp 

Gain x1, x10, x100, Dip switch 

Filter 5kHz ~500kHz 

A/D Resolution 12Bit, 200KSps 

Transmission 11520 bps 

 

The tool holder has a built-in PZT actuator that compensates for the vibration of 

the cutting force. Table 3 shows the specifications of AE sensor  developed in this 

study. 

4.3  Experimental Result 

Fig. 10 and Fig. 11 show the AE sensor signal while cutting is conducted in both the 

normal mode and in the vibration mode, respectively. In cases of normal cutting 

mode, the signal is smooth for a low depth of cut. This is because when the cut has 

less depth, the cutting force is also less and the vibration is lower. In case of higher 

depth of cut the cutting back force is larger which causes larger amplitude for the 

RMS signal.  

For vibration cutting mode, in case of lower depth of cut the RMS signal is small in 

amplitude compared with the higher depth of cut. This is due to small amount of 

cutting back force in case of less depth of cut. For higher depth of cut, tool cannot 

vibrate well for the higher force and larger depth, rather the cutting force vibrates the 

tool so high amplitude and rough RMS signal is observed.  

So from the AE signal it is possible to notice and monitor how bigger or smaller 

depth of cut we are using for micro grooving by observing the signal amplitude. 

 

    

(a) f = 50mm/s,  d = 2㎛          (b) f = 50mm/s,  d = 10㎛  

Fig. 10. AE signal for normal cutting 
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(a) f = 50mm/s,  d = 2㎛             (b) f = 50mm/s,  d = 10㎛ 

Fig. 11. AE signal for vibrationl cutting 

 

Fig. 12. Surface roughness versus feed rate 

    
   (a) 30V, 10㎛, 200mm/s condition          (b) 30V, 10㎛, 25mm/s condition 

Fig. 13. Surface roughness profile 

As shown in Fig. 12, if the feed rate is low then the vibration cutting method can 

efficiently cut the surface, resulting in decreased roughness. Fig. 13(a) and 13(b) also 

verify these situations. 

5  Conclusions 

In this paper, the vibration cutting process was introduced as a way to improve 

surface roughness. Furthermore, this paper compared this approach with the 



 A Study on Micro Grooving Using PZT Actuator 379 

conventional machining process. piezoelectric devices were mounted to the diamond 

tool holder to create vibration with micro-grooving system, as follows: 

1) Compared to non-vibration cutting mechanisms, the vibration cutting 

mechanism decreases the cutting force by approximately 30~50%. It also 

decreases the surface roughness by approximately 30~70%. Therefore, 

vibration cutting applied to optical components can improve the machining 

accuracy of these components as well as the longevity of the tool life. 

2) Higher feed rate and depth of cut can be used with a low surface roughness, as 

compared to conventional non-vibration machining mechanisms, with vibration 

cutting. 

3) Using piezoelectric actuators, combined with the dual-servo system, it is possible 

to decrease the errors along the Z-axis to 1㎛, even with a high feed rate. 

Therefore, vibration cutting can increase the efficiency and accuracy of the micro-

grooving process and extend the life of the tool. As a result, the vibration cutting 

mechanism can be effectively applied to a large surface area if piezoelectric actuators, 

is used. 
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Abstract. Survey of tree height always plays an important role in forest 

production, investigation, scientific research and education. This paper presents 

works, measurement process of measuring tree height in laser and the precision 

compute. This paper presents two measurement methods, to elucidate the 

conceptual and practical feasibility of the measurement provided in this paper, 

respectively by comparing the two typical measurement methods which 

significantly reduce the measurement error. The result reveals that its better 

performance, much more efficient and convenient to deploy and work than 

previous altimeter instruments. 

Keywords: laser, tree height measurement, precision analysis, principle.  

Foreword 

Commonly, it is much more difficult to measure standing tree than the felled tree, due 

to the unfavourable standing position. In the survey and production of the tree, it is 

often measuring tree height before cutting down the tree, even unnecessarily. This is a 

difficult and crucial problem in the forest and production survey [1]. Till now, scientists 

have already launched several types of measurement  instrument to solved this 

problem, but suffered the low precision relatively. Subsequently, it can not meet the 

accuracy requirements of tree measurement in forestry, Nevertheless, neither does 

these conventional forest measuring tools (such as tape measure, optical compass, 

altimeter device and around the foot , etc.) reach the standard
[2]

. Some of these devices 

require to measuring the horizontal distance by tape, others need to measuring the angle 

by the related equipment, so it brings a lot of inconvenience. 

With the development of science and technology, Laser, ultrasonic range finder and 

other advanced measuring instruments has come out. The method in this paper 

combined the technology of laser with the tree measuring instrument in order to make 

the operation more convenient and simple.It manages to eliminate many tedious 

measurements and calculations, thus it would greatly improve the efficiency of forest 

inventories.  
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1  Laser Measuring Instrument Works and Its Tree-Precision 

Computation 

1.1  Principle of Laser Ranging 

Usually, There are two ways to measure  distance with laser rangefinder: Pulse and the 

phase. Phase-shift laser rangefinder modulate amplitude of the laser beam with 

frequency of radio band and measure the phase delay of modulated light during the time 

for a single round-trip, then conversion from phase delay into distance which is 

according to the wavelength of modulated light. That is how the time delay measured 

indirectly by comparing the signal from the laser with the delayed signal returning from 

the target. Phase-shift laser rangefinder is generally used in precise measurement. In 

order to effectively reflected signal, this kinds of range finder is configured to be 

known as cooperation objective mirror. Nowadays, it recommend handhold laser 

rangefinder in the market. It is a new pulsed kind of laser rangefinder, it is not only have 

a small size and light weight, but also adopt the technology of measuring phase with 

digital and pulse broadening, it can achieved the millimeter accuracy level without 

cooperation object. Measurement range over 100m and it can quickly, accurately and 

directly display the distance[6]. 

As is shown in Figure 1, this paper adopt the principle of pulsed laser ranging, 

transmitter of scanner emit laser beam of near-infrared wavelength to the target  

through the laser diode. Laser diffuse reflection occurs after through the target, part of 

the reflected signal received by the receiver. The distance between transmitter to target 

is measured through calculating the round-trip time of the signal in the surface of 

instrument and the target, then, we got the distance between them by several computing 

steps[4].   

 

Fig. 1. Schematic diagram of pulsed laser ranging 

1.2  The Principle of Laser Measuring Tree Height 

Figure 2(a) shows the instrument in a certain distance away from the tree which would 

be measured, there should be easy to observe top of tree and tree feet. Next, we aligned 

the laser beam with the foot tree by the telescope.Then, the instrument is ready for 

measurement. 
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Fig. 2. (a). Schematic diagram of laser measuring tree height 

Firstly, observe the distance (L1) with the telescope when the laser beam is aligned 

with the foot tree, it is the first data we need; rotate up the instrument until the laser 

beam is aligned with the top of the tree and then observe the angle (a), it is the second 

data we need; Keep the angle constant, measuring the distance (L2) between A and C 

and it is the third data we need.  

Whether the terrain is flat or not, the result of this measurement method would not be 

affected. And it can simply and fast obtain the calculated parameters. The formula of 

tree height calculation: 

acos2 21

2

2

2

1 LLLLH −+=  (1)

In the formula: H represents the tree height; L1 represents the distance between the 

measuring point(A)and the tree foot(B); L2 represents the distance between 

measuring point and the top of the tree; a represents the angle which the measurement 

instrument rotated from tree foot to the top of the tree.  

The dense foliage of trees will block the laser beam when measuring the distance 

L2(the distance between the measuring point and the top of the tree), and then the 

measured value are not the true value of L2, that is that measurement errors exist. We 

will modify the above method to get the following measurements. 

Figure 2(b) shows, placed the instrument in a certain distance (A) away from the tree 

which would be measured. We need to measure four parameter：the distance L1 

between A and B; the horizontal distance L0 between the measurement point and the 

trunk; the angle a1 between AB and AD , the angle a2 between AC and AD. The formula 

of tree height calculation: 

201121 atanasin LLHHH +=+=  (2)
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Fig. 2. (b). Schematic diagram of laser measuring tree height 

1.3   Accuracy Calculation 

(1) Compute the internal accuracy and external accuracy for the formula (1) of  tree 

height calculation  and finally determine the overall accuracy[1].  

① Compute the internal accuracy 

compute the total differential for the formula (1) of tree height calculation: 

)
a

(asina)cos()acos( 21212121 ρ
dLLdLLLdLLLHdH +−+−=   (3)

According to the law of erroneous propagation: 
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In the formula: 
H

m represents middle errors of H ;
1L

m represents middle error 

of 1L ; 
2L

m represents middle error of 2L ; am represents middle errors of a . Then  

n

Hm
H

x

2)(
=

内
σ  (5)

② compute the external accuracy 
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n

xx
i

x

2

0 )( −
=

外
σ  (6)

In the formula: 
i

x represents true value; 0x represents value from doing experiment. 

According to the formula (5) and (6): the total accuracy 

22 ）（）（
外内 xxx

σσσ +=  (7)

Its errors of measurement: 0/ x
x

σ , it is required the error of tree measurement should 

be less than 5% in forestry. 

(1) Compute the internal accuracy and external accuracy for the formula （2）of 

tree height calculation. 

① Compute the internal accuracy 

compute the total differential for the formula (2) of tree height calculation: 
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According to the law of erroneous propagation: 
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In the formula:
2110 aa mmmmm

LLH
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② Compute the external accuracy 
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In the formula:
i

x  represents true value; 0x represents value from doing experiment. 

According to the formula (10) and (11): the total accuracy 
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外内 xxx

σσσ +=  (12)

Its errors of measurement: 0/ x
x

σ , it is required the error of tree measurement should 

be less than 5% in forestry. 
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2  The Implementation Process of Laser Measuring Tree Height   

This paper introducing tree height measurement by the instrument of laser measuring 

tree height, the tree height can be directly measured without any other aid(such as tape). 

Measurement process shown in Figure 2 (b): 

(1) Choose a location which should be able to see both the top of trees and the tree 
feet. The site can be on the slope surface or a flat surface; the horizontal light of laser 
beam should pass through the trunk. 

(2) Measure the distance (AB) between the instrument and tree foot. Make sure 
the laser beam is aligned with the tree foot and then measured the distance(AB) L

1
. 

(3) Rotate the instrument until it cover the horizon,then measure the angle a
1
; Hold 

on this position and measure the horizontal distance (L
0
)between the instrument and 

the trunk. 
(4) Continue to rotate the instrument to the location of the top of the tree and 

measure the angle (a
2
), which is the inclination of the instrument relative horizontal 

position, instead of measuring the distance between the instrument and the top of the 
tree. 

The value of the tree height can be obtained through calculation after the above steps 
and this value will be displayed directly on the instrument display. 

3  Conclusion 

Since the birth of the world's first laser in 1960, and then the laser technology was used 

in the measurement of the distance in 1961, thus the world's first laser rangefinder was 

come out. Laser measuring distance has a long history, however, it has only just begun 

which the laser is used to measure the tree. Traditional instruments of measuring tree 

highlight shortcomings in the measurement process and it is inevitable that these 

instrument would be gradually withdraw from the forest survey of the stage of history. 

Laser measuring tree height is a new measurement method after the traditional 

measurement method, this method expand the space of measuring tree and opened up a 

new path for the development of future instruments of measuring tree. 

The instrument of laser measuring tree height  referred in this paper set the features 

of measuring distance and angle in a single instrument,thus,it is significant savings in 

measurement time. The instrument is small size, light weight and easy to carry and the 

measurement results can be directly displayed in the instrument display.These 

advantages will provide great convenience for forest workers. 
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Abstract. The paper studies an automatically heightened technology in the 

shearer drum. It establishes a mathematical model of spacial status in coal 

minning mechine, Structures of the coal mining machine test-bed and determines 

the space coordinates of the shearer drum and its body, in addition it derives the 

relevant formulas. The cutting path of shearer drum is computed based on the 

cubic spline fitting. The correctness and feasibility of the proposed method is 

verified by the computation algorithm with VB6.0 program. 

Keywords: Shearer, automatically heightened technology, curve-fitting. 

1   Introduction 

The drum shearer is the most widely used machine in coal exploiting and mining 
equipments. The automatically adjustable height of drum is one of key technologies to 
realize the automation of coal mining[1]. The shearer adjusts the height of the roller 
automatically based on the ups and downs change of the face roof and floor the coal 
mining equipments, in order to avoid the roller of coal minning machine cutting rocks. In 
coal mining machines, the determination of the spacial location of body and roller is a 
significant technology in order to realize the automatically adjustable height of the drum. 

The shaft encoder algorithm is proposed by many researchers and literatures for 
determining the spacial location by computing the traveling distance of shearers[2]. 
However, the travelled distance is computed in a direction of the journey. Some scholars 
established the shearer drum mathematical model based on the plane rectangular 
coordinate system, but considering the actual conditions it cannot be used in actual 
production[3]. In this paper, an novel computation method is proposed to determine the 
spacial coordinates location of coal minning machine. according to the complex work 
environment of coal minning machine and the characteristics of automatically adjustable 
height, the cubic spline fitting is applied to compute the cutting path of shearer drum. In 
the experiments, it is shown that the proposed method is correct and feasible. 

2   Paper Preparation  

2.1   The Coordinate System Determination 

Absolute coordinate system: it is shown in figure 1. In the initial situation, the origin of 

coordinate is the body of equipment. the positive direction of Y axis is the development 
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direction along the working surface. the X axis is the movement direction for coal 

winning machine body , the Z axis is the vertical direction. 

The relative coordinates: when coal mining machine is moved to i point, the central of 

body is the origin of coordinate O′ . The direction of relative coordinate is the same as 

the absolute coordinate system, namely the coordinate system. (i = 1, 2, 3......) where i is 

the sample point for coal minning machine , 0 is the initial state of coal minning machine 

O

Z

Y

L

L

右滚筒

左滚筒

机身

L1

1i

өi

ө X

  

Fig. 1. Coal winning machine space situation schemes 

2.2   The Movement Analysis for Coal Minning Machine Situation 

In the coal mining process, the working coal minning machine changes operation attitude 

according to the movement of the working surface. The 3-axis acceleration sensor, rotary 

encoder and Angle sensor is used as the testing device for the spatial location system of the 

coal minning machine body and roller according to the actual operation. 

In the actual cutting process, there are four situations for the Coal winning machine: 

 

 
Fig. 2. The front view for upward movement 

of coal minning machine along the working 

surface 

Fig. 3. The front view for downward 

movement of coal minning machine along 

the working surface 

From the figure 3 and figure 2, when the coal winning machine is moving downward 

and upward directions. the Y axis is the rotated axis for the body. β  is rotation Angle. 
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Fig. 4. The upward view for the coal winning 

machine along the development direction of 

the working surface 

Fig. 5. The downward view for the coal winning 

machine along the development direction of the 

working surface

From the figure 4 and figure 5, when the coal winning machine is mining upward 

and downward along the development direction of the working surface. the X axis is 

the rotated axis for the body. α is rotation Angle. 

In addition, the coal mining machine is at work, for the rotated Angle is γ with the Z 

axis. 

3   The Calculation of Space Coordinates for the Coal Winning 

Machine  

3.1   The Calculation of Space Coordinates for the Body of the Coal Winning 

Machine 

The following is used to explain the parameters: 

iα 、 iβ 、 iγ --the body of coal winning machine is rotated Angle around X axis, Y 

and Z axis Angle in the space of the right Angle coordinate system, respectively. and 

iα 、
iβ 、

iγ ∈ [ 0 90° °， )； 

iX ′、
i

Y ′、 i
Z ′  are the absolutely coordinate for the coal winning machine; 

iX∆ 、
iY∆ 、

iZ∆ are the absolutely coordinate for roller compared with the body; 

iX 、 iY 、 iZ  are  the absolute coordinates-for the roller; 

1i
θ 、

iθ  -are the rotated angles for left and right arms compared with the body, 

and
1i

θ ,
iθ ∈ ( 0 90° °， ]； 

L--the arm length;   L1--the length of the body; 

S--the length of coal minning machine along the working surface. 

From Figure 1, in the initial state of coal winning machine, the relative coordinates 

O X Y Z′ ′ ′ ′  and absolutely coordinate system is OXYZ are coincided, namely the 

coordinate of body is (0,0,0), the coordinate of  right roller is ( 1 cos
2

i

L
L θ+ ，0， sin

i
L θ ), 

the coordinate of  left roller  is   

（-（ 1 cos
2

i

L
L θ+ ），0，-

1sin iL θ ）, and the rotated angle of drum is 0 compared to 3 

axis. namely the inclination of coal minning machine is 0 in every direction. 
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The movement of The coal mining machine keeps stable between two sampling 

points, i.e. between i-1 and i, namely, the coal minning machine is run dissectedly in the 

angle of 
iα 、

iβ 、
iγ , the distance  from the i-1 point to the point i is  

S =
1i i

S S −−  

Compared with i-1, the calculation of i point coordinate for the body of coal minning 

machine is, 

X ′ =
1

cos cos
i i i i

S S β γ−−（ ） ；Y ′ = ( )1 cos sini i i iS S β γ−− ； Z ′ = ( )1 sini i iS S β−−  

For every point, The value of coordinate can be obtained by  

iX ′ =
1

( )cos cos
i i i i

S S β γ−−  (1)

i
Y ′  =

1
( ) sin cos

i i i i
S S γ β−−  (2)

i
Z ′  =

1
sin

i i i
β−（S- S ）  (3)

3.2   The Calculation of Space Coordinate in the Roller of Coal Mining Machine  

The right roller is for example: 

（1） the calculation of 
iX∆ ，

iZ∆ value, as shown in figure 6 

O A′ = 1 c o s
2

i

L
L θ+ ； AB = sin sini iL θ α ；O N′ = 1

2

L
 

Then, 
1

s in s in
1= a rc ta n ( ) = a rc ta n ( )

c o s
2

i i

i

LA B

LO A L

θ α

θ

∠
′

+

，and 1∠ +
iγ ∈[ 0 90° °， ] 

1∠

iβ

 
Fig. 6. The projection in the O ′ X ′ Y ′ plane 

after the coal minning machine rotating by 

X ′  axis and Z ′ axis 

Fig. 7. The projection in the O ′ X ′ Y ′   plane 

after the coal minning machine rotating by 

X ′  axis, Z ′ axis and then Y ′ axis 

 
Coal winning machine bobbin, in the projection on the map 

A, B--the projection in X ′  axis and the O ′ X ′ Y ′  plane after the body of coal 

minning machine rotating by X ′ axis respectively. 
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D--the projection in the O ′ X ′ Y ′  plane after the roller of coal minning machine 

rotating by X ′  axis and then Z ′ axis 

N--the projection of the body and hinge joint coal minning machine in the O ′ X ′ Y ′  

plane after the body of coal minning machine rotating by X ′ axis  and then Z ′ axis 

E--the projection in the O ′ X ′ Y ′ plane after the roller of coal minning machine 

rotating by X ′  axis and Z ′ axis 

E′ --the projection in the O ′ X ′ Y ′  plane after the roller of coal minning machine 

rotating by X ′  axis and Z ′ axis and Y ′ axis. 

F--the projection of the body and hinge joint  coal minning machine in the X ′  axis 

after the body of coal minning machine rotating by X ′ axis and then Z ′ axis 

D′ --the projection in the X ′  axis after the coal minning machine rotating by X ′  

axis, Z ′ axis and then Y ′ axis. 

When 1∠ = 0 (namely the body is free for rotation, = 0) , 

ED′ = sin
i

L θ , O D′ ′ = 1( cos )cos
2

i i

L
L θ γ+  is: 

2∠ = arctan( )
ED

O D

′

′ ′
 ，and 2∠ +

i
β ∈（ 0 90° °， ） 

According to the actual conditions, indicates that 2∠ ≠0 

i
X∆ = cos( 2 )

i
O E β′ ′ ∠ + = sin

sin 2

i
L θ

∠
cos( 2 )iβ∠ +  (4)

i
Z∆ = sin( 2 )

i
O E β′ ′ ∠ + = sin

sin 2

i
L θ

∠
sin( 2 )

i
β∠ +  (5)

When 1∠ ≠0 : 

ED′ = sin cosi iL θ α  , O D′ ′ =
sin sin

cos( 1 )
sin 1

i i

i

L θ α
γ∠ +

∠
 is: 2∠ = arctan( )

ED

O D

′

′ ′
 

According to the actual conditions, indicates that 2∠ ≠0 

i
X∆ =

sin cos

sin 2

i i
L θ α

∠
cos( 2 )iβ∠ +  (6)

i
Z∆ =

sin cos

sin 2

i iL θ α

∠
sin( 2 )

i
β∠ +  (7)

(2 ) The value of  
i

Y∆  calculation 

3∠

 

Fig. 8. Coal minning machine around the first axis, axis rotation, pivoting again after the 

projection map in  
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G, H--the projection in X ′  axis and the O ′ X ′ Y ′  plane after the roller of coal 

minning machine rotating by X ′ axis respectively. 

P--the projection in the O ′ X ′ Y ′ plane after the roller of coal minning machine 

rotating by X ′ axis and then Z ′ axis; 

HG = sin sin
i i

L θ α ; O G′ =( 1 cos
2

i

L
L θ+ ) cos

i
β ,Is: 3 arctan

HG

O G

 
∠ =   ′   

  When 3∠ =0 (
i

α =0) :   
i

Y∆ =[ 1 cos cos( )
2

i i i

L
Lβ θ β+ + ] sin

i
γ  

   When 3∠ ≠0 :   
i

Y∆ =[ 1 cos cos( )
2

i i i

L
Lβ θ β+ + ] sin

i
γ  

(3) the absolute right roller center coordinate calculation: 

When 
iα =0: 

i
X =

i
X ′ +

i
X∆ =

1( )cos cosi i i iS S β γ−− + sin

sin 2

i
L θ

∠
cos( 2 )iβ∠ +  (8)

i
Y =

i
Y ′ +

i
Y∆ =

1( )sin cosi i i iS S γ β−− +[ 1 cos cos( )
2

i i i

L
Lβ θ β+ + ] sin

i
γ   (9)

i
Z =

i
Z ′ +

i
Z∆ =

1
sin

i i i
β−（S- S ） +

sin

sin 2

i
L θ

∠
sin( 2 )iβ∠ +  (10)

When indicates 
i

α ≠0: 

i
X =

1
( )cos cos

i i i i
S S β γ−− +

sin cos

sin 2

i i
L θ α

∠
cos( 2 )

i
β∠ +  (11)

i
Y =

1
( ) sin cos

i i i i
S S γ β−− +

sin sin

sin 3

i iL θ α

∠
( )sin 3+

i
γ∠   (12)

i
Z =

1
sin

i i i
β−（S- S ）  +

sin cos

sin 2

i iL θ α

∠
sin( 2 )iβ∠ +  (13)

Because the two rocker arms of the coal mining machine are always in the same plane , 

coordinate's analysis and solution are similar as the right  roller. Namely, 
1i

θ  is 

replaced by 
iθ  in 

iX∆ 、
iY∆ 、

iZ∆ . Left roller of absolutely obtained by the relative 

coordinates of Left roller and the coordinates of body. 

4   Curve Fitting for the Coal Mining Machine Roller Path 

In the section 3, The roller coordinates are discrete points. to realize the drum automatic 

adjustment, the cutting track of roller should be calculate. The curve fitting is applied to 

approximate the actual track according to these discrete points in order to control 

exactly repeated cutting. In this paper, the target curve for roller track is calculated 

based on three spline curve fitting method in the N dim vector space[4][5]. 

Supposed a curve T in the 3th dim space, a arbitrary point 
0P  ( 0 0 0x 、y 、z ) is the 

origin of coordinate on the curve T . Another arbitrary point ( ), ,P x y z is unique in the 

term of the length and position on the curve T .The function of arc length is shown as 
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T:  
( )

)

( )

x X S

y Y S

z Z S

=
= =
（                 T:  ( )

( ) ( ( ))

x x

y f x

z g y g f x

=
= = =

 

Supposed that there are m points 
0 2 m

P P P、 、 、 on the curve. the curve is can be 

determined uniquely by the calculation of  f (x), g (y) . 

First of all, according to theory of three mement: 

( ) ( )
3 3

1

1( )
6 6

i i

i i

i i

x x x x
y f x M M

h h

−

−

− −
= = + +

2 2

1 1

1( )
6 6

i i i i i i

i i

i i

M h x x M h x x
y y

h h

− −
−

  − −
− + −    

And then, according to equations set of three mement: Make, 

1i i ih s s −= − ， ( )
i i

S s M′′ = （i=1,2,…,m），
1

2
i i i i i i
M M M dµ λ− + + =   

Where 
1

i

i

i i

h

h h
λ

+

=
+

； 1
i i

µ λ= − ； 1 1

1 1

6 i i i i

i

i i i i

x x x x
d

h h h h

+ −

+ +

 − −
= − 

+    

Because the coefficient matrix of equations set is strictly diagonally dominant, the 

Chase-after method is applied to calculate 
0 1 m

M M M、 、 、 ， the cubic spline 

interpolation function f(x) can be obtained. And then, z = g (y) = g (f (x)) is calculated. 

The function of curve T is obtained. 

5   The Results Analysis and Conclusions 

The results of the calculation of space coordinates for the coal minning machine and 

curve fitting for the coal mining machine roller path are considered. Visual Basic6.0 is 

used to programming and software designing. the correctness of the proposed algorithm 

is verified. In fig 9 and 10, it is shown that the calculation of roller coordinate is obtained 

correctly after 10 input points of the coal minning machine are rotated by 3 angles 

compared with absolute coordinate axis.  

The results of fitting curve are shown in Figure 9, figure 10, where the blue line is the 

given sin and the red line is the fitting curve. 

 

Fig. 9. The projection in XOY plane fitting curve Fig. 10. The projection in XOZ plane fitting 

curve 

Based on this algorithm to build a coal mining machine space positioning test bench, 

Test bench as shown in Figure 11.After the initial experiment, the algorithm can 

achieve the expected purpose. 
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In the future, a lot of experiments will test the proposed algorithm for practical 

applications. In the next step, we will cooperate with Xi’an coal mine machinery Co., 

LTD for the further experiments. The development and improvement of the proposed 

algorithm will be studied according to updated experiment results. 

 

Fig. 11. Coal minning machine memory cutting experiment bench 

Acknowledgment. The paper is supported by scientific research plan projects of 

Shaanxi Province Education Department (09JK604). The Project Supported by Natural 

Science Basic Research Plan in Shaanxi Province of China (Program No. 

2011JM7018). 

References 

1. Liu, C.S., Jing, K., Yang, Q.: Control strategy of sample intervals of cutting memory program 

controlling for shearer drum. Journal of Liaoning Technical University 26(5), 751–753 

(2007) 

2. Xia, H.G.: Shearer position monitoring device principle and Application. Mining 

Machinery 11, 43–45 (2007) 

3. Wang, D.: Research of Mnemonic Lifting Control System Based on Coal shearer Test Model. 

Xi’an University of Science and Technology, Xi’an (2010) 

4. Liu, F.X.: Based on three spline curve fitting method in the N dim vector space. HongDu 

Science and technology (01) (1982) 

5. Long, X.H.: Numerical Analysis, pp. 82–86. Shaanxi Press of Science and Technology, Xian 

(2005) 

 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 397–402. 

springerlink.com                                                 © Springer-Verlag Berlin Heidelberg 2011 

Study on Vapour Insulation Technology in MOSS-Type 

Tanks of LNG Carrier  

Boyang Li, Yunqiu Zhang, Diyang Li, and Lixun Ding 

Department of Marine Engineer, Qingdao Ocean Shipping Mariners College, 

Qingdao 266071, China 

libocean@126.com 

Abstract. The paper introduces the importance of LNG carrier cargo tank 

insulation, the principle of vapour insulation technology and practical 

applications. Then,  gives  the vapour insulation mathematical model and the boil 

off rate calculation methods and through simulation of 125000 m3 example of the 

mother-ship and the results comparison with the actual ship， reaches a 

conclusion that vapour insulation technology can reduce the boil off rate of tanks 

cargo greatly. Finally，provides vapour insulation system optimization design of 

the cargo tank. 

Keywords: Vapour insulation, Liquefied natural gas carrier, Moss type tank, 

Cargo tank insulation. 

1   Introduction 

As crude price rising quickly, annual global trade in LNG transportation increased 

dramatically, therefore, LNG carriers study are concerned more and more by the 

shipping industry. As one specific ship，the LNG carrier loads -163 ℃ liquefied 

natural gas, so higher request to its tank insulation is brought up. Otherwise, the poor 

heat insulation will cause the boil off rate (BOR) approaching or exceeding the 

standard value (the IMO required standard value of BOR for LNG carrier is 0.12%) [1], 

lead to loss of tanks cargo and reduce transport capacity of LNG carriers. 

Therefore, the study of the tank insulation technology is very necessary and can 

provide more technical support for LNG carrier insulation design and manufacturing. 

In order to research purposefully, the study selects MOSS type 125000 m
3
 LNG carrier 

as the mother ship. 

2   Vapour Insulation Technology of Liquid Cargo Tank 

The vapour from liquid cargo hold absorbs heat from the outside ,which is still around 

-150 ℃ and has large cooling energy, needs to be warmed in heater (usually above  

0 ℃) before burning in ship boiler ,which wastes a lot of cooling energy. Therefore, a 

new technology which improves the performance of tank insulation by using the 

cooling energy is proposed, called cargo tank vapour insulation. The so-called cargo 

tank vapour insulation is that firstly the nitrogen temperature is reduced by heat 
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exchange between the vapor of LNG cargo and nitrogen and then the cooled nitrogen is 

fed into the annular passage around the MOSS cargo tanks. The nitrogen flow upward 

along the surface of the tank and carry the absorbed energy from liquid cabin insulation 

out of the system, so as to reduce further infiltrated heat from the surrounding 

environment to the tank through the insulation layer and reduce the boil off rate of the 

tank cargo. In the vapour insulation system, cold nitrogen is made as the tank insulation 

medium instead of cargo vapour, mainly taking into account the safety of the insulation 

system and eliminating fire, explosion safety hazard when leakage occurred.  

Fig. 1. Steam insulation of cargo tank,1-Nitrogen export, 2-Outer insulation, 3-Nitrogen channel, 

4-Nitrogen inlet,5-Inner insulation,6-φ 

In order to optimize the vapour insulation system, careful analysis of some important 

system parameters such as gas flow, vapour temperature, gas-channel position and 

other parameters is very important for the improvement of the system’s economy, 

reliability, and security. 

3   Mathematical Model of Vapour Insulation 

In order to properly evaluate the system, the flow and thermal analysis should be 

carried out. The MAC charts application of k-equation and finite difference method is 

used for numerical calculation during the analysis of compressible fluid turbulence 

which temperature changed greatly in spherical coordinates. Following a complex 

system of numerical calculation of the material, the calculated value is very close to the 

actual value. In order to achieve maximum endothermic effect, the cold gas passage 

insulation design should be based on the determination of total heat flow into the tank. 
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3.1   Analysis on Heat Flow in Vapour Channel 

Analysis of gas flow and temperature changes in the spherical coordinate system. 

According to the material, momentum and energy conservation, the cold gas flow 

equation is written in vector expression, as below: 
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Where ρ is the density, u and v  are the viscosities,
pc is the specific heat, p  is the 

pressure, R  is the gas constant, t  is the temperature, G  is the condition of speed 

diffusion, Coriolis force and thermal diffusion( RTp ρ= ). 

Through the FDM of MAC chart, with discrete calculation area method carried out 

isometric numerical calculation. Along the latitude the calculate area is divided into 

four parts, each of which will be divided into five equidistant units in the radial 

direction and 70 to 90 units in the latitude direction. 

3.2   Vapour Approximate One-Dimensional Flow Analysis 

It is believed generally that the smaller the gap of the vapor flow passage, the smaller 

the flow rate fluctuation and the less the radial temperature distribution. 

The one-dimensional flow energy equation along the spherical surface can be 

obtained from the following formula: 
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Where sS is the flow area, w  is the flow rate, k  is the vapour thermal 

conductivity, ak and Lk are the heat transfer coefficient of insulated layer, S is the 

sectional area. 

In these calculations, in comparison with air forced convection, the impact of 

thermal conductivity of nitrogen is considered negligible. In this way, the equation 

becomes more stable and simple, as follows: 

( ) 0=−− ttSk
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wc Lap

                                         (3) 

Where φrx = , φrddx = , φπ sin2 rS = ,when 0φφ = ， 0tt = 。 

The analysis equation is obtained in the appropriate latitude of the vapour passage 

that the gas flow average temperature changes with the depth, as below: 
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3.3   The Heat Transferred into Cargo Tank 

The Heat can be calculated by the product of temperature difference between cold 

nitrogen gas and cargo tank and the insulation coefficient of inner insulation layer in the 

following equation. So the equation between the φ∆  and q∆  in the appropriate 

position is obtained:  

( ) φφπ ∆−=∆ sin2 2rttkq LL                                      (5) 

The heat transferred into cargo tank : 

 
=

∆==
n

i

iqdqQ
1

                                                  (6) 

For the cargo tank, the heat transferred into the tank is as small as possible, so the loss 

of cargo is the smallest because of evaporation. Therefore, the minimum can be 

calculated under certain conditions. 

3.4   The Calculation of Boil off Rate 

Based on the equation (6) and (7) ,BOR (boil off rate) is the following equation: 

mγ

Q
BOR =                                                       (7) 

Where Q is the heat transferred into cargo tank, γ is the Latent heat of vaporization of 

LNG, m is the quantity of the cargo in the tanks. 

4   Calculation and Analysis of Actual Ship and System 

Optimization 

Calculation conditions: the main membrane intact, air temperature 28 ℃, sea water 

temperature 20 ℃, wind speed 20 knots, sea water flow speed 0 knot; the conditions 

according to " International Code for the Construction and Equipment of Ships 

Carrying Liquefied Gases in Bulk ". 

In addition, other common known parameters (tank size, tank capacity, insulation 

thickness, thermal conductivity; natural gas heat, nitrogen heat, etc.) can be found in 

reference [2-4]. 

In order to reduce variable, we added on the outside of every tank 50mm thick 

insulation materials the same as the original and leave a 10mm space between the inner 

and outer layers to allow the cryogenic nitrogen to pass so as to achieve the vapour 

insulation. Then insert the parameters in the above formula and solve the problems of 5 

cargo tanks one by one as shown in figure 2, starting from NO.5 cargo tank, we will 

find the outlet nitrogen temperature of NO.3 cargo tank above 0℃ and very close to the 

ambient temperature. Therefore, NO.2 and NO.1 cargo tanks no need to be insulated by 

nitrogen. Assume the appearance temperature of two tanks is ambient temperature, the 

results shown in Table 1. 
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Talbel 1. BOR of tanks and comparison 

Cargo 

tank 

BOR 

％ 

mean 

％ 

referenced 

data％ 

Reduction 

％ 

NO.5 0.01 

94 

 

 

0.0597 

 

 

0.11 

 

 

45.8 NO.4 0.04 

38 

NO.3 0.07 

21 

NO.2 0.09 

13 

NO.1 0.09 

13 

 
As can be seen by Table 1, the mean BOR of the entire ship is 0.0597(assuming the 

same capacity of every tanks) after the NO.3, NO.4, NO.5 tank using vapour insulation, 

and is down by 45.8% over the referenced data(no vapour insulation), thus cargo loss 

reduce greatly and transport capacity increase. Therefore, the application of vapour 

insulation has a huge potential for development. 

Fig. 2. Steam insulation system of cargo 

According to calculation and analysis of the example in this condition, the vapour 

insulation system optimization design can be carried out and the necessary parameters 

can be marked, shown in Figure 2. 

5   Conclusion 

Through the introduction of vapour insulation technology and simulation calculation in 

actual application, the vapour insulation technology can improve the LNG carrier cargo 

NO.5 NO.4 NO.3 NO.2 NO.1 

nitrogen 

BOG 

Heat exchanger 

Boiler burning 

nitrogen 5640kg/h  -150℃ 

-145℃ 

-86℃ 

-80℃ 

-30℃ 

-25℃ 

0℃ 
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tank insulation performance greatly and reduce the BOR of the cargo of tanks greatly. 

Meanwhile, boil off gas which temperature can increase in the heat exchange process 

needs not be warmed up and can be sent to boiler burning directly. Therefore, the 

vapour insulation technology can reduce the loss of tanks cargo, simply the treatment 

process of boil off gas, and improve the economic of LNG carrier. 
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Abstract. The control of Main Reflector is one important part of FAST. This 

article introduces the control of the Main Reflector with Ethernet network 

technology, using TCP/IP protocol, cross-platform programming tool—Qt to 

accomplish the interface and network communication program  running in upper 

computer. After testing and debugging the design on site for the 30 meters Model 

of FAST, the result illustrates that controlling the FAST Main Reflector based on 

Ethernet is feasible. 

Keywords: FAST, Main Reflector, Ethernet, Control. 

1   Introduction 

Five-hundred-meter Aperture Spherical radio Telescope (FAST) is one of the China’s 

major scientific research projects, it is currently under construction and will be 

completed in 2016 according to the plan of the project and will be the largest single dish 

radio telescope in the word beyond Arecibo Telescope (305 meters)[2]. After 

accomplished, it is predicted that FAST will be at the lead position for about 30 years at 

its high sensitivity and other aspects [5]. 

While celestial source is observed with FAST, by changing the spatial position of 

the main reflector and the receiver accurately, astronomer can collect the radio signal 

from the universe. The FAST project is a gigantic complex system composed with 

astronomy, surveying, architecture, mechanics, electronics, automation technology and 

other disciplines [1]. In order to receive the extremely weak radio signal from the 

universe, the Active Main Reflector is one of the major outstanding features and the 

principal part of FAST. 

2   Control of the Main Reflector 

The Main Reflector of FAST is divided into 4600 triangular panels installed on the 

Cable Structure, which consists of almost 10 thousand steel cable and have 2300 

joining points[5]. The 11 meters length triangular panel is installed by the joining point 

and used for receive the radio signal from the universe. Each joining point has the under 

cable and actuator fixed on the anchor on the ground. 



404 H. Shen, L. Zhu, and Y. Sha 

While observing a celestial source, the illuminated part of the spherical reflector is 

deformed into a 300 meters instantaneous paraboloid, meanwhile the receiver is moved 

at the focus location of the paraboloid to receive the radio signal. Only if all the joining 

points are controlled accurately and synchronously, the paraboloid could be deformed. 

Therefore, whether 2300 joining points could be controlled accurately to an 

instantaneous paraboloid directly concerns the observing efficiency and results of the 

telescope. This article mainly introduces the study and experiment about controlling the 

main reflector based on Ethernet and the program in the upper computer.  

3   Characteristics of Controlling Main Reflector Based on Ethernet 

In the multi-node control system, Fieldbus are mostly applied traditionally, but  

the protocol of some Fieldbus is not free completely, so we need special expert to 

design and develop the control system leading to the development difficulty and  

cost. In the past, Lonworks and Can Fieldbus have been used in the experiment to 

control a few joining points of the Main Reflector [2], both Fieldbus are have their  

own protocol standard and very mature in the field of industry. While there are 2300 

joining points located about 300 meters away, and multiple nodes, long Data 

transmission distance, vast amount of data so that the traditional Fieldbus technology 

could not meet the requirement of FAST actually in transfer distance and transmission 

rate. 

Industrial Ethernet is the Ethernet technology used in the field of industrial control. 

It focuses on the use of switched Ethernet technology and provides an interactive 

mechanism for the cooperation and coordination among controllers, operator stations 

and other workstations to make them can build seamless integration with upper 

network. With the development of the Internet and message switching technology, the 

100Mb/s transfer rate has been very stable which is much faster than the transmission 

rate of traditional Fieldbus. As we know, normal Ethernet could transfer more than 100 

meters away. In addition, compared with Fieldbus, industrial Ethernet could provide an 

open standard, and make the company achieve a comprehensive and seamless 

integration from field control to enterprise management as it solves incompatibility of 

protocol among the traditional fieldbus. Owing to the Ethernet protocol standard is 

open completely and its unity with the interface of computer and server, the difficulty 

and cost of the development based on Ethernet could be reduced significantly. It’s 

worth noting that Ethernet technology has the sustainable development potential, which 

has wide development space after apply the control system based on Ethernet without 

other research investment for upgrading the system. 

This article main studies the Ethernet-based FAST Main Reflector control program, 

designs the interface of upper computer and the control procedure with cross-platform 

programming tool—Qt. using Arm7 chip as the controller chip and TCP/IP 

communication protocol to achieve the accurate control of joining points. Apart from 

that, this article also introduces the overall design architecture, the programming in the 

upper computer and the test on the FAST 30 meters model. 
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4   The Control Design Scheme Based on Ethernet 

4.1   Overall Frame Structure 

FAST Main Reflector Control System is made up of master control PC, communication 

network and controllers, while the communication network is in accordance with the 

form and structure of Ethernet. 

 

Fig. 1. Ethernet control frame for FAST 

4.2   Composition of the Communication Network 

The network architecture of FAST 30 meters Model is shown in the fig 2, the overall 

network consists of upper computer, 24-channel switch with optical transmitter and 

receiver, 6-channel router and node controller unit(C U). They are formed four levels 

on the communication functions to achieve the control and monitoring all the joining 

points in real time. While, the bandwidth of the switch is 1000MHz and the bandwidth 

of the Ethernet network is 10MHz. 

Controller unit controls the actuator to move the joining points to the target location, 

monitor the status of the joining points, and send data including alarm message back to 

the upper computer.  The upper computer could show the current position and status 

information of all the joining points and store all the data with database, operator may 

look up all the information stored in the database conveniently. 
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Fig. 2. Ethernet Control Structure for FAST Main Reflector 

4.3   The Control System of FAST 30 Meters Model 

Topology of the network is shown in fig 3, and there are 131 joining points in the FAST 

30meters Model. The nodes in the figure show the actual physical location, and they are 

divided into 6 zones for balancing to the network load, and each of zones has about 23. 

every router has no more than 4 next node including next joining point and routers. .In 

this case, the switches and routes are all working at light loads by which the transfer 

rate and reliability can be improved considerably. 

 

Fig. 3. Ethernet topology structure for FAST 30meters Model 
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5   Control and Manage Interface of the Upper Computer 

The control system based on Ethernet uses cross-platform programming tool--Qt to 

design the control interface running Windows platform. We use TCP/IP protocol and 

socket to implement the communication. The control system is consisted of GUI 

module, Communication Module and Database Module. 

 

 

Fig. 4. Ethernet Control Structure for FAST Main Reflector 

5.1   GUI Module 

The entire control interface in this system is designed by Qt designer. The Main 

Interface is used to show the location information and status of all the joining points; 

Node interface and Channel interface have the control details of one or some joining 

points; Database Module is made for looking up the data stored in the database. all the 

interface are integrated together finally. 

5.2   Communication Module 

The core of the whole control system is the communication module, which takes charge 

of maintaining the communication between the upper computer and the actuator 

controller, using TCP/IP protocol and applying socket to guarantee each command 

could be send. At the same time, operator could monitor all the information about the 
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joining points in real time. In the system, upper computer is the socket client and sends 

connecting application to the socket server--actuator controller, while the actuator 

controller is initialized once supplied with power to monitor the connecting application 

from the client. There are 131 socket objects will be created in the meantime, that is, 

each joining point has its own communication channel respectively. In addition, In 

order to reduce the information congestion and collision, after the client sends the 

application to a socket server, there is 6s time delay before the next application. The 

actuator controllers send the data information every other 500ms being in motion. The 

data send from the controller is 12 bytes including 2 bytes for location information, 3 

bytes for time, 1 byte for current status and other reserves for extensions in the future. 

 

 
 

Fig. 5. initialization procedure flow chart of 

socket-server

Fig. 6. initialization procedure flow chart of 

socket-client

To insure that the connection between upper computer controller and lower computer 

controller is still fine when no command is given or no data is transferred, the system has 

designed heartbeat packet heartbeat packet mechanism in which heartbeat packet is sent 

every 6 seconds by the upper computer to improve the reliability. 

5.3   Database Module 

Using Access database developed by Microsoft, upper computer control system 

operates dates on the basis of ODBC driving. In this database, tables for recording 
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observed data, parameters related to sidereal time, and the position of every joining 

point are designed; also, query operation of database can be implemented. 

6   Summary 

The design of the control system based on Ethernet for FAST 30meters Model has been 

implemented, and achieved the target for control and monitor location of the joining 

points accurately in real time. The experiment proved that applying Ethernet to control 

the FAST Main Reflector is feasible. According to the control mode of astronomic 

observation, the system still needs further extension in the future. 
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Abstract. According to the investigation, monitoring of hard-won Marine 

environmental data, design the Marine environmental monitoring database 

construction-cum-visual management system. In this paper, the function of the 

system and the module design are discussed,  realized the monitoring database 

import, export, monitoring data query, the analysis and evaluation of 

monitoring data and other functions, to meet the ocean environment monitoring 

data management. 

Keywords: Marine monitoring, Database, Analysis and evaluation. 

1   Introduction 

Marine informatization is an important part of national information, also is our country 

marine career development important constituent, in the development of marine 

enterprises plays a basic, public welfare and strategic role. In recent years, with new 

and intelligent sea environmental monitoring information service technology 

development, the north sea monitoring center urgently need a stable, sharing, user-

friendly and exchange data platform. The north sea monitoring center as the north sea 

area the Marine environment monitoring department, long-term since, accumulated a 

lot of investigation, monitoring, surveillance and scientific research material, to a large 

number of the monitoring data, how to quickly and effectively for marine 

environmental data storage, management, analysis, processing and sharing is Marine 

monitoring data management is a vital task. To establish a set of data to the ocean for 

object, set Marine data management, data processing and data issued share as one of 

the marine environmental monitoring database construction-cum-visual management 

system, is the Marine environmental protection, ocean engineering development, 

Marine disaster prevention and mitigation, Marine defense security related business 

development the important basis of the one [1]. 

                                                           
* Sponsored by Marine national commonweal research project(200905030). 
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2   System Development Environment 

(1)Operating system  

The operating system using Windows XP or Windows Server2003, assure the 

operating system, the system is fully compatible with the installation and use of the 

machine, and the original operating system does not conflict.  

(2)Software development environment  

This system chooses Microsoft's Visual Studio 2008 Suite to sound as a software 

development environment, and choose for.net new development with C #. C # is a 

modern fully object-oriented programming language, it makes the programmer to in 

the new Microsoft.net platform in the rapid development of the rich variety of 

application. The.net platform provides a lot of tools and services, and to maximize the 

discover and use calculation and communication ability
 
[2]. 

Data storage means uses Oracle10g database as data storage solution. Oracle 

database including Oracle database server and client. Oracle server is an object-

relational database management system. It provides open, comprehensive and 

integrated information management method, has the autonomy and provide data 

storage mechanism, can be realized by transparent data storage transparency.Oracle 

client for database user operation, the application, the tool, the SQL * asp.net 

composition, user operations, must be connected to the database server, this database 

called the local database. In the network environment on the server DB called other 

remote database. If the user access the data on the remote DB, must establish database 

chain.  

GIS development platform for ArcEngine 9.3, contains a complete class library 

embedded GIS software, it supports multifold language (com, JAVA, the.net and c + 

+) and multifold system (Windows and Unix).Developers through the ArcEngine 

processing can be customized to complete GIS software, also can make the function 

of GIS embedded into other software already in existence[3]. 

3   The System Function Module Composition and Design 

3.1   System Function Constitute 

The marine environmental monitoring database construction-cum-visual management 

system will be completed by multiple sources, multiple phase, a variety of precision 

based distributed data integration and storage, a construct containing the basic data, 

historical data, real-time observation and quasi real time monitoring data dynamic 

ocean surveillance information integrated database. On the basis of the Marine 

environment monitoring data query module, and integrated Marine environment 

evaluation module, to obtain intuitive visual products for ocean management, provide 

decision-making results, improve the comprehensive Marine analysis ability. The 

system function structure see the map 1. 
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Fig. 1. Function Structure 

3.2   The System Function Module Design  

3.2.1   User Management Module  

The whole system according to user role is different from the information management 

system of different jurisdiction. Character is divided into administrators, advanced 

users and ordinary users. In login, according to senior administrator permissions, can 

add, delete, modify user access to users, distribution, management database; Advanced 

users can access database; Ordinary users can only access to parts of the database, 

unable to export data.  

 

Fig. 2. User management interface 
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3.2.2   Monitoring Data Import and Export Modules 

The system realizes the Marine environment monitoring data in the batch, solve the 

introduction into manual low speed, low efficiency, easy to go wrong. The first standard 

sea environmental monitoring data report form a unified format, and then through the 

import module, its all monitoring data of automatic import batch to comprehensive 

database. In the introduction, the monitoring data are data selection, data cleaning, quality 

control, to ensure the accurate data into the database. 

Data output function, according to the user to the monitoring data of report form 

demand, can export different formats of data report.  

Figure 3 for the Marine environment monitoring data import, export interface.  

 

Fig. 3. Data import, export interface 

3.2.3   Monitoring Data Query Model  

This module can be by time, in a space, according to category combined conditions 

querying data. Results in the list, query, sort and can be combined, can be paged display, 

also can save another for documents,Figure 4 for the Marine environment monitoring 

data query interface.  
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Fig. 4. Data query interface 

3.2.4   Monitoring Data Analysis Module  

Monitoring data analysis module is implemented a certain time in a different site 

monitoring elements of the change trend monitoring values, and with line charts, bar 

chart and based on the map in the form of the bar chart to display intuitive. Figure 5 is 

chemical oxygen demand (cod) at the same time different stance change trend of the 

figure.  

 

Fig. 5. Statistical analysis interface 
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3.2.5   Monitoring Data Space Analysis  

The purpose of isoline space analysis is based on geographic information in space to 

specified waters of the monitoring data, the strength of the distribution according to 

them or density, monitoring values of the same points corresponding links up, then 

the isoline formation analysis with the change rule of the space.  

Figure 6 is chemical oxygen demand (cod) at a certain time in the bohai sea area 

contour trend chart.  

 

 

Fig. 6. Space analysis interface 

3.2.6   Single Factor Analysis and Evaluation Module 

The Marine environment quality assessment mainly adopts the single factor evaluation[4]. 

Use conditions in mapping out the map query satisfy certain conditions, according to 

standard site index calculation formula to calculate the monitoring of the elements of the 

standard index, will be monitoring values of each factor and evaluation standard index 

differences, the bar chart way to visual said, so as to determine the sediments and biology, 

the main pollution factor and the impact factor. Figure 7 is different the site's chemical 

oxygen demand (cod) are compared with the values of the bar chart.  

Single factor evaluation formula: 

siii
CCP /⋅=

 

3.2.7   Pollution Point Source Analysis and Evaluation Module 

The "emission standard" model, according to emissions of pollutants, and each of the 

pollution sources such as emissions and the corresponding standard size the 

cumulative percentage, determine the main pollutant and the main pollution source.. 

Use conditions in mapping out the map query satisfy certain conditions, according to 

the user's selection, site selection contaminated area is according to each point source 

and evaluation standard and the emissions pollutants standard and computing results 

to emissions to pie charts and three-dimensional pie charts form and direct-viewing 

showing, but clearly identify some of the key sources of pollution within the region 

and other information. Figure 8 is a site evaluation and analysis of different 

monitoring elements of the map. 
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Fig. 7. Single factor analysis and evaluation interface  

Standard method such as emissions oncalculati formula: 

S

M
P =

 

 

Fig. 8. Pollution point source analysis and evaluation interface 

4   Last Word  

The marine environmental monitoring database construction-cum-visual management 

system through the ocean foundation information integration technology, sea 

heterogeneous data integration quickly access extraction and intelligence analysis 

technology, the Marine evaluation model of the integrated technology research, to realize 

the integration of the Marine environmental information with dynamic management to 

provide technical support. The system through the ocean foundation database, the 

evaluation model of construction, realize the Marine environment professional  
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information of integrated, business application of dynamic and management decision-

making scientific, in order to further improve the Marine economic development to the 

planning and management of the support ability, further strengthen the comprehensive 

management ability ocean lay the foundation.  
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Abstract. A segmentation method of parallel multi-ocular image is introduced. 

The camera is rectangle arranged four channel multi-spectral camera, the four 

channels is R, G, B and NIR respectively. The corn canopy images are captured 

in field by the camera. The main corn leaves in NIR are segmented based on 

CV model. One matching method of the multi-ocular image is applied to all 

images of one group, the main corn leaves in R, G and B images can be 

matched with the corn leaves in NIR image based on matching transforms. So 

the main corn leaves in R, G and B images are segmented.  

Keywords: Image Segmentation, Multi-Ocular Image, Matching Transform. 

1   Introduction 

The segmentation is the process of partitioning an image into a set of nonoverlapping 

and homogeneous regions. Segmentation is completed by some method according to 

homogeneity of regions. There are some criteria for such homogeneity, such as 

texture coherence, color homogeneity, grayscale level, etc.  

Farrokhnia et al. [1] presented a texture segmentation algorithm inspired by the 

multichannel filtering theory. M. Unser [2] presented a new approach to the 

characterization of texture properties at multiple scales by the wavelet transform. Soo 

et al. [3] proposed a scheme for texture classification and segmentation. The 

methodology involved an extraction of texture features using the wavelet packet 

frame decomposition. Mausumi et al. [4] proposed an adaptive approach to 

unsupervised texture segmentation by M-Band wavelet transform.  

Mumford-Shah [5] propose a model, in which an optimal image partition is defined 

as a solution of a variational problem that tended to simplify the original image, while 

preserving the borders of original regions. Chan and Vese [6] proposed a new active 

contours model to detect objects in a given image, based on curve evolution 

techniques with Mumford–Shah functional for segmentation and level sets.  

For getting the growth information of crop, the remote methods [7-8] are applied in 

recent years, including space remote, aviation remote and near earth remote. The survey 

of crop growth was done about 1m from crop canopy to camera in near earth remote, the 

visible spectrum and NIR (near infrared) were used. Changes in different bandwidth 

reflected different growth state. For analyzing each point of crop canopy, the images 

were captured at the same time for different bandwidth. There was one multi-ocular 

cameras, each lens was one wave band. The image captured by the multi-ocular cameras 
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at different lens had different scene. The images must be matched, and the main region of 

images must be segmented before they can be processed, so that the different spectrum of 

each point can be received.  

The cameras are mounted at different location as nonparallel methods in general 

multiple camera system. Zheng [9] introduce the general binocular vision system and 

propose an image matching method. In some application, parallel multiple ocular 

cameras are applied, and to match these images is more difficult. One parallel 

binocular image matching method is proposed in ref [10]. In the method, SIFT (Scale 

Invariant Feature Transform) algorithm is used to extract feature vector of image. One 

matching method of parallel multi-ocular image is proposed in ref [11]. One channel 

image act as source, others as destination, and the edge points of the corn leaf in 

source image are source feature points. The feature point pair sets are constructed. 

The affine transform from destination image to source image is constructed, and the 

match of images is implemented. 

The outline of the paper is as follows, Section 2 one multi-ocular images mutual 

segmentation method is proposed. In the last section, the conclusion is drawn. 

2   Multi-ocular Images Mutual Segmentation 

There are many segmentation techniques to single gray image introduced in section 1. 

These segmentation methods are applied to single image, not available to all gray images 

of one group multi-ocular images. So it is needed to find one effective method for the 

multi-ocular images. A new method is proposed next. 

2.1   Segmentation to Single Multi-ocular Image 

The camera adopted in my research is the TetraCam MCA made in USA. There are 4 

channels in the camera, Red(R), Green(G), Blue(B) and Near infrared(NIR). The four 

channels are rectangle arranged, and there is one lens which diameter is 2.5mm and 

one 1.3M CMOS sensor which resolution is 1280*1024 in each channel.  

The Fig.1 shows one group image captured by the camera. (a) –(d) is image of 

NIR, R, B and G channel respectively. The images are captured in field. It is about 

0.5m from lens to corn canopy. The leaves flash in the sunlight, and they are sheltered 

each other. There are shadows of leaves on ground. It is very difficult to segment the 

main leaves for it is complexity in these images. 

The Fig.2 shows the segment results of images in Fig.1. Fig.2 (a) is result of Fig.1 

(a) based on watershed methods, the red lines are edge of segmented region. Fig.2 (b) 

is result of Fig.1 (c) based on CV model [6], the green lines are edge of segmented 

region. The leaves are not segmented in Fig.2 (a), there are many mosaics in main 

leaves, and the shadows are not the whole connected region too. In Fig.2 (b), the main 

leaves are segmented, but not very complete, there are some irregular edges in dark 

region of leaves are not segmented, and some useless shadows still do not be wiped 

off completely.  
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                   (a)                              (b)                             (c)                          (d) 

Fig. 1. One group image of corn canopy 

    
                            (a)                         (b)                                 (c)                          (d) 

Fig. 2. Segmental results of Fig.1 based on watershed methods and CV model 

2.2   Multi-ocular Images Mutual Segmentation 

For to segment the main leaves from images, one new method is proposed as: 

Step 1. The images are enhanced by log transform. 

Step 2. The affine transforms between NIR image and others are built based on the 

method in ref. 11. 

Step 3. The images are segmented based on CV model, and different connected 

components are labeled. 

Step 4. The main leaves region in NIR image is extracted. 

Step 5. Based on the transforms in step 1, the intersect regions between NIR image 

and others are extracted. So the main leaves in R, G and B images are segmented too. 
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To images in Fig.1, based on the method in ref 11, the affine transforms between NIR 

image and others are built. Equation 1 is affine transform from R image to NIR 

image.  

In Fig.2, (c)-(d) is segmented results that just remain the edge of region based on 

method in step 3. In Fig.2 (c), the main leaves region are selected, so the image of 

Figure 1 (a) is segmented, showed in Fig.4 (a). In Fig.2 (d), the leaves region in them 

are partitioned into many small connected region, these small region maybe be not 

closed region, and can not be merged into one whole leaf.  

In Fig.3 (a), the segmented main leaves region in NIR image is showed. For the 

intensity of leaves in NIR wave band are bigger than other region in image, the region 

is segmented relatively completed. According to the equation in step 2, the regions in 

Fig.2 (d) that are matched with the main leaves region in Fig.3 (a) can be found. 

These regions are merged into one whole leaf region though may be not connected.  
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The segmented results of R, B, G image are showed in Fig.3 (c)-(d), the main leaves 

are segmented not very completed, and there are some small background region 

beside main leaves still included, but it is enough to meet our practice needs. 

    
                           (a)                             (b)                             (c)                          (d) 

Fig. 3. Segmented results of Figure 1 based on new method 

3   Conclusion 

The Multi-ocular images mutual segmentation method proposed above is a new 

method applied in multi-ocular images. The method built on the preview segmentation 

and the mutual affine transform between NIR image and others. It can be applied to 

some complicated background multi-ocular images. The improvement will be done to 

find a method wipe off the small useless region in future. 
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Abstract. Applying 3D graphics software UG to create three kinds of typical 

oil groove structure for wet friction plate model，using T / Grid hybrid mesh 

for the model grid and finally using Fluent RNG ε−k turbulence model and 

the moving reference frame for simulation, one can get to know the different 

flow field of cooling oil in three kinds of typical oil grooves. Comparatively 

analyze the inner flow fields of three kinds of oil grooves, so as to understand 

cooling characteristics of the different oil grooves and provide certain reference 

for the design of oil groove.  

Keywords: Wet dual clutch, CFD, Internal flow fields. 

1   Introduction 

With the continuous development of automatic transmissions, the use of wet clutches has 

more and more proportion. A prominent feature of wet clutch is that the friction disc has 

some grooves of certain depth and shapes on its surfaces. The grooves contribute to heat 

dissipation of wet friction disc, the improvement of friction coefficient (The oil film can 

be damaged by the grooves, so friction coefficient is improved), and washing away 

clastic produced by slipping. 

This paper analyses the three-dimensional flow field of three typical oil grooves of 

friction disc (radial, square and parallel), as reference 1 and 2 research results for 

reference, based on CFD technology. So one can get to know flow fields of cooling 

oil in different grooves.  

2   Model Building 

Apply 3D graphics software UG to create respectively three kinds of wet friction plates, 

which have radial, square and parallel grooves on it. The inner and outer diameters are 

respectively 139.7mm and 168.4mm. The width of radial and parallel grooves is 2.0mm, 

square 1.5mm. See fig.1 (a), (b) and (c). 
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(a) Radial grooves                (b) Parallel grooves               (c) Square grooves 

Fig. 1. Models of three kinds of oil grooves 

In order to improve the accuracy of simulation, the whole plate is taken for numerical 

simulation. Because the requirement for accuracy in practical engineering is different, the 

computational domain where the variables change strongly will has more grids; In 

contrast, the computational domain will have fewer grids. So, this not only ensures the 

simulation precision, but also reduces the computing time. The 3-D mesh model was 

constructed by GAMBIT. With various input parameters such as mesh type, size, inner 

radius, GAMBIT automatically generates various mesh files for CFD. See fig.2. 

     

Fig. 2. Meshing the computational domain 

The grid type, size and quantity of wet friction disc, see Table 1: 

Table 1. Meshing oil groove 

Oil groove Radial Square Parallel 

Size 0.5 0.3 0.5 

Quantity 259126 1127834 268199 

Type T/Grid T/Grid T/Grid 

3   CFD Simulation 

The simulated situation is that cooling oil flows in the grooves when the clutch is closed. 

Cooling oil in grooves is high speed rotation mode, and because of the wall influence, its 

interior is a complex three-dimensional turbulent flow field. In this paper, we use the 

RNG ε−k model for the numerical simulation. RNG ε−k model has considered the 

swirling and rotating flow in the average flow. This algorithm effectively enhances 

accuracy for flows.  
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The setup of boundary conditions is illustrated in Figure 3. The inlet boundary was 

specified as a mass inlet 20L/min with the direction normal to the boundary. The outlet 

boundary was specified as a pressure outlet with atmospheric pressure. The walls were 

specified as moving walls 1500r/min.  

 

Fig. 3. Computing domain and boundary conditions 

4   Results and Discussion 

During clutch engagement process, temperature would be raised, because of the heat 

produced by the sliding between the friction discs and separators. When slip time lasts 

from 0.2 to 2.0s, heat is absorbed by the steel plates and friction discs. A negligible 

amount of heat is transferred to cooling oil. The effect of oil cooling heat dissipation 

is mainly reflected after the clutch engagement. On the city traffic, the clutch 

engagement is ordinary. The temperature of friction discs was easily raised, so the 

efficiency of oil heat dissipation was very important. The heat transfer between 

friction discs and flow belongs to convection heat transfer. The efficiency is mainly 

affected by velocity and turbulence. 

Fig.4 shows the velocity of radial grooves. As we can see, with the increase of the 

radius, the velocity of flow also increases gradually. The velocity distribution between 

oil grooves is consistent. So the coefficient of heat transfer between grooves would 

not the velocity. This was good for the uniform heat dissipation of frictions.Fig.4 

shows the turbulent of radial grooves. Serious turbulence appears at the entrance of 

flow. This is caused by the shock between flow and the walls. Turbulence is not good 

for heat dissipation. So the entrance is needed to improve. Moreover, the turbulence 

also appears at the export of grooves. This is because that the outlet is so small and 

the velocity is too high. So the shape is needed to optimize. 

 

Fig. 4. Velocity and turbulence of radial grooves 
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Fig.5 shows the velocity of parallel grooves. It can be seen from the figure, the fluid 

velocity distribution of left and right sides vary strongly, the maximum speed of the left 

17.8m/s, the maximum speed of the right 10.9m/s. This was bad for uniform cooling and 

easily caused internal stress of friction disc. Fig.6 shows the velocity of square grooves. It 

can be seen from the figure, the left and right cross on the friction plate, the distribution 

of the fluid velocity is more evenly. This is advantageous for uniform cooling. 

 

Fig. 5. Parallel velocity and square velocity 

5   Conclusion 

In this paper, one uses UG, mesh software Gambit and Fluent to simulate the flow 

field in the wet friction discs, and analyzes the flow of cooling oil to understand the 

effect of different grooves on the cooling oil flow and cooling effect.  

Because the radial groove is short and simple structure, it is advantageous for 

cooling oil flow in the wet clutch, but has lower efficiency. This kind of groove is 

suitable for small and medium sized cars. The square groove has complex structure, 

the flow rate of cooling oil is low. Cooling oil has a long residence time in the clutch 

and higher efficiency. But it affects the oil quality because of the high temperature. So 

the square groove is suitable for heavy vehicles or construction machinery vehicles. 
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Abstract. The power bond graph is used to establish the dynamic model of 

telescopic cylinder. Simscape platform enables modeling and simulation of the 

hydraulic system. Analysis of the telescopic cylinder position characteristic 

curve and speed characteristics curve demonstrates the accuracy and 

reasonableness of the simulation model. All of this provides theoretical basis 

for the analysis and design of multistage hydraulic cylinder. 
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1   Introduction 

Telescopic cylinder is a non-standard hydraulic component of hydraulic cylinder. 

There is no recognized effective analysis method. Fewer research papers refer to the 

study on dynamic simulation model of telescopic cylinder. Establishment of 

mathematical model and solution of cylinder system in Simulink is a common 

research method. Reasonable simulation results can be obtained with the foundation 

of multi target theory of rigid body dynamics and through software collaboration 

methods. But there are some bottlenecks problems to solve, such as process complex, 

compute heavy and dynamic equation parameters is difficult to determine. This article 

will establish a power bond graph model of telescopic cylinder. The information of 

power flows in hydraulic system will be reflected by diagram method from the point 

of power. simscape is used to build the model of telescopic cylinder and simulation. 

Simulation result provides theoretical basis for the analysis and design of multistage 

hydraulic cylinder. 

2   Power Bond Graph Modeling 

General method and steps modeling hydraulic system by power bond graph can be 

expressed as following. The first step is establishing a potential 0 node on each different 

pressures in the system. Measurement of pressure in the hydraulic system pressure is 

atmospheric pressure. So there is no need to establish a 0 node for atmospheric pressure. 

The second step is joining the capacitive components which simulate the liquid volume 

effect with 0 nodes. Then, resistive components join the 1 node between 0 nodes which 
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simulate the liquid resistance effects. Next step is joining the resistive components to 1 

node between 0 nodes which simulate the leakage outside capacity.  

Then, resistive components join the 1 node between 0 nodes which simulate the 

leakage inside capacity. Next step is joining inertial components to 1 node which 

simulate the pipeline fluid effect. The next is marking the correct direction of power 

flow. The last step is simplifying the power bond graph and marking a causal.  

Based on the above assumptions and power bond graph modeling method, the 

model of telescopic cylinder in bond graph was shown in Figure 1. 

In the figure, Se refers to constant flow source. P and Q are input potential source 

and flow source, respectively. 0 node is collection of flow variable. 1 node is 

collection of potential variables. R1 refers to internal resistance. C1 represents 

internal capacity of hydraulic pipe. TF1 is the No.3 cylinder energy converter. TF2 is 

the No.2 cylinder energy converter. TF3 is the No.1 cylinder energy converter. I1 and 

R2 are inertial components and resistive components of internal leakage in No.3 

cylinder. C2 and R3 are capacitive components and resistive components of external 

leakage in No.3 cylinder. I2 and R4 are inertial components and resistive components 

of internal leakage in No.2 cylinder. C3 and R5 are capacitive components and 

resistive components of external leakage in No.2 cylinder. I3 and R6 are inertial 

components and resistive components of internal leakage in No.1 cylinder. C4 and R7 

are capacitive components and resistive components of external leakage in No.1 

cylinder. Sf refers to external constant potential source. F and V are external force 

source and flow source. 

3   Simscape Model of Telescopic Cylinder 

Simscape is a high performance simulation platform, including mechanical, electrical and 

hydraulic. Five main library files are Foundation library, SimDriveline, SimHydraulics, 

SimMechanics and Utilties, which provides full range construction capabilities of 

modeling mechanical, hydraulic, and electronic system. Three component libraries of 

SimDriveline, SimHydraulics, SimMechanics and Utilties will be used in this article. 

Simscape modeling of telescopic cylinder is shown in Fig 1.  
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Fig. 1. Power bond graph modeling and Simscape modeling of telescopic cylinder 
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In the modeling, M_1, M_2 and M_3 are for simulation quality of each cylinder, 

which is the manifestation of inertia components in power bond graph. TD_1, TD_2 

and TD_3, corresponding three cylinder vibration reduction mechanism, are the 

reaction of capacitive element in the power bond graph. Translational Hard Stop 1, 

Translational Hard Stop 2 and Translational Hard Stop 3 are for simulation of 

resistance elements in power bond graph, which refer to three cylinder moving 

emergency stop device. Translational Hydro-Mechanical Converter 1, Translational 

Hydro-Mechanical Converter 2 and Translational Hydro-Mechanical Converter 3 are 

the rod of telescopic cylinder. In the process of hydraulic cylinder movement, the 

No.3 rod move first. 

4   Simulation Analysis of Hydraulic Cylinder System 

For the dynamic performance analysis of hydraulic cylinder, sensor should be added 

to the modeling. Addition of sensor provides a convenient of observation and analysis 

of hydraulic cylinder rod position characteristic. At the same time for simple 

simulation system, simscape modeling will be encapsulated.  

Next, a hydraulic cylinder circuit should be designed to verification and analysis 

the subsystem of telescopic cylinder. The power source of this circuit is a constant 

angular velocity of oil pump. The back pressure of the relief valve is 50 bar. Load 

force is 2100N, which can be adjusted. Reversing valve is 2 position 3 way slide 

valve. The initial opening of P-A and A-T are -1.5 mm and 1.5 mm, respectively. 

Maximum flow area is 1 cm
2
. The rod qualities are 6.4 kg with initial velocity zero. 

No.1 rod piston area is 12 cm
2
. No.2 and No.3 rod piton area are 16 cm

2
 and 22 cm

2
, 

respectively. The slide valve will be controlled by signal, which is shown in Fig 2. 
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Fig. 2. Control signal 

Run the system model, character diagram of rod position and speed come out, 

respectively. As shown in Fig 3. 

Under the effect of control signal, No.3 rod act first, uniform at a 0.18m/s rate and 

move 0.8m to top. Then No.2 rod act, uniform at a 0.18m/s rate and move 0.8m to 

top. The last is No.1 at a 0.74m/s rate and reached out to the end of cylinder, under 

pressure to maintain 1.2 s. slide valve moves to the right side under the effect of 

control signal. The back pressure of relief valve is 50 bar. No.1 began to fall, last 

No.3, dropped to initial position, the speed to zero. 
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Fig. 3. Character diagram of rod position and speed 

5   Conclusion 

Hydraulic cylinders dynamic model establish based on power bond graph and 

simscape. For modeling of multistage hydraulic cylinder, simscape modeling methods 

can not only intuitive manifestation of its physical structure, simulation results 

consistent with the actual situation, but also easier to modify the model. This method 

can be used as a fixed mode of analysis and design of multistage hydraulic cylinder.  

Application of power bond graph and simscape unites simulation provides theoretical 

basis for the analysis and design of multistage hydraulic cylinder. 
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Abstract. China is carrying out a large-scale energy bases in the early stages. 

Historical experience shows that a large number of coal gangue will be produce 

in the development of coal process. The coal gangue will occur environmental 

pollution when the improper disposal. This paper summarized the domestic and 

international coal gangue researching issues, such as basic characteristics, 

pollution mechanism, model research, and utilization and pollution control. 

Furthermore, the research directions in future were prospected. 

Keywords: Coal gangue, Pollution control, China. 

1   Introduction 

Coal is the remains of plants through biochemical and physical chemistry and organic 

minerals into the sediment, is a mixture of polymer and mineral composition. Coal 

formation generally requires tens to hundreds of millions of years. China is a country rich 

in coal resources, is one of a coal as the main energy sources in developing countries. In 

primary energy consumption of China, the proportion of coal (about 75%) is higher than 

the world average of 1 time. The development of coal resources has formed nearly  

3×10
9
 t of coal gangue, and still more than 1×10

8
 t per year to increase [1]. Therefore, a 

comprehensive grasp of gangue status and problems of research is particularly important. 

Coal gangue is the solid waste generated in the coal mining, washing and processing. 

In narrow sense, coal gangue is the carbonaceous mudstone, carbonaceous sandstone 

when the coal mining to bring out. In general, coal gangue is a mixed rock when coal 

mine construction and production process exhaust out [2]. 

2   Gangue Research 

Domestic and international research focus on coal gangue is summarized below. 

2.1   Basic Characteristics of the Gangue 

Deng Shao-xia, Xue Qun-hu analyzed the coal gangue to the appearance of the 

classification, chemical composition, mineral composition analysis and X-ray 
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diffraction of  Whitewater Lane 5 # coal seam  in Pucheng, Shaanxi, and divided into 

five different appearance of the gangue [3]. 

The X-ray fluorescence and diffraction analyzer were applied to qualitatively and 

quantitatively study on the chemical and mineral compositions of coal gangue from 

different places. The results showed that the chemical composition of the coal gangue 

had a close relation with the rock type of the coal gangue and the mineral composition 

of the coal gangue would be locally different with the location distribution [1]. 

Xu Zong-Xian, Zhao Hong-zhen collected 4 composite samples for laboratory 

analysis, results showed that the coal gangue in Hung Ling showed different layers of 

different mineral, rock chemistry and geochemistry, and different characteristics 

indicated differences of the gangue depositional environments and source [4]. 

Cui long-peng, Bai Jian-feng, Huang Wen-hui collected 44 samples of raw coal 

gangue in the Huainan coal mine, coal gangue was determined that 46 kinds of trace 

elements, and then filter out 11 kinds of harmful elements has environmental 

significance: Cd, Cu, Ni, Sn, Hg, Mn, As, Cr, Pb, Zn, F [5]. 

The geochemical characteristics of mine-affected areas on the south west of 

England were studied, results showed that Sn, As, Cu, Pb, Zn enriched [6]. 

B.R.Stewart, W.L.Daniels determined the physical and chemical properties and the 

reclamation potential of samples from 27 coal refuse piles of varying age. The results 

indicated that some refuse piles may be suitable for direct seeding, but many will 

require heavy lime and/or organic treatment for successful reclamation [7].  

2.2   Mechanism of Environmental Pollution 

Coal gangue pollution mechanism can be divided into the following areas. 

2.2.1   Law of the Dissolution of Contaminants 

Through the analyses of harmful trace elements existed in surface water and shallow 

groundwater in long duration gangue filled subsidence areas in Yanjiteng mining 

area, Worked out the mechanism of those trace elements precipitate from gangue 

through both eluviation and immersion[8]. 

Based on the immersing experiments of coal gangue from the Pansan Mine and the 

Xieqiao Mine, WU Dai-she, ZHENG Bao-shan studied deal with the leaching 

behavior of trace elements. According to the calculation of maximal trace element 

emission and comparison of clean soil with contaminated soil, the environmental 

impacts of coal gangue from the Panxie mining district on water and soil were 

evaluated [9]. 

Xiao Li-ping carried out soaking experiments of contamination dissolution 

releasing regularity of coal gangue with different efflorescence degree of Xinqu strip 

mine. The result showed that the higher efflorescence degree of coal gangue, the more 

mass of dissolution releasing inorganic salt contamination
 
[10]. 

Liu Gui-jian , Yang Ping-yue based on the leaching experiments , hazardous trace 

elements from coal gangue are studied in relation to their forms of occurrences and 

contents, leaching times , leaching temperatures , and the pH values of the media[11]. 

Taken the coal gangue from Shandong Jining NO.3 coal mine as research object, a 

researching about the differences of the leaching characteristics of heavy metal 

between dynamic leaching and static immersion was carried out. The result showed 



 Progress of Coal Gangue Research 433 

that the concentration of heavy metals which were leached is affected by the 

background value of the heavy metals in the coal gangue [12]. 

2.2.2   Adsorption and Desorption 

A series of leaching experiments are conducted to research the leaching mechanism of 

pollutants from coal gangue in Jiaozuo mine field and their adsorption- desorption 

behaviors in soil. The concentrations of SO4
2- 

, Cl
-
, Ca, Mg, Cr, Pb, Zn, Mn, Cu, Cd, 

pH and electrical conductivity in Leaching solution are measured
 
[13]. 

Natural organic matter absorb organic pollutants has effect on microbial degradation 

rate in Soil and sediment, and experiment and simulation studies were carried out using 

Philippines  as target pollutants
 
[14]. 

2.2.3   Distribution Characteristics in Water or Soil Environment 
Distribution of Zn, Cd, Cr, Cu and Mn in soil around Yanma mine of Jiaozuo coal 

mining area was studied, and pollution status of heavy metals on the soil environment 

was evaluated. Topography, climatic characteristics and soil property in the research 

area were used to study the distribution and source of heavy metals [15]. 

Heavy metals including Cr, Pb, Cu and Zn of soil nearby coal gangue dump in a 

coal mining area were tested. The results showed that the contents of four heavy 

metals in coal gangue of two mines are higher than the local background 

concentration; the gangue pile has polluted surrounding soil in a varying degree by 

the heavy metals
 
[16]. 

J.Szczepanska, L.Twardowska studied on coal gangue distribution and impact on 

the environment in Silesia, Poland.The results showed that coal mining waste dumps 

is a long-term pollution source of groundwater, will continue for many decades [17]. 

Clark MW, Walsh SR, Smith JV analyzed the distribution of heavy metals of an 

abandoned mine in Australia; provide the basis for the environmental management of 

the mining area [18]. 

Gnandi K., Tobschall H.J. sampled soil near the Kpogame and Hahotoe mining 

area in south of Togo, analyzed the distribution of heavy metals [19]. 

Lin Z., Roger B., and Herbert Jr investigated the retention of heavy metals in 

secondary precipitates from a sulfidic mine rock dump and underlying podzolic soils 

by means of mineralogical and chemical extraction methods. Optical microscopy and 

electron microprobe analyses confirmed that pyrrhotite weathering has proceeded 

much further in the leached horizon relative to the accumulation horizon. The 

weathering of sulfides in the leached zone has resulted in the migration of most heavy 

metals to the accumulation zone or underlying soils [20]. 

The geochemical distributions of Co, Cr, Cu, Fe, Mn, Ni, Pb, and Zn were 

investigated to provide information about the mobility and availability of these 

elements in polluted sediments from the BaiXo Jacui region, southern Brazil. Higher 

percentages of the available fraction were verified in the Conde stream for the 

elements Cu, Fe, Ni, Pb, and Zn, indicating the sediment contamination by Coal-

related activities [21]. 

2.2.4   Migration Laws 

Coal gangue releasing a large quantity of Inorganic salts category polluting substances 

into the environment by precipitation leaching, causing surrounding areas of extensive 
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salinization with the soil and groundwater salinity far to exceed its normal, by 

laboratory simulated dynamic column experiment, the multi-component transport 

mechanism and pollution laws of the main pollution components of total hardness, 

sulfate radical and sodium ion in groundwater system are studied [22]. 

Kwong Y.T.J., Roots C.F., Roach P., and Kettley W. studied on post-mine metal 

transport and attenuation in the Keno Hill Mining district, central Yukon, Canada 

[23]. 

2.2.5   Environmental Impact 

There are many kinds of polycyclic aromatic hydrocarbon (PAH) in gangue, and they 

can be liberated and enter into water body, which bring about an organic contamination 

[24]. 

WANG Xin-yi,YANG Jian studied the pollution caused by coal gangue dump, fresh 

and weathered coal gangue were collected from Yanma coal gangue dump, and 

groundwater was gathered near the dump. 22 contaminations were examined, and 

exceeding standard multiple and practice concentration were used to assess the level of 

groundwater pollution [25]. 

Gutta D. C. Paid attention to environmental aspects of selected trace elements 

associated with coal and natural waters of Pench Vally coalfield of India and their 

impact on human health [26]. 

2.3   Numerical Simulation of Contaminant Transport 

Based on the porous media fluid mechanics and solute transport theory, the mathematical 

models are developed for describing the transportation and transformation of the trace 

elements in groundwater aquifer. Solutions to the coupled model are accomplished by 

finite-element method. The effects of pH value on coal mine spoil trace elements were 

analyzed on the basis of column leaching experiments [27]. 

The gangue mountain in Xinqiu Strip mine of Fuxin city was studied for the pollution 

of groundwater. The mechanism of gangue mountain leaching transport in the aquifer 

was analyzed. On the basis of considering flow, diffusion, absorption and fountain, a 

dynamic model was developed for simulating coal gangue leaching transport in 

groundwater system. Solutions to the model were accomplished by finite difference, 

which predicted the temporal and spatial distribution features of contaminant 

concentration. The supervised data of water quality was used to provide a quantitative 

verification of the model. The model simulations were compared to the measured data, 

which are reasonably agreed with model simulation. The simulation model provides 

scientific evidence for pollutions control of groundwater [28]. 

Transport of organic chemicals in vadose zone was simulated by using a coupling 

model of solute transport and water flow. In the solute transport equation, convective-

dispersive transfer in liquid phase and diffusion in gas phase were considered. 

Furthermore, the effects of climatic conditions on transport were included in the 

boundary conditions of the governing equations [29]. 

Stromberg, B. Banwart, and S.Kinetieal established model of geochemical 

processes at Altik mining waste site in north Sweden [30]. 

JamesJ.Deitsch simulated desorption of organic contaminants form long term 

contaminated soil using distributed mass transfer rates [31]. 
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2.4   Coal Gangue Utilization and Pollution Control 

Ye Ji-wen, Shen Guo-dong, Lu Lu discussed the coal gangue comprehensive application 

for power, manufacture of building materials, agricultural application, engineering, 

chemical industry [2]. 

Based on the samples from the Xinjiang main coal mine regions, the coal gangues 

were classified by different criterions. Furthermore, the discussions and suggestions 

of the coal gangue practical utilization were made
 
[32]． 

3   Gangue Research Prospects 

It is can be found through the summary on coal gangue that the future of Coal 

Gangue’s research mainly concentrates in the following aspects: 

(1) Analysis method of harmful trace elements in coal gangue. Currently, some harmful 

trace element analysis methods require higher software and hardware equipment for 

laboratory, and complicated operation, there is further improvement. 

(2)Mechanism studies of coal gangue pollution have more achievements and indoor 

simulation development is rapider nearly ten or twenty years. Control on the condition 

of indoor simulation is strict, cannot reflect complex process of the natural conditions. 

So, research in the field or in situ conditions is important in further. 

(3) Controlling water, soil, ecological environment has polluted. It still has long 

distance from the achievements to practical application. 
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Abstract. The process from the body motion studied by Aristotle before the 4th 

century BC to the Newton’s Law of Motion and the Law of Universal Gravitation 

Established by Newton 1687 AD, took Human 2000 years, the Nature Science 

obeys the Western Logic; The process from the Feminine and Masculine, the Eight 

Diagrams found by Fuxi 7000 years ago to the breakthrough point of 

Consciousness Passwords, took Human 7000 years, the Humanities obey the 

Eastern logic. The basis of Intelligent Science is the Consciousness Passwords. 

When Human and Robots own the same set of Consciousness Passwords, we can 

achieve the Human-Robot interaction. 

Keywords: Feminine and Masculine, Eight Diagrams, Zhouyi, Consciousness 

Password, Heaven. 

1  Introduction 

The Universe, Life and Brain are three Riddles of Modern Science, but the Nature 

Science obeys the Western Logic, the Humanities obey the Eastern logic.  

7000 years ago Fuxi found the Feminine and Masculine, the Eight Diagrams, 5000 

years ago Cangjie invented the Chinese characters, 3000 years ago Jichang wrote out 

the Zhouyi, these are the source of Chinese Civilization. Leibnitz saw the Binary of 0 

or 1 in a computer from the Feminine and Masculine, he gave us a lessons: Studying 

the Humanities must start from the Zhouyi, including the Intelligent Science as well.  

Before the Intelligent Science was born, the Artificial Intelligence and Computer 

Technology became two legs to push the Smart Robots. With the help of the 

combination of Intelligent Science and Computer Technology, Mankind will be able 

to achieve the precise control on Robot and overcome the infinite diversity of reality. 

The virtues of Intelligent Science is just the shortcoming of Artificial Intelligence, the 

Intelligent Science will replace the Artificial Intelligence. The steps to look for the 

Chinese Alphabetic Passwords and the Consciousness Passwords are that adjusting 

the hand forms through the Chinese Alphabet and looking for the Consciousness 

Passwords through the hand forms. The step adjusting the hand forms through the 

Chinese Alphabet has been solved [1, 2, 3, 4, 5], the step looking for the 

Consciousness Passwords through the hand forms has been solved partly [6]. I have 

finished 3456 Verb Consciousness Passwords, and what to follow is looking for 3456 

Noun Consciousness Passwords. I will publish one-fourth of 6912 Consciousness 

Passwords, and apply for a patent. 
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2  Distribution of Verb Consciousness Passwords in the Fingers 

The running rules of Verb Consciousness Passwords in the fingers have been shown 

[6]. We put the Consciousness Password distribution in the fingers out: the anterior 

dactylopod of thumb wipes the forefinger and little finger, the 4 groups contain 48 

verb Consciousness Passwords. 

2.1  The First Group: 12 Chinese Words Relating to Getting One's  

Clothes Dirty 

The gestures that the outside of thumb’s anterior dactylopod wipes the outside of 

forefinger and little finger’s anterior dactylopod indicate a group of objective verbs 

relating to taking clothes off, then the gestures that the outside of thumb’s anterior 

dactylopod wipes the outside of forefinger and little finger’s middle dactylopod 

indicate a group of objective verbs relating to washing clothes because of having 

someone’s clothes dirtied. 

miè (nothing; Small ; besmirch; disdain) 

lā tɑ (dirty; sloppy) 

rǎ n (dye; catch; be contaminated by) 

hùn (muddy; turbid; confused) 

wū (smear; soil; dirty) 

huì (dirty; filthy) 

mě i (contaminate; request) 

wò  (get dirty; dye) [wòchuò (dirty;filthy)] 

ā zɑ (filthy；dirty) 

zhǎ n (make dirty) 

zā ŋ (dirty; filthy; smear; stain) [ā ŋzā ŋ (dirty; filthy; foul)] 

rá ŋ (get one's clothes dirty) 

These 12 Chinese words are the objective verbs, the anterior dactylopod’s outside of 

thumb wipes the outside of forefinger and little finger’s middle dactylopod, their 

distribution in the fingers is showed as follows (Figure 1, Figure 2): 

miè——the anterior dactylopod’s outside of forefinger→the middle dactylopod’s 

outside of little finger {out }( Fig 1), wū miè= defame. 

lā tɑ——the middle dactylopod’s outside of little finger→the anterior dactylopod’s 

outside of forefinger {in}(Fig 2) 

rǎ n——the anterior knuckle’s outside of forefinger→the middle dactylopod’s 

outside of little finger {out }( Fig 1), 

hùn——the middle dactylopod’s outside of little finger→the anterior knuckle’s 

outside of forefinger {in}(Fig 2) 

wū ——the middle dactylopod’s outside of forefinger→the middle dactylopod’s 

outside of little finger {out }( Fig 1), wū rǎ n= pollute. 

huì——the middle dactylopod’s outside of little finger→the middle dactylopod’s 

outside of forefinger {in}(Fig 2), wū huì= filthy. 
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mě i——the middle knuckle’s outside of forefinger→the middle dactylopod’s 

outside of little finger {out }( Fig 1) 

wò[wòchuò] ——the middle dactylopod’s outside of little finger→the middle 

knuckle’s outside of forefinger {in}(Fig 2) 

ā zɑ ——the rear dactylopod’s outside of forefinger→the middle dactylopod’s 

outside of little finger{in}(Fig 2) 

zhǎ n——the middle dactylopod’s outside of little finger →the rear dactylopod’s 

outside of forefinger {out }( Fig 1), 

zā ŋ [ā ŋzā ŋ] ——the rear knuckle’s outside of forefinger→the middle 

dactylopod’s outside of little finger{in}(Fig 2) 

ráŋ——the middle dactylopod’s outside of little finger→the rear knuckle’s 

outside of forefinger {out }( Fig 1) 

                                                                  

                                                                  

                   miè                              l t          

                   r n                                        

                                                            

                                                wò[wòchuò]    

                                                        

                  ŋ                              ŋ [ ŋ ŋ] 

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  
 

                    Fig. 1.                                  Fig. 2.                   

2.2  The Second Group: 12 Chinese Words Relating to Red, Request  

and Integrity 

The gesture that the anterior dactylopod’s inside of thumb wipes the inside of 

forefinger and little finger’s anterior dactylopod stands for a group of subjective verbs 

relating to infra red and loyalty, however the subjective verbs relating to dirty are 

dyeing, měi means both the pollution and the request, therefore the gestures that the 

anterior dactylopod’s inside of thumb wipes the inside of forefinger and little 

finger’s middle dactylopod indicate a group of subjective verbs relating to red, 

request and integrity. 
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dā n(red; a small pill; a powder) 

ɡàn(dark purple) 

hóŋ(red; vermilion; very popular) 

chēŋ(red; redden) 

tóŋ(red) 

qiàn(deep red; Indianmadder ) 

fēi(bright red) 

chén(sincere; honest; candid) 

xún(trust; be in confidence; indeed; true; real; truly) 

dǎ n(kind and sincere) 

xìn(honest; trust; believe; believe in ) 

fú(believe in；inspire confidence in somebody) 

These 12 Chinese words are a group of subjective verbs, the anterior dactylopod’s 

inside of thumb wipes the inside of forefinger and little finger’s middle dactylopod, 

their distribution in the fingers is showed as follows (Figure 3, Figure 4): 

                                                           

                                                           

                   d n                             n    

                   hóŋ                              chēŋ   

                   tóŋ                              qi n    

                   fēi                               chén   

                  d n                              xún    

                   fú                               xìn     

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                            

                      Fig. 3.                               Fig. 4.           

dā n——the anterior dactylopod’s inside of forefinger→the middle 

dactylopod’s inside of little finger {out }（Fig 3） 

ɡàn——the middle dactylopod’s inside of little finger→the anterior 

dactylopod’s inside of forefinger {in }（Fig 4） 

hóŋ——the anterior knuckle’s inside of forefinger→the middle dactylopod’s 

inside of little finger {out }（Fig 3）, hóŋxīn=red heart. 

chēŋ——the middle dactylopod’s inside of little finger→the anterior knuckle’s 

inside of forefinger {in }（Fig 4） 
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tóŋ——the middle dactylopod’s inside of forefinger→the middle dactylopod’s 

inside of little finger {out }（Fig 3）, hóŋ tóŋ tóŋ= strawberry pie. 

qiàn——the middle dactylopod’s inside of little finger→the middle 

dactylopod’s inside of forefinger {in }（Fig 4）, qiàn hóŋ =alizarin red.  

fēi——the middle knuckle’s inside of forefinger→the middle dactylopod’s 

inside of little finger {out }（Fig 3）, fēi hóŋ =bright red.  

chén——the middle dactylopod’s inside of little finger→the middle knuckle’s 

inside of forefinger {in }（Fig 4） 

xún——the rear dactylopod’s inside of forefinger→the middle dactylopod’s 

inside of little finger {in }（Fig 4） 

dǎn——the middle dactylopod’s inside of little finger→the rear dactylopod’s 

inside of forefinger {out }（Fig 3） 

xìn——the rear knuckle’s inside of forefinger→the middle dactylopod’s inside 

of little finger {in }（Fig 4）, xìn yòŋ= credit. 

fú——the middle dactylopod’s inside of little finger→the rear knuckle’s inside 

of forefinger {out }（Fig 3）, fúxìn = solutia – saflex. 

2.3  The Third Group: 12 Chinese Words Relating to Washing Clothes 

The first group indicates a group of objective verbs relating to getting one's clothes 

dirty, the third group indicates a group of objective verbs relating to washing clothes, 

the third group is the antonyms of the first group. 

\

v（bathe） 

mù（wash one's hair） 

jiā n（wash） 

ɡ uàn（wash one's hands; wash） 

zǎ u（wash hand; bathe） 

xǐ（wash; bathe） 

hū 
\

v（have a bath） 

dí（wash; cleanse） 

huàn(wash; launder) 

jié（clean） 

zhuó（wash; rinse） 

jìŋ（clean; unadulterated; net） 

These 12 Chinese words are a group of objective verbs, the anterior dactylopod’s 

outside of thumb wipes the outside of forefinger and little finger’s middle dactylopod, 

their distribution in the fingers is showed as follows (Figure 5, Figure 6): 

\

v ——the anterior dactylopod’s outside of forefinger→the middle knuckle’s 

outside of little finger{out}（Fig 5）, xǐ
\

v = bath. 

mù——the middle knuckle’s outside of little finger→the anterior dactylopod’s 
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outside of forefinger {in}（Fig 6）, mù
\

v = have a bath. 

jiā n——the anterior knuckle’s outside of forefinger→the middle knuckle’s 

outside of little finger {out}（Fig 5）. 

ɡ uàn——the middle knuckle’s outside of little finger→the anterior knuckle’s 

outside of forefinger {in}（Fig 6）, ɡuàn xǐ= wash one's hands and face.  

zǎ u——the middle dactylopod’s outside of forefinger→the middle knuckle’s 

outside of little finger {out}（Fig 5）, xǐ zǎ u= have a bath. 

xǐ——the middle knuckle’s outside of little finger→the middle dactylopod’s 

outside of forefinger {in}（Fig 6）, xǐ zǎ u= have a bath. 

hū 
\

v ——the middle knuckle’s outside of forefinger→the middle knuckle’s 

outside of little finger {out}（Fig 5） 

dí——the middle knuckle’s outside of little finger→the middle knuckle’s outside 

of forefinger {in}（Fig 6）, xǐdí=scrubbing. 

huàn——the rear dactylopod’s outside of forefinger→the middle knuckle’s outside 

of little finger {in}（Fig 6） 

jié——the middle knuckle’s outside of little finger→the rear dactylopod’s outside 

of forefinger {out}（Fig 5）, jiéjìŋ= clean. 

zhuó——the rear knuckle’s outside of forefinger→the middle knuckle’s outside of 

little finger {in}（Fig 6） 

jìŋ——the middle knuckle’s outside of little finger→the rear knuckle’s outside of 

forefinger {out}（Fig 5）, jiéjìŋ= clean. 
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2.4  The Fourth Group: 12 Chinese Words Relating to Green, Insincere  

and Ablution 

The second group indicates a group of subjective verbs relating to red, request and 

integrity, the fourth group indicates a group of subjective verbs relating to green, 

insincere and ablution, the fourth group is the antonyms of the second group. 

qí（dark grey） 

cā ŋ (dark blue; cold ) 

l
\

v（green） 

lù（green） 

z
−

∂ u（black red） 

cuì（green） 

xì（semiannual exorcism performed at the water's edge in ancient times） 

bì（bluish green） 

sài（unkind） 

fú（ceremony of offering sacrifice to gods to wash away evil influence） 

hàu（bright；luminous） 

jiǎ u（clear and bright; white; clean） 

These 12 Chinese words are a group of subjective verbs, the anterior dactylopod’s 

inside of thumb wipes the inside of forefinger and little finger’s middle dactylopod, 

their distribution in the fingers is showed as follows (Figure 7, Figure 8): 
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                   l
\

v                                lù     

                   z
/• u                             cuì     

                   x                                bì      

                                                      

                   ji u                                 

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                           

                                                            

                      Fig. 7.                              Fig. 8.                      



446 Y. Zhu 

3  Conclusion 

The process from the body motion studied by Aristotle before the 4th century BC to 

the Newton’s Law of Motion and the Law of Universal Gravitation Established by 

Newton 1687 AD, took Human 2000 years, the Nature Science obeys the Western 

Logic; The process from the Feminine and Masculine, the Eight Diagrams found by 

Fuxi 7000 years ago to the breakthrough point of Consciousness Passwords, took 

Human 7000 years, the Humanities obey the Eastern logic. When Human and Robots 

own the same set of Consciousness Passwords, we can achieve the Human-Robot 

interaction. 

Nobody believes in my success in looking for the Consciousness Passwords, the 

process looking for the breakthrough point has taken me 17 years.  

Heaven be praised! 
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Abstract. A new algorithm is proposed to deal with single training sample face 

recognition. After geometric normalization of human faces, we generate 13 

virtual samples for each face by using geometric transformation and svd 

decomposition. The distribution of gray value of each image is processed to be 

normal standard distribution. Finally sparse representation is used to recognize 

faces. The result of experiments on ORL database shows that our algorithm is 

better than classical algorithms and new algorithms proposed recently. 

Keywords: Face recognition, single sample, sparse representation. 

1  Introduction 

Face recognition has been an active research area in computer vision and pattern 

recognition for many years and significant achievements have been made by 

researchers. The potential application of face recognition is very broad, such as iden-

tification and verification, human-computer interaction, virtual reality, database 

retrieval, multimedia, and computer entertainment[1]. But due to the effect of 

different illumination, facial expressions, head pose and age variations, face 

recognition is still an unsolved problem[2]. Chellappa etc. summarized the future 

research trends of face recognition which include remote face recognition, video-

based face recognition, face recognition in a camera network, face recognition in web 

2.0 and face recognition across aging. This paper is focusing on face recognition with 

single example image per person. To be precise, only one image per person can be 

used as the training image. A real world task is to search all clips where a special 

person appears in surveillance video. For a variety of reasons, such as the low 

resolution, varying illumination, different head poses and occlusion, it is pretty 

challenging to settle this problem. Chen etc.[3] proposed a novel method to use 

integral projection to generate virtual images, and then apply PCA(principle 

component analysis) to the new images and the initial images to perform recognition. 

Zhang etc.[4] used singular value perturbation method to generate new images and 

PCA was still utilized. Gao etc. firstly decomposed the only image into a smooth 

general appearance image and a difference image. Then the later image was used to 

estimate the within-class scatter matrix. Finally FLDA(fisher linear discriminate 

analysis) was used to extract face features. Koc etc. thought out a new way using QR 

decomposition to construct within-class scatter matrix, and then FLDA was also 
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utilized to computer face features. Ebrahimpour etc. [7] proposed a new method to 

generate new faces using gabor filters with different angles, then 2DPCA was used to 

extract face features and finally nearest neighbor classifier and enhanced majority 

voting classifier were applied to do recognition. Chang etc. generated virtual faces 

using Shift and PCA reconstruction method, and then sparse representation was used. 

Sparse representation was firstly applied to face recognition by Wright etc.[8][9] in 

2008 and this work was judged breakthrough in face recognition.[10]. In this paper, 

we firstly generate thirteen virtual samples by geometric transformation and SVD, 

then we integrate sparse representation to solve single sample per person face 

recognition problem with difference facial expressions and slightly head pose 

variations. Experiments on ORL face database show that our method is much better 

than the above methods proposed in [3][4][5][6][7][8].  

2  The Algorithm 

2.1  Virtual Face Image Generation 

One of the difficulties of single sample problem is the limit of the number of training 
face images. Due to varying head poses, facial expressions and illumination in real 
circumstances, the recognition rate would be very low if we only make use of single 
image per person. In this paper, we focus on slightly head pose and expression 
variations and we don’t care about the different illumination. We generate virtual 
images using mirroring, scaling, head pose approximation [11], which can be called 
geometric transformation methods,  and SVD method. After virtual image 
generation, we integrate sparse representation here to perform face recognition. The 
generation process is summarized as follows: 

1. For every person, we have a frontal face image, denoted by A1; 

2. We mirror A1 to eliminate part effects of head rotation, denoted by A2; 

3. Due to inaccuracy of geometric normalization of face images, the size of faces of 

the same person can also be different. We enlarge A1 by 1.1 times , and then crop 

the size to be similar with A1 and we get A3. Also we shrink A1 by 0.9 times and 

the blank part is filled by zero, then A4 is generated. By mirroring A3 and A4, we 

obtain A5 and A6 respectively; 

4. Recently a simple method to simulate head pose variations is proposed[11], the 

main idea of this method is to divide the face by central vertical line, and then 

enlarge one side of the face image while shrink the other side. The experiment 

shows that the result is acceptable in 15۫۫۫. We denote a m n× image by 

( , )I x y ,where [1, ]x m∈ , [1, ]y n∈ , ( , ) [0,1]I x y ∈ . We compute the generated 

image by the following formula: 

' (1 ( / 2))sin( )( / 2) / 2y sign y n y n n= + − ∂ − +           (1) 

'x x=                              (2) 

5. We set ∂  to be5۫, 10۫ and 15۫ then we get A7, A8 and A9, after mirroring the three 

images we get A10, A11, A12 respectively; 
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6. We first apply SVD on A1, then we have A1=U* * 'VΣ . The size of face image we 

are handling is 32×32, so Σ  is a diagonal matrix with 32 non-zeros parameters at 

most. When we only consider the first 8 numbers on the diagonal line of Σ  while 

other positions are filled with 0, we can reconstruct a new image, denoted by A13. 

If we only consider the second 8 numbers on the diagonal line of Σ , we can 

reconstruct A14. 

2.2  Sparse Representation 

Sparse representation is a signal acquisition and codec theory[12], considering 

sparsity of signals, introduced by David Donoho, Emmanuel Candes and Terence Tao. 

The distinctive feature of sparse representation is that it breaks through the 

restrictions of sampling theorem. John Wright[13] firstly applied sparsity to face 

recognition in 2008 and made great progress in this field. The main idea of sparsity 

representation based face recognition is to construct an over-complete dictionary, the 

recognition is done by calculating the sparsity representation of the test sample over 

the dictionary. 

We consider single face per person face recognition in this paper. For training 

sample
i

P , we first generate 1w − virtual image using the methods stated in section 

2.1, so we have w images for 
i

P . The images are denoted by ,1 ,2 ,, , ,
i i i w

P P P  and it 

should be noticed that the images are all processed to be a vector by  head-tail 

connecting column vectors. When we finish virtual images generation for all k  

samples, we get the so called dictionary: 

1,1 1,2 ,[ , , ]
k w

P P P P= 
                       

(3)
 

According to sparsity representation theory, for the test sample y , we can 

approximate the test sample by linear combination of column vectors of the 

dictionary: 

I=y x
                             (4) 

The process of calculating x  can be regarded as an optimization problem: 

2 1
ˆ min  { }P λ− +x = y x x

                   
(5)

 

We solve equation(5) by iteration of Newton interior-point method[13]. Ideally, we 
can have 

,1 ,[0, ,0, , ,0, ,0]T

i i w
x x=   x

                  
(6)

 

If we have the solution of (5) like (6), we are convinced that the test sample is the  th 
person. But due to different illumination and expression etc., this rarely happens. 
Normally, we identify which person the test image belongs to by comparing the 2 
norm of the difference between the test sample and the estimated image of one 
person: 
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2
ˆ( ) arg min  ( )i

i
identity Pδ= −y y x

               
(7)

 

Here,                                                            (8) 
 
 

When we consider occlusion problem, (4) should be rewritten as: 

P= +y x e
                       (9) 

 
Also , (9) can be written as:                                          (10) 

Our identification function is modified to be the following accordingly: 

2
ˆ ˆ( ) arg min  ( )

i
identity Iδ= − −y y x e

              
(11)

 

The resolution of (11) is the same as (5), we don’t repeat here. 

3  Experiments 

We conduct experiments on ORL[14] human face database to verify our algorithm. 

ORL is composed of 400 face image from 40 people, each has 10 images, with 

different shooting time, facial expression, facial details(glasses or no glasses) and 

slight rotation of faces. The faces are normalized to be 32×32 in this paper. The face 

images of the first person is shown in Fig.1: 

 

Fig. 1. Example faces of the first person in ORL face database 

We should tell that we do a simple histogram normalization besides geometric 
normalization. We assume the histogram follows Gaussian distribution, so we can 
normalize the distribution to be a standard Gaussian distribution, then the gray scale 
are mapped to  [0,1]. 

For each person, we use the first picture as the training image, the rest nine images 
are used as test images. The new generated virtual faces after the above histogram 
processing are shown in Fig.2 and the corresponding serial-number according to 
section 2.1 is shown in Table 1. 

 

Fig. 2. Virtual faces of the 1st person in ORL 


( 1) 1, ,

ˆ( ) [0,0, , 1, ,1 , ,0,0]
i

i w i w

diagδ
− × + ×

=


  x x

[ ],P I
 

=   
x

y
e
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Table 1. Serial number of the virtual images 

A1 A2 A13 A14 A4 A6 A3

A5 A7 A10 A8 A11 A9 A12

Comparing with [3][4][5][6][7][8], our recognition rate on ORL database is higher. 

The result is shown in Table 2： 

Table 2. Comparation of recognition rate 

ORL 

database 

Method 

in [3] 

Method 

in [4] 

Method 

in [5] 

Method 

in [6] 

Method 

in [7] 

Method 

in [8] 

Our 

Method 

Recognitio

n rate(%) 

44.17 42.39 75.56 76 74.44 71.39 77.50 

The experiment results show that our method is highest in these algorithms and our 
method is more robust to expression and head rotation. 

4  Conclusion 

In this paper, we propose a novel solution to single face per person recognition, when 

only considering facial detail, expression and slight head rotation. We first generate 

virtual images through geometric transformation and SVD related method. Then we 

organize the virtual faces into an over-complete dictionary. Finally sparse 

representation is utilized to recognize the test image. The experiment shows that our 

method has higher recognition rate comparing with other methods. But this 

recognition still can’t meet the requirement of the real world. We will concern 3D 

face reconstruction from a single image and hope that the problem of head poses can 

be solved in the future. 
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Abstract. Disaccord of inverter instantaneous output voltages is the ultimate 

factor that causes circulating current between inverters in parallel inverter 

system. As a familiar control method of inverter, sinusoidal Pulse Width 

Modulation is widely used to control output voltage of inverter to realize energy 

transformation. In this paper, the circulating current characteristics in parallel 

PWM inverter system with same sinusoidal modulating waves and different 

phase triangular carrier waves are analyzed. By using Fourier Transform of 

circulating current, the principle of zero-sequence circulating current changing 

with carrier wave phase difference is obtained. Simulation results are presented 

to verify the proposed analytical method. 

Keywords: Circulating Current, Parallel Inverter, Phase-shifted, Pulse Width 

Modulation, Harmonic Analysis, Zero-sequence Circulating Current, Basic-

frequency Circulating Current. 

1  Introduction 

The parallel inverter system has various advantages in the cost and maintenance 

effectiveness compared with the single unite structure and may meet the desirable 

properties such as higher output power, lower harmonic currents and higher 

reliability[1]-[7]. And the control of circulating current between inverters is a key 

issue in parallel inverter system. Circulating current does not exist in the ideal 

operation status of parallel inverters among parallel inverters when the inverters’ 

output voltages have the same frequency, phase, and amplitude[8]-[15], in other 

words, there is no circulating current in the parallel inverter system when inverters 

have the same instantaneous output voltages[1]. 

However, in some cases, keeping the output voltage of each inverter accordant 

strictly at all time is a difficult work. Furthermore, in order to achieve output voltage 

of lower harmonic distortion, synchronized phase shifted technology has been applied 

widely in the system of parallel inverter[4,5], and death time infection can be 

considered a causation which results phase shift of triangular carrier wave[2,14,15]. 

So the condition that triangular carrier waves have different phases exists practically 

in parallel PWM inverter system. And some literatures have discussed and analyzed 
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the influences of triangular carrier waves phases on the output voltages’ harmonic 

characteristics [4, 5], by means of various carriers with appropriate phase differences, 

such as multilevel carriers, undesirable harmonics are eliminated and the waveforms 

of the output currents become acceptably sinusoidal. But the influences on the 

circulating current which have been resulted from asymmetrical modulation with 

different triangular carrier phases have not been treated. 

In this paper, the model of parallel PWM inverter system is structured and the 

equivalent equations of circulating current and output current are obtained in part II. 

Adopting this model, the instantaneous circulating current control and the 

instantaneous current control can be completely separated. To analyze the 

characteristics of circulating current in the condition of the different carrier phases, 

the relationship between the circulating current and the inverter output voltage 

difference is discussed when two inverters have the same sinusoidal modulating 

waves, the different phase triangular carrier waves and the symmetrical circuit 

parameters in part III. Then harmonic wave analysis of circulating current is carried 

out by using Fourier Transform, the principle of zero-sequence circulating current 

changing with carrier wave phase difference is obtained. Finally, the propriety of the 

above analysis is conformed by simulations with a typical example in part IV. 

2  Model of Parallel Inverter System  

Fig.1 shows a parallel inverter system composed of two inverters unites through the 

current sharing reactor L0. V1, V2 and V represent the output voltage vectors of 

inverter 1, inverter 2 and the load respectively, and in the same way, i1, i2 and i 

represent the output current vectors of inverter 1 and inverter 2 and the load. 
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Fig. 1. Main circuit of parallel inverter system 

V1-V=L0di1/dt (1) 

V2-V=L0di2/dt (2) 

So, it can be concluded that the half difference of the output voltage vectors is 

differential coefficient of the half difference of the output current vectors. 

         V1/2-V2/2=d[(i1-i2)/2]/dt (3) 
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Based on the definition of circulating current with equal load sharing
 
[6, 7], 

circulating current of the first converter ic1= (i1-i2)/2, Fig.2 (a) shows the equivalent 

circuit of circulating current for parallel inverter system. 

1
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2 2V
0L
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++ −−

    

1
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2 2V R L
i++ −−

0 2L

 

 (a) circulating current equivalent circuit          (b) output current equivalent circuit 

Fig. 2. Equivalent circuit of parallel inverter system 

It shows that the circulating current in the parallel inverter system results from the 

difference of the output voltage vectors of parallel inverters. The current sharing 

reactor L0 is used to restrict the circulating current. 

In the same way, the circuit equation of output current can be concluded as 

follows: 

   V1/2+V2/2=L0/2·di/dt+Ri+Ldi/dt (4) 

From equation (4), the equivalent circuit of output current for parallel inverter system 

is shown in Fig.2 (b). Fig.2 (b) shows the relationships between the half summations 

of inverter output voltages and the output current for inverter system. It can be 

concluded that the current sharing reactor L0 reacts on the output voltage and 

depressing output voltage is its shortcoming. 

3  Analysis of Circulating Current 

3.1  Parallel Inverter System with Different Carrier Phases 

Fig.3 shows conditions of modulation according to phase difference θ of triangular 

carrier waves. When 0≤θ≤(1-M)π, the absolute value D of point of intersection for two 

triangular carrier waves is always bigger than the sinusoidal modulating wave, which is 

called condition A. Where, M is coefficient of modulation. When (1-M)π<θ≤π, D is 

smaller than M which is called condition B. 
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(a)                                               (b) 

Fig. 3. Sketch map of modulation waves 
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Fig.4 explains the relationship of absolute value D and phase difference θ. For the 

sake of analyzing simply, two triangular carrier waves are symmetrical by the y-axis 

potentially. So the coordinate for the intersectant point of two carrier waves is [0, D]. 

The relationship of D and θ can be expressed by (5). 

       D=1-θ/π (5) 

θ

c
tω

D

0

1

 

Fig. 4. Relationship of D and θ 

On the condition A, D≥M, so 0≤θ≤(1-M)π. Similarly, it satisfies (1-M)π<θ≤π on 

the condition B. Which can be concluded from above that the difference of voltage 

between V1 and V2 is the cause of formation of circulating current. In order to analyses 

simply, single-phase inverter is used in the model instead of three-phase inverter. 

Fig.5 shows the principle of (V1- V2)/2 in a parallel inverter system of two single-

phase inverters. Fig.5 (a), (b), (c) and (d) shows modulating wave and carrier waves 

with different phase, and then the process of sinusoidal PWM waves of V1 and V2, 

finally the wave of (V1- V2)/2 by calculating on the condition A. Fig.5 (e), (f), (g) and 

(h) shows the same contents on the condition B. 
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Fig. 5. Principle of (V1-V2)/2 

On the condition A and B, there is a negative pulse and a positive pulse in each and 

every triangular carrier wave period which can be concluded from the figure in Fig.5 

(d) and (h). And the characteristics of pulses are corresponding to the time when the 

triangular carrier waves intersect sinusoidal modulating wave.  
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3.2  Analysis of Pulse Width for (V1-V2)/2 in Condition A 

The two triangular carrier waves with different phase are expressed as the following 

equations: 

   u1=2ωct/π·+(1+θ/π-4k)  t∈[(4kπ-2π-θ)/(2ωc), 4kπ-θ/(2ωc)] 
(6) 

    u1=-2ωct/π·+(1-θ/π+4k)  t∈[(4kπ-θ)/(2ωc) ,(4kπ+2π-θ)/(2ωc)] 

    u2=2ωct1/π·+(1-θ/π-4k)  t∈[(4kπ-2π+θ)/(2ωc), (4kπ+θ)/(2ωc)] 
(7) 

       u2=-2ωct1/π·+(1+θ/π+4k)  t∈[(4kπ+θ)/(2ωc), (4kπ+2π+θ)/(2ωc)] 

Where,θ∈[0,π], k∈Z. When k=0, the basal period of carrier waves is denoted as 

described in Fig.4. 

Assuming the expression of sinusoidal modulating wave is Msin(ωst-φ), the 

modulation equations are expressed as follows: 

2ωc/π·t1+(1+θ/π-4k)=Msin(ωst1-φ) (8) 

2ωc/π·t2+(1-θ/π-4k)=Msin(ωst2-φ) (9) 

-2ωc/π·t3+(1-θ/π+4k)=Msin(ωst3-φ) (10) 

-2ωc/π·t4+(1+θ/π+4k)=Msin(ωst4-φ) (11) 

Where, ωc denotes angle-frequency of triangular carrier wave and ωs denotes angle-

frequency of sinusoidal modulating wave. Width of negative pulse can be calculated 

through (9)-(8) in condition A: 

                t2-t1=θ/ωc+(πM/ωc)·cos[ωs·(t2-t1)/2-φ]·sin[ωs·(t2-t1)/2]  

Because ωs(t2-t1)/2<<1, so sin[ωs(t2-t1)/2]≈ωs(t2-t1)/2. Above equation can be 

predigested as follows: 

        t2-t1≈θ/{ωc-π/2·Mωs cos[ωs·(t2+t1)/2-φ]} (12) 

Similarly, width of positive pulse (t4-t3) can be conduced based on (11) and (10):  

       t4-t3≈θ/{ωc+π/2·Mωs cos[ωs·(t3+t4)/2-φ]} (13) 

Width of zero voltage (t3-t2) between negative pulse and positive pulse can be 

expressed as follows: 

        t2-t1≈(π-θ)/ωc-（Mπ/ωc）·sin[ωs·(t2+t3)/2-φ]  

3.3  Analysis of Circulating Current 

Replacing (i1-i2)/2 by ic1 in equation (3), we obtain 

(V1-V2)/2=L0dic1/dt  

Thus, the effect of (V1-V2)/2 on the circulating current ic1 is to drive fluctuating. That 
is, if there is a negative pulse in (V1-V2)/2, ic1 will descend at slope of –Ud/(2L0) and if 
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there is a positive pulse in (V1-V2)/2, ic1 will ascend at slope of Ud/(2L0), and if (V1-
V2)/2=0, ic1 does not change. 

Fig.6 shows the characteristic of circulating current ic1. From Fig.6, it can be 
concluded that the circulating current is in a rage between two sine waves in condition 
A. And the properties of marginal sine waves are related to pulse width of (V1-V2)/2. 
The relationship of the upper sine wave current iu1 and the charge of pulse width of 
(V1-V2)/2 can be expressed as follows: 

        iu1(t4)-iu1(t1)=Ud/(2L0)·[(t4-t3)-(t2-t1)]  

Based on formulas (12) and (13), iu1 can be expressed as follows:  

iu1= -UdMθ/(4L0ωc)·sin(ωst-φ) (14) 

Similarly, the nether sine wave iu2 is expressed as follows: 

             iu2= -UdMθ/(4L0ωc)·sin(ωst-φ)+Udθ/(2L0ωc) (15) 

So the circulating current ic1 can be decomposed to a sinusoidal current iu1 and a 

trapeziform current icp as follows: 

ic1=iu1+icp (16) 

Fig.7 shows the characteristic of the trapeziform current icp and its micrograph. By 
above treating, the high of every trapeziform is equal approximately about 
(Udθ)/(2L0ωc). Take the main period of icp out for analyzing in Fig.7, Where, icp is 
figured by real line. In order to analysis simply by using Fourier Transform, icp is 
taken for rectangular current ip approximately which is figured by broken line in 
Fig.8. 
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Fig. 6. Characteristic of circulating current 
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Fig. 7. Characteristic of trapeziform current icp 
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The Fourier Transform for ip/[(Udθ)/(2L0ωc)] is 
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In equation (18), the first item is DC component, the second item is basic-frequency 

component and the last item is harmonic component. 

In conclusion, the circulating current existing in the parallel PWM inverter system 

has characteristics as follows on the condition of the same sinusoidal modulating 

waves and the different triangular carrier waves with small phase difference θ: 

⒈The absolute value of DC circulating current is (Udθ)/(4L0ωc), which is direct 

proportion with carrier phase difference θ, and is inverse proportion with current 

sharing reactor L0; 

⒉The basic-frequency circulating current is the sum of the upper sine wave 

current iu1 shown in (14) and the basic-frequency component of the rectangular 

circulating current ip shown in (18).  
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So, the basic-frequency circulating current is inexistent, which is compatible with 

the theory of PWM. According to the theory of PWM, the basic-frequency output 

voltage is interrelated only with the sinusoidal modulating wave and the coefficient of 

modulation; it is disrelated with the phase of triangular carrier wave. There is no 

circulating current existing in the parallel inverter system when the inverters have the 

same basic-frequency output voltages. 

4  Simulation Results 

Simulations have been carried out on the parallel PWM inverter system with 

parameters shown in Table 1 by Matlab/Simulink. 

Table 1. Parameters of parallel SPWM inverter system 

Frequency of sinusoidal modulating wave fs 50Hz 

Initialization of modulating wave phase φ 0rad 

Frequency of triangular carrier wave fc 2000Hz 

Coefficient of modulation M 0.8 

Volts d.c. of inverter Ud 200V 

Current sharing reactor L0 1mH 

Resistance of load R 3Ω 

Reactor of load L 2mH 
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Fig. 9. Waveforms of circulating currents 
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Fig. 9. (continued) 

Fig.9 shows the various conditions of circulating currents when triangular carrier 

phase difference θ charges from 0.1π to π at the same interval 0.1π.From Fig.9, it can 

be concluded that the ripple value of circulating current increases with the carrier 

wave phase difference θ increasing from 0.1πto π. In order to analyses the  
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Fig. 10. Principle of relationship between zero-sequence circulating current and phase difference θ 
of carrier waves 
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characteristic of circulating current, the harmonic analysis tool “Powergui FFT 

Analysis Tool” have been used to calculate the absolute value of DC circulating 

current. And Fig.10 shows the principle of relationship of between DC circulating 

current and phase difference θ of carrier waves based on the data which have been 

obtained by calculating. The simulation results verify the proposed analytical method. 

5  Conclusions 

In this paper, the model of parallel inverter system is structured and the equivalent 

equations of circulating current and output current are obtained. Based on this model, 

the equivalent control equations of instantaneous circulating current and instantaneous 

output current can be expressed separated. Furthermore, the principle of half output 

voltage difference is discussed when there is phase difference between triangular 

carrier waves in parallel SPWM inverter system. Then the relationship between the 

circulating current and the inverter output voltage difference is shown up when two 

SPWM inverters have the same sinusoidal modulating waves, the different phase 

triangular carrier waves and the symmetrical circuit parameters. To analyze the 

characteristics of circulating current in the condition of the different carrier phases, 

harmonic wave analysis of circulating current is carried out by using Fourier 

Transform; the principle of circulating zero-sequence current changing with carrier 

wave phase difference is obtained. 
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Abstract. A robust speed controller which is designed by employing fuzzy 

logic control and particle swarm optimization (PSO) is presented for a 

permanent magnet synchronous motor (PMSM) drive system. The prime 

problem of fuzzy PI controller is the design of fuzzy rules with expert 

experience. The performances of fuzzy PI controller are degraded because of 

expert experience. In order to solute default of conventional fuzzy PI controller, 

the PSO is used to optimize the parameters of membership functions of fuzzy 

logic controller to automatically acquire the fuzzy space structure of system 

Simulation results show that the proposed approach gives a better dynamic 

speed response and is robust to external load disturbance. 

Keywords: permanent magnet synchronous motor, fuzzy logic controller, 

particle swarm optimization, speed control. 

1  Introduction 

Permanent magnet synchronous motor (PMSM) possesses many fine characteristics 

such as high efficiency, high power density and small inertia moment. PMSM are 

widely used in motion control applications where very high efficiencies are desirable 

in addition to high speed or torque response [1-4], the control of which is most 

important to realize the high performances of motor system. As we all know, vector 

control has found widespread using in fields. Conventional PID approach in vector 

control is to use PID control schemes to operate the static and dynamic performance 

of control system [5]. However, the nonlinear effects of motor system and model 

uncertainty such as external disturbances, unpredictable parameter perturbations and 

unmodeled plant nonlinear dynamics, the common PID control is not able to get good 

transient response and small overshoot. Furthermore, due to the derivatives of the 

signals are difficult to pick up, the PI control becomes the most widespread control 

combination. In recent years, extensive research has been developed in order to 

overcome the deficiency of conventional PI controller and improve its performance 

[6]. In many applications, the fuzzy PI control that is designed through combining the 

fuzzy technique with the conventional PI control is used widely [7-8]. The fuzzy 

control is proved to an efficient way to implement engineering heuristics into control 

solution [9]. The key of fuzzy PI control design is the design of fuzzy rules with 
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expert experience [10]. Fuzzy control is effective to the humanistic system and 

usually built on expert knowledge [11]. These cause the fuzzy control various with 

different experts. 

In view of the problem, optimization scheme is introduced in this paper. The 

parameters of the membership functions of the fuzzy control are optimized by using 

the PSO algorithm, which ensure the fuzzy control optimal. Simulation results 

indicate that the proposed scheme can effectively improve the global convergence 

ability of fuzzy logic control and enhance dynamic performance of the PMSM drive 

system. 

2  Machine Model 

The governing equation of a PMSM motor consists of two parts, electrical and 

mechanical. On the basis of assumptions that the stator windings generates sinusoidal 

magnetic field, air gap is uniform and saturation is negligible. Taking d-q axes rotor 

coordinates of the motor as reference coordinates, the dynamic equations of PMSM 

can be described as [12]. 

1qd s
d q d

d d d

Ldi R
i i u

dt L L L
ω= − + +  . 

(1) 

1 1
 

q s d
q d q f

q q q
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i i u

dt L L L Lq
ω ωψ= − − + −  . 

(2) 

1
( )e m

d
T T B

dt J

ω
ω= − −  . 

(3) 

( )3

2
e n f q d q d qT p i L L i iψ = + −   . 

(4) 

Where id and iq are the currents on the d-q reference frame, respectively. Rs is 

resistance of the stator windings. Ld and Lq are the inductances on the d-q reference 

frame, respectively. ud and uq are the voltages on the d-q reference frame, 

respectively. ω  is motor electrical angular velocity. J is moment of inertia of the 

motor. Tm is load torque. Te is electromagnetic torque. B is viscous damping 

coefficient. fψ  is amplitude of the flux induced by the permanent magnets of the 

rotor in the stator phases. pn is number of pole pairs. 

3  The Robust Controller Design 

3.1  The PSO 

Suppose that the search space is D-dimensional. A swarm consists of N particles 

moving around in the D-dimensional search space [13]. The ith particle has an 
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associated current position, )x,,x,x(X iDiii 21= , a current velocity, 

)v,,v,v(V iDiii 21= , a personal best position achieved so far, ipbest , which is 

represented by )p,,p,p(P iNiii 21= . The best position achieved so far by the whole 

swarm, gbest , which is represented by )g,,g,g(G N21= . At each step, the 

velocity of particle and its new position will be updated according to the following 

two equations: 

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))id id i id id i d idv t wv t c r t p t x t c r t g t x t+ = + − + −  . (5) 

)t(v)t(x)t(x ididid +=+1  . (6) 

Where w is called inertia weight; c1 and c2 are constants, called cognitive learning 

coefficient and social learning coefficient, respectively. )t(r i1  and )t(r i2  are two 

separately generated uniformly distributed random number in the range [0.1] and the 

values of )t(r i1  and )t(r i2  are not same for every iteration. The position of each 

particle is updated every iteration by adding the velocity vector to the position vector, 

as given in (6). 

3.2  The Robust Controller 

The conventional fuzzy PI controller for PMSM speed control chooses velocity error, 

e, and velocity error change, ec, as input variables, which can reflect the dynamic 

characteristics of increments of output variables, ΔKp, ΔKi. Three primary parts of 

fuzzy controller are interface of acutance data fuzzed, fuzzy control rules and 

arithmetic and interface of fuzzy data. The structure of fuzzy controller and fuzzy PI 

controller are presented in fig. 1 and fig. 2. 

The fuzzy controller design exist two main problems which are determine and 

select parameters of fuzzy control rules and membership functions. The main factors 

of affecting the veracity of the fuzzy Inference are that the membership functions 

select and certain the fuzzy matrix makes. The conventional fuzzy controller is 

effective to the humanistic system and the PMSM is a nonlinear system with 

significant coupling, which degrade the performance of fuzzy control system. In this 

paper, the PSO is used to optimize the parameters of fuzzy controller to obtain 

minimizing objective function. In order to overcome the problem of huge calculation, 

the parameters of membership functions are optimized but the fuzzy rules remain 

constant. The dimensions of PSO are established by the parameters of membership 

functions. The higher the dimensions of PSO, the larger the size of particle swarm and 

the more the number of iterations in order to obtain the global optimal solution. The 

running time of the methods will increase rapidly as the number of the dimensions 

increases. Then, a minimal number of variables is expected to define membership 

functions. 
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Fig. 1. The frame of fuzzy PI controller 

 

Fig. 2. The fuzzy controller 

The range of velocity error and velocity error change rate are [-3 3], respectively. 

Fuzzy set of the variables, e and ec, is defined as negative big (NB), negative median 

(NM), negative small (NS), zero (ZE), positive small (PS), positive median (PM), 

positive big (PB). The centre point of each membership function subset is defined as 

Ec1, Ec2, Ec3, Ec4 and Ec5. the half membership function width is defined as Ew1, 

Ew2, Ew3, Ew4 Ew5, Ew6 and Ew7. The particle can be defined as: 

     
( 1, 2, 3, 4, 5, 1, 2, 3, 4, 5, 6, 7)P Ec Ec Ec Ec Ec Ew Ew Ew Ew Ew Ew Ew=  . (7) 

The optimization process consists of five step. 

Step1 defining optimization variable, P, as the particle and encoding the particles 

of each dimension by using real number, initializing position and velocity of each 

particle randomly in the allowable range. 

Step2 decoding the each particle as the parameter of membership function and 

feeding into fuzzy controller,  

Step3 calculating the average fitness, fave, and the best fitness, fopt, operating 

mutation. 

Step4 updating individual best value, pbest, and global optimization, gbest. 

Step5 goto step2, ending iteration when the maximum number of iterations has 

been reached, decoding gbest as output parameter of membership function and 

obtaining the optimized fuzzy controller. 
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Table 1. The range of optimization variables 

Optimization variable Range  

Ec1 (-3, -1.5) 

Ec2 (-1.5, -0.5) 

Ec3 (-0.5, 0.5) 

Ec4 (0.5, 1.5) 

Ec5 (1.5, 3) 

Ew1 (0, 1) 

Ew2 (0, 1) 

Ew3 (0, 1) 

Ew4 (0, 1) 

Ew5 (0, 1) 

Ew6 (0, 1) 

Ew7 (0, 1) 

4  Simulation Results 

To verify the performance of proposed control scheme in PMSM speed regulation 

system, this system is tested in several operating conditions. The specifications of the 

PMSM are: rated power, 1.5kW; rated voltage, 72V; rated current, 25A; rated speed, 

2800r/min; number of poles pn = 4; winding resistance Rs = 0.1Ω; direct axis 

inductance Ld = 0.4mH; quadrature axis inductance Lq = 0.5mH; B = 8.5×10
-3

 

N·m·s/rad; J = 0.2×10
-4

 kg·m
2
. The performances of the optimizing fuzzy PI controller 

and the fuzzy PI controller are compared in order to observe the influence of the 

proposed control method. 

Fig. 3 shows dynamic step response curves of PMSM using the optimized fuzzy PI 

controller and the fuzzy PI controller respectively while the rotor speed is changed 

from 0rpm to 1500rpm. It is demonstrated that the optimized fuzzy PI controller can 

maintain good dynamic response in wide operation range. 

 

Fig. 3. The comparison of speed step response with optimized fuzzy PI controller and fuzzy PI 

controller 
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Load torque TL=5N·m is applied to the PMSM at the time 0.02s. Fig. 4 shows the 

speed response curves of PMSM with load torque step disturbance while the rotor 

speed is 1500rpm. It is shown that the optimized fuzzy PI controller can provide fast 

response ability to changing load torque. 

In order to demonstrate the robust, the load torque is changed from 5Nm to 2Nm at 

the time 0.03s. The result is as shown in Fig. 5.The optimized fuzzy PI controller can 

make fast response to the random load disturbance. 

 

Fig. 4. The comparison of speed response with external torque disturbance 

 

Fig. 5. The comparison of speed response with random torque disturbance 

5  Conclusions 

In this paper, an adaptive fuzzy PI speed controller design is proposed for the PMSM 

drive. The parameters of membership functions are determined by using the PSO 

algorithm in order to eliminate the effect of the humanistic system on the performance 
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of fuzzy logic control system. Finally some simulation results are demonstrated to 

confirm the performance of the optimized fuzzy PI speed controller for PSM drive 

system. 
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Abstract. This paper presents the design and characterization of the micro 

machined Diaphragm and the Fabry-Perot interferometer of the fiber Fabry-

Perot acoustic sensor. The design for micro diaphragm-type acoustic sensors 

have been established by characterization of the relationships among diaphragm 

thickness, side length, sensitivity, and resonant frequency. According to the 

study, the thickness need to be thin and the side length need to be small in order 

to get the sensitive diaphragm with high resonant frequency. Theoretical 

equations for the sensitivity, visibility are proposed. The relations between the 

reflectivities of the F-P surfaces and the visibility are discussed. Design of 

different cavity lengths and reflectivities are proposed for the diaphragm-based 

micro machined optic F-P sensors which have the visibility up to 100％. 

Keywords: Fabry-Perot, visibility, MEMS diaphragm, optical acoustic sensor. 

1  Introduction 

Early fiber optical sensors for pressure or strain detection were mostly based on fiber 

optic intrinsic interferometers such as all-fiber Michelson interferometers and Mach–

Zehnder interferometers 1,2. High sensitivity could be present in the intrinsic fiber 

interferometric sensors when a long fiber was used in the sensing arm. However, 

those kinds of sensors suffer from the fringe fading problems resulting from random 

polarization rotation. Also they are unstable because of drift in the wavelength of light 

source and temperature-induced optical path-length changes. 

By employing the MEMS technology, a variety of optical MEMS acoustic sensors 

based on Fabry–Perot interferometry have recently been proposed and fabricated 

3,4,5. The major advantages of the optical sensors over the conventional electrical 

sensors are simple and compact, insensitive to environmental fluctuations and 

polarization-induced signal fading, being capable of point measurements with 

minimal cross sensitivity, offering high resolution and sensitivity, and capable for 

multiplexing. A Fabry–Perot interferometer consists of two partially reflecting 

mirrors composing a cavity. With this robust structure, one can easily measure a 

loaded pressure by detecting the changes of the reflected or transmitted optical signals 
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due to the shift of this cavity. MEMS technology is used to manufacture the sensing 

elements with a small and definite size.  

A fiber F-P acoustic sensor is a transducer that converts acoustic energy into 

electrical energy, which can be partitioned into three stages where transductions 

between energy domains occur: acousto-mechanical stage, the mechano-optical stage, 

and the opto-electrical stage. The FFPI transduce acoustic energy into optical 

intensity changes. A fiber F-P acoustic sensor may use intensity modulation, phase 

modulation, or polarization modulation as the optical domain transduction 

mechanism. Changing optical power from the optical path varies the light intensity in 

an intensity-modulated acoustic sensor. In a phase modulation sensor, optical 

interference is used to modulate the optical intensity in the optical path. Polarization 

modulation sensors vary the polarization selective optics to vary the optical intensity 

incident on a photodiode. Since all photodiodes respond to optical intensity, any 

optical modulation strategy will require a variation in optical intensity received at a 

photo detector to properly convert the signal into the electrical domain.  

Different configurations of optical MEMS Fabry-Perot acoustic sensors have been 

proposed, those kinds of sensors usually suffer from the complicity of demodulations, 

which whether use the fringe counting or the spectroscopy assisted adjusted methods, 

in our previous work a feedback control method was used to confine the operating 

point to the system Q point, so a linear demodulating method is used, which shows 

merits in convenient use and simple configuration.  

In this work a sound F-P structure concomitant is introduced which shows 

prominent quality and easy to produce. A fiber Fabry-Perot interferometer (FFPI) is 

fabricated, a low-finesse F–P cavity is used to simplify the sensor fabrication and take 

advantage of the two beam interference approximation in signal demodulation. 

Demonstration of fabrication method and theoretical simulation are given to guiding 

the fiber F-P cavity execution. 

2  Fiber Fabry-Perot Interferometer Structure 

The fiber F-P Interferometric acoustic sensor head contains a small sensing element 

known as a Fabry-Perot cavity formed by two parallel reflecting surfaces, one of them  

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Diaphragm based Low finesse F－P sensor head 



 Micro Machined Diaphragm Based Fiber Fabry-Perot Acoustic Sensor 475 

is just the tip of the fiber and the other is usually a silicon diaphragm made by micro-

electric machine system (MEMS) technology, as shown in Fig.1. Two optical beams 

reflected from the diaphragm and the fiber tip interface interfere with each other at the 

fiber tip, generating signals as function of optical path difference(OPD) changes.  

2.1  Diaphragm Design 

The load-deflection method is a well-known method for the measurement of elastic 

properties of thin films. In this technique, the deflection of a suspended film is 

measured as a function of applied pressure. The motion equation of load-deflection 

relationship for a flat square diaphragm is given by 6: 
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Here E is young’s modulus, ρ is the density, σ is Poisson ratio of diaphragm material, 
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For a diaphragm clamped on its edges, from a mathematical point of view, the 
diaphragm can be viewed as a thin plate and the exact solution for the differential 
equation that describes its oscillation is given in 7. Assuming that the deflection of the 
diaphragm is small compared to its thickness, the Reyleigh–Ritz method 8 can be 
used to find the frequency of the lowest mode of vibration. Separate the variables, 
consider the boundary conditions:  
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a, b, are the side length of the flat square, When a=b, the frequency response of the 

diaphragm can thus be calculated by combining Eq. (2) and (4) into the following: 
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Considering a plate is under a load varying harmonically with time, the equation of 

motion is:  

4

" 2 ' j to
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u nu d u pe
ωη

η

∇
+ + =                            (6) 

The plate with clamped edges is under uniformly static pressure, the maximum 

displacement (umax) is expressed as following: 
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Considering the maximum displacement of the diaphragm occurs when frequency is 0 

(static case), the solution of Eq. (6) represent the vibration response of the diaphragm, 

at its central point is: 
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Here n is the damping factor; Fig.2 shows the relationships among half of side length, 

thickness, and resonant frequency. With a given side length, resonant frequency 

increases with thickness. With a given thickness of diaphragm, frequency decreases 

with side length. The figure also shows that diaphragm thickness has more effect on 

resonant frequency than side length. In order to get large natural frequency and large 

deflection, the thickness should be thin, and large deflection and large resonant 

frequency of the diaphragm could be acquired when the side length and thickness of 

the diaphragm are small. 

 

Fig. 2. The relationships among the side length, thickness, and resonant frequency at a given pressure 
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In the proposed pressure sensor, the diaphragm works as the key sensing element. 

In the low-fineness interferometer case, a blank thin fused silica plate is simply 

utilized. This kind of sensor is limited in the sensitivity due to the low reflectivity of 

the diaphragm interface (~4%). In order to achieve higher sensitivity, the diaphragm 

can be coated with dielectric or metal layers for a higher reflectivity (Fig.3). 

Benefiting from the Micro Electro Mechanical System (MEMS) technology, we 

applied standard IC processing technologies for manufacturing our sensor 

diaphragms, including photolithography, dry/wet etching, and metal evaporates 

deposition.  

 

Fig. 3. Micro machined based diaphragm with gold coated layers 

2.2  Fiber F-P Interferometic Theory 

An F–P interferometer, rigorously speaking, is a multibeam interference device. As a 

low-finesse FFPI consists of two interfaces with a reflectivity less than 4%, its higher 

order interferences in the cavity are weak and often negligible, and therefore can be 

approximately treated as a two-beam interference. 

 
Fig. 4. A symmetrical graph showing the two-beam interference of the sensor head 
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For simplicity and applicability we discuss the sensor with a simplified model, 

shown in Fig.4, which means a normally incident Gaussian beam is considered. The 

beam amplitude ejecting from the fiber tip can be expressed as9:  

2 2
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w z w z z z

−−
= − − +
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Where u0 is the output amplitude at the axis; z is axial distance from the fiber tip; Ȝ is the 

wavelength; λπ /2=k  is the wave vector; w0 is the waist of Gaussian beam at z = 0; 

w(z) is the beam spot size, 2
0

2
0 /1)( zzwzw +=  λπ /2

00 wz =  and zzzz /)( 2
0+=ℜ .  

The Gaussian beam partially transmits from the fiber tip and propagates to the 

diaphragm, and then reflected to the fiber tip. Taking the beam divergence into 

consideration, the returned beam will be broadened according to Eq.(9) with z = 2l, as 

shown in Fig.4 in symmetrical view, where l is the Fabry-Perot cavity length. The 

beam injects into the fiber partially with the coupling coefficient determined by 

interchange integration expressed as follows:  
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Interference will occur inside the fiber tip. The F-P cavity used in this type of sensor 

is usually with low reflective mirrors, in terms of low finesse F-P interferometer. Thus 

the multiple reflections between the mirrors can be neglected, only the first two 

beams need to be accounted: one is the beam reflected from the tip inside the fiber 

and the other is the beam emitted from the fiber, propagating through the cavity, 

returned and coupled into the fiber. The interference intensity can be written as:  

2 2 2

0 1 2 1

1

1 2 1 0

{ (1 )

2 (1 )cos[2 tan (2 / )]}

T
I u ds I R R R

R R R kl l z

η

η −

= ≈ + − +

− +


                 (11) 

Where I0 is the optical input intensity, R1 is the intensity reflectivity of the fiber tip 

and R2 is the intensity reflectivity of the diaphragm. The visibility of the interference 

fringe can be expressed as: 
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Fig. 5. Fringe visibility for different R2 with the same uncoated fiber tip reflectivity R1=4% 

Fig.5 shows the Visibility changes for different reflectivity of R2, here reflectivity 

of R1 is fixed to 4%. Visibility of the interference fringe is an important factor for 

high sensitivity. The visibility relies on the surface reflectivity R1, R2, and the cavity 

length l, which are the three parameters to be adjusted for highest visibility. From 

Eq.(12), the maximum of V = 100% can be obtained if proper parameters reached. 

3   Experiment 

A function generator which is connected to a computer speaker was used to produce 

acoustic waves. The sensor detects signals from the function generator. Then the 

detected signals were sent to the digital oscilloscope for demonstration. 

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0 5 0 0 0

3

4

5

6

7

8

9

R
e

la
ti
v
e

 o
u

tp
u

t

F re q u e n c y (H z )

 D

 

Fig. 6. Frequency response of the fiber optical sensor 

Fig.6 shows the sensor response to acoustic signals with same amplitude and 

increasing frequencies. For this measurement, the diaphragm has an expected 

resonant frequency of about 4 kHz. The sensor is seen to have a fairly broad  
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resonance centered on about 3.85 KHz, with small structure peaks below this 

frequency. It shows that the sensor has a dynamic response that is close to the 

expected value. 

 

Fig. 7. Interference visibility versus cavity length experimental and theoretical results 

Fig.7 is a calculated interference fringe visibility vs. cavity length with R1 = 4.0%, R2 

= 95%, Ȝ = 1550nm and w0 = 4.5ȝm, showing the highest visibility is obtained near l = 

380ȝm. In the experiment a broadband light source is used, in the rear end connect a 

spectral analyzer, change the length of the F-P cavity length, and measure the fringe 

visibility for different F-P cavity length.  There are some different from previous 

published work 9,10, in which a symmetric cavity of R1 = R2 was considered, so in their 

works the dependence of visibility on cavity length showed a monotonic declined curve. 

4   Conclusion 

The design guidelines for micro diaphragm-type acoustic sensors have been established by 
characterization of the relationships among diaphragm thickness, side length, sensitivity, 
and resonant frequency. According to the investigations, the thickness need to be thin and 
the side length need to be small in order to get the sensitive diaphragm with high resonant 
frequency. A Fabry–Perot based acoustic sensor has been designed based on the 
guidelines, fabricated and characterized. An optical fiber sensor with ultra-sensitivity is 
designed, fabricated, and tested. Improvements have been made in the fringe visibility and 
sensitivity of the sensor, the visibility of near 100% has been achieved so as to get a very 
high sensitivity. A simple micromachining process compatible with MEMS has been 
developed for fabricating the optical fiber sensor. The use of MEMS technology is 
advantageous because of the potential for enormous economical manufacturing. 
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Abstract. Catastrophe theory is widely used in almost every aspect since it was 

founded, and usually the research target is the nonlinear system. However, how 

to build the catastrophe models of a nonlinear system is a hard problem. 

Catastrophe models are the key points to analyze the catastrophe characteristics 

of a system. This paper discussed the universal transformation methods of four 

elementary catastrophe modeling, which are fold catastrophe modeling, cusp 

catastrophe modeling, swallowtail catastrophe modeling and butterfly 

catastrophe modeling. Once the catastrophe model of the system is deduced, the 

catastrophe analysis of the system then can be applied. 

Keywords: Catastrophe, modeling, nonlinear system. 

1  Introduction 

Catastrophe theory originated from Whitney’s singularity theory and Poincare-

Andronov’s bifurcation theory [1]. The core content of it is the jumping output caused 

by smooth input of a system. Though the theory involves so many abstruse 

mathematics, its application is so widely that many hard problems are successfully 

solved by this theory in almost every subject.  
According to Thom’s theory, catastrophe models are the key points to analyze the 

catastrophe characteristics of system. However, how to transform the mathematical 
models into catastrophe models of a system is a worth studying problem. Generally, 
trial and error method is adopted, but there are not any universal mathematical 
methods to achieve the transformation goals in the existing literatures. For this 
purpose，this paper discus the transformation methods to change the mathematical 
models into catastrophe models of a nonlinear system. These catastrophe models are 
fold catastrophe model, cusp catastrophe model, swallowtail catastrophe model and 
butterfly catastrophe model. The common feature of these models is the potential 
function of catastrophe model has the single output form. Once the catastrophe model 
is deduced, the catastrophe characteristic of the system is obviously obtained [2]. 

2  Catastrophe Modeling 

In scientific research and engineering, the common method we take is to build the 

mathematical model of research object, which is the foundation to conduct theoretical 

analysis. For an ordinary nonlinear system, its differential equations can be described as:  
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( )X F X= .                                     (1) 

Where ( )1 2, , ,
T n

nX x x x R= ∈  are state variables, ( )1 2,, , nF f f f=  ：
n m nR R R× →  

are functions of x . 

For a nonlinear system that has catastrophe characteristics, after non-essential 

variables are removed according to splitting lemma, the system’s differential equation 

can be transformed to potential function or its approximate form by diffeomorphism 

[3]. Then analyze the singularity of the system, the equilibrium surface M and 

singularity set S can be obtained: 

M ： ( ) 0xD F X = .                               (2) 

            S： ( )det 0xD F X =
                              

(3) 

The bifurcation set of the system can be deduced from (2) and (3), that is, the critical 

points of the system can be obtained. When control variables cross bifurcation set, the 

phase point locates in the unstable equilibrium state area, catastrophe occurs. 

By observing the catastrophe potential function with the multi-output and single-

input form, it can be seen that the potential function model is a high order polynomial 

which has no second higher order item. Because the nonlinear system can be 

approximated by Taylor expansion, as long as remove the second higher order item in 

Taylor expansion by mathematical transformation, catastrophe model is then 

achieved. If Taylor expansion is approximated to first power, the nonlinear system is 

transformed to a linear system. As we know, catastrophe characteristics are unique 

properties of some nonlinear system, so the first power expansion is neglected in this 

paper. 

2.1  Fold Catastrophe Modeling 

If Taylor expansion of the nonlinear system (equation (1)) is approximated to second 

power, as equation (4) shows: 
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The corresponding potential function of expression (5) is: 
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3
( )V x x ux= + .                                  (8)  

Expression (8) is the catastrophe manifold potential function form of fold catastrophe 
model [4], which has two dimensions. The corresponding catastrophe manifold is: 

23 0x u+ = .                                    (9) 

And the singularity set is: 

0x = .                                       (10) 

Bifurcation set is the projection of singularity set on control space (the line 0x = ), so 

the point ( 0u = ) is the bifurcation set (see Fig .1).             

 

Fig. 1. Catastrophe manifold and bifurcation set of fold catastrophe 

Bifurcation set splits the control space into two areas, 0u >  and 0u < .when 

control variable u crosses the point ( 0u = ), catastrophe occurs. 

2.2  Cusp Catastrophe Modeling 

If Taylor expansion of the nonlinear system is approximated to third power, as 

expansion (11) shows: 
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The corresponding potential function of expression (12) is: 
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Change the coefficient of the highest order item to be 1: 
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we get: 

4 2
( )V x x ux vx= + + .                             (15) 

Expression (15) is the normal potential function form of cusp catastrophe model [5], 
and the corresponding catastrophe manifold is: 

           34 2 0x ux v+ + = .                               (16) 

The bifurcation set is: 

             3 28 27 0u v+ = .                                  (17) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Catastrophe manifold and bifurcation set of cusp catastrophe 

By looking at expression (17), it can be found that the system state can be 
expressed by the phase point of ( , , )s u v  on the catastrophe manifold [6]. Suppose q  

is a point on the u v−  control plane. When q  crosses the bifurcation set, if phase 

point is right on the edge of middle lobe, then it must skip on the other lobe (upper or 
lower), i.e. catastrophe occurs (see Fig .2). 
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2.3  Swallowtail Catastrophe Modeling 

If Taylor expansion of the nonlinear system is approximated to fourth power, as 

expansion (18) shows: 
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Through Tschirnhaus transformation [7], let 3
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The corresponding potential function of expression (19) is: 
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we get: 

5 3 2
( )V x x ux vx wx= + + + .                            (22) 

Expression (22) is the normal potential function form of swallowtail catastrophe 
model [8], and the corresponding catastrophe manifold is: 

4 2: 5 3 2 0M x ux vx w+ + + = .                  (23) 
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Fig. 3. Bifurcation set of swallowtail catastrophe 

The singularity set is: 

320 6 2 0x ux v+ + = .                               (24) 

Eliminate x  from expression (23) and (24), and then bifurcation set can be obtained 

(see Fig. 3). Because the bifurcation set looks like a swallowtail, we call it swallowtail 

catastrophe. 

2.4  Butterfly Catastrophe Modeling 

If Taylor expansion of the nonlinear system is approximated to fifth power, as 

expansion (25) shows: 

' ' '2 '3 '4 '5

0 1 2 3 4 5
( )F t a a t a t a t a t a t= + + + + +                       (25) 

Through elementary transformation, let ' 4

5
5

a
t x

a
= − ，we get: 

2 3 2 4
5 3 24 4 3 4 2 4 3 4 4

5 3 2 12 2 3

5 5 5 5 5 5

2 4 3 2 3 3
( ) ( ) ( ) ( )

5 25 5 5 25 125

a a a a a a a a a
F x a x a x a x a x

a a a a a a
= + − + + − + − + − +   

      
5 2 3

1 4 4 2 4 3 4
0 4 2 3

5 5 5 5

1 4 1 1
.

5 3125 25 125

a a a a a a a
a

a a a a
+ − + + −               (26) 

The corresponding potential function of expression (26) is: 

22 3 4
6 4 3 23 4 3 44 4 2 4 4

5 3 2 12 2 3

5 5 5 5 5 5

1 1 1 1 4 1 1 3 3 1
( ) ( ) ( ) ( )

6 4 10 3 75 5 5 50 250 2

a a a aa a a a a
Y x a x a x a x a x

a a a a a a
= + − + + − + − + − +  

5 2 3

1 4 4 2 4 3 4
0 4 2 3

5 5 5 5

1 4 1 1
( ) .

5 3125 25 125

a a a a a a a
a x

a a a a
+ − + + −             (27) 

Change the coefficient of the highest order item to be 1: 
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2 2 4
6 4 23 4 2 4 3 4 4 1

2 2 3 4

5 5 5 5 5 5

3 3 6 9 9
( ) ( ) ( 3 )

2 5 5 25 125

a a a a a a a a
V x x x x

a a a a a a
= + − + − + − +

 

3 5 2 3
32 4 3 4 0 1 4 4 2 4 3 4

3 2 2 5 3 4

5 5 5 5 5 5 5 5

8 6 6 24 6 6
(2 ) (6 ) .

25 5 5 3125 25 125

a a a a a a a a a a a a
x x

a a a a a a a a
+ + − + − + + −

   

 (28) 

Let                          

2

3 4

2

5 5

3

2 4 3 4

3 2

5 5 5

2 4

2 4 3 4 4 1

2 3 4

5 5 5 5

5 2 3

0 1 4 4 2 4 3 4

2 5 3 4

5 5 5 5 5

3 3

2 5

8 6
2

25 5

6 9 9
3

5 25 125

6 24 6 6
6

5 3125 25 125

a a
t

a a

a a a a
u

a a a

a a a a a a
v

a a a a

a a a a a a a a
w

a a a a a


= − = + − = − + − +
= − + + −

, 

we get: 

   6 4 3 2
( )V x x tx ux vx wx= + + + + .                         (29) 

Expression (29) is the normal potential function form of butterfly catastrophe 
model [9], and the corresponding catastrophe manifold is: 

5 3 26 4 3 2 0x tx ux vx w+ + + + = .                          (30) 

The singularity set is: 

4 230 12 6 2 0x tx ux v+ + + = .                              (31) 

Eliminate x  from (30) and (31), and then bifurcation set can be obtained. The 

bifurcation set equation is a four dimension function, and the corresponding figure 

looks like a butterfly, we call it butterfly catastrophe. 

3  Conclusions 

This paper discussed the universal transformation methods of four elementary 

catastrophe modeling, which are fold catastrophe modeling, cusp catastrophe 

modeling, swallowtail catastrophe modeling and butterfly catastrophe modeling. The 

common feature of these models is the potential function of catastrophe model has  

the single output form. Once the catastrophe model of the system is deduced, the 

catastrophe analysis of the system then can be applied, which has significant meaning 

in many domains, such as aviation, navigation, coal mining and danger forecast. 
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Abstract. A tuberculosis (TB) model with treatment and self-cure is 

investigated. The basic reproduction number is found and its epidemiological 

interpretation is given. It has been shown that the dynamics of the model is 

determined by its basic reproductive number. If the basic reproduction number 

is less than or equal to one, there exists only the disease-free equilibrium which 

is globally asymptotically stable, and the disease dies out eventually. When the 

basic reproduction number exceeds one, there exists a unique endemic 

equilibrium which is uniformly persistent. At last, some measures to control the 

spread of TB are discussed. 

Keywords: Tuberculosis, Treatment, Self-cure, The basic reproduction number, 

Stability. 

1  Introduction 

Tuberculosis (TB) is a bacterial disease caused by Mycobacterium tuberculosis (Mtb), 

which is usually acquired through airborne infection from active TB cases[1,2]. There 

are nine million new cases per year, of which about three million population die[3,4]. 

A person with active TB disease has a large amount of TB bacteria in the body. TB 

disease can be treated by taking several drugs for six to twelve months. If they stop 

taking the drugs too soon, they can become sick again; if they do not take the drugs 

correctly, the germs that are still alive may become resistant to those drugs. TB that is 

resistant to drugs is harder and more expensive to treat[5,6]. 

The average length of latent period ranges from months to decades[1]. In the paper, 

we assume that the treated individuals are in isolated environment, and they can not 

infect others. After a period of treatment, the treated one leaves the isolated 

environment. It assumes that a susceptible individual, after being infected, may enter 

latent compartment. After being treated the TB symptoms of a patient may disappear, 

and there may still be a few of tubercle bacillus in the body of the patient, the 

individual may still be TB carriers and become latent; or may be enter the infectious 

compartment for failure treatment[7,8].  
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This paper is organized as follows. In Section 2, an SLIT TB model with treatment 

treatment and self-cure is formulated. In Section 3, the basic reproduction number is 
determined, and the existence of equilibrium is analyzed. Furthmore, the global 
asymptotical stability of the disease-free equilibrium and the endemic equilibrium 
uniformly persistent are discussed in Section 4. In Section 5, we discussed control 
measures for TB. 

2  Formulate the Model 

The total population is divided into four epidemiological compartments: the 

susceptible compartment S , the latent compartment L , the infectious compartment 

I , the treating compartment T . an SLIT  epidemic model with incomplete 

treatment is given by the following system of differential equations: 

                  

( ) ( )

( )

( )

( )

1

2 1

3 2

3

,

,

,

(1 ) .

S t A S SI p T

L t SI p T b L q I

I t L p T b I

T t q I b T









µ β δ

β δ γ

ε δ

γ

 = − − +
= + − +
= + −
= − −

              (1) 

where 
1 2 1 3 2

, , .b b bµ ε µ α γ µ δ α= + = + + = + + The parameters µ , β , ε , γ ,δ  are 

all positive constants. The constant µ  is the natural death rate coefficient. β is the 

probability per unit time of transmitting the infections between two individuals taking 

part in a contact. ε  is the transfer rate coefficient of the latent individuals becoming 

infective. γ  is the treated rate coefficient of the infectious individuals. 

( )0 1q q≤ < is the fraction of infectious individuals reentered the latent compartment 

through self-cure. δ  is the transfer rate coefficient of the treatment individuals. 

( )
3

1

0 1,2,3 , 1
i i

i

p i p
=

≥ = =  and 1 2 3, ,p p p are the fraction of the treated individuals 

reentered , ,S L I compartments, respectively. 1 2,α α  are non-negative constants and 

represent the death rate coefficient due to disease (the disease-related death rate). Aµ  

is the recruitment rate into the population. 

From system (1), let ( ) ( ) ( ) ( ) ( )N t S t L t I t T t= + + + , then it follows from (1) that 

( ) ( ) ( ) ( ) ( )1 2
N t A N t I t T t A N t µ µ α α µ µ= − − − ≤ − . It implies that limsup ( )

t

N t A
→∞

≤ . 

So ( )N t  is uniformly ultimately bounded. Therefore, in the rest of the paper we will 

study the system (1) in the feasible region { }4
( , , , ) : 0S L I T S L I T AR+Ω = ∈ < + + + ≤ . 
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3  The Basic Reproduction Number and Enquilibria 

For the system (1), it is obvious that it always exists disease-free equilibrium 

( )0 ,0,0,0E A  on the region Ω . By using the method of  next generation matrix[9], 

we can obtain the basic reproduction number 

 
( )( )

3

0

1 2 3 3 1 2 3
1

Ab
R

b b b p b p q q b

β ε

δγ ε εγ
=

− + − −
                   (2) 

Furthmore, by straightforward calculation, it can be given the following results on the 

existence of endemic equilibrium of system (1) in the region Ω . 

Theorem 1. When 
0

1R > , besides the disease-free equilibrium 
0

E , system (1) also 

has a unique endemic equilibrium * * * * *( , , , )E S L I T , where 

( ) ( )

( ) ( ){ }
( ) ( ) ( ){ }

( )

*
2 3 3* * * * *1

*

0 3 3

1 2 3 3 2 3*

0

1 2 3 3 1 2 3

1 1
, , ,

1 1
1 .

1 1

b b p q qA p T A
S L I T I

R b bI

b b b p q p q q b
I R

b b b p q p p q q b

δγ γµ δ

εµ β

µ δγ δγε γ ε

β δγ δγε γ ε

− − −+
= = = =

+

− − − − −  
= −

− − − + − −  

 

4  Conclusion and Simulation 

By construct Liapunov function, LaSalle Invariance Principle[10] and the persistence 
in terms of repeller[11],  we have the following theorem 2. 

Theorem 2. When
0

1R ≤ , the disease-free equilibrium 
0

E  of system (1) is globally 

asymptotically stable on the region Ω ; when
0

1R > , the disease-free equilibrium 
0

E  

of system (1) is unstable on the region Ω  and the disease persists if it is initially 
present.  

 

Fig. 1. Globally asymptotically stable of the disease free equilibrium 
0

E  for system (1) 
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Fig. 2. Globally asymptotically stable of the disease free equilibrium 
*E for system (1) 

When
0

1R ≤ , the simulation shows that the endemic equilibrium 
0

E  of system (1) 

is globally asymptotically stable in the interior of Ω  (see Fig.1). In Fig.1,
 

1 2 1 21000, = 1/70.0, =0.0014, 0.94,p =0.05, =0.05,p3=0.01, =0.4, =0.1,A pµ β ε α α= =

=0.75, =2γ δ  and q=0.05,  then 0 0.9880 1R = < . When 0 1R > , the simulation 

shows that the endemic equilibrium *E  of system (1) is globally asymptotically 
stable in the interior of Ω  (see Fig.2). In Fig.2, q=0.8, and other parametes are the 

same as those of the Fig.2, then 0
1.2731 1R = > . 
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Abstract. Headland turning operation has been difficulties in field application 
for autonomous agricultural vehicles based on machine vision. A method using 
variable field of view of camera to solve deficiencies in blind spots or limited 
image information with a settled field of view, which is controlled by two DC 
motors to rotate in vertical and horizontal planes, is proposed to detect crops 
near the end of crop rows, guide an agricultural robot and implement headland 
turning operation in corn field. The lateral field of view of camera was chosen 
firstly to detect crops near the end of corn row and guide the robot according to 
guidance information from crop images by using the image processing 
technology based on mathematically morphological operations. Headland 
turning was mainly composed of two 90˚ turning and one backing control. 
Three repetition tests were conducted to perform the headland turning operation 
in corn field. A maximum error of 17.4mm when using the lateral view and 
good headland turning operation were observed. It was successful for variable 
field of view to implement headland turning operation in corn field. 

Keywords: Headland turning, machine vision, robot, row guidance, end of row. 

1  Introduction 

Autonomous agricultural vehicles have potential benefits in increasing productivity, 
improving application accuracy and promoting safety. But autonomous navigation 
functionality of such vehicles, as a key and basis to perform selective operations in 
field, has been a focus and hotspot of study. The methods based on machine vision 
with performances in low cost, flexibility, real time and high precision navigation, 
have been studied and applied in agricultural vehicles due to main characteristics of 
crop planted in rows or agricultural production operated in lines. 

Since the potential of agricultural vehicle navigation based on machine vision was 
first proposed, it has led to the development of visual navigation systems to guide 
tractors along crop rows [1-5]. Such systems were also adopted to guide vehicles for 
spraying, weeding, cultivating and for harvesting [6-10]. In addition, many 
autonomous agricultural robots with machine vision performed well in fields [11-14]. 
These studies and applications have proven applicability of machine vision of 
agricultural vehicles in straight or curve line guidance. However, no author has 
implemented headland turning operation in the end of crop rows by merely using 
machine vision so far, except that Åstrand and Baerveldt [9] concerning end-of-row 
detection and Subramanian and Burks [15] making efforts in headland turning by 
using a combination of machine vision and laser radar. The end-of-row guidance and 
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turning operation, which usually were evaded in researches, have been considered as 
difficulties for autonomous agricultural vehicles with a settled field of view (FOV) of 
machine vision due to a fixed direction (angle) of view of machine vision. Although 
the settled FOV of machine vision has performed good to navigate vehicles with long 
distance in straight or curve crop rows, it has difficulty in detecting the end of rows 
with a settled FOV due to limited image information and blind spots, especially for 
headland turning operation at the end of crop rows. 

The objective of this work is to implement headland turning operation of an 
autonomous agricultural robot, with variable FOV of machine vision, which is achieved 
by changing the direction of view of machine vision. In order to detect crops near the 
end of crop rows, a variable FOV camera, controlled by two DC motors, was developed 
to obtain a changeable FOV of camera in the horizontal plane paralleling to the ground 
and the vertical planes along the forward direction of a robot. The lateral FOV of 
camera, which means that the direction of view of machine vision points at left or right 
side of a robot relative to the forward direction of the robot, was chosen to detect row 
crops near the end of crop rows, which cannot be observed with a settled FOV of 
camera due to blind spots or limited image information. During headland turning 
operation, the camera’s direction of view was changed to determine position of the 
robot in order to complete headland turning operation of the robot into the next rows. 

2  Materials and Methods 

2.1  Experimental Equipments 

AgTracker, which was developed by Department of Agricultural and Biological 
Engineering at University of Illinois to demonstrate crop guidance functionality with 
ruggedness, simplicity and low cost in mind, about 920mm×500mm×480mm 
(length×width×height), was selected as robot platform for this study. The basic crop 
guidance functionality was implemented by using a single microcontroller. This 
involved controlling speeds of two motors and receiving steering information from a 
main laptop computer, which is relayed to drive the motors in Pulse Width Modulation 
(PWM) form with simple skid steering. AgTracker’s drive motors are DC brushless 
High Torque types. The output of the motors was geared down significantly using 
chains and gearboxes. To interface the microcontroller with the motors, motor 
controller boards OSMC Power Unit were used. The robot platform is shown in Fig. 1. 

 

Fig. 1. The robot platform 
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For the purpose of low cost, a family webcam (Logitech QuichCam) was chosen as 
visual device with 640×480 pixels and 30 fps frame rate, and was connected to a main 
computer with AMD Turion 64 X2 TL-50 dual-core processors through High-Speed 
USB 2.0 cable. This camera characterized by variable FOV will be introduced in the 
next section. Matlab image acquisition and processing software were mainly applied to 
acquire and process images from the camera in the main computer. After completing 
image processing, the computer sent commands to the microcontroller in the robot 
through serial communication. Then the motor controller boards received PWM signals 
to drive the motors. The control scheme of the visual system is shown in Fig. 2. 

 

Fig. 2. Control scheme of visual system 

RTK GPS (Trimble 5800 GPS) receiver was equipped to determine the running 
trajectory of this robot and evaluate control performances in headland turning 
operation of the robot with variable FOV machine vision. GPS data was stored in the 
main computer via serial communication.  

2.2  Headland Turning  

Machine vision with a settled FOV has difficulty in supplying sufficient information 
for guidance and other field operations. In this work, a variable FOV of camera was 
developed to detect corps near the end of rows and implement headland turning 
control in corn field. There are two DC motors (motor 1 and motor 2, shown in Fig. 3 
to implement the variable FOV of camera, where motor 1 controls camera rotation in 
the vertical plane along the forward direction of vehicle, motor 2 controls camera 
rotation in the horizontal plane paralleling to the ground. 

Given that all angle of camera are calculated on the basis of camera position where 
camera is looking straight ahead. In the vertical plane (Fig. 3(a)), elevation angle of 
camera is defined as αup when camera is looking up; depression angle is defined as 
αdown when camera is looking down. In the horizontal plane (Fig. 3(b)), rotation angles 
of camera to the left and the right are defined as βleft and βright, respectively. 

 
 
 
 
 
 
 
 

Fig. 3. Control scheme of variable FOV 

(b) (a) 
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The machine vision developed was mounted in the front of the robot with the 
height of 535 mm from central line of camera to the ground when the camera looks 
straight forward. This camera not only has continuously changeable angle in the 
vertical plane, which can change FOV of camera in front of robot, but also can 
observe crops according to a lateral FOV through control of the two DC motors. In 
this work, a lateral FOV of camera was chosen firstly to detect crops near the end of 
corn rows and guide the robot forward, because there was a blind spot with about 
1.5m in front of the robot, when image from the camera can be segmented to find 
guidance line with a minimum forward FOV. Then a far FOV of camera, which 
means a smaller αdown in Fig. 3(a), was performed to determine the robot position and 
its backing distance during headland turning operation, by rotating the camera to the 
horizontal direction perpendicular to longitudinal direction of the robot.  

Fig. 4 shows the process of headland turning operation of the autonomous robot in 
corn field, when the robot turn left into the next rows. This process can be divided to 
the following steps:  

 

Fig. 4. Process of headland turning operation 

(1) End of row detection and guidance. The robot must be able to detect and 
identify crops near the end of corn row and guide the robot before turning operation. 
During the end-of-row detection, a lateral FOV of machine vision was used to observe 
crop rows and guidance information was calculated by image processing to guide the 
robot forward. When there is no crop in image, it indicates that the robot reaches the 
end of crop rows and will prepare for turning operation.  

(2) Go blind for a distance. The robot continues moving forward with current 
heading for a distance without image acquisition and processing. This is mainly to 
ensure the robot completely off the crop rows before headland turning operation. In 
this work, the robot moved forward 1m after it reached the end of rows. 

(3) Turn 90˚ to left. In this work, no direction sensor such as compass was 
equipped in the tested robot. In order to achieve 90˚ turn to left, speeds of left and 
right wheels and steering time were determined through indoor tests and field trials in 
sequence. In addition, the wheels speeds were fixed to simplify the control program 
during this turning stage. In this work, the left wheel speed was set to 0.01 m/s, the 
right wheel speed 0.2 m/s and the turning time 7 s. 
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(4) Stop the robot, and then rotate the camera into the direction perpendicular to 
longitudinal direction of the robot in the horizontal plane to observe the left crop 
rows. The position and direction of the robot relating to the next crop rows will be 
determined by processing the image.  

(5) Back the robot a distance. In this work, this backing operation must be 
performed after the first 90˚ turn, which depends on the inter-rows distance in corn 
field and the size of the tested robot. Based on the step (3), the backing distance and 
the speeds of the left and right wheels will be calculated. If the robot is perpendicular 
to the crop rows, it will move backward a distance with the same speed of the left and 
right wheels. Otherwise, it is necessary to adjust the speeds of the left and right 
wheels to make the robot perpendicular to the crop rows as far as possible when the 
robot backs a distance.  

(6) Turn 90˚ to left again with a turning time of 5s. The similar operation was 
realized between this step and the step (3) except the different turning time. The 
reason for choosing the turning time of 7 s in the step (3) is to ensure that the robot 
direction is not deviated from corn rows after the first 90˚ turn in the case of the 
resistance of soil. Otherwise, it is difficult for the robot to acquire crops image when 
the robot stopped with a bigger direction angle to the right due to the bigger resistance 
of soil when turning.  

(7) Stop the robot. It indicates that headland turning operation is completed and the 
robot locates before the next corn rows. In order to move the robot forward in the next 
rows, another far FOV of camera, with which the robot can look forward along the 
longitudinal direction, will be chosen to acquire corn rows image. However, this part 
does not discussed in this work.  

2.3  Image Segmentation  

There always exists blind spot in front of robot with a certain distance when using a 
minimum forward FOV, with which the smallest row crop navigation information can 
be obtained. In this work, there was a blind spot with 1.5m distance in front of robot. 
Therefore, lateral FOV of machine vision, as shown in Fig. 5(a), was chosen to detect 
crops near the end of crop rows and navigate the robot, although only several corn 
stems were contained in crop image (Fig. 5(b)). In this case, crops objects in image 
were mainly corn stems, and an algorithm mainly based on mathematically 
morphological operations with specific structure element was adopted to identify and 
segment corn stems, as shown in Fig. 5(c). The crop row line, also as the guidance 
line, was shown in Fig. 5(d). 

As mentioned above, a far FOV of machine vision was chosen to determine the 
position and direction of the robot during turning operation, which further determines 
how to make the robot back. In order to determine the position of robot relative to  
the crop rows, the simulated experiments were implemented in advance, as shown in 
Fig. 6(a). There were three black tapes, which have a contrast with the ground, to 
represent three actual corn rows. After the robot firstly turned 90˚ to left, the camera 
angle was changed to observe corn rows, especially to observe the third corn row, 
whose position in image determines the relative position of the robot. The different 
position of the robot relative to the simulated rows were acquired to find out 
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correspondence relationship between the actual position information (distance and 
heading) of the robot relative to the crop rows and the crop rows position in images. 
Therefore, in the upcoming applications, the robot position information will be 
obtained only by the crop rows position information in image, thus the information 
about backing distance of the robot and how to make the robot backward will be 
determined to ensure the robot perpendicular to crop rows as far as possible after the 
robot completes the backing operation. Of course, after the simulated test, the 
correspondence relationship was verified in corn field, as shown in Fig. 6(b). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Lateral FOV and its image processing 

2.4  Control of Headland Turning  

According to Fig. 4, the control of headland turning operation can be divided into the 
following 5 stages: end-of-row guidance control, going-blind control, first 90˚ turning 
control, backing control and second 90˚ turning control. During the end-of-row 
guidance control, the robot moved forward by adjusting the wheels speeds in the light 
of guidance information. After that, the robot was controlled to go blind a distance 
with its previous direction to ensure that the robot turned after it was out of the end of 
corn rows. But for the two 90˚ turning control, it was implemented by controlling 
wheel speeds and the turning time mentioned above. As for the backing control, 
position information of the robot, which includes distance of the robot from the 
referred crops row and direction of the robot relative to the referred crops row, were 
determined. Then, the backing distance and two wheel speeds of left and right wheels 
were calculated to ensure that the robot was controlled to appropriate position and 
perpendicular to the crops row as far as possible. 

 

(a) (b) 

(c) (d) 
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Fig. 6. Indoor simulation and field verification of far FOV 

Wheel speeds are achieved by control PWM signals. Therefore, the speed 
difference of the left and right wheels was controlled according to the difference of 
PWM signals, thus the robot performed straight driving during the end-of-row 
guidance control and backing control. Fuzzy control with two inputs and one output 
was adopted to realize the control of row guidance. The two input signals were offset 
and heading angle of the robot platform respectively, which is in accordance with the 
control strategy of human drivers. The PWM values were obtained from a look-up 
table to achieve skid steering according to output signal of the fuzzy control. 
Triangular membership function using uniform distribution, Max-Min fuzzy inference 
algorithm and decoupling sentencing law with the method of center of gravity were 
applied in the fuzzy guidance control. The discourse domain of the fuzzy subset of 
input and output all were of 5 levels as {NG, NS, ZE, PS, PG}. As for the discourse 
domain of the fuzzy subset of output, ZE indicates that the robot maintains the last 
state; PS, PG, NS and NG represents small shift to the left, large shift to the left, small 
shift to the right and large shift to the right, respectively. In order to establish control 
rule base, the indoor simulation approach was chosen to find out the correspondence 
relationship between the actual position of the robot and the position information of 
the robot from images. For the backing control, the approach in Fig.8 was used to 
acquire image and calculate. For lateral FOV in the end-of-row guidance, the 
simulation approach similar to the far FOV was adopted to acquire image and 
calculate, except that the camera angle and the robot position are different. The robot 
was put at different positions to obtain the correspondence relationship according to 
the acquired images for the different camera FOV. Then, the control rule base was 
formed according to driving experience of human drivers. 

3  Experimental Procedures 

In order to verify performances of the designed visual guidance system in headland 
turning control, tests were conducted in corn field of experimental farm in the 
University of Illinois. Corn crops were planted in rows with about 750mm inter-row 
distance and about 150mm intra-row distance, the height of corn was about 700mm 
during the tests. And the robot ran between two corn rows. In addition, the initial 

(a) (b)
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speed of robot was set to 0.2m/s, backing speed 0.1m/s. Left and right wheels speeds 
were fixed to 0.01m/s and 0.2m/s during two 90˚ turn. And the starting point of the 
tests was 2m away from the end of corn rows. 

At the beginning of tests, a lateral FOV of camera was chosen to acquire image of 
crops for detecting crops near the end of corn row and guiding the robot along the 
corn row. Once no crop appears in image, the headland turning operation at the end of 
corn rows was performed.  

The tests were repeated for 3 times with the same starting position which ensures 
the same reference point of the robot trajectory. And a RTK GPS (Trimble 5800 GPS) 
receiver was equipped to form the running trajectory of the robot and evaluate 
performances of detection and guidance in the end of rows and headland turning 
control based on the variable FOV of machine vision. Once positioned, the robot was 
started under autonomous control and stopped automatically. 

GPS data stored were analyzed to evaluate performance of the headland turning 
operation. The maximum error, average error, RMS (root mean square) error and 
standard deviation were calculated to evaluate the guidance accuracy during the end-
of-row guidance. And some position points, such as the point after the first 90˚ 
turning, the points after second 90 turn, the farthest point in the robot trajectory and 
the back distance during turning operation, were recorded to reflect the turning 
performances. The effect of going blind stage on headland turning was analyzed by 
comparing the positions of the end point and the farthest point during the first 90˚ 
turning and observing the turning trajectory of the robot. In addition, the performance 
of the backing control was evaluated by measuring the backing distance and 
observing the backing trajectory. And the performance of the second 90˚ turning was 
judged by measuring the position of the end point and observing its trajectory. 

4  Results and Discussion 

Experiments were conducted to observe the behavior of the robot during headland 
turning operation in corn field. During each trial run, the data from RTK GPS, which 
would be used to represent trajectory of the robot and evaluate accuracy of guidance 
and turning operation, were recorded automatically at regular intervals of 1s in the 
laptop computer via serial data communication cable. The maximum error, average 
error, RMS error and standard deviation were calculated to evaluate the lateral FOV 
guidance performance for each experiment. Some points including the end points after 
the first 90˚ turn and the second 90˚ turn, the farthest point and the back distance, 
which all were calculated relative to the starting point, were listed for each 
experiment. Then the results were compared for the three repetitions. The trajectory of 
robot running was plotted over the length of the test path by processing GPS data, that 
is, the latitude and longitude vectors from GPS data were converted into UTM 
(Universal Transverse Mercator) coordinates, and the data, which were used to form 
trajectory of the robot, were further calculated from UTM coordinates relative to the 
coordinate of the original point. The performance measures in the lateral FOV 
guidance stage and the whole turning process are shown in Table 1 and Table 2, 
respectively. It should be noted that, the “-” sign in Table 1 indicates that the error is 
biased in favor of the right, and X and Y in Table 2 represent positions coordinates in 
the directions parallel and perpendicular to crop rows, respectively. 
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Table 1. Performance measures of the lateral FOV guidance and going blind stages 

 

Table 2. Performance of the whole turning process 

 

According to the data of position after 90˚ turn and at farthest point in Table 2, the 
main difference appeared in Y direction. The offsets in Y direction were 23.6mm and 
20.2mm at the positions after first 90˚ turn and at farthest point, respectively. It shows 
that the stage of going blind has effect on the first 90˚ turn, but this effect, due to good 
backing control mentioned below, cannot deteriorate the performance of turning. The 
offset of backing distance was no more than 16.7mm, and the backing control 
algorithm strived to make the robot perpendicular to the corn rows parallel to the crop 
rows when the backing control was end, as shown in Fig. 7, if the robot is not 
perpendicular to the corn rows at the starting position of backing stage. These show 
good performance of back control based on the far FOV machine vision. According to 
the data in Table 2, where the maximum deviation from the center line was 14.8mm 
after the turning operation in the second test, and the trajectory in Fig. 7, they indicate 
that the control algorithm can make the robot locate near the central line of the next 
corn rows with high accuracy. 

 

Fig. 7. Lateral FOV and its image processing 
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The headland turning operation based on variable FOV of camera have feasibility 
by calculating error values or observing the robot running. Therefore, it is worthwhile 
to look forward to field operation of autonomous vehicles with variable FOV of 
machine vision. 

5  Conclusions 

Variable FOV of machine vision was developed to implement headland turning 
operation for an agricultural robot in corn field. The robot was controlled by control 
algorithm of headland turning operation developed and tested in the light of  
the information from variable FOV camera. Three repetition tests were conducted at 
the same starting point with the same starting speed. The running trajectory of the 
robot was available by the RTK-GPS data stored automatically in the main computer 
during tests. 

Lateral FOV machine vision showed acceptable performance in the end-of-row 
detection and guidance. The average errors were no more than 12.7 mm in most cases. 
The maximum error was not more than 17.4mm in any test run. The turning process 
performed well, especially the far FOV of camera, which was applied before backing 
control, ensured the completion of headland turning. These experiments demonstrated 
the accuracy of the guidance system and headland turning control system and 
successful operation of the robot in corn field. However, the farther tests will be 
performed to verify the application of variable FOV of machine vision. 
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Abstract. In wide area antenna array, it is difficult to combine the signal of 

each element because of the big delay and phase offset. Prior values of delay 

and delay rate, calculated according to the position and velocity of space probe 

and ground antennas, are used for correlation of antenna signal. The signals 

from each array element could be combined using residual delay, delay rate and 

phase offset obtained by correlation .Observation data received by Shanghai 

Sheshan 25-meter-diameter antenna and Beijing Miyun 50-meter-diameter 

antenna during Chang’E-2 lunar satellite mission are processed to verify the 

above algorithm. The experiment result indicates that the signals from each 

antenna could be combined successfully. 

Keywords: Deep Space Exploration, Antenna Array, Delay model, Correlation, 

Full-Spectrum Combining. 

1  Introduction  

Recently, deep space exploration have received remarkable attentions in the world. As 

the space probe gets into the space further and further, the signal arriving from space 

probe becomes weaker and weaker. Because of the technical limits of single parabolic 

antenna and receiver, the need arises for devising antenna array to compensate for the 

reduction in signal-to-noise ratio (SNR). 

In recent years, antenna array technology becomes an active research topic in deep 

space exploration field. NASA’s worldwide deep space network successfully 

completed a serious of remarkable deep space mission s such pioneer 10, Voyager II, 

Megallans and Galileo by using antenna array Technology
 
[1]. 

Wide area antenna array consist of existing Large-diameter antennas Located in 
different regions. Signals from each element of antenna array are combined In order 
to improve the signal-to-noise ratio. The great advantage of  this array is you can use 
the existing antenna and receiver, without the construction of new ones, short 
development cycle, low cost, low risk, only some additional back-end data processing 
equipment are needed to combine the signals. 

In wide area antenna array, it is difficult to combine the signals of each element 
because of the big delay and phase offset. Prior values of delay and delay rate, 
calculated according to the position and velocity of space probe and ground antennas, 
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are used for correlation of antenna signals. Signals from each array element could be 
combined using residual delay, delay rate and phase offset obtained by correlation. 
Observation data received by Shanghai Sheshan 25-meter-diameter antenna and 
Beijing Miyun 50-meter-diameter antenna during CE-2 lunar satellite mission are 
processed to verify the above algorithm. The experiment result indicates that the 
signals from each antenna could be combined successfully. 

∧

• sb

∧

s

b

csbg /



•=

∧

τ

 

Fig. 1. The procedure of deep space probe signal reception 

2  Algorithm 

2.1  Signal Model 

The procedure of Deep space probe signal reception is shown in Figure 1.The signals 

emitted by the Deep space probe are propagated as a series of electromagnetic waves, 

and one wave-front will reach two widely spaced antennas on the earth at different 

times. This delay τ  in the time of arrival of the signal Consists of two parts: 

Propagation Delay: The delay caused by thick layer consisting of the atmosphere 

and the overlaying ionosphere. 

Geometric Delay: The delay caused by the geometric location of antenna. 
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As view from the earth, the direction of travel of a radio signal emitted by space probe 

appears to change depending on the time and observer location. This is due to changes 

occurring in the earth’s orbital path, resulting in delay changing accordingly. It is 

difficult to combine the signals of each element because of existing of this delay. 

The signal arriving at the antenna has been focused, feed selected and amplified. 

After mixing with the first-order local oscillator, the amplified radio signal is 

converted into intermediate frequency signal. The video signal obtained by mixing the 

intermediate frequency signal with the second –order local oscillator is sampled, 

quantified and filtered for correlation[2]. 

According to the above description, the video signal received by station X, 

expressed in frequency domain notation as: 

( ) ( ) ( ) ( )x x xi i i

v x x x x
X f X f f e S f f e N f f e

φ φ φ− − −= + + + +=           (1) 

The video signal received by station Y: 

( ) ( ) ( ) ( )y y yi i i

v yy y y
Y f Y f f e S f f e N f f e

φ φ φ− − −
′= + + + +=           (2) 

Where: ( )vX f 、 ( )vY f are received video signal at station X and station Y 

respectively , ( )S f 、 ( )S f′ are received signal without frequency conversion， xf 、

yf  are LO signal、
x

φ 、

y
φ are initial phase of LO， xN 、 yN  are the Gaussian 

noise components added to the signals at respective receiving station. Since S ′ is the 

S signal delayed by τ , we have
2

( ) ( )
i f

S f S f e
π τ−′ = .  

We have the cross spectrum of received video signals at station x and station Y as:  
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( ) ( )
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S f f e S f f e

S f f e N f f e
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− ∗
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                        (3) 

The second and subsequent terms on the right-hand side of the above equation are 

products of statistically independent Gaussian noise components, and applying an 

appropriate time interval zeroes their means, which leaves only the first term. The 

equation (3) thus becomes:  

( ) ( ) ( ) yx
iiv

x y x y
C f S f f e S f f e

φφ− ∗′= + +                    (4) 

From the relationship 2( ) ( ) i f
S f S f e

π τ−′ = and y xf f f= − ∆ , the equation (4) 

becomes 

{ 2 ( ) 2 ( ) }2( ) | ( ) | x y xi f f f tv

xy x
C f S f f e

π τ π φ φ+ + ∆ + −
= +                (5) 
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Where:θ = 2 ( )  y xf tπ φ φ∆ + −
，represents the phase difference, he y xφ φ−  part 

of θ  represents the local oscillator phase difference, the 2 ( )  f tπ ∆ part of 

θ represents the phase difference set up by the slightly shift in local oscillator 

frequency. The 2 ( )
x

f fπ τ+ represent the phase component caused by delay τ . 

The signals ( )vX f and ( )vY f  can’t be added coherently due to the factor 

2 ( )
x

f fπ τ+  and θ , even though the data symbols are aligned. Therefore, cross-

correlation is carried out to get the additional phase adjustment parameters for signal 

combining. 

2.2  Prediction Geometry Model 

According to above section ,in order to combine the signals coherently, cross-

correlation processing is needed to get the phase adjustment parameters θ and τ .In 

local area antenna array, delay τ and delay rate τ  caused by continue changes 

occurring in position between the space probe and antenna are small because of the 

relative close distance between antenna array elements. Therefore cross-correlation 

could take place properly without pre-treatment of signals .In contract, delay τ and 

delay rate τ  in wide area antenna array are much bigger compared with its 

equivalence in local area antenna array due to the large distance between antenna 

array elements, which sometimes can reaches thousands of kilometers. For this 

reason, prior values of delay and delay rate with a certain degree of precision are 

required for proper cross-correlation.  
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Fig. 2. Dynamic geometric position of space probe S

、antenna state vector X


、and antenna 

state vector Y
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In order to calculate the prior values of correction parameters, both space probe 

state vector and antenna state vector are required. In the inertial reference frame, the 

state vector of space probe can be forecast by orbital; the antenna state vector is 

considered to be known parameters, from which inertial reference frame coordinates 

are deduced according to ITRF2000 with the correction of the tide , pole tide, ocean 

loading, atmospheric loading, tectonic and other geophysical effects[4-7].The distance 

between space probe and receiving antenna is not so far that signal wave front emitted 

by probe can’t be approximated as plane waves, bending effect of wave front should 

be considered. Dynamic geometric position of space probe

S、antenna state vector 

X

、and antenna state vector Y


 are shown in Fig. 2. 

2.3  Signal Combining Scheme 

There are five basic signal-processing schemes that can be employed to combine the 

output of separate antennas that are observing a spacecraft-type signal. These schemes 

have come to be known as: (1) full-spectrum combining (FSC), (2) complex-symbol 

combining, (3) symbol-stream combining, (4) baseband combining, and (5) carrier 

arraying
 
[1]. FSC scheme does not crucially depend on spectral characteristics of the 

signal source and the combining operation is transparent to demodulation back-end. 

These advantages make the FSC become the most commonly scheme for signal 

combination. 

The block diagram of FSC is shown in Figure 3. The signals from each antenna are 

decode for combination. To ensure coherence, the signals must be delayed and phase 

adjusted by using the prior calculated by geometry model before combining. Then the 

residuals of the delay and phase are determined by cross-correlation of the signals 

from each antenna. These residuals plus priori are used to correct the antenna signals, 

and then they are combined by using SUMPLE Algorithm
 
[8]. 

 

Fig. 3. The block diagram of full-spectrum combining 

3  Experiments and Result  

3.1  Data Acquisition 

A 2 minutes VLBI observation data recorded from November 3, 2010 03 09 minutes 

and 31 seconds during the Chang’E-2 mission are used for the experimental study of 
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signal combination. The signals were received by the 25-meter-diameter antenna 
located at Shanghai Sheshan station and the 50-meter-diameter antenna located at 
Beijing Miyun station respectively. The characteristics of the observation data are 
shown in Table 1. 

Table 1. The characteristics of the observation data 

Parameter  Sheshan Station Miyun Station 

File name sh2010307030931+2m.dat  bj2010307030931+2m.dat  

File length 480,768,000 bytes 480,768,000 bytes 

Start time 2010-11-03 03：09：31  2010-11-03 03：09：31  

Duration 120s  120s  

Target Chang’E 2 Chang’E 2 

Clock offset 6.43e-5  6.96e-5  

Clock rate 7.77e-13  -1.7649e-12  

Bandwidth 2MHz  2MHz  

Quantization 1bit  1bit  

3.2  Experimental Result and Analysis 

The prior delay model for the observation data is shown in following equation:  

2 3( ) 1.30028857e-3-1.38990730e-07 t-6.885028389981e-12 t -1.282957655627e-15 ttτ = × × ×  

Before correlation, the observation data are delayed and phase adjusted by using the 

priori calculated by above equation. The Phase-frequency characteristic curve of the 

cross-correlation spectrum for observation data is shown in Fig. 4. 
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Fig. 4. The phase-frequency characteristic curve of the cross-correlation spectrum for 

observation data  

The residual delay, delay rate and phase obtained by fringe search and Parameter 

fitting[3] of the Phase-frequency characteristic curve are shown in table 2. 

Table 2. The correction parameters from correlation 

Parameter Priors Residuals Errors Correction 

Delay(s) 1.30028857e-3  -6.98878e-07 3.90114e-10 1.2995897e-03 

Delay rate(s) -1.3899073e-07 3.12137e-11 3.53076e-13 -1.3895952e-07 

Phase(radian) 0   -1.6738 -0.01571 -1.6738 
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The Phase-frequency characteristic curve of the observation data corrected by 
above values is shown in figure 5. As can be seen in Figure 5, residual delay and 
residual phase are close to zero which proves that residuals obtained by cross 
correlation correct the delay and phase of observation data successfully. 
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Fig. 5. The phase-frequency characteristic curve of the observation data after 

correction  

The Sumple method which can be described as the cross-correlation of each 
antenna with a reference antenna composed of the weighted sum of all the other 
antennas is used to combine the signals. The weight of signals from 25m antenna is 
set as 1 and the weight of signals from 50m is set as 1.8 according to the signal –noise 
rate of each signal. The amplitude-frequency characteristic curves of the auto 
correlation spectrum for signal from 25m antenna, 50m antenna and combination are 
shown in figure 6. 
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Fig. 6. The amplitude-frequency characteristic curves of the auto correlation spectrum for 

signal from 25m antenna, 50m antenna and combination  



514 X. Zhu and D. Kong  

The effect of antenna array is evaluated by array gain and combining efficiency. 

Array gain is defined as the ratio of the SNR of combining signal to that of the 

reference antenna signal. The combining efficiency is defined as the ratio of real array 

gain to the theoretical array gain. The more the combing efficiency close to 1，the 

more the combing signal close to ideal situation .In above experiments, SNR of 

Chang’E 2 telemetry main carrier for 25m antenna,50m antenna and combining signal 

is 19.55dB, 21.86dB and 23.46dB respectively. The theoretical array gain is 2dB (50-

meter antenna as the reference antenna), the real array gain reaches 1.6db, thus the 

combining efficiency is 91.2%. 

4  Conclusions  

By the study of the wide area antenna array algorithm, signals from each antenna 

could be combined by using the residuals obtained by correlation which is guided by 

priori calculated by Prediction geometry model. The experiment result indicates that 

the signals from each antenna could be combined successfully, and the combining 

efficiency can be up to 91.2%. 
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Abstract. This paper chooses 28 listed household appliance companies in 

China’s stock market as examples, extracts four factors: ability to pay debt, 

profitability, operation capability and development capability and then evaluate 

the performance of listed household appliance enterprises by factor analysis and 

cluster analysis. 
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1  Introduction 

After two decades of development of household appliance industry, China has 

become the third largest household appliance manufacturer chasing closely after the 

United States and Japan in 21st century. By December 31, 2010, there are 34 

household appliance enterprises in Shanghai and Shenzhen Securities Markets. Since 

2009, due to the good effect of China's effective policies of Home Appliance Subsidy 

Program for Rural Areas, trade-in and save-energy product and benefiting civilian 

project, the household appliance industry has shaken off the influence of severe 

setback of export caused by the financial crisis, began to aggressively expand in the 

domestic market and its management performance has began to increase gradually. 

The household appliance enterprises urgently need to optimize their business 

performance and raises their competitive capacity. Good performance evaluation 

system contributes to the overall analysis and the evaluation of the performance of 

household appliances enterprises can help business managers and investors to develop 

appropriate business and investment strategies. 

2  Samples and Variable Selection 

This paper selects 28 (A total of 34, except for five ST companies and one with 

incomplete financial statements)  companies that listed in A share market on March 

31, 2011 as samples, All data are from the company's 2010 Annual Report, 

Information from the China Securities, Sina.com, and Xin Netcom Marsh Financial 
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Software. EXCEL and the statistical software PASW Statistics 18 is used in the 

analysis process of the paper. 

The variables are shown in Table 1. 

Table 1. Indexes 

Number     Index  Date source 

X1 Current Ratio Current assets / current liabilities 

X2 Quick Ratio  (Current Assets - Inventories) / Current liabilities 

X3 Asset-liability Ratio Total liabilities / total assets 

X4 gross profit margin (Sales revenue - cost of sales) / sales 

X5 Inventory Turnover Cost of sales / average inventory 

X6 Net Profit Growth (Ending net profit - beginning net profit) / beginning net 

profit 

X7 Main Business 

Revenue Growth 

(Ending main business revenue - beginning main business 

revenue) / beginning main business revenue 

X8 Annual Rate of Return 

on Total Assets 

Total profit / average total assets 

 

X9 Rate of Return on Net 

Asset 

Net profit / average net assets 

 

X10 Total Asset Turnover Sales / average total assets 

X11 Account Receivable 

Turnover 

Sales / average accounts receivable 

 

In this paper, the original indexes will be standardized. 

3  Factor Analysis Process 

This process uses PASW software. 

3.1  Feasibility and Common Degrees Inspection of Factor Analysis 

KMO and Bartlett inspection results are shown in Table 2. 

Table 2. KMO and Bartlett inspection 

Sampling sufficient degree of Kaiser-

Meyer-Olkin measure 

.578 

Bartlett's sphericity 

inspection       

Approximation 

Chi-square 

98.125 

 df 55 

Sig. .000 

We can see that KMO= 0.578, so factor analysis is acceptable. Besides, the sig 

value of Bartlett inspection is less than 0.01, thus deny the null hypothesis that 

correlation matrix is unit matrix. The result shows that there is significant correlation 

between the variables. 
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Table 3. Common factor variance 

 Initialization Extraction 

X1 

X2 

X3 

X4 

X5 

X6 

X7 

X8 

X9 

X10 

X11 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

.788 

.889 

.715 

.705 

.883 

.849 

.651 

.898 

.905 

476 

.653 

Extraction method: Principal component analysis. 

Table 3 shows that interpretation degree of most variables is above 70%, which 

illustrates that the common factors explain the original variable well. 

3.2  Common Factor Extraction 

After inputting the data which has been standardized to PASW software, the total 

variance explanation table is available. Table shows that first four cumulative 

variance explained by common factors reach 76.482%, which means that each 

variable of the four main factors rarely lose information, and the four main factors 

keep a more complete information amount. Therefore, four common factors 

extraction is appropriate.  

3.3  Common Factors Explanation  

Table 4. Rotation component matrix 

 
components 

1 2 3 4 

X1 -.019 .882 -.026 .091 

X2 -.050 .940 .031 -.045 

X3 -.046 -.767 -.010 .353 

X4 .574 .142 -.271 -.531 

X5 -.240 -.097 .899 -.086 

X6 .406 .148 .814 .016 

X7 -.029 -.056 -.133 .793 

X8 .921 .189 .078 -.091 

X9 .934 -.130 .106 .069 

X10 .525 -.299 -.186 .275 

X11 .516 -.070 .060 .615 

Extraction method: Principal component analysis. 

Rotation method: Orthogonal rotation with standardized Kaiser.  
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As we can see from Table 4, F1 corresponding to the X4 (gross profit margin), X8 

(return on total assets) and X9 (return on net assets) have larger load coefficient, 

reflecting the company's profitability, may be designated as profit factor. F2 

corresponding to the X1 (current ratio), X2 (quick ratio) and X3 (asset-liability ratio) 

have larger load coefficient, reflecting the company's solvency, may be designated as 

debt factors. F3 corresponding to the X5 (inventory turnover rate) have larger load 

coefficient, reflecting the company's operations capacity, may be designated as 

operating factors. F4 corresponding X7 (main business revenue growth) have larger 

load coefficient, reflecting the company's development capacity, the growth factor can 

be named. 

We makes Covariance matrix of component scores to prove that each factor is 

independent of each other, as shown in Table 5. 

Table 5. Covariance matrix of component scores 

Component 1 2 3 4 

1 1.000 .000 .000 .000 

2 .000 1.000 .000 .000 

3 .000 .000 1.000 .000 

4 .000 .000 .000 1.000 

          Extraction method: Principal component analysis. 

          Rotation method: Orthogonal rotation with standardized Kaiser. 

As we can see from Table 5, factor variables is orthogonal and unrelated, which 

meets the goal of ‘less relevant to different groups. 

3.4  Factor Scores Computation  

When calculating factor scores, we use regression method. Factor scores coefficient 

matrix is given in Table 6.  

Table 6. Component score coefficient matrix 

 
Component 

1 2 3 4 

X1 -.014 .399 -.027 .190 

X2 -.022 .404 .006 .104 

X3 -.023 -.284 .011 .142 

X4 .225 -.013 -.187 -.378 

X5 -.096 -.066 .561 -.052 

X6 .131 .053 .496 .033 

X7 -.033 .090 -.069 .551 

X8 .329 .063 .030 -.066 

X9 .330 -.054 .054 .002 

X10 .183 -.092 -.115 .132 

X11 .164 .053 .040 .409 

       Extraction method: Principal component analysis. 

       Rotation method: Orthogonal rotation with standardized Kaiser. 
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According to Table 8, you can get the formula of the factor scores. 

F1=-0.014X1-0.022X2-0.023X3+……+0.164X11 

F2=0.399X1+0.404X2-0.284X3+……+0.053X11 

F3=-0.027X1+0.006X2+0.011X3+……+0.4X11 

F4=0.19X1+0.104X2+0.142X3+……+0.409X11 

The following formula is used to calculate the scores of each factor. Fpi=∑ WpjXji୩୨ୀଵ                 ሺͳሻ 
Wpj is on behalf of the coefficient between the pth and j th variable factor, Xji is on 

behalf of the value of the jth variable in ith sample. 

In addition, we also need to calculate each sample's comprehensive factor score, 

the formula is as follows: 

F=∑ ிேరసభ∑ ேరసభ                            ሺʹሻ 
F is the score of the each sample company’s comprehensive performance. The score 

of factor i is Fi, variance contribution rate of factor is N. Using the above formula, we 

can obtain each sample's four factor scores. 

4  Cluster Analysis 

We take the four factor scores of the 28 companies and a comprehensive score as 

original data of cluster analysis, and apply PASW software to carry out cluster 

analysis. The cluster analysis results are given in Table 7. 

Table 7. The interpretation of cluster analysis 

Type  Profit 

factor 

Debt 

factor 

Operating 

factor 

Growth 

factor 

Compre

hensive 

score 

 

Sample company  

1 Total 

N 

Mean 

Standard 

deviation 

Total N,% 

 

107.1953  

13  

-8.2458  

3.0604  

 

0.4643  

7.8267  

13  

0.6021  

1.3474  

 

0.4643  

1.1174  

13  

0.0860  

1.2649  

 

0.4643  

36.1868  

13  

2.7836  

2.5356  

 

0.4643  

33.3723 

13 

-2.5671 

1.3605 

 

0.4643 

TCL, ASD, 

AUCMA, ETI, 

SVA-I, MIDEA, 

KONKA GROUP, 

SOYEA, 

SICHUAN 

JIUZHOU,  

HANGHONG,  

LITTLESWAN,  

CNLIGHT, 

ELECPRO 
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Table 7. (continued) 

2 Total 

N 

Mean 

Standard 

deviation 

Total N,% 

18.8399  

9  

2.0933  

2.1267  

 

0.3214  

4.0870  

9  

0.4541  

2.4313  

 

0.3214  

2.1533  

9  

0.2393  

0.6494  

 

0.3214  

5.3438  

9  

0.5938  

2.1848  

 

0.3214  

7.2538 

9 

0.8060 

0.9423 

 

0.3214 

SUNLIGHT, 

SUPOR, FSL, 

HSSM, HAIER, 

HXDQ, HFML, 

YANKON, GREE 

3 Total 

N 

Mean 

Standard 

deviation 

Total N,% 

74.4449  

5  

14.8890  

4.4792  

 

0.1786  

2.3830  

5  

0.4766  

2.1367  

 

0.1786  

4.1286  

5  

0.8257  

0.6805  

 

0.1786  

16.2048 

5  

-3.2410  

1.4821  

 

0.1786  

24.229

5 

5 

4.8459 

1.5394 

 

0.1786 

HF-SANYO, 

VATTI, 

JOYOUNG, 

VANWARD 

ELECTRIC, MTC 

4 Total 

N 

Mean 

Standard 

deviation 

Total N,% 

13.7956  

1 

13.7956  

. 

 

0.0357  

1.3430  

1 

1.3430  

. 

 

0.0357  

5.1813  

1  

5.1813  

. 

 

0.0357  

14.6351 

1  

14.6351 

. 

 

0.0357  

1.8435 

1 

1.8435 

. 

 

0.0357 

MACRO 

We can see the general performance of four types of companies From Table 7. 

• The growth ability of the first type of enterprises is best, but profit ability is not 

good, comprehensive performance is the worst. According to the scores of this type of 

enterprises, except for the growth factors, are negative, we can classify this type of 

enterprises as low growth type. This type contains the largest number of sample 

enterprises, which means that the overall profitability of current China's household 

appliance industry is lower, solvency and operation ability also is not very ideal. 

• The indexes of the second type are relatively mediocre .Except for growth factor 

is negative, the rest factor scores are positive, but the score is not prominent. Because 

such companies have cultivated a more mature market, their financial indexes show a 

mediocre state. Such enterprises should also focus on new products, new technology 

research and development to improve their growth ability. 

• Comprehensive performance of the third type of enterprises is best, which thanks 

to its strong profitability, in addition, solvency and operational capacity is the key 

advantage of such enterprises. According their standard deviation data, development 

of such enterprises is uneven. In contrast with the first class enterprise, they can be 

classified as higher efficiency and lower growth ability companies. The main product 

kind of such enterprises is more single, which results in its lower capacity of 

subsequent development. 

• The fourth type has only one company, Macro, the company has the best 

profitability and good solvency, so the comprehensive performance is the best , but 

the company's operational capacity and ability to grow is the worst of the four types. 
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Although the comprehensive performance of the company is better, it is lack of 

capacity of sustainable development. 

5  Conclusions 

This paper uses the factor analysis and cluster analysis method to divide the 28 listed 

companies of household appliance industry into four types. The first kind of 

enterprises includes most of the companies, their comprehensive performance is poor, 

they are lack of profitability, but good at growth. The second type enterprises have 

good market share in their respective fields, have poor ability to grow, and the 

performance of the remaining factors is fairly good. Operating range of the third type 

companies is relatively more single, but they have stronger profitability and solvency, 

so their comprehensive performance is best. The fourth type has only one company, 

the main advantages of the company's are profitability and solvency, but its 

operational capability and growth ability are all poor, so its comprehensive 

performance is mediocre. 

This paper is open to questions as follows. First, the raw data selection of listed 

companies can not ensure to accurately and completely reflect the performance of the 

companies. Secondly, the paper chooses the straightforward statistical methods, such 

as selecting principal component analysis method in factor analysis, using hierarchical 

clustering method in cluster analysis. We are not sure whether these methods are 

entirely suitable for the sample variables. Finally, the paper ignores evaluation role 

of non-financial information, which may lead to incomplete evaluation results. 
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Abstract. This paper selected 261 listed manufacturing companies in China’s 

stock market as samples, made an analysis of the correlation between the EVA-

based corporate value and stock yield. The study result had shown that there is 

significant linear relationship between the EVA-based index system of 

corporate value and stock yield. The paper established a linear model to reflect 

the linear relationship between the stock yield variable and the comprehensive 

corporate value variables. 

Keywords: EVA, corporate value, stock yield, correlation. 

1  Introduction 

The correlation study of corporate value and stock yields has become an important 

research field in recent years. How to understand the corporate value and how to 

analyze the relationship between stock yield and corporate value scientifically and 

objectively has been growing concerned by business operators and stakeholders. The 

correlation study of corporate value and stock yield contributes to investors rationally 

understand the true corporate value of invested enterprise and promote investors to 

make reasonable investment decisions. In terms of the enterprise itself, recognizing 

fundamental driving force of stock yield growth can improve their ability to survival 

and development. Therefore, studying the correlation between EVA-based index 

system of corporate value and stock yield has certain positive significance to investors 

and business operators. 

2  Index Design 

This paper selected the stock yield as the dependent variable, independent variable 
indexes are shown in Table 1. 
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Table 1. Indexes description 

Index Symbol Description 

Stock yields R Dependent variable 

Corporate value MVAPC 
Market Value Added/total capital, ie. MVA created by 

$1 capital. 

EVA per share EVAPS EVA per share 

Cost of capital COC 
Weighted-average cost of equity capital and liability 

capital 

The difference of return 
on capital and cost of 
capital, 

SPREAD The difference of return on capital and cost of capital, 

Capital size LNC Natural logarithm of total capital 

Earnings per share EPS Net income/total outstanding shares 

Return on assets ROA Net income/total assets 

3  Research Hypotheses and Sample Selection 

The basic hypotheses in this paper are as follows: 

Hypothesis 1: A corporate value model of the comprehensive index system can be 
established, which has explanatory and analysis power to corporate value.  

Hypothesis 2: There is a significant linear relationship between EVA-based 
corporate value and stock yield.  

This paper selected some A-share listed manufacturing companies in Shanghai Stock 
Exchange and Shenzhen Stock Exchange as samples. The main data are from 
professional database CCER. During the process of sample selection, we excluded 
those companies which issued both stock A and other kind stocks, which have severe 
losses of successive years, which don’t have complete data available and ST or PT 
companies. Ultimately, there are 261 companies selected. 

4  Explanatory Power of the EVA-Based Comprehensive Index 

System to Corporate Value  

Both EVA-based index system and traditional financial index system have some 
explanatory power to corporate value. From a business point of view, even though 
taking the EVA evaluation system, we must also continue to monitor the accounting 
profit indexes. From an investor's perspective, not only EVA-based index system but 
also traditional profit indexes should be used to evaluate corporate value. 

So this paper established the following model to study explanatory power of EVA-
based index system to corporate value, multiple regression results of the 
comprehensive index system are given in Table 2. 

εβββββββ +++++++= EPSROALNCSPREADCOCEVAPSMVAPC 6543210       (1) 
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In the process of model building, the paper adopts the LNC rather than LNA (After 
verification, the result is Basically same when using LNA instead of LNC in the 
regression mode, and the regression model containing both LNC and LNA exactly 
exists serious multicollinearity), and eliminates ROA which did not pass the 
verification in the Single-element Regression analysis.  

Table 2. Multiple regression analysis results (1) of the comprehensive index system 

 Coefficients 
standard 

error t Stat P-value VIF 

Intercept 46.6877 22.0404 2.1183 0.0351  

EVAPS -0.4043 0.7910 -0.5112 0.6097 2.144 

COC 16.3729 4.6167 3.5465 0.0005 7.2809 

SPREAD 18.6179 2.2989 8.0987 0.0000 2.839 

LNC -2.0676 1.0615 -1.9478 0.0525 1.704 

ROA 14.8253 28.8987 0.5130 0.0608 1.183 

EPS -2.4751 1.9040 -1.2999 0.1948 2.004 

R2=0.4563   Adjusted R2=0.4324    F=19.5069     P=0.0000 

As we can see from Table 2, according to F values and p-value, the regression 
equation was highly significant. According to the regression analysis result, some 
multicollinearity exists among the variables, which results in the coefficient of 
EVAPS and EPS is negative, and regression coefficients of several independent 
variables are not significant. In order to further test the model’s collinearity, the paper 
makes the collinearity diagnostics analysis to the model. The analysis result is shown 
in Table 3. 

Table 3. Collinearity diagnostics analysis result 

Collinearity Diagnostics

4.326 1.000 .00 .01 .01 .01 .00 .01 .00

1.387 1.766 .00 .05 .01 .01 .00 .01 .13

.629 2.622 .00 .06 .00 .11 .00 .16 .00

.317 3.696 .00 .13 .79 .08 .00 .00 .04

.205 4.596 .00 .74 .18 .01 .00 .02 .44

.136 5.640 .00 .01 .01 .77 .00 .80 .37

.001 72.541 1.00 .00 .00 .01 1.0 0 .01 .01

Dimension
1

2

3

4

5

6

7

Model
1

Eigenvalue

Condition

Index (Constant) eva ROA EPS LNC SPREAD COC

Variance Proportions

Dependent Variable: MVAa. 

 

 

As we can see from Table 3, the variance proportions of the fifth dimension to 
EVAPS and COC is 74% and 44% respectively, the variance proportions of the sixth 
dimension to EVAPS and COC is 77% and 38% respectively, and the Condition 
Index are all significant, especially the last condition index, which is 72.541, higher 
than 10, that shows that has some collinearity. The significance test results to the 
model are given in Table 4. 
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Table 4. Multiple Regression analysis results (2) of the comprehensive index system 

 Df SS MS F P 

Regression analysis 6.0000 
24305.627

7 
4050.937

9 
19.506

9 
0.000

0 

Residual error  
253.000

0 
52539.651

8 207.6666   

Total  
259.000

0 
76845.279

5    

As we can see from Table 4, F=19.5069, P=0.000, when the level of significance is 

0.01, P<0.01, linear relationship between independent variables and dependant 

variable is significant, a linear model can be established to express the linear 

relationship between MVAPC and above six index. 

According to the interpretation coefficients of the regression equation, the author 

believes that the comprehensive index system which includes EVA-based and 

traditional financial index has higher explanatory power to corporate value. 
‘Three wastes’ is major environmental pollution sources of China’s agro-food 

processing industry.  

5  Correlation between EVA-Based Corporate Value and Stock 

Yield 

Combining the above research results, based on EVA indexes, this paper established 
the following model (see Model 2) to study the Correlation between EVA-based 
corporate value and stock yield. 

εβββββββ +++++++= EPSROALNCSPREADCOCEVAPSR 6543210     (2) 

Table 5. Model Summary 

Model  Summary

.802 a .6 42 .634 *** ** **** *

Mod e l

1

R R  Squ are
Ad justed
R Squ are

Std . Error o f
the Estimate

P red ictors: ( Consta nt), LN C, SPR EAD , R OA , COC ,

E PS, e va

a . 

 

 

The analysis result of the 261 listed companies is shown in Table 5. 

We can see from Table 5, the model's adjusted R2 is 0.634, which indicates that in 

this model, the corporate value and stock yield has a high correlation, which verified 

the hypothesis 2. Comprehensive index system has perfect explanatory power to 

corporate value. The model significance test is carried out and the results are shown in 

Table 6. 
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Table 6. ANOVAb  

ANOVAb

16520.936 6 2753.489 75.768 .000a

9194.330 253 36.341

25715.266 259

Regression

Residual

Total

Model

1

Sum of

Squares df Mean Square F Sig.

Predictors: (Cons tant), LNC, SPREAD, ROA, COC, EPS, evaa. 

Dependent Variable: RETURNb. 

 

 

From Table 6 we can see that this model passed the F value and P value test, P value 
is 0.000, which is below the 0.01 significance level, P value is less than 0.01, the 
model is to explain all the variables and explanatory variables of the Linear 
relationship between dependent variables and independent variables is significant, a 
linear model can be established to reflect linear relationship between the stock yields 
variable and comprehensive corporate value variables. Significant test result shows it 
is appropriate that the linear model describes the stock yields variable and the 
comprehensive corporate value variables. 

The paper made the collinearity diagnostics analysis to the model, the analysis 
result is shown in Table 7. 

Table 7. Collinearity Dianostics 

4.385 1.000 .00 .00 .01 .01 .01 .01 .00

1.389 1.777 .00 .09 .01 .01 .03 .01 .00

.580 2.749 .00 .04 .09 .01 .00 .15 .00

.327 3.661 .00 .01 .04 .63 .14 .04 .00

.228 4.385 .00 .04 .03 .30 .31 .37 .00

.090 6.964 .00 .82 .74 .00 .50 .42 .00

.001 76.736 1.00 .00 .08 .05 .01 .01 1.00

Dimension

1

2

3

4

5

6

7

Model

1

Eigenvalue

Condition

Index (Constant) COC EPS ROA eva SPREAD LNC

Variance Proportions

Dependent Variable: RETURNa. 

 

As we can see from Table 7, the last condition index is above 10. The variance 
proportion of the sixth dimension to EPS, EVA and SPREAD is 77%, 50% and 42% 
respectively, which shows that the equation has some collinearity. It should be noted 
that multicollinearity here doesn’t matter, because we are not concerned about the 
regression coefficient of single variable, but the overall value of the explanatory 
power of these variables to corporate value. 

6  Conclusions 

Based on the above analysis, this paper argues that there is significant linear 
relationship between corporate value and stock yield, a linear model can be 
established to reflect the linear relationship between the stock yield variable and the 
comprehensive corporate value variables. Our studies has shown that EVA-based  
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index system of corporate value has some explanatory power to Shanghai and 
Shenzhen stock yield, which indicates that it is general in our country to use a EVA-
based index system of corporate value to explain stock yield. 

Although the explanatory power of EVA-based indexes of corporate value to stock 
yields is above 50%, still nearly half of the changes of stock yield can not be 
explained, which shows that the information of corporate value can only explain a 
part of changes of stock yield. Another part of the changes of stock yield derives from 
non-corporate value information. Therefore, during the analysis of stock yield of 
listed companies, investors not only need to take into account corporate value 
information, but also need to note the impact of non-corporate value information.  
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Abstract. This paper is to expound the development of agro-food processing 

industry from three aspects: the scale of the industry, the production and 

marketing situation and the output of major products. In an effort to analyze the 

current situation in light of the pollution abatement of the agro-food processing 

industry in China, emphasis with elaborate details and graphs, is then to be 

turned onto the consumption of energy, emission and control of “three wastes” 

and output value of comprehensive utilization. In the end, feasible suggestions 

concerning pollution abatement are proposed.  

Keywords: Agro-food processing industry, pollution abatement, industrial 

"three waste". 

1  Introduction 

Entering into the 21 century, China’s resource and environment face austere challenge, 

and have become the important factor of restricting sustainable development of 

economy. The discharge of waste gas, waste water and industrial residue severely 

harms people’s health and growth of production, also breaks natural ecosystems. 

According to the Plan Outline for National Economic and Social Development, during 

the eleventh Five-Year, Unit GDP Value should drop by 20%, and the total discharge 

of major pollutants will drop by 10%. 

Since 2003, the amount of china’s agro-food processing enterprises has increased 

rapidly, and the size of a single enterprise also has enlarged considerably, which 

leaded to the rise in energy consumption and discharge amount of ‘three wastes’. The 

paper will analyze the status of energy consumption and the discharge amount of 

“three wastes” of China’s agro-food processing industry, and propose feasible 

suggestions concerning pollution abatement. In this paper, the research is sponsored 

by the Fundamental Research Funds for the Central Universities (11MR25) and the 

environmental research and special funding public service sectors (201009066). 



530 Y. Guo, J. Guo, and P. Zhang 

2  Development of China’s Agro-Food Processing Industry 

2.1  Industry Scale 

Industrial enterprises of china’s agro-food processing industry above designated size 
makes up 5.0%~5.7% of China’s industrial enterprises above designated size. Total 
assets of agro-food processing enterprises makes up 2.5%~2.7% of china’s industrial 
enterprises above designated size. The amount, total assets and the annual average of 
employees of industrial enterprises of china’s agro-food processing industry above 
designated size from 2003 to 2009 are shown in table 1. 

Table 1. Industry scale of agro-food processing enterprises above designated size 

Year 
Quantity of 

enterprises 

Increase 

rate 

Total assets 

(Million Yuan) 

Increase 

rate 

Annual average of 

all employees 

Increase 

rate 

2003 11192  414180  1817000  

2004 12244 9.4 484320 16.9 1909000 5.1 

2005 14575 19.0 575070 18.7 2226000 16.6 

2006 16356 12.2 692430 20.4 2386000 7.2 

2007 18140 10.9 879810 27.1 2648000 11.0 
2008 22800 25.7 1097720 24.8 3151000 19.0 

2009 24550 7.7 1334490 21.6 3377000 7.7 

2.2  Production and Marketing  

From 2005 to 2009, the scale of China’s agro-food processing industry has been 

continuously enlarged, and Total industrial output value has been increasing, see 

Table 2. Due to the influence of international financial crisis, in 2009, the year-on-

year increase of the indexes decreased.  

Table 2. Production and marketing of agro-food processing enterprises above designated size 

Year 
Total industrial output 

value (Million Yuan) 
Increase rate 

Total profit 

(Million Yuan) 

Increase 

rate 

2005 1061495  39871  

2006 1297349 22.22% 56514 41.74% 
2007 1749608 34.86% 89358 58.12% 

2008 2391737 36.70% 121388 35.84% 

2009 2796103 16.91% 150116 23.67% 

3  Energy Consumption of China’s Agro-Food Processing Industry  

3.1  Total Amount of Energy Consumption and Main Energy Consumption 

Amount 

Statistic data shows that from 2001 to 2008, the total amount of energy consumption 

of China’s agro-food processing industry is 0.88%~1.43% of total amount of industry 

energy consumption. Since 2003, the total amount of energy consumption of China’s 

agro-food processing industry has been increasing gradually each year in 5 years, and 

reached max in 2008. 
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Fig. 1. Total amount of energy consumption of China’s agro-food processing industry 

Coal and electric power are main energy of China’s agro-food processing industry. 

From 2000 to 2003, the amount of coal consumption of the industry has a gentle 

downward trend, but has a upward trend from 2004 to 2008. From 2001 to 2002, the 

amount of electric power consumption of the industry was relatively stable, slightly 

dropped in 2003, but from 2004 to 2007 grew steadily. 

3.2  Energy Consumption Amount Per Unit Output Value 

We can see from Table 3, from 2005 to 2008, Energy consumption amount per unit 

output value of China’s agro-food processing industry went down gradually, which 

indicates China’s agro-food processing industry has been making progress in energy 

saving.  

Table 3. Energy consumption amount per unit output value of China’s agro-food processing 

industry 

Year 

Total amount of energy 

consumption (10000 ton  

standard coal) 

Total industrial output value 

(Million Yuan) 

Energy consumption amount per unit  
output value (10000 ton standard 

coal/100 Million Yuan） 

2005 2034 1061495 0.192 
2006 2156 1297349 0.166 

2007 2336 1749608 0.134 

2008 2731 2391737 0.114 

4  ‘Three Wastes’ Discharge of China’s Agro-Food Processing 

Industry 

‘Three wastes’ is major environmental pollution sources of China’s agro-food 

processing industry.  

4.1  Solid Waste Discharge of China’s Agro-Food Processing Industry 

From 2004 to 2009, the Solid waste discharge of China’s agro-food processing 
industry grew rapidly, as well as the solid waste utilization, which was always lower 
than the solid waste discharge (See Fig. 2). 
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Fig. 2. Solid waste discharge/ utilization amount of China’s agro-food processing industry 

From 2003 to 2009, Solid waste comprehensive utilization rate of China’s single 

agro-food processing enterprise was very stable, varying from 86.76% to 98.33%, 

much higher than 57.42%~67.45% of that of all industries, and taking on ascend 

trend, which indicates that China’s agro-food processing industry has been making 

progress in comprehensive utilization of solid waste. 

4.2  Waste Water Discharge of China’s Agro-Food Processing Industry 

The pollution contribution rate of waste water discharge of China’s agro-food 

processing industry is very high, which has great progressive space. 

Waste Water Discharge Amount. The discharge amount and attainment amount of 

the industrial waste water of China’s agro-food processing industry from 2003 to 

2008 are given in Fig. 3.  
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Fig. 3. Discharge amount and attainment amount of waste water of China’s agro-food 

processing industry 
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Chemical Oxygen Demand (COD). In 2005, the COD amount of agro-food 

processing industry was 677200 tons, which was in the second place in all 

investigated industries. In 2008, the COD removal amount of agro-food processing 

industry was 91000 tons, which was in the third place in all industries with greatest 

removal amount. The COD removal amount of agro-food processing industry 

displayed the increasing trend from 2004 to 2008.   
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Fig. 4. COD amount and COD removal amount of China’s agro-food processing industry 

4.3  Waste Gas Discharge of China’s Agro-Food Processing Industry 

Discharge Amount of Sulfur Dioxide, Industrial Smoke Dust and Industrial Dust. 

From 2003 to 2009, the discharge amount of Sulfur dioxide and industrial smoke dust 

was much more that of industrial dust, the discharge amount of industrial smoke dust 

and industrial dust presented downward trend in a fairly extent, but the discharge 

amount of Sulfur dioxide did not changed much, see Fig. 5. 
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Fig. 5. Waste gas discharge amount of China’s agro-food processing industry 

Removal Amount of Sulfur Dioxide, Industrial Smoke Dust and Industrial Dust. 

From 2003 to 2009, the removal of sulfur dioxide, industrial smoke dust and 

industrial dust of China’s agro-food processing industry was good, see Fig. 6, which 

shows that the discharge of industrial smoke dust of China’s agro-food processing 

industry was improved most effectively.  
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Fig. 6. Waste gas removal amount of China’s agro-food processing industry 

4.4  Output Value of the Comprehensive Utilization of ‘Three Wastes’ 

From 2003 to 2007, the output value of comprehensive utilization of ‘three wastes’ of 

China’s agro-food processing industry grew gradually, but from 2008 to 2009, the 

index presented stable, see Fig. 7. 
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Fig. 7. Output value of comprehensive utilization of ‘three wastes’ of China’s agro-food 

processing industry 

5  Pollution Abatement Policy Recommendations of China's  

Agro-Food Processing Industry 

According to above statistic data and analysis, the discharge of waste water of 

China’s agro-food industry presents an upward trend, which needs to be improved. 

The discharge of COD has been controlled effectively, that needs to be kept.  
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5.1  Strengthen Supervision and Establish Uniform Standards 

Governments and environmental protection department at all levels should strictly 

employ the national unified standards, even higher standard for discharge of 

pollutants in some developed areas, include discharge of ‘three wastes’ into the 

assessment of local government at all levels. 

5.2  Set Up Green Production Strategy, Pursue Cleaner Production 

The relevant departments in the government should establish an evaluation standard 

system of clearer production of China’s agro-food industry in conformity with cleaner 

Production Promotion Law, encourage and support enterprises to introduce and 

develop advanced technology to conduct clearer production, and raise utilization rate 

of waste resource, strictly control water consumption in production, advance the 

saving water, recovery processing and utilization of waste water of Enterprises, adjust 

product structure appropriately to produce healthy, green environmental-protective 

agro-food, and increase the added value of agro-food processing industry. 

5.3  Encourage Process and Equipment Reforms, Strengthen Production 

Management  

More technical support should be given to pollution abatement and comprehensive 

utilization of resources of agro-food processing industry. More policy and funds 

support should be given to research, development and process and equipment reforms 

which should be popularized to speed up the industrialization of agro-food processing 

industry. 

5.4  Promote Informationization Construction of Agro-Food Processing Industry 

The government should strongly support informationization of agro-food processing 

industry, provide talented personnel of information construction to the enterprises and 

incorporate pollution abatement into the informationization course.  

5.5  Develop Biomass Industry 

Biomass can partly replace fossil power, reduce emission of greenhouse gas and else 

air pollution of fossil power. China should strengthen science research of the field, 

and combine the research results with practical application.  
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Abstract. The most frequent cause of defect in the mandible is tumor-related 

surgery. Larger defects cause severe morbidity due to disturbances in function 

and esthetics. A fibular free flap is one way of filling a bony hole in either the 

upper or lower jaw. In this study, a new method combining preoperative 

planning and rapid prototyping for mandible fibula free flap reconstruction after 

preoperative planning was made based on Mimics software simulating surgery 

on a workstation. The preparatory work of surgery is divided into two parts: 

software simulation and model building. During software simulation the authors 

were able to choose the best site for the osteotomy regarding circulation and the 

model building can increase the precision and speed of treatment. A description 

of our surgical approach is presented and is supplemented by an illustrative case. 

Keywords: Mandible Reconstruction, Rapid Prototyping, Computer Applications. 

1  Introduction 

The mandible plays a major role in airway protection and support of the tongue, lower 
dentition, and the muscles of the floor of the mouth permitting mastication, 
articulation, deglutition, and respiration. It also defines the contour of the lower third 
of the face. So when undertaking mandible reconstruction, the restoration of bony 
continuity alone should not be considered the measure of success. The functions of 
chewing, swallowing, articulation, and oral competence must also be addressed [1, 2]. 
The development of endosseous implants and free flap grafting has permitted 
increased possibilities of mandible reconstruction in patients with oral cancer. 

Since Hildalgo [3, 4] introduced the free fibular flap it has become the standard for 
reconstructions of broad osseous defects in mandibular reconstruction. 

This technique allows for larger resections and reconstruction, which allows 
patients to return to normal function in a much shorter period of time when compared 
with multistage local, regional flaps and free bone grafts. The traditional surgical 
process of the free fibula flap in mandible reconstruction is as follows: 

The doctors remove one of the bones from the lower part of the patient’s leg. The 
fibular bone runs on the outside of the leg from the knee joint to the ankle joint. It is a 
small thin bone that can be entirely removed without affecting ability to bear weight 
[5]. Once the bone is raised the doctors must cut this bone so that it can fit for the 
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shape of mandible. At last it is transferred to the head and neck and secured in 
position with small plates and screws. The blood vessels supplying and draining the 
flap are then joined to blood vessels in patient’s neck under a microscope. These 
blood vessels then keep the flap alive while it heals into its new place. 

However, this process is very time-consuming and inconvenient, in which doctors 

can only rely on their experience to cut and abrade the fibular time and time again 

because the graft has to be contoured to fit the mandible defect of patient [6]. 

In recent years, many researches have developed some new methods of surgical 

plan for mandible reconstruction. [7] designed an osteotomy system, and it has been 

applied successfully in patients, especially for anterior mandibular reconstructions, 

but in more complex reconstructions the intra-operative situation is difficult to handle 

accurately.[8] and[9]preoperatively simulated the reconstruction and manufactured a 

surgical template using Computer Aided Design and Manufacturing technique.A 

Belgian company called Materialise developed a new system—CMF. It has a 

powerful function for complex reconstructions[10]. Nevertheless, the process of re-

establish bony of fibular free flap, which is the most troublesome and time-consuming 

part of surgery, was not be properly handled. 

2  Case Report 

A 53-year-old woman was referred to the Hospital of stomatology, China Medical 

University for surgery of right lower gingival carcinoma. We then focus on the free 

fibula flap which is most versatile in reconstruction of the mandible defect according 

to her condition. 

Preoperative Preparation. The aim of virtual surgery simulation of mandible 

reconstruction is to reshape the fibula and find the position and angle which doctors 

really need in actual operation. 

The first step of surgery planning is to acquire the patient’s CT data sets from the 

mandibulofacial region and from the fibula; both stored using DICOM as a medical image 

file format. The data were then imported to the image processing software –Mimics, 

which is used as an interactive tool for 3D visualization and segmentation of CT images. 

After that, the virtual surgery could be performed by using the functions of the software. 

We separated the mandibula from other tissue by threshold segmentation, and then, 

we could make sure the department which would be cutout according to the location 

and size of the local disease focus without any disturbance (Fig. 1). 

        

  Fig. 1. The three-dimensional visualization      Fig. 2. Fibular fitted to the mandible 
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The fibula of the patient’s left leg was also be extracted by dynamic increase in the 

same workspace, the 3D object of the fibular was then imported into the head scan 

and fitted to the mandible.(Fig. 2).  

The length of the bone segments as well as the position and angle of the 

osteotomies has to be determined with respect to the blood supply. As thus, we got the 

intercept position, length, and curving angle of the fibula. 

Traditional surgery simulation just got the data information to doctor, which can 

hardly give powerful support to operation in most cases. In this paper, we developed a 

patient-specific transfer system of the virtual plan to be used during the operation, 

based on software and hardware. We exported STL model of the result of surgery 

simulation which was the mandibula that be repaired (Fig. 3);  

 

Fig. 3. The repaired mandible in simulate surgery 

Assembly of Model and Customize Titanium. We Measurement parameters of 

fibular free flap, and model customize titanium. To Ensure that the model made by 

Pro/e with other models of data of RP consistency, we must set Modeling template  

of Default template model at time in the establishment of the screw  in Pro/e. By 

measuring the fibular we determine the screw length is 8 mm, and assemble 

Customize Titanium. (fig. 4) 

 

Fig. 4. Assembly of model and Customize Titanium 

The data of STL models were then imported into rapid prototyping machine for 

actual production. Doctors used these models for confirming the shape of titanium 

plate (Fig. 5) and cutting the fibula in real surgery , which could improve the surgical 

precision and reduce operating time to a large extent. 
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Fig. 5. The actual model of repaired mandible and cutting 

The Surgical Procedures. The doctors were divided into two groups and undergo 

surgery simultaneously while the patient under general anesthesia. One group 

performed conventional mandible surgical incision, which came into the exposed 

layer by layer under the mandible and the tumor, according to solid model design 

osteotomy line and fixed hole position in the virtual planning; the other group was in 

charge of free flap fibula and vascularized bone graft by making use of the data which 

be got from virtual surgery.  

When make sure the shape of the fibula, they made the lower edge flush with the 

inferior margin of mandible by molding titanium plate with titanium screw fixation in 

the bone graft. 

Then check the occlusion and mandibular movements in normal relations with 

drainage. The surgery would complete if the free fibula flap and vascularized graft 

anastomosed in the establishment of blood supply. 

3  Discussion 

Reconstruction of the mandible is a difficult task to perform consistently with good 

results. Multiple procedures are often required to achieve a result that is almost 

always less than ideal. Numerous reconstructive options are available; however, no 

single option has yet emerged as the staple for management of this defect. 

Software of visualization and rapid prototyping are important techniques and 

instruments in complex mandible reconstruction. This report illustrates the authors’ 

method of performing reconstructions virtually and transforming the design to real 

time surgery by manufacturing a rapid prototyping, which can be fitted at any site of 

the microvascular flap, taking into account the vascular anatomy. The authors’ 

experience shows that the surgery time can be reduced with more accurate surgical 

procedures, which relied on the accuracy of the virtual planning and rapid prototyping 

machine. This leads to higher precision because measurements on the virtual model of 

distances, angles and volumes can be performed with an accuracy. 

The paper compares traditional osteotomy planning procedures using only 

radiographs and 2D CT images to planning with full-scale physical bio-models. The 

bio-models had a clearly beneficial impact on the accuracy of surgery and positively 

influenced the clinical outcome. however, rapid prototyping models also increase the 

cost of surgery. We will continue work on this direction and try to find a costless 

method for mandibular reconstruction. 
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Abstract. Traditional research on inner hydro-field of cockpit only paid attention 

on the airflow itself except human thermal comfort, which is not really consistent 

with the rule “human center”. This paper builds Human Thermal Comfortable 

Model based on Radtherm platform. The model, combined with CFD results, 

focuses on human comfort and can output the human thermal sensation. Utilizing 

this model, virtual cockpit has been evaluated and the conclusions have been 

obtained. The evaluation method for hydro-field of cockpit is effective.  And it 

can be used in engineering applications. 

Keywords: Thermal comfort, inner hydro-field, numerical calculation, cockpit. 

1  Introduction 

Cockpit air flow and heat transfer research, which involved aircraft cabin ventilation  

and air conditioning, thermal comfort, etc., are important aspects of aircraft design and the 

use of department. They are also important research questions in the field of 

man-machine-environment system engineering
 
[1] [2]. Research on inner hydro-field 

included temperature, pressure and speed, is the core elements of micro-environment in 

cockpit. A lot of international and domestic works about distribution form of air flow have 

been done, and a lot of mature evaluation models have been built. A standard k-ε model 

was adopted on numerical simulation of air conditioning in passengers’ compartment by 

AWDeJager in Boeing Company in 1992 [3]. Mathematical model on heat transfer of pilot 

and cockpit systems was established by Professor Yuan Xiugan in 1980s [4] [5] [6]. The 

computational model on heat transfer characteristics of two-dimensional of the cockpit 

was built in 1991. These studies mainly aimed at the distribution form of air flow inside 

the cockpit, included the distribution of temperature and velocity field. They only study 

the effect about the distribution form of air flow, but do not establish models based on the 

characteristics of the human body itself to study human subjective feelings of thermal 

comfort. The study on the distribution of air flow and comfort in training aircraft cabin was 
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done by Xiong Xianpeng in 2007 [7]. But only a series of analysis about comfort was put 

up, and a complete assessment of the flow field model for comfort was not established. 

This paper builds Human Thermal Comfortable Model based on Radtherm platform. The 

model, combined with CFD results, focuses on human comfort and can output the human 

thermal sensation. Utilizing this model, virtual cockpit has been evaluated and the 

conclusions have been obtained. 

2  Assessment Model 

2.1  Assessment Index 

PMV (Predicted Mean Vote) index is a statistical result based on body temperature 

environment subjective comfort score. The index represents the majority of the average 

hot and cold sensation at the same environment. The value is smaller, the comfort is 

higher. In the early 1980s, the index has been recognized by ISO, and it is a 

comprehensive evaluation index on environment comfort. According P.O.Fanger’s 

assumption, PMV relationship can be given from the above equations and other relevant 

equations. 

( , )
Du

H
PMV f q

A
= J  

The thermal comfort equation can be calculated in comfort of a variety of clothing and 

activity state of the thermal environment. The feeling is usually divided into seven 

degrees, with the PMV index. The relationship between PMV values and the thermal 

sensation is shown as follow[8]: 

Table 1. The relationship between PMV values and the thermal sensation 

Description of subjective 

thermal sensation 
PMV values 

Hot 3 

Warm 2 

Slightly warm 1 

Comfort 0 

Slightly cool -1 

Cool -2 

Cold -3 

This paper builds Human Thermal Comfortable Model based on Radtherm platform. 

The conduction, convection, radiation and evaporative heat exchange between human 

body and environment, and metabolic heat and blood flow of energy levels, skin and 

respiratory evaporative heat loss and heat including body temperature regulation and other 

mechanisms are considered in the human thermal comfort model. Environmental 

conditions around the human body are provided by the CFD calculations. 
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2.2  Assessment Method 

This paper builds Human Thermal Comfortable Model based on Radtherm platform. 

Fluent software is used for CFD numerical calculation. Holistic assessment for inner 

hydro-field distribution is given, included the analysis of temperature and velocity field. 

The calculation results of CFD are inputted into human thermal comfortable model. And 

change state of thermal feeling and integrated field distribution are finally outputted, 

which are the assessment results of inner hydro-field distribution in cockpit.  

3  Calculation Examples  

3.1  Foundation of Cockpit Model  

Before numerical calculation, the hypothesis is made as following: 

1. The wall of cockpit is considered as rigid, incompressible and isotropy. 

2. Because the velocity of air flow is not too fast in the cockpit, the inner hydro-field is 

laminar flow. 

3. The air in the cockpit is considered as Newton fluid, and the viscidity coefficient is 

constant. 

Selected dummy cockpit model is show in Figure 1. There are 9 inlets, included 3 inlets at 

the top, 4 inlets at sides and 2 inlets beside the feet. At the precondition that it do not affect 

the precision of calculation, a lot of predigestiones are made as following: 

1. The frame of cockpit is symmetrical in geometric space, and physical boundary is 

also symmetrical. So one side of cockpit can be selected for numerical analysis. It can not 

bring any disadvantage to the precision of calculation. The calculation time is greatly 

reduced, and work efficiency is increased.  

 

Fig. 1. Cockpit model (left side) 

2. The factors that can not affect the distribution in cockpit are predigested. For 

example, the buttons on instrument panel should be moved out. And some tines should be 

smoothed.  
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3.2  Numerical Calculation Results and Assessment 

The assessment of the flow field model for comfort in cockpit include the CFD 

calculation results, such as temperature and velocity field and change state of thermal 

feeling. 

3.2.1  Analysis of Temperature and Velocity Field 

The average velocity in the front cockpit is lower, the variety of which is calm. It is shown 

in Figure 2. The variety of airflow is complex be behind the cockpit panel and on the floor, 

and the velocity is higher, which is vortex about 1.5m/s. The velocity is higher near floor, 

and there is a “vacuum” area with the velocity exceeding 1.5m/s. There is a vortex with the 

center velocity near 1.3m/s.near the windshield. The vortex obviously affects the 

distribution of airflow, and it accelerates the heat exchange from environment. There is 

airflow with the velocity of 0.88m/s behind the pilot head. And it blows and affects 

comfort of the head. The variety of velocity is calm at the right side of pilot, and the 

distribution of airflow is oppositely complex at the left side. The Airflow with the center 

velocity near 1.2m/s blow towards the left hand of pilot, and it becomes faint when the 

airflow reaches the hand. So it does not affect the comfort of pilot.   

 

(a) Distribution of side velocity field     (b) Distribution of frontal velocity field 

Fig. 2. Velocity field distribution of cockpit  

The average temperature in the front of the cockpit is different from the rear of the 

cockpit, which is shown in Figure 3. The average temperature in the front of the cockpit is 

25℃, and the rear is 22℃. The difference in temperature is 3℃. There is a vortex; and the 

variety of velocity is calm at the bottom with temperature of 23℃. Because the airflow is 

under the seat of pilot, it does not affect the comfort. The temperature near cockpit panel is 

about 32℃. The average temperature at left side of pilot is 3-4℃ higher than that at right 

side. The temperature at left side is 25℃, and that at right side is 29℃.  

There is a vortex with lower grads behind the pilot head, and it made the variety of 

temperature more smoothly in the rear of the cockpit. 
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  (a) Distribution of side temperature field   (b) Distribution of frontal temperature field 

Fig. 3. Temperature distribution of cockpit 

3.2.2  Assessment on Human Thermal Comfortable Model 
Temperature, velocity, humidity and parameters of human body such as heart rate, skin 

temperature change rate are synthetically considered in human thermal comfortable 

model. And human thermal comfortable index is built on the integrated factors.  

After 30 minutes entering the cockpit, we analyze heat feeling value. 

Between 30 minutes and 90 minutes, the thermal feeling value increases linearly from 

-0.4 to 0.5. The growth rate is great, and the thermal feeling of pilot is in the scope of 

comfortable. After 90 minutes the growth rate is slower, the thermal feeling value 

increases linearly to 0.56. the feeling is a little warm. During the whole process, the 

thermal feeling value gradually increased, and the thermal feeling of pilot is in the scope of 

comfortable.  

 

Fig. 4. Thermal feeling values vs. t curve after 30 minutes 

4  Conclusion 

This article shows the distribution of temperature and velocity field in the cockpit, which is 

carried out by CFD software through inner fluid field numerical simulation. Though 

vortex with high velocity in the center appeared in the local area, the velocity field is 
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uniformity and does not affect the feeling of pilot obviously. Through analyzing with the 

temperature field, the temperature between the front and rear of the cockpit is 3℃, and the 

same as both sides of the cockpit. It is basically satisfied the comfortable requirement of 

cockpit. And according to the analysis of output data from the human comfortable model, 

it can be concluded that the thermal feeling value of the pilot ranges from -04 to 0.56 

between 30 minutes and 120 minutes in the cockpit. In the whole flight phase, the feeling 

of pilot is comfort.  

Previously it cannot combine the fluid field state computed by numerical method with 

human comfortable through the weakly accurate quantification evaluation of human 

comfortable in the previous computation. This article shall construct evaluation method of 

cockpit inner fluid field comfortable which is based on the human temper comfortable. 

The method combines numerical computation and human comfortable evaluation, and 

forms integrated method system to evaluate the inner fluid field comfortable. And it can be 

better used in the engineering area to evaluate the relative comfortable of the project in the 

cockpit design during primitive stage. 
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Abstract. This paper is an empirical research which regarded audit report 

opinion given by Certified Public Accountants as dependent variable, treated 

main business revenue change ratio, Insolvency Index and the natural log of 

total assets as control variable, which regarded 146 listed companies listed in 

shanghai or Shenzhen stock market as the main research samples. The research 

shows that there is significant linear relationship between extraordinary profit 

and loss and financial report’s quality and listed company’s management layer 

can manipulate its financial reports through handling extraordinary profit and 

loss, especially the companies whose main business are in the crisis. This article 

assumes and provides the evidence to show there is negative correlation 

between extraordinary profit and loss and financial report’s quality of listed 

company. Besides, there also has significant correlation between company 

growth and company size. 

Keywords: extraordinary profit and loss, financial report’s quality, correlation. 

1  Introduction 

CSRC Announcement [2008] No.43 -- Explanatory Announcement No.1 on 

Information Disclosure for Companies Offering Their Securities to the Public which 

was revised by China Securities Regulatory Commission (CSRC) in 2008 defines that 

extraordinary profit and loss arises in various trading and issues that have no direct 

relation with the normal operations of a company, or that are related with normal 

operations but affect the users of the statement to make reasonable judgment of the 

company’s operation performance and profitability due to the special and occasional 

nature of such trading and issues. We can see from the definition that extraordinary 

profit and loss essentially relates to those no repetitive, non-predictability, non-

sustainable income or expenditure. Financial report’s quality relates to the sum of 

Characteristics that reflect the capability of financial reports (or accounting 

information) satisfying actual and implied needs of financial reports user. 
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Concerning for extraordinary profit and loss can reflect the Information on 

profitability of listed companies in the income and its components. However, income 

structure information is good for stakeholders to concern about the income quality 

when they are making decision. According to that point, concerning and improving 

the quality of listed company’s financial reports has important theoretical and 

practical significance. 

2  The Correlation Analysis of Extraordinary Profit and Loss and 

Financial Report’s Quality 

2.1  Research Hypothesis 

Hypothesis 1(H1): negative correlation between extraordinary profit and loss and 

financial report’s quality; 

Hypothesis 2(H2): positive correlation between listed company financial position 

and financial reports quality; 

Hypothesis 3(H3): positive correlation between company growth and financial 

reports quality of listed company; 

Hypothesis 4(H4): positive correlation between the size of listed companies and 

financial reports quality of listed company; 

Hypothesis 5(H5): U-shaped relationship between proportion of the largest 

shareholder and financial reports quality. 

2.2  Sample Selection and Data Sources 

Sample selection is based on the financial statements data of 1421 listed companies in 

2006 which gets 149 samples through selecting companies whose operating profit is 

less than zero while the net profit is greater than zero. Because of the missing Data, 

three companies are deleted and one primary sample has been selected and data 

during 2006-2007 is treated as research sample. The main reason of selecting by this 

way is these companies’ main businesses have some problems in 2006, but net profit 

is positive number, this shows to us that non-operating profit is large, Non-recurring 

gains and losses must play a larger role in it. This sign tells us that management layer 

manipulate the financial reports quality. 

Annual financial statement data and audit opinion of this article are from the 

CSMAR database, the CCER database, the CSRC website and the SSE website and 

the SZSE website. 

2.3  Variable Selection and Definition 

Dependent Variable—— Financial Report’s Quality(QFR). This article is 

regarded audit report opinion given by Certified Public Accountants as the judgment 

standard of financial reports quality and rejects part of the abnormal audit report, 

which regards audit report opinion as dependent variable. 
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Control Variables 
(1) Extraordinary profit and loss 

Nonrecurring item (IGL) = net profit- net Profit after deducting Extraordinary 

profit and loss 

The extraordinary profit and loss definition of this article is mainly in accordance 

with the CSRC Announcement [2008] No.43 -- Explanatory Announcement No.1 on 

Information Disclosure for Companies Offering Their Securities to the Public. And 

the data selection is mainly on the basis of extraordinary profit and loss which is after 

the annual financial statements of companies disclosed in the notes, and the data of 

part of the companies have some adjustment according to the new rules answers. 

(2) Financial position – bankrupt index (Z) 

 

Net working capital = current assets – current liabilities 

Retained earnings = surplus reserves + undistributed profits 

EBIT= Earnings before Interest and Tax  

(Indexes including the book value of the stock take the end of the value obtained 

index) 

(3) Company growth—the increasing rate of main business revenue (GROWTH) 

 

The Main business revenue shows the i (such as third) year main business revenue. 

The Main business revenuei-1 shows the main business revenue during i-1 year. 

(4) Company size – total assets (SIZE) 

With larger companies, their internal governance structures are often relatively 

norm, therefore, Information Disclosure has a strong tendency（Chow & Wong-

Boren, 1987; Cui Xuegang, 2004）. This article use total assets of the company at the 

end of year as Substitution variable to evaluate company size. 

(5) The shareholding ratio of the first majority shareholder (FIRST) 

FIRST = the shareholding numbers of the first majority shareholder / Number of 

total capital 

(6)The shareholding ratio of the first 10 majority shareholders squares sum 

(FIRST10) 
10

2
i
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10 firstFIRST
=

=
 

Firsti shows the shareholding ratio of the i majority shareholder. Selected variables are 

showed in table 1. 
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Table 1. Variables and significances 

Variables 

property  
Variables name Abbreviation Significance of Variables 

Dependent 

variable 
Audit reports opinion  QFR 

As the criterion of financial reports quality. 

When there is no retained opinion , getting 

0, otherwise 1 

Control 

variables 

Extraordinary profit and 

loss 
IGL 

Net profit- net Profit after deducting 

Extraordinary profit and loss 

Bankrupt index  Z 

When Z<1.23, bankrupt; when 1.23<Z<2.9 

company stays in the grey area; when 

Z>2.9, company stays in the safe area 

Increasing rate of main 

business revenue 
GROWTH Listed company growth 

Total capital SIZE Size of a listed company  

The shareholding ratio of 

the first majority 

shareholder 

FIRST 

The shareholding numbers of the first 

majority shareholder / Number of total 

capital 

The shareholding ratio of 

the first 10 majority 

shareholders squares sum 

FIRST10 

The shareholding ratio of the first 10 

majority shareholders squares sum of listed 

company 

2.4  Data Processing and Model 

As there is a large difference among selection data, this article takes standardizing 

ways for data processing in order to carry out empirical research when conducts 

regression analysis. Processing formula as follows: 

                                 (1) 

ui means single indicator sample mean, si means single indicator sample standard 

difference, a means original data, a’ means data which has been disposed. 

According to the previous discussion, this article designs Multivariate regression 

model as follows to analysis the relevance between extraordinary profit and loss and 

listed company financial reports quality. 

 
1 2 3 4 5 6

1 2 3 4 5 6

10

10
1

it it it it it it

it it it it it it

IGL Z GROWTH SIZE FIRST FIRST

it IGL Z GROWTH SIZE FIRST FIRST

e
QFR

e

β β β β β β ε

β β β β β β ε

+ + + + + +

+ + + + + +=
+

           

(2)

 

QRE represents financial reports quality, QRE=1 when register accountants have no 

retained opinion on listed company annual financial reports, others occasions, QRE 

=0. IGLit means the t year extraordinary profit and loss of company. Subscript it 

means the t year target of company. β means regression coefficient, ε means residual. 

This article uses logistic regression and SPSS17.0 analysis software. 

2.5  Descriptive Statistic Analysis 

According to the descriptive statistics of the study variables and comparison of the 

average index from 2006 to 2008 made by Model (2), we may know that in 2006 the 

i

i

a -u
a =

s
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non-recurring gains and losses had staged high to 54.6 million on average, which 

means that the problems had appeared in the primary business of the majority of  

the companies. While in 2007, the average level of non-recurring gains and losses 

increased by 5.77 percentage, indicating that the company’s core business is 

deteriorating, of course the implementation of the New Edition of Accounting 

Standard had affected it in some degree, but the main reason for that lies in the 

motivation of earnings management for delist as is shown in the sample of 50 ST 

companies in 2006. In 2008, the non-recurring gains and losses of the sample 

companies decreased dramatically by 38.73 percentage, the main cause for this is that 

the non-recurring gains and losses is a temporary and accidental event which won’t 

maintain at a high level forever; the average bankruptcy index of  the sample 

companies in the three years is within the limits considered safe, however, in the year 

2006, the bankruptcy index of 69 companies is below 2.9, that is right below the gray 

area, and so is the 61 companies in 2007, and the 57 in 2008. It implies that the crisis 

in the primary business will highly probably push the company on the verge  

of bankruptcy, and make a risk to manipulate the financial statement. Due to  

the preferable domestic economic condition in 2007 and 2008, through the three years 

the average total assets of the enterprises are stably increasing, and a majority of them 

even made an added investment. As for the ratio quadratic sum, Neither the first 

majority shareholder nor that of the top 10 have changed a lot, this has something to 

do with the domestic market , and also the calculating stock concerns. We can see  

out of the interaction between the non-recurring gains and losses of this passage and 

the quality of the financial report that the decrease in Recurring is helpful in 

enhancing the quality of financial report, the conclusion needs to be confirmed in 

additional studies. 

2.6  The Result and Analysis of the Empirical Test 

The Separate Regression of Three-Year Data. According to the regression result of 

the last three years data, we can know that the model does not fit the fact very well. 

During the three years, the Nagelkerke R-square is 0.31, 0.26 and 0.35 respectively, 

and all of which haven’t passed the test of Hosmer and Lemeshow, declaring that the 

model fails to explain the independent data of each year, and then there followed the 

Misjudge matrix by the classification table caused by the weak model. The 

discriminant rate of the model is 85.6%, 87.7% and 88.4% each year, implying that 

the model is predictable in some degree. In the predetermination of the Standard 

financial report, the model did relatively good job as the accuracy rate is as high as 

99.2%, 100% and 99.2% each year, however when did with the non-standard 

financial report it got wrong often, which part of the model needs improving. 

But we still can find the common point of the regression from Equation parameters 

coefficient of this three-year, that the coefficient of both non-recurring and the 

shareholder ratio of the first majority shareholder are negative, while that of the 

bankruptcy index, company growth and scale, and also the shareholder ratio of the top 

ten shareholders are positive, this conforms to our assumption, although not 

completely right.  
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The Summary Regression of Three-Year Data. This article will carry on regression 

analysis of three year sum data which is based on three years data regression 

respectively. Results of the process of the regression are shown in table 2 to table 5. 

Table 2. Models summary 

Step -2 Log Likelihood Cox & Snell R Square Nagelkerke R Square 

1 307.981a .184 .253 

According to table2, generally, equation goodness of fit is low, statistic of Cox & 

Snell R
2
 and Nagelkerke R

2
 are 0.184 and 0.253. The model just explains the 25% 

fluctuation of explained variable. The main reason is the contribution level of the 

dependent variables are forced returning for the sake of finding out every control 

variable. We can see from the results that bankrupt index and stock rights ratio have a 

weak relevant with financial reports quality.  

Table 3. Hosmer–Lemeshow test 

Step Chi-square df Sig. 

1 25.007 8 .002 

According to table 3, the result is that the model is significant overall.  

Table 4 shows the misjudge matrix according to the model.  

Table 4. Classification table 

 

Observed 

Predicted 

 Audit opinion Percentage 

correction  .00 1.00 

Step 1 

Audit 

opinion 

.00 2 57 3.4 

1.00 1 378 99.7 

Total Percentage   86.8 

According to table 4, the Overall classification rate is 86.8%, which shows the 

model has a certain degree of predictability. Specifically the model has a high right 

rate when it predicts standard financial reports, almost comes to 99.7%, only one 

wrong sample. However, when it predicts off-standard financial reports, it only has 

3.4% right rate. The model should be improved in the aspect. Variable coefficients 

and their test results are showed in table 5. 
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Table 5. Variable coefficients and test 

  β S.E Wald df Sig. Exp 

Step IGL -.464 .177 6.860 1 .009 .629 

Z .535 .359 2.222 1 .136 1.707 

GROWTH 1.900 .977 3.777 1 .050 6.684 

SIZE 2.549 .857 8.845 1 .003 12.795 

FIRST -.522 .596 .767 1 .381 .593 

FIRST10 .783 .643 1.483 1 .223 2.189 

ε 2.630 .272 93.200 1 .000 13.867 

According to table 5, regression analysis results are basic same with the hypothesis 

of the article, Negative correlation exists between extraordinary profit and loss and 

financial report’s quality of Chinese Listed Companies. Through significant test 

(p=0.009<0.05), the increasing of extraordinary profit and loss will cause the 

reduction of financial report’s quality of Chinese Listed Companies, which confirms 

the hypothesis 1 of the article research. 

As to the bankruptcy index Z, the smaller the indicator is, the more likely for the 

clients to confront business failure. When Z＜1.23，the company goes bankrupt; 

when 1.23＜Z＜2.9, the company is within the grey area; when Z＞2.9, the company 

is within the security zone. Among the 438 samples, the bankruptcy indexes of 38 

samples are lower than 1.23, and 149 are within the grey area. The bankruptcy index 

of the samples, on average, is 20.819, and the regression coefficient of Z, in this test, 

is 0.535, which is in accordance with Hypothesis 2, yet it did not pass the significance 

test(P value=0.136＞0.05), the reason of which may be related to the choice of 

sample, and from another side it shows a loose connection between the CPA’s 

audition opinion and the company’s financial position. 

With regards to the Growth, the regression coefficient of GROWTH in this test is 

1.9, and it has passed the significance test (p=0.05), in accordance with the research 

hypothesis, indicating that the Growth is in positive correlation with the financial 

reports quality, and it is easier for the company in the low-growth period to control 

the financial reports than the high growth companies. Besides, it has testified 

Hypothesis 3 in this research. 

As to the scale of the company, the regression coefficient of SIZE in this test is 

2.549, and it has passed the significance test(p=0.003＜0.05), in accordance with 

Hypothesis 4, indicating the positive correlation between the scale of company and 

the financial reports quality. Just as the previous hypothesis goes, big companies 

enjoy higher honorary cost, and receive more attention from supervisory organs, and 

they reveal more items, to some extend, can raise the companies’ financial reports 

quality. 

As to the concentricity of the stock, negative correlation exists between the first 

majority shareholder’s shareholding ratio and the financial reports quality, positive 

correlation exists between the top 10 shareholders’ shareholding ratio quadratic sum 

and the financial reports quality. In this model, the sign of the two control variables’ 
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regression coefficient is in accordance with the hypothesis 5, showing that an over-

high rate of the first majority shareholder’s share ratio or an over-scattered share 

rights are not beneficial for the exercise of the company’s governance mechanism, 

proving that companies owning the holding big shareholders have a relatively 

objective surplus management system, and a higher financial reports quality. But in 

the model the p values of either the two control variable have not passed the 

significance test, and it is greatly influenced by the fact that the current stock market 

of China is in weak strong type of efficiency, indicating that the concentricity of the 

stock has a weak correlation with the financial reports quality. 

3  Conclusions 

Firstly, negative correlation exists between extraordinary profit and loss and financial 

report’s quality of Chinese Listed Companies, which shows the increasing of 

extraordinary profit and loss will cause the reduction of financial report’s quality of 

Chinese Listed Companies. Secondly, positive correlation exists between listed 

company growth and financial reports quality. Company experiencing low growth is 

easier than high growth company to manipulate financial reports. Once more, positive 

correlation exists between financial position of listed companies and financial report’s 

quality of Chinese Listed Companies, Which shows company financial position has 

some relevant with financial reports-quality of company. However it hasn’t passed on 

significant test, which CPA reflects the link between the company's financial position 

and the audit opinion of CPA is not close enough on the side aspect. Finally, negative 

correlation exists between proportion of the largest shareholder and financial reports 

quality and positive correlation exists the shareholding ratio of the first 10 majority 

shareholders squares sum and financial reports quality, which explains the 

shareholding high ratio of the first majority shareholder or options are too scattered is 

bad for the function effect of Corporate Governance and also confirms that corporate 

earnings management is relatively more objective and company financial quality is 

higher when company exists relative controlling shareholders. However, the two 

indexes haven’t gone through the significant test.  
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Abstract. Dividend policy is one of core content and sensitive issues of modern 

corporate financial decision-making, playing an extremely important role in the 

management and development of listed companies. For the same listed 

companies, different listing destination caused the difference cash dividend 

policy research has important theoretical and practical significance. This paper 

Selects both listing in the mainland A share market and Hong Kong H share 

market in 2007, 44, 2008, 50, 2009, 53 companies as samples, during the period 

2007-2009, studies cash dividend policy of A and H share listed companies’ 

internal influence factors by SPSS17.0 software, Logarithm of total assets, 

current ratio and net capital gains rate is different on the A share and H share 

companies, the main affect factors is different between the two places, the 

levels of internal affect factors is different between the two places. 

Keywords: A and H share listed companies, cash dividend policy, internal 

influence factors. 

1  Introduction 

In context of China's capital market opening and the factor that the linkage between A 

share and H share market will Strengthen, we research the cash dividend policy 

differences of the same company due to different locations listed, explore a variety of 

factors affecting the dividend policy of A shares and H shares, which will provide a 

theoretical reference and practice evidence for the improvement of China's securities 

market, and has important theoretical and realistic significance. This paper will 

research the internal influence factors, which affecting cash dividend policy of A and 

H share listed companies (hereinafter referred to as ‘dual listed company’). 

2  Samples Selection and Variables Setting 

In this paper, the samples include 40 companies of 2007, 50 companies of 2008, 53 

companies of 2009, a total of 147. When selecting samples, we excluded the 

companies that: (1) dual listed company which did not distribute cash dividend during 
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the last three years.(2) the dual listed company with special nature ,including the 

company of ST and incomplete data of companies as well as qualified opinion having 

been issued. Data of Samples comes from Xenophon database, cninfo, RESSET 

databases, and China Securities Regulatory Commission Web site and finance website. 

The paper selected 7 variables. 

Profitability. In this paper, earnings per share and return on net assets are used to 

measure the profitability. 

Liquidity. In this paper, current ratio is used to measure the liquidity of corporate. 

Growth Ability. In this paper, the growth in operating profit and total assets growth 

rate are used to measure business ability to grow. 

Ability to Pay Debt. In this paper, debt ratio is used to measure ability to pay debt of 

corporations. 

Operational Ability. In this paper, the total asset turnover ratio is used to measures 

the operating skills of corporation. 

Company Size. In this paper, the natural logarithm of total assets is used to measure 

the size of the business assets. 

Equity Structure. In this paper, the proportion of the outstanding shares in A share 

market and H share market is used to measure ownership structure of corporate. 

The variables are shown in Table 1. 

Table 1. List of variables and their significance 

Variable name Representative 

symbol 

Variable 

significance 

Category 

Return on equity ROE Profitability Explanatory variables 

Earnings per share EPS Profitability Explanatory variables 

Current Ratio FLOW Liquidity Explanatory variables 

Operating profit growth 

rate 

PROFITR Growth Ability Explanatory variables 

Total assets growth ASSERTR Growth Ability Explanatory variables 

Debt  ratio DEBT Ability to pay debt Explanatory variables 

Total asset turnover ASSERTS 

TURNOVER 

Operational ability Explanatory variables 

Logarithm of total assets SIZE assets scale Explanatory variables 

A / H ratio of outstanding 

shares  

CURRENCY equity structure Explanatory variables 

Cash dividend per share SCASH Ability to pay 

dividend 

Dependent variable 
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3  Research Assumptions 

Assumption 1: there is positive correlation between dual-listed company's profitability 

and cash dividend  

Assumption 2: there is positive correlation between dual-listed company's liquidity 

and cash dividend  

Assumption 3: there is negative correlation between dual-listed company's ability to 

grow and cash dividend. 

Assumption s 4: there is negative correlation between dual-listed company's ability to 

pay debt and cash dividend  

Assumption 5: there is positive correlation between dual-listed company's operating 

capacity and cash dividend 

Assumption s 6: there is positive correlation between dual-listed company's assets and 

cash dividend.  

4  Model Building 

This paper selects A and H share listed companies from 2007 to 2009 as a research 

sample, the internal influence factors are mainly asset-liability ratio, company size 

(natural logarithm of total assets), cash dividend per share, return on equity, total 

assets growth , total asset turnover and so on. We take Cash dividend per share as the 

dependent variable, and take other variables as independent variables, establishing 

multiple linear reression Model 1. 

0 1 2 3 4

5 6 7 8 

SCASH ROE EPS FLOW PROFITR ASSERTR

DEBT ASSERTS TURNOVER SIZE CURRENCY

α β β β β β

β β β β ε

= + + + + + +

+ + + +
 (1)  

α  is constant, and ~0β 8β  are the regression coefficient, indicating the influence 

extent various factors on the variable extent, ε is a random error term representing 

the impact on cash dividend per share of other factors that the model does not include. 

5  Regression Results of A Share 

Variance analysis and regression results of A share, as shown in table 2. 

Table 2. Variance analysis and regression results of A share 

 Sum of squares df Mean square F Sig. 

Regression 1.417 9 0.046 2.848 0.004 

Residual value 3.012 137 0.016 -- -- 

Total 4.429 146 -- -- -- 

R2 =0.320   after adjustment R2=0.267   the value of D.W. =1.945 
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We can see from Table 2 the analysis of variance and regression result of A share, 

the value of R2 is 0.320, adjusted value of R2 is 0.267, indicating that the equation’s 

overall goodness of fit is not too high, but the Value of Sig is 0.004, so the equation 

pass the test of significance, it is significant in the 0.05 significance level. The value 

of DW is 1.945, the model variables is not autocorrelation (when the value of DW is 

about 2 or so, it passes the autocorrelation test). 

According to the residuals statistical table of Model regression, mean of residual is 

0, in line with the requirements of linear regression. 

Multicollinearity diagnostics of Linear regression results are shown in Table 3. 

Table 3. Multicollinearity diagnostics table 

Dime

nsion 

Eigen

value 

Condit

ions 

Index

Proportion of variance 

(Con

stant) 
EPS ROE 

FLO

W 

DEB

T 

ASSERTS 

TURNOVER
SIZE

A 

CURRENCY

ASSE

RTR 

PROFI

TR 

1 6.418 1.000 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 

2 1.119 2.395 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.02 0.03 0.47 

3 0.783 2.863 0.00 0.07 0.03 0.03 0.00 0.01 0.00 0.02 0.13 0.39 

4 0.483 3.643 0.00 0.02 0.06 0.03 0.00 0.33 0.00 0.11 0.06 0.01 

5 0.395 4.033 0.00 0.14 0.04 0.04 0.01 0.10 0.00 0.02 0.52 0.04 

6 0.343 4.328 0.00 0.00 0.07 0.76 0.01 0.00 0.00 0.01 0.14 0.01 

7 0.265 4.925 0.00 0.15 0.20 0.07 0.02 0.04 0.00 0.50 0.03 0.01 

8 0.142 6.732 0.00 0.58 0.58 0.01 0.05 0.16 0.00 0.28 0.05 0.07 

9 0.051 11.201 0.03 0.01 0.00 0.04 0.61 0.31 0.01 0.02 0.04 0.00 

10 0.002 55.355 0.97 0.01 0.00 0.01 0.28 0.06 0.99 0.03 0.01 0.00 

  As we can see from Table 3, the regression model is not multiple collinear. 

  Regression coefficient and significance test results of A share are shown in Table 4. 

Table 4. Regression coefficient and significance test results of A share 

Internal 

influence factors

 

Non-standardized 

coefficient 

Standard 

coefficient 
  t Sig. 

Collinearity 

Statistics 

B 
Standard 

error 
Trial Tolerance VIF 

(constant) -0.030 0.155 -- -0.195 0.846 -- -- 

EPS 0.068 0.021 0.366 3.256 0.001 0.484 2.065 

ROE 0.733 0.344 0.672 2.129 0.040 0.140 7.161 

FLOW 0.033 0.016 0.250 2.014 0.049 0.899 1.112 

DEBT -0.271 0.105 -0.506 -2.584 0.013 0.433 2.309 
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Table 4. (continued) 

ASSERTS 

TURNOVER 
-0.017 0.024 -0.065 -0.708 0.480 0.732 1.367 

SIZE 0.007 0.007 0.107 1.017 0.311 0.547 1.829 

A CURRENCY -0.013 0.045 -0.024 -0.285 0.776 0.849 1.178 

ASSERTR -0.029 0.037 -0.072 -0.772 0.441 0.704 1.420 

PROFITR -0.110 0.037 -0.809 -2.994 0.005 0.191 5.245 

As we can see from Table 4, in the linear regression equation, Nine explanatory 

variables Participate in the regression calculation, five variables pass the significant 

test ,namely earnings per share, Return on net assets, current ratio, assets and 

liabilities rates, operating profit growth, there are four variable do not pass the 

significant test (If Sig. value <0.05 significant test pass ),we need to remove variables 

from the Model, the  all value of VIF are less than 10, so multicollinearity is not 

serious, result is meaningful. 

6  Regression Results of H Share 

Variance analysis and regression results of A share are shown in table 5. 

Table 5. Variance analysis and regression results of H shares 

 Sum of squares df Mean square F Sig. 

Regression 1.534 9 0.170 7.530 0.000 

Residual value 3.102 137 0.023 -- -- 

Total 4.636 146 -- -- -- 

R2 =0.331  after adjustment R2=0.282   the value of D.W. =1.999 

From Table 5, we can see the analysis of variance and regression result of A share, 

the value of R2 is 0.331, adjusted value of R2 is 0.282, indicating that the equation’s 

overall goodness of fit is ordinary, but the Value of Sig is 0, so the equation pass the 

test of significance, it is significant in the 0.05 significance level. The value of DW is 

1.999, the model variables is not autocorrelation (when the value of DW is about 2 or 

so, it passes the autocorrelation test). 

According the residuals statistical table, mean of residual is 0, in line with the 

requirements of linear regression. 

Multicollinearity diagnostics of linear regression results are shown in Table 6. 
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Table 6. Multicollinearity diagnostics 

Dimens

ion 

Eigenv

alue 

Conditio

ns Index 

Proportion of variance 

(Const

ant) 
EPS ROE

FLO

W 

DEB

T 

ASSERTS 

TURNOVER 
SIZE

H 

CURRE

NCY  

ASSE

RTR 

PROFI

TR 

1 6.244 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 

2 1.417 2.099 0.00 0.02 0.03 0.00 0.00 0.12 0.00 0.00 0.01 0.25 

3 0.708 2.970 0.00 0.01 0.00 0.00 0.00 0.45 0.00 0.00 0.02 0.48 

4 0.548 3.374 0.00 0.23 0.08 0.00 0.00 0.12 0.00 0.00 0.14 0.10 

5 0.449 3.727 0.00 0.01 0.00 0.08 0.00 0.17 0.00 0.01 0.64 0.01 

6 0.360 4.164 0.00 0.01 0.01 0.29 0.03 0.00 0.00 0.00 0.13 0.03 

7 0.164 6.172 0.00 0.70 0.83 0.01 0.00 0.03 0.00 0.01 0.02 0.12 

8 0.083 8.650 0.00 0.02 0.04 0.16 0.10 0.01 0.00 0.68 0.01 0.00 

9 0.025 15.916 0.04 0.00 0.00 0.36 0.77 0.09 0.04 0.17 0.01 0.00 

10 0.002 58.415 0.96 0.00 0.00 0.09 0.09 0.00 0.96 0.13 0.02 0.00 

  As we can see from table6, the regression model isn’t multiple collinear. 

  Regression coefficient and significance test results of H share are shown in Table 7. 

Table 7. Regression coefficient and significance test results of H share 

Internal influence 

factors 

Non-standardized 

coefficient 

Standard 

coefficient t Sig. 

Collinearity 

Statistics 

B Standard error Trial  B 

  (constant) -0.410 0.210 -- -1.948 0.053 -- -- 

EPS 0.107 0.025 0.417 4.353 0.000 0.531 1.882 

ROE 0.145 0.134 0.112 1.081 0.282 0.451 2.216 

FLOW -0.012 0.022 -0.051 -0.557 0.578 0.574 1.742 

DEBT -0.249 0.087 -0.306 -2.844 0.005 0.421 2.373 

ASSERTS 

TURNOVER 
-0.007 0.021 -0.027 -0.352 0.726 0.823 1.216 

SIZE 0.027 0.008 0.314 3.229 0.002 0.515 1.942 

H CURRENCY  -0.025 0.153 -0.012 -0.160 0.873 0.890 1.123 

ASSERTR 0.042 0.059 0.054 0.713 0.477 0.858 1.166 

PROFITR -0.107 0.054 -0.310 -1.980 0.049 0.761 1.313 
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As we can see from Table 7, in the linear regression equation, Nine explanatory 

variables Participate in the regression calculation, four variables pass the significant 

test, namely earnings per share, debt radio, Logarithm of total assets, operating profit 

growth rate, there are five variable do not pass the significant test (If Sig. value <0.05 

significant test pass ), we need to remove variables from the Model, the all value of 

VIF  are less than 10, so multicollinearity is not serious, the result is meaningful.  

7  The Difference of Cash Dividend Policy between the Two Places 

Above regression results show that dividend distribution policy of dual-listed 

company's A share and H share companies exists the following differences:  

Firstly, the logarithm of total assets, current ratio and return on equity affect the 

policy differently. Logarithm of total assets affected the H share companies 

significantly, and its effect on A share companies are not significant, indicating that 

the company to distribute cash dividend in Hong Kong, even more attention to the 

company's size. Company scale has greater impact on dividend policy. The company 

with larger scale and abundant funds will be more tend to distribute cash dividend. 

Current ratio influences A share companies significantly, but its effect on H share was 

not significant, indicating the corporation more attention to the liquidity in the 

mainland, the company with strong liquidity will be more tend to distribute cash 

dividend. ROE influences significantly the A share listed companies, its effect on the 

H share was not significant. For the H share, the company's profitability affecting its 

cash dividend policy is mainly achieved by the earnings per share. For A share 

companies, earnings per share and ROE as indicators of the profitability affect its 

cash dividend policy. 
Secondly, the main factors affecting two places are different. In Mainland, the most 

important factor that influences the cash dividend policy of dual listed companies is 
profitability. In Hong Kong, the most important factor is the ability to pay debt. This 
paper argues that in the Mainland, cash dividend policy pays more attention to 
enterprise profit ability, corporation profitability is stronger, the possibility of cash 
dividend is greater, and shareholders will also receive a guarantee. In Hong Kong, 
companies’ dividend distribution policy pays more attention to the ability to pay debt. 
The timely repayment of maturing debt is an important indicator reflecting the 
financial status is good or bad. Through the analysis of ability to pay debt, we can 
examine the ability and risky of business continuity management and contribute to 
predict future earnings. Companies with high debt are less likely to distribute cash 
dividend, or they will face greater financial pressure. The stronger the ability to pay 
debt of enterprises, the greater the possibility of distribution of cash dividend. 

Finally, A share is susceptible to internal influence factors, the influence of internal 

factors on H share is relatively small. Cash dividend policy of A share is affected 

significantly by five internal influence factors, H share companies are affected by the 

four factors significantly. This shows that H shares may be more subject to be 

influenced by its external and other factors such as market conditions, laws and 

policies, shareholders. 
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8  Conclusions 

In this paper, through the study of internal factors which influence dual-listed 

company's cash dividend policy, we find that Logarithm of total assets current radio 

and ROE influence the A and H share listed company differently. Total assets affect 

the H shares significantly and is positively correlated with cash dividend per share, 

not significant for A share. Current radio affects the A share significantly and is 

positive correlated with cash dividend, is not significant for H share. ROE affects the 

A share significantly and is positive correlated with cash dividend, not significant for 

H share. Next, the main factors affecting the two places are different. In mainland, 

Profitability is the most important factor that affects A and H share listed companies’ 

cash dividend policy. In Hong Kong, the most important factor is ability to pay debt. 

In addition, A share is susceptible to internal influence factors, the influence of 

internal factors on H share is relatively smaller. 
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Abstract. This paper selects 2006～2008 data of 261 listed manufacturing 

companies in Shanghai Stock Exchange and Shenzhen Stock Exchange as 

investigative samples, corporate value as dependent variable, EVA-based index 

system and traditional financial index system as independent variable. By 

single-element and multiple regression analysis, the paper verifies the 

correlation of EVA-based indexes and traditional financial indexes, and 

constructs a corporate value model of comprehensive index system. The 

research results show that the comprehensive index system which includes 

EVA-based indexes and traditional financial indexes has higher explanatory 

power to corporate value. 

Keywords: EVA, financial indexes, corporate value. 

1  Introduction 

Economic Value Added (EVA) is the difference of income after tax and capital cost. 
Market Value Added (MVA) is modified EVA, indicating the difference of enterprise 
market value and total capital input, and showing the expectation of capital market to 
enterprise future earning ability. The evaluation effect of MVA to enterprise 
performance depends on the market efficiency. Under the environment of China’s 
capital market, the paper tries to verify the correlation of EVA-based indexes and 
traditional financial indexes, and construct a corporate value model of comprehensive 
index system, which has higher explanatory power to corporate value. 

2  Indexes Selection 

In the paper, dependent variable is corporate value. Independent variable indexes fall 

into EVA-based indexes and traditional financial indexes. EVA per share、cost of 

capital, return on capital, the difference of return on capital and cost of capital, and 

natural logarithm of total capital are selected in the EVA-based index system. In the 

traditional financial index system, EPS, P/E ratio, return on assets and return on 

equity are selected which are key indexes of evaluating corporate liquidity, 

profitability and Development Capability, widely used in the studies of financial 

performance evaluation on companies.  

Indexes descriptions are given in Table 1. 
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Table 1. Indexes description 

Index Symbol Description 

Corporate value MVAPC 
Market Value Added/total capital, ie. 

MVA created by $1 capital. 

EVA per share EVAPS EVA per share 

Cost of capital COC 
Weighted-average cost of equity 

capital and liability capital  

The difference of return on 

capital and cost of capital 
SPREAD 

The difference of return on capital and 

cost of capital, 

Capital size LNC Natural logarithm of total capital 

P/E ratio PE Price per share/ earnings per share 

Earnings per share EPS Net income/total outstanding shares 

Return on equity ROE Net income/equity 

Return on assets ROA Net income/total assets 

Assets size LNA Natural logarithm of total assets 

3  Research Hypothesis, Sample Selection and Data Sources 

The paper will compare and analyze the explanatory Power of the EVA-based indexes 

to corporate value and the explanatory power of the traditional financial indexes to 

corporate value. The basic hypotheses are following.  

Hypothesis 1: The traditional financial index system has some explanatory power 

to corporate value, the financial index system should not be completely give up in 

evaluating corporate value. 

Hypothesis 2: The EVA-based index system has higher explanatory power than 

traditional financial indexes to corporate value. 

Hypothesis 3: A corporate value model of the comprehensive index system can be 

established, the model has explanatory and analysis power to corporate value.  

The paper selects 2006～2008 data of 261 listed manufacturing companies in which 

do not include those publishing both stock A and other kind stocks, with successive 

years of severe losses,  without complete data available or ST, PT companies in 

Shanghai Stock Exchange and Shenzhen Stock Exchange as investigative samples 

which are from professional database CCER. 

4  Single-Element Regression Analysis of Explanatory Power to 

Corporate Value by the EVA–Based and Traditional Financial 

Indexes 

In order to test EVA-based index’ influence direction and power to corporate value, 

the paper will do Single-element Regression analysis to MVAPC and selected  

EVA-based index. The analysis results are shown in Table 2. 
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εββ ++= XY 10                                    
(1) 

Y is MVAPC, X is EVA-based index. 0β  and 1β  are regression coefficients ,ε  is 

regression residual. 

Table 2. Single-element regression analysis results of explanatory power to corporate value by 
the EVA–based and traditional financial indexes 

 Regression

coefficient t value p value F value 
2

R  

Adjusted 
2

R  
EVA 

index 
COC -6.8910 -2.0995 0.0367 4.4080 0.0168 0.0130 

LNC -4.7473 -3.9875 0.0001 15.9005 0.0581 0.0544 

EVAPS 1.6083 6.4152 0.0000 40.3320 0.0940 0.0902 

SPREAD 14.6866 10.3649 0.0000 107.4312 0.2940 0.2912 

Financial 

index  
ROE 0.6938 1.1285 0.2602 1.2735 0.0049 0.0011 

ROA 105.7571 3.3972 0.0008 11.5411 0.0428 0.0391 

PEc -187.2615 -1.1563 0.2486 1.3371 0.0051 0.0013 

EPS 8.3142 5.4509 0.0000 29.7125 0.1033 0.0998 

LNA -3.2698 -3.7420 0.0002 14.0025 0.0515 0.0478 

As we can see from Table 2, with confidence of 5%, EVA-based variables all can 

pass the T test and F test, which shows that all Regression Models are effective, and 

linear relationship is significant. 

With confidence of 5%, except for ROE and PE, all financial indexes can pass T 

test and F test, which shows that all Regression Models are effective, and linear 

relationship is significant. 

According to Single-element Regression results, in Single-element Regression 

analysis model, Explanatory power of each EVA-based index is not very high to the 

dependent variable. On the one hand, it is related to the analysis ability of the models. 

On the other hand, it is related to China’s stock market. That is to say, single financial 

index has lower Explanatory power to corporate value, which has same reason with 

lower Explanatory power of EVA-based index system in Single-element Regression 

analysis. 

5  Multiple Regression Analysis of Explanatory Power to Corporate 

Value by the EVA–Based and Traditional Financial Indexes  

After finished single-element regression analysis, in order to further study Explanatory 

power of EVA-based index system to corporate value, the paper established a multiple 
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regression analysis model, see model 2, to analyze the Explanatory power of EVA-

based index system to corporate value. The analysis results are shown in Table 3. 

εβββββ +++++= LNCCOCSPREADEVAPSMVAPC 43210      
(2)

 

Table 3. Multiple regression analysis results (1) 

Index 

R Square Adjusted R Square F Significance F 

EVA index 
Financial 

index 
EVA index 

Financial 

index 
EVA index

Financial 

index 
EVA index 

Financial 

index 

Value 0.3912 0.2100 0.3817 0.2008 40.9655 22.6965 0.0000 0.0000 

The results show, in adjusted R2, explanatory power of EVA-based index variables 

to corporate value has increased to nearly 40%, but adjusted R2 of financial index is 

0.2008,on account of the 2007 and 2008 off-normal fluctuation of stock market, 

financial indexes still has some explanatory power to corporate value. But Compared 

with EVA-based index system, the explanatory power of traditional financial index 

system has decreased, that verified the hypothesis 2. 

The significance test results to the model are given in Table 4. 

Table 4. Multiple regression analysis results (2) 

 

df SS MS F P 

 EVA   

 Index 

 Financial 

 Index 
 EVA Index 

 Financial 

 Index 
EVA Index

Financial 

Index 

EVA  

Index 

Financi

al Index

EVA  

Index 

Financial 

Index 

Regression 

analysis 
4.0000 

3.0000 
30062.4428 

16144.7825
7515.6107

5381.5942
40.9655

 

22.6965

.000 

 (a)   0.000 

Residual 

error  
255.0000 

256.0000 
46782.8367 

60700.4970
183.4621 

237.1113 
 

 
 

 

Total 259.0000 259.0000 76845.2795 76845.2795       

A explanatory variables: constant, EVAPS, SPREAD, COC, LNC 

As we can see from Table 4, when using EVA-based index, F=40.9655, P=0.000. 

When using financial index, F=22.6965, P=0.000. When the level of significance is 

0.01, P<0.01, regression coefficients of the model are not zero significantly, the linear 

relationship of dependent variables and all independent variables is significant, A 

linear model can be constructed to express the linear relationship between MVAPC 

and EVA-based index variables and financial index variables. The significance test 

result shows that it is appropriate to use linear model to describe MVAPC and EVA-

based index, MVAPC and financial index. 

The multicollinearity test results of the model are shown in Table 5. 
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Table 5. Multiple regression analysis results (3) 

 
Regression 

coefficient 

Standard  

error 
T P VIF 

EVA-

based 

index 

Intercept 109.3923   20.5698 5.3181 0.0000 - 

COC 8.1808 3.8944 2.1007 0.0000 
2.4

830 

LNC -5.1039 0.9899 -5.1559 0.0000 
1.0

550 

EVAPS -1.4913 0.7852 -1.8992 0.0000 
2.1

380 

SPREAD 18.5316 1.6096 11.5131 0.0000 
1.4

030 

Financial 

index 

Intercept 106.5528    19.3368 5.5104 0.0000  

EPS 10.7011 1.6172 6.6169 0.0000 
1.2

71 

ROA 0.4229    31.8259 0.0133 0.0000 
1.2

86 

LNA -4.8911 0.8938 -5.4720 0.0000 
1.2

53 

When using EVA-based index, the highest VIF value of all variables is 2.4830, 

which shows the regression equation has some multicollinearity, but the collinearity 

degree are not very high. When the level of significance is 0.01, the partial regression 

coefficients’ P value of EVAPS、COC、LNC and SPREAD are all 0.0000, which is 

less than 0.01, therefore, the partial regression coefficients of EVAPS、COC、LNC 

and SPREAD are significantly not zero. Consequently, EVA-based index can 

effectively explain Linear Variation of MVAPC. 
When using financial index, the highest VIF value of all variables is 1.286, which 

shows the regression equation has some multicollinearity, but the collinearity degree 
are not very high. When the level of significance is 0.01, the partial regression 
coefficients’ P value of ROA, EPS and LNA are all 0.0000, which is less than 0.01, 
therefore, the partial regression coefficients of ROA, EPS and LNA are significantly 
not zero. Consequently, financial index can effectively explain Linear Variation of 
MVAPC. 

Combining the above research results, based on EVA indexes, this paper 

established. 

6  Analysis of Explanatory Power to Corporate Value by the 

Comprehensive Index System  

The previous analysis results show that the financial index system and EVA-based 

index system both has some Explanatory power to corporate value. EVA-based index 

system has higher explanatory power in explaining corporate value change than 

financial index system, but financial index system still has some Explanatory power 
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to corporate value. We should not completely give up financial index system in 

evaluating corporate value. Therefore, the paper set model 3 to comprehensively 

explain and analyze corporate value, the results are given in Table 6. 

εEPSβROAβLNCβ  SPREADβ  COCβEVAPS  ββ  MVAPC
6543210

+++++++=    (3) 

The model adopts the LNC rather than LNA, and eliminates ROA which did not pass 

the verification in the previous Single-element Regression analysis.  

Table 6. Multiple regression analysis results (1) of the comprehensive index system 

 Coefficients standard error t Stat P-value VIF 

Intercept 46.6877 22.0404 2.1183 0.0351  

EVAPS -0.4043 0.7910 -0.5112 0.6097 2.144 

COC 16.3729 4.6167 3.5465 0.0005 7.2809 

SPREAD 18.6179 2.2989 8.0987 0.0000 2.839 

LNC -2.0676 1.0615 -1.9478 0.0525 1.704 

ROA 14.8253 28.8987 0.5130 0.0608 1.183 

EPS -2.4751 1.9040 -1.2999 0.1948 2.004 

R2=0.4563 Adjusted R2=0.4324  F=19.5069    P=0.0000 

As we can see from Table 6, the regression equation was highly significant. 

According to regression analysis results, some multicollinearity is existed among the 

variables. Several independent variables’ regression coefficients are not significant. In 

order to further test the model’s collinearity, the paper makes the collinearity 

diagnostics analysis to the model. The analysis results are shown in Table 7. 

Table 7. Collinearity diagnostics analysis results 

 

As we can see from Table 7, the variance proportions of the fifth dimension to 

EVAPS and COC is 74% and 44% respectively, the variance proportions of the sixth 

dimension to EVAPS and COC is 77% and 38% respectively, and the Condition 

Index are all significant, especially the last condition index, which is 72.541, higher 

than 10, that shows that has some collinearity. The significance test results to the 

model are given in Table 8. 

Collinearity Diagnostics 

4.326 1.000 .00 .01 .01 .01 .00 .01 .00

1.387 1.766 .00 .05 .01 .01 .00 .01 .13

.629 2.622 .00 .06 .00 .11 .00 .16 .00

.317 3.696 .00 .13 .79 .08 .00 .00 .04

.205 4.596 .00 .74 .18 .01 .00 .02 .44

.136 5.640 .00 .01 .01 .77 .00 .80 .37

.001 72.541 1.00 .00 .00 .01 1.00 .01 .01

Dimension

1

2

3

4

5

6

7

Model 
1 

Eigen value

Condition 
Index (Constant) eva ROA EPS LNC SPREAD COC

Variance Proportions

Dependent Variable: MVAA. 
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Table 8. Multiple regression analysis results (2) of the comprehensive index system 

 df SS MS F P 

Regression 

analysis 6.0000 24305.6277 4050.9379 19.5069 0.0000 

Residual error  253.0000 52539.6518 207.6666   

Total  259.0000 76845.2795    

As we can see from Table 8, F=19.5069, P=0.000, when the level of significance is 

0.01, P<0.01, linear relationship between independent variables and dependant 

variable is significant, a linear model can be established to express the linear 

relationship between MVAPC and above six index. 

According to adjusted R2, the Regression Model which includes EVA-based index 

variables and financial index variables has higher explanatory power than the 

Regression Model which only includes financial index variables. The explanatory 

power of regression model 3 is respectively higher than model 1 and model 2 (0.4324-

0.3817) 0.0507 and (0.4324-0.2008) 0.2316. Therefore, the author believes that the 

comprehensive index system which includes EVA-based and traditional financial 

index has higher explanatory power to corporate value. 

7  Conclusions 

From the analytical result on the 2006-2008 data of the listed companies we can find 

that both EVA-based index system and traditional financial index system have some 

explanatory power to corporate value. Although EVA-based index system has higher 

Explanatory power to corporate value than traditional financial index system, EVA-

based indexes cannot totally replace financial indexes. Therefore, the comprehensive 

index system including EVA-based indexes and traditional financial indexes has 

higher explanatory power to corporate value. 

References 

1. Wang, X., Cong, H., Ouyang, L.: What Explains Corporate Value: EVA or Financial Index. 

Economic Science (2), 98–106 (2003) 

2. Zhang, L., Deng, X.: The Empirical Study of Explanatory Power to Stock Return by EVA 

and MVA. Inquiry into Economic Issues (6), 44–47 (2004) 

3. Xiong, S.: The Empirical Study of the Factors Effecting the Relation between Stock Return 

and Accounting Earnings. [Master Degree Paper]. Zhejiang University college of 

Economics (2008) 

4. Zhuo, J.: The Correlation Studies of EVA and Corporate Value. [Master Degree Paper]. 

Yangzhou University (2008) 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 573–578. 

springerlink.com                              © Springer-Verlag Berlin Heidelberg 2011 

Study of the Impact of Legal Protection of Investors  

on the Cash Dividend Policy 

Fulian Shi
1
, Jing Guo

2
, and Ran Li

1
 

1 School of Economics and Management, North China Electric Power University,  

Beijing, China 

sfl8290@sina.com 
2 School of Economics and Business Administration, Zhejiang Sci-tech University,  

Hangzhou, Zhejiang Province, China 

Abstract. This paper select both listing in the mainland A-share market and 

Hong Kong H-share market in 2007, 44, 2008, 50, 2009, 53 companies as 

samples to study the impact of legal protection of investors on cash dividend 

policy of A and H share  double listed companies. The result shows that the 

impact of legal protection of investors on cash dividend policy of A and H share 

double listed companies is significant, which verified the result model of legal 

protection and dividend policy, and different degrees of legal protection lead to 

different cash dividends policy between two places. 

Keywords: A and H share double listed companies, cash dividend policy, legal 

protection of investors. 

1  Introduction 

Although different accounting standards, accounting policies and methods, 

accounting recognition and measurement, accounting disclosure requirements of the 

mainland and HK produce different calculation results, which leads to different 

conclusions of cash dividend policy of A and H share double listed companies 

(Hereinafter referred to as "dual listed company), what really impact cash dividend 

distribution of the same company listed in two places is just the external environment 

of the two places, different legal systems, different investment opportunities, different 

culture and other factors. This paper will mainly research the impact of legal 

protection of investors to cash dividend policy of A and H share double listed 

companies (hereinafter referred to as ‘dual listed company’). 

2  Research Design and Assumptions 

This paper chose financial data of the dual listed companies from 2007 to 2009 as 

samples, use logistic regression and multiple regression method to study the 

relationship between legal protection of investors, legal enforcement efficiency and 

cash dividend policy. 
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The impact of legal protection of investors on cash dividend policy is based 

primarily on agency theory, which is divided into two models: substitute model and 

outcome model. The substitute model argues that cash dividend is a substitute of legal 

protection. When legal protection of minority shareholders is inefficient, the 

companies more likely to pay higher cash dividends. Otherwise, the less cash 

dividends will be paid. Outcome Model argues that cash dividend is the outcome of 

effective legal protection of minority shareholders. Under an effective system of legal 

protection, minority shareholders can make use of their powers under the law to 

obtain more cash dividends. 

According to the outcome model of legal protection of investors and dividend 

policy, this paper proposed hypothesis 1. 

Hypothesis 1: In case that other conditions are equal, if the outcome model 

hypothesis of legal protection of investors and dividend policy comes into existence, 

the higher the level of legal protection of investors, the higher the possibility and level 

of cash dividends payment. 

According to the substitute model of legal protection of investors and dividend 

policy, this paper proposed hypothesis 2.  

Hypothesis 2: In case that other conditions are equal, if the substitute model 

hypothesis of dividend policy and legal protection of investors comes into existence, 

the higher the level of legal protection of investors, the lower the possibility and level 

of cash dividends payment.  

According to the outcome model of law enforcement efficiency and dividend 

policy model, this paper proposed hypothesis 3. 

Hypothesis 3: In case that other conditions are equal, if the outcome model 

hypothesis of dividend policy and law enforcement efficiency comes into existence, 

the higher the level of law enforcement efficiency of the legal protection of investors, 

the higher the possibility and level of cash dividends payment.  

According to the substitute model of law enforcement efficiency and dividend 

policy model, this paper proposed hypothesis 4. 

Hypothesis 4: In case that other conditions are equal, if the substitute model 

hypothesis of dividend policy and law enforcement efficiency comes into existence, 

the higher the level of law enforcement efficiency of the legal protection of investors, 

the lower the possibility and level of cash dividends payment. 

3  Variables Design and Model Building 

3.1  Substitution Variable of Legal Protection of Investors 

Legal Protection Index of Investors. This paper adopts protection index of property 

rights in the international equity index reports of RepuTex (a rating and research firm) 

as the substitution variable of legal protection of investors. As the calculation of 

protection index of property rights is based on the data obtained from previous year, 

the study data of 2007-2009 in this paper come from the data of 2008-2010. The 

relevant data are shown in Table 1. 
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Table 1. 2008-2010 protection index of property rights 

 2008 2009 2010 

Mainland China 5.0 4.7 5.1 

Hong Kong 7.7 7.3 7.5 

Law Enforcement Efficiency Index. The efficiency substitution variable of legal 

protection of investors is the law enforcement efficiency index. The relevant data are 

shown in Table 2. 

Table 2. 2007-2009 law enforcement efficiency index 

 2007 2008 2009 

Mainland China -0.45 -0.33 -0.35 

Hong Kong 1.552 1.521 1.491 

3.2  Variable Selection 

This paper adopts the cash dividend per share to present level of cash dividend 

payments, and whether to pay cash dividends to present probability of cash dividends 

payment. For example, payment of cash dividends will be recorded as 1, otherwise 0. 

The variables, significance and data sources are shown in Table 3. 

Table 3. The list of name, significance and data source of research variables 

Name  Symbol Significance Data source  Literature 

Legal 

protection 

index of 

investors 

IPRI The higher the value 

of index, the higher 

the lever of legal 

protection of investor 

RepuTex (a rating 

and research firm)

International 

Property Rights 

Index – IPRI 

LaPorta etal. 

（2000） 

Law 

enforcement 

efficiency 

index 

LAW 

EFF 

The higher the value 

of index, the higher 

the law enforcement 

efficiency 

World Bank 

website 

http//info.worldban

k.org/governance/ 

wgi/index.asp 

FidnnucJanaP, 

Mareus Jacob 

(2008) 

3.3  Research Model  

The purpose that this paper establishes the multiple regression model is to study the 

impact of legal protection of investors on the cash dividend policy of A and H share 

Double listed companies. See model 1 and model 2. 

)(log)1Pr( 210 µααα +++== LAWEFFIPRIisticcddum
       

(1) 

εβββ +++= LAWEFFIPRIY 210                  (2) 
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IPRI represents legal protection index of investors, LAWEFF represents law 

enforcement efficiency index, cddum represents whether a company paid cash 

dividends, for example, if the company paid cash dividends, we recorded it as 1, 

otherwise 0. Y stands for the level of cash dividends per share of A and H share 

double listed companies. 

4  Empirical Research Results 

4.1  The Impact of Legal Protection of Investors on Whether a Dual listed 

Company to Pay Cash Dividends 

The result of Logistic model classification is shown in table 4.       

Table 4. Logistic model classification table      

Observed 

Predicted 

Whether to pay cash 

dividend Percentage 

correction 
0.00 1.00 

Whether to pay cash 

dividend  

0.00 62 26 70.5 

1.00 0 253 100.0 

Total percentage  -- -- 92.4 

 The cut value is 0.500 

As can be seen from table 4, Model is more significant under 5% of significance 

lever. From classification table, in case of classifying the companies of non-payment 

of dividends, the correct classification is 62, error classification is 26. In case of 

classifying the companies that cash dividends have paid, the correct classification is 

253, the errors classification is 0. Overall discrimination rate of Logistic model is 

92.4%, so this model is proved to be highly reliable. 

The result of Logistic model regression coefficient analysis is shown in table 5. 

Table 5. Logistic model regression coefficient analysis 

 B S.E Sig. Exp(B) 

IPRI 0.138 0.135 0.007 1.148 

LAWEFF 0.256 0.149 0.005 1.292 

constant 0.981 0.142 0.000 2.667 

As we can see from table 5, the impact of legal protection of investors on cash 

dividend is more prominent. The coefficient of IPRI is 0.138, the value of sig is 0.007 

<0.05. The coefficient of LAWEFF is 0.256, the value of sig is 0.005 <0.05.  
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The result of Logistic model regression coefficient analysis indicates that the impact 

of legal protection of investors on whether dual listed company to pay cash dividends 

is more prominent, and is positively correlated, which is consistent with the 

hypothesis 1 of outcome model. That is, the higher the level of legal protection of 

investors, the higher the possibility of the payment of cash dividends. As all Hong 

Kong’s three consecutive years result of Legal protection index of investors and law 

enforcement efficiency index are larger than that of the mainland, it reflects the 

system of legal protection of investors in Hong Kong is sounder than the system of 

the mainland, and that management of security company are more restrictive and 

burdensome. Therefore, it results in that the probability of cash dividends payment in 

Hong Kong is larger than the probability in mainland, thus causing different cash 

dividend policy in the two places. 

4.2  The Impact of Legal Protection of Investors on Cash Dividend Per Share 

The result of variance analysis of the multiple regression model is shown in Table 6. 

Table 6. Variance analysis table 

R square 

Adjusted R 

square 

Standard error of 

estimate F statistic SIG 

Durbin-

Watson 

0.706 0.703 0.15633 25.06 0.00 2.066 

In table 6, R square is 70.6%, showing that the regression model has a certain 

goodness of fit. DW statistic is 2.066, indicating that there is no first-order residual 

autocorrelation. F statistic is 25.06 and exact p-value is less than 5%, reflecting that 

the model has a good predicting ability.  

The result of regression model coefficient analysis is shown in Table 7. 

Table 7. Regression model coefficient analysis 

 B Standard error t Sig. 

（Constant） 0.128 0.010 -- -- 

IPRI 0.131 0.009 10.418 0.007 

LAWEFF 0.235 0.007 9.512 0.002 

As we can see from table 7, coefficient of IPRI is 0.131, the value of sig is 0.007 

<0.05, coefficient of LAWEFF is 0.256, the value of sig is 0.005 <0.05. Therefore, 

the policy of cash dividends is positive correlated with legal protection of investors. 

The result of Logistic model regression coefficient analysis indicates that the impact 

of legal protection of investors on whether a dual listed company to pay the cash 

dividend is more prominent, and is positively correlated, which is consistent with the 

hypothesis 1of outcome model. That is, the higher the level of legal protection of 

investors, the higher the possibility of cash dividends payment. As the Hong Kong 
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legal system is greatly influenced by the West, the Western countries pay more 

attention to protect interests of investors, protection system is more perfect. Thus, the 

cash dividends payment level and intensity of dual listed companies in Hong Kong is 

higher than that in the mainland, resulting in different cash dividend policy between 

the two places. 

5  Conclusion 

Through the study of this paper, we found that legal protection of investors affects the 

cash dividends policy of dual listed company significantly and verify the outcome 

model of legal protection of investors and dividend policy. The cash dividend 

payment ratio and the cash dividend payment level of Dual listed companies are 

significantly higher than the mainland A-share listed companies. Moreover, the cash 

dividend payment level of H-share is higher than that of A-share. Therefore, the 

distribution tendency and distribution intensity of the dual listed companies are all 

stronger than mainland A-share listed companies.  
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Abstract. In the greenhouse environmental monitoring, the wired sensor 

networks have some problems, for example, complex wiring, inflexible sensor 

location, cable aging and corrosion and so on. To solve the above problems, we 

use ZigBee technology to build a wireless sensor network for monitoring 

temperature, humidity, light intensity, carbon dioxide concentration. And each 

node is low-power design. Based on the Modbus protocol, we built RS-485 bus 

to achieve the communication between a number of greenhouse sensor 

networks and upper computer (PC). The system has advantages such as flexible 

sensors placement, low power consumption, easy installation maintenance and 

expansion, low cost, strong practicability.  

Keywords: ZigBee, wireless sensor networks, RS485 bus, Visual Basic 6.0. 

1  Introduction 

Greenhouse cultivation techniques let agriculture break down geographical, natural 

environment and other factors’ constraints; it has great significance for agricultural 

production. Greenhouse cultivation environment such as temperature, humidity, carbon 

dioxide concentration, light intensity is an important factor influencing crop, so a good 

environmental monitoring and control of greenhouse is an important measure to ensure 

that greenhouse production[1]. The wired sensor networks have some problems, for 

example, complex wiring, inflexible sensor location, cable aging and corrosion and so 

on. And maintenance is difficult[2-3]. The greenhouse environment wireless 

monitoring network was designed based on ZigBee technology. Sensor nodes and the 

network coordinator node are low-power design. The network coordinators 

communicate with the host computer in the monitoring center via RS485 bus. 

2  Overall System Design 

Wireless monitoring system of the greenhouse environment consists of wireless 

sensor nodes and the network coordinator nodes located in the greenhouse.  
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The network coordinator nodes of greenhouses connect to the host computer in the 

control room by the RS-485 bus. Managers can view real-time environmental 

parameters of greenhouses by the PC. Taking into account the size of the greenhouse 

within the communication range of wireless sensor nodes, this wireless network 

system only sets up a network coordinator node (FFD) and several sensor nodes 

(RFD), no router nodes. Considering the wireless network coverage, power and 

reliability, choose a star topology[4].  

According to the characteristics and requests of the greenhouse environmental 

monitoring, we build a wireless sensor network includes a coordinator node and six 

wireless sensor nodes. The network coordinator nodes and wireless sensor nodes are 

built based on the CC2430, and the network coordinator placed among the top of 

greenhouse. Coordinator node is responsible for establishing and managing the 

network, and communicating with the host computer through RS485 bus. Sensor node 

is responsible for data acquisition and data transmission to the coordinator node, and 

receiving command of the host computer coming through the coordinator node. 

 

 

Fig. 1. Overall system plan 

3  System Hardware Design 

3.1  Sensor Node Hardware Design 

Sensor nodes of wireless sensor networks typically contain the sensor unit, processor 

unit, the wireless communication unit and power unit[5]. CC2430 ,the chip Chipcon 

Introduces, is used to implement the embedded ZigBee applications, uses an enhanced 

8051 MCU, 32/64/128 KB flash memory, 8KB SRAM and other high-performance 

modules, and contains the ZigBee protocol stack, integrated RF transceiver which 

support 2.4GHz IEEE 802.15.4/ZigBee protocol. The chip also includes analog-

digital converter, 3 timers, AES128 coprocessor, watchdog timer, the sleep mode 

timer of 32 kHz crystal oscillator, power-on reset circuit, power failure detection 

circuit, and 21 programmable I/O pins. 
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Fig. 2. Basic transceiver circuit of CC2430 

Using CC2430 the basic transceiver circuit was set up (including the reset circuit, 

crystal oscillator clock circuit, the RF input/output matching circuit and 

microcontroller interface circuit).Shown in Fig.2.  

3.1.1   Temperature and Humidity Sensors and Interface Circuits 

Temperature and humidity sensor uses SHT10. SHT10 is the new temperature and 

humidity sensor based on CMOSensTM technology. The sensor combine CMOS chip 

technology with sensor technology, and temperature and humidity sensors, signal 

amplifiers, A/D conversion are integrated in a chip. The working voltage is 2.4-5.5V. 

Measuring humidity accuracy is±4.5%RH, measuring temperature accuracy is ±0.5℃ 
when it’s 25℃. SHT10 adopt two serial lines for data communication with the 

processor. It has characters like good stability, high accuracy and low energy 

consumption. Interface circuit shown in Fig.3. 

 

10K

SHT10

GND

DATA

SCK

VDD

+3
CC2430

P0_5

P0_6

 

Fig. 3. Interface circuit of SHT10 and the CC2430 
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3.1.2  Light Intensity Sensor and Interface Circuit 

Light intensity sensor uses TSL2561. TSL2561 chip is a light intensity digital 

conversion chip which has characters like high-speed, low power, wide range, 

programmable and flexible configuration. The chip offers 16-bit linear output, interrupt 

capability, high/low interrupt thresholds adjustable, and it integrates integrating A/D 

converter. Using the digital signal output, it has a strong anti-interference capability 

than comparable chips. Interface circuit shown in Fig.4. 

10K

10K

+3
VDD

SEL

GND

P0_2

P0_3

P0_4

SDA

SCL

INT

TSL2561 CC2430  

Fig. 4. Interface circuit of TSL2561 and the CC2430 

3.1.3  Carbon Dioxide Sensor and Interface Circuit 

Carbon dioxide sensor uses MH-410D. MH-410D is an infrared gas sensor with 5 

pins, 2 pins for the UART pins can communicate directly with the meter circuit. It 

uses non-dispersive infrared (NDIR) principle to detect CO2 present in the air, with 

good selectivity, non-oxygen-dependent, stable performance, long life, and has EEP-

ROM memory. While providing high accuracy, it has smaller size and lower power 

consumption. It is widely used in the CO2 detection needed in all areas. Circuit 

connection is that the TXD interface of MH-410D is connected to the P1_7 of 

CC2430, the RXD interface is connected to P1_6. 

3.2  Network Coordinator Node Hardware Design 

The sensor unit of coordinator node adopts the same design to sensor node. Based on 

the sensor node hardware, the RS-485 interface is built by using MAX485 chip. 

MAX485 obtained power by the RS485 bus. The P1_5, P1_3 and P1_4 interfaces of 

CC2430 are connect to the RO, RE, DI interfaces of MAX485 respectively. The RE 

and DE interface of MAX485 are also connected together. 

3.3  PC RS-485/232 Converter Design 

The 9-pin serial interface of PC is RS-232 interface. In order to achieve 

communications between host and network coordinators of greenhouses through RS-

485 bus, using MAX232 and MAX485 chip, RS-485 and RS-232 conversion circuit is 

designed as follows. 
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Fig. 5. RS-485/232 converter circuit 

3.4  Power Module Design 

The system uses two 1.5V rechargeable batteries to power the CC2430, SHT10 and 

TSL2561. Using the TPS60130 DC-DC regulator to convert the 3V battery voltage to 

5V voltage, it supplies power to the MH-410D. Rechargeable battery, compared to 

solar-powered, is conducive to maintaining a small node size, protected from the 

weather and lighting effects. When the battery comes into the low power state, the 

low battery alarm signal can be issued to remind staff to recharge batteries. It’s 

environmentally friendly and easy maintenance[6]. 

4  Software Design 

4.1  Sensor Node Programming 

Sensor nodes need to complete the work: the sensor data acquisition and data 

transmission to the network coordinator node; received command from the network 

coordinator node and execute the operation corresponding command. Because it is 

battery powered, it needs to ensure low power consumption. 

After sensor node power up, it initializes the module within the sensor node first, 

and configures the module. Then the sensor node sends a network request to the 

coordinator. After receiving the request response, the sensor node sends a connection 

request to the coordinator node. If the connection request response is correct, the 

network is built successfully, and then the coordinator assigns a unique ID to every 

sensor node. The sensor node ID is associated with the MAC address and gets 

registration. Otherwise fail. Sensor node collects data when it receives the acquisition 

command. When sensor node doesn’t collect data, it enter sleep mode, leaving only 

the MCU timer, interrupt and wireless modules, and others power down. When 

wireless module receives data, sensor nodes wake up. After node receives a data 

packet, it compares the packet header ID with their ID are the same or not, the same is 

received, otherwise discarded. Sensor node sends its own MAC address to the 

coordinator node. After receiving confirmation of the coordinator, the sensor node 

collects data and sends it to the coordinator. When it’s complete, the sensor node 

enter sleep mode.  
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In the IAR Embedded Workbench for MCS-51 Evaluation environment, we use C-

language to develop the software of sensor node and coordinator node. The main 

program flow chart of sensor node is shown in Fig.6.  

 

Fig. 6. Main program flow chart of sensor node 

4.2   Network Coordinator Node Programming 

Coordinator node is the center of the greenhouse wireless network. Its main function 

contains organizing wireless networks, communicating with sensor nodes, 

communicating with the host computer and checking the sensor nodes are normal  

or not. 

Coordinator initializes the hardware configuration, network configuration and 

protocol stack, and then it enters into network monitoring state. After the coordinator 

receives a network request from the sensor node, it assigns addresses to each node and 

stored in the node list, and then sent to each network node to confirm the information, 

establish a connection. Coordinator receives the MAC address of the sensor nodes, 

compared with the stored address, and checks sensor nodes joined the network or not. 

Coordinator receives data from sensor nodes through the stack, and parse data packet, 

extracts the obtained data information. The information is sent to the host via RS-485 

bus. The coordinator receive commands from the host computer through the MAX485 

RS-485 bus interface, and send commands to each node in the wireless network. RS-

485 in the protocol stack is modified to interrupt. 

By the way to design and change the application of ZigBee protocol stack, the 

coordinator node and sensor node can achieve functions, such as sending and 

receiving data, organizing network. Software flow chart of coordinator is shown in 

Figure 7. 
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Fig. 7. Main program flow chart of coordinator node 

4.3  PC Software Design 

PC software includes man-machine interface, communications module, the data 

reception and transmission, data processing and display, Access database operation. 

PC sends commands to the network coordinators of the greenhouses via RS-485 

bus. Coordinator uniformly wakes up wireless sensors by wireless network, so you 

can ensure that the entire system time synchronization. If the host computer command 

is absent, the wireless sensor networks go to sleep, minimizing power consumption. 

Host computer can periodically check the parameters of greenhouses environment, 

and the staff can also always check the parameters of the greenhouse environment. 

A serial communication control MSComm is provided in Visual Basic 6.0 controls 

toolbox. It provides all the details to be used in the top development of serial 

communication. By using MSComm control, it’s easy to achieve that the serial port 

initialization, data transceiver. The communication program of RS-485 bus based on 

Modbus RTU protocol is written in VB. First create an Access database and then 

connect to the database using VB. The data of environmental parameters received 

from the greenhouse is stored in the Access database to facilitate management. 

5  Experiment and Analysis 

Six sensor nodes are uniformly distributed in the laboratory that 70m long 10m wide 

uniform to experiment. And the network coordinator node is placed in the middle of 
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the laboratory top to form a star network. Network coordinator nodes of two 

laboratories are attached to the RS-485 bus, and system testing.  

After testing, data transmission is accurate, and there is no loss phenomenon. The 

measured data of each node is very close to the actual value. Errors are within the 

allowable range. Moreover, the installation and maintenance is convenient.  

6  Conclusions 

The system which combines ZigBee wireless sensor networks with RS-485 bus is 

used in greenhouses environmental monitoring system in greenhouse cultivation base. 

By using wireless sensor networks, the factors of greenhouse, such as temperature and 

humidity, light intensity, carbon dioxide, are collected. The hardware and software of 

the coordinator node and sensor node both are designed completely, and the software 

of PC is also prepared. The RS-485 bus based on Modbus protocol is constructed, and 

the RS-485/232 converter interface is also designed. The system has sensor 

arrangement of flexible, simple structure, low power consumption, low cost, easy 

installation and maintenance, easy expansion characteristics. The system can be 

expanded based on the actual situation, to meet needs of the greenhouse environment 

control center. 
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Abstract. The velocity and position measurement of projectile is two important 

parameters in ballistic research. The multi-screen target is one approach to 

obtain the two items. In this paper, we present a novel method to measure the 

projectile velocity and position of twin-tube volleyed weapons with the multi-

screen target and use Matlab software to take a simulation test. The designed 

system has a new structure and shows the capability of precisely detecting the 

velocity and position of two projectiles at the same time. 

Keywords: multi-screen, projectiles velocity, simulation testing, target 

coordinates. 

1  Introduction 

The projectile speed and density are one mainly technical specification when the gun, 

artillery, bomb manufacturers are in their product inspection, but the basis of shooting 

density of projectile is the projectile target coordinate measurement[1-2]. 

Domestic target range and abroad has a high enthusiasm to realize the automatic 

measurement of the target coordinates, which could be applied in place of the board 

target and net target, those are in backward technology, poor efficiency and low 

precision. 

There are many non-contact test methods to measure the velocity and position, 

such as the acoustic target, CCD target, four or six screens target and the net target. 

The acoustic target exists partial shaft error and edge error, it is only applied to the 

small supersonic projectile of close distance; CCD intersection target technology is a 

non-contact measurement method which is developing rapidly in recent years. It has 

characteristics of simple structure, powerful performance and a higher automation 

degree, but it has a lower capture rate and accuracy problems; Four sky screen target 

not only can measure the velocity [3], but also obtain the coordinates. However, with 

the development of science and weapon, sometimes it needs to accurately measure the 

azimuth and elevation angle of projectiles. Then the six sky-screen target solves the 

problem perfectly, but it can't realize the measurement of twin-tube volleyed 

weapons. 

This paper based on the vertical target, increased two screens in the original of six 

sky-screen, and designed a kind of structure to realize the projectile velocity and 
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position of twin-tube volleyed weapons. It takes two similar structures to constitute 

multi-screens array, each screen of the angle and distance has different parameters. 

When they are flying via the screen, data receiver instrument records the moment 

information and it will count up the coordinates and other parameters according to the 

identification method. Finally, the results output and display to the computer terminal. 

2  The System Structure and Operating Principles 

2.1  System Structure 

The detection device system has two parts (TⅠand TⅡ) which are made up of two 

four-screens array. The eight screens are arranged in the trajectory direction[4-5]. 

Four screens detection components are formed by slit diaphragms, optical lenses and 

a phototube. The detection component of screen will fix in the same cabinet, the lens 

axis lay in the same plane, but it tiltes at a relative angle. The reference of the system 

is defined by each of the two screen’s adjacent angles. The symmetric center of 

screens S1 and S2  is at the YOZ  plane with the angle θ , and the intersection is 

lying at the coordinate origin O , 
1

S  rotates the clockwise angle γ  by itself. 
3

S  is 

perpendicular to the XOZ  plane which rotates the clockwise angle φ  and with the 

distance d  to the origin O , the distance between two target is l . The relation is 

shown in Figure 1. 
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Fig. 1. Geometry relation between targetⅠand Ⅱ 

2.2   Operating Principle 

The sky-screen is an instrument to measure the parameter of flying projectile in the 

range[6-7]. It has a certain thickness screen. It supposes that the general space 

equation of the screen in conditions of the screen's thickness is neglected. Their 

relation can be expressed by formula (1). 

[ , , ] 0, ( 0,1, ,7)T

i i
n X Y Z D i+ = = ⋅⋅⋅j
i  (1) 
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The screens 
0 7

~S S  correspond normal vector which is begin from 
0
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 to 
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,after 

the corresponding mathematical deduction, we can express the normal vector of each 

screen as formula (2). 
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Then we take the geometry relation between targetⅠ and Ⅱ  into the above 

conditions to get the parameter 1 ~ 7
i

D i =（ ）. 

If the velocity of the projectile is [ , , ]
T

x y z
V V V V=


, the coordinates of the screen  

is [ , , ]P x y z= , and the moment is 
0

t , supposing that 
0

t  is time reference point of 

“0”. When the projectile is reaching the screen 
i

S , it brings in the moments 
i

t  

( 1,2, ,7).i =  Then taking the screen expression into the linear equation 

AX B= ,and their relation can be expressed by formula (3-5). 
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According to the linear algebra equation AX B= ,we take the parameter into to it and 

solving the proposed parameter 1X A B−= . 

2.2.1   Single Objective Measurement 

When the single projectile is crossing eight screens, it will generate eight trigger 

moments, and it can be worked out by using the normal vector and the unknown 

parameter[8]. Then we just need to build six screen equations to get the parameter. 

Because sky screen is made up of targetⅠandⅡ, it has 16 combinations through 

choosing six screens from eight. These 16 combinations by the results of the 

calculation should be exactly the same in theory. 

2.2.2  Double Objective Measurement 

As to the twin-tube volleyed weapons, we take the first screen as time zero. When the 

flying objects are passing through the screen, the moment of the screen 
i

S  has an 

output 
1i
t  and 

2i
t  respectively( 1,2,...,7i = ).Then it arranges the moment with 

72 128= combinations. It includes the true moment
1 11 12 13 14 15 16 17

{0, , , , , , , }t t t t t t t t=  

128 21 22 23 24 25 26 27
{0, , , , , , , }t t t t t t t t= . 

Every moment group has 16 combinations, the true moment corresponds 16 

kinds of test result which should be the same in theory. However, other moments 

combinations, such as 
2 3 126 127
, ,t t t t ,can get different results with each single 

objective test which has 16 combinations. According to this rule, it is easy to realize 

the measurement of the twin-tube volleyed weapons. 

3  Simulation and Analysis 

3.1  Single Objective Simulation 

To meet the practical engineering conditions, many time test results at 
i

t  time obey 

the gaussian distribution 2(0,0.000005 )N  in the simulation[9]. It will comply the 

requirement of the actual instrument in the process of simulation with 1000 

projectiles, while adding the mean of 
i

t  with 0, and the RMS is 5us . 

Projectiles reach the screen through a simulated test, and the following formula is 

i
t ( 1,2, ,7i =  ): 
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It also gives screen parameters 0.1d m= , 5.0 , 0.1l m h m= = , 1.0 , 13.0δ θ= = 
,   

7.5 ,γ =  20.0 .φ =  On the assumption that the projectile velocity is X  

900 / ]Tm s− ,the targrt position is 
1

[ 1 ,4 ,2.0381 ]P m m m= − ,simulation is measured by 

the time 
i

t  of projectile 
i

S  reaches the screen to calculate V


, X is in the linear 

equation AX B= . 

3.2  Double Objective Simulation 

It gives screen parameters 0.1d m= , 0.1h m= , 5.0l m= , 1.0δ =  13.0θ =  , 7.5γ =  , 

20.0 .φ =  .Supposing that the speed of the projectile 1 and 2 respectively is 

1
[10 / ,10 / , 900 / ]TV m s m s m s= −


,

2
[15 / , 25 / , 950 / ]TV m s m s m s= −


 , the target 

coordinates are 
1

[ 1 ,4 ,2.0381 ]P m m m= − ,
2

[ 2 ,9 ,4.5857 ]P m m m= − .We have to do a 

simulation testing to take the moments 
1i
t 、

2i
t  to get V and P. 

By using the calculation method, we can get the moment 
1i
t 、

2i
t ,and obtain the 

results of the twin-tube volleyed weapons with 16 combinations. 

According to the corresponding decision rules, the combination of the 1t =  and 

128t =  are the parameters we want. The flight vector and the position coordinates of 

the target are obtained respectively at the same time，it also can obtain the flying 

azimuth and elevation. 

4  Conclusion 

The measurement based on the sky screen has been successfully used impact 

coordinate between different calibres and a large spread range. The result 

demonstrates that it is not only accurately test single projectile or double barrels 

weapons, but also has the advantage of a simple principle and structure, low cost and 

even better optimization performance. With the development of modern weapon 

technology, varieties of new weapons emerge in endlessly. It has great impact on the 

existing measurement of projectile, and it shows a positive significance for the range 

test system. 
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Abstract. This paper extract the text from non-text documents. Then it indexes 

them by lucene. The experimental results show that it can greatly enhance 

retrieval adaptability by improving Lucene text parser. 
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1  Introduction 

Lucene is an information retrieval API, users can develop a variety of full-text retrieval 

applications based on It. It is a full text retrieval engine architecture, providing a 

complete query engine,retrieval engine and text analysis engine. As an open source 

project, From its inception, the open source community caused great repercussions in 

Lucene, it not only can be used to construct specific full-text retrieval application, and 

can be integrated into a variety of system software for various full-text retrieval 

applications based on Web[1]. 

At the same time, Lucene is an open platform, allowing the user to extend its 

functions and API. The Lucene default only analysis and index HTML and TXT 

documents[2]. In this paper, through the introduction of other open-source tool for 

DOC, XLS, PPT and PDF document text extraction, so that Lucene can index DOC, 

XLS, PPT and PDF format of the documentation. 

2  Overall Solve Train of Thought 

According to the Lucene default only analysis and index HTML and TXT document 

shortcomings, firstly the paper used POI and PDFBox and other open source tools to 

extract the DOC, XLS, PPT and PDF document text. Then by using the Lucene index 

these extracted from the text,and encapsulated the extracted text to the Lucene 

Document object in a field. Of course, you can also extract other document 

information, such as file path, file name and the last modified time, then these 

information as an auxiliary field is added to the Lucene DOCument object. Eventually 

different format documents are encapsulated as DOCument object, the DOCument 

object can be written to the index file for later retrieval using. 
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3  Programming Implemention 

The experimental code prepared by Java, the procedure used for other open source 

function package file as follows [3]. 

Lucene-core-3.0.2.jar, Lucene 's core API. 

PDFBox-0.7.3.jar, used to operate the PDF document API. 

Poi3.0.2.jar and tm-extractors.jar, Excel, Word and PPT for API document. Each 

function module detailed implementation code is as follows. 

3.1  Word Text Extraction and Lucene Encapsulation 

    Word text extraction and Lucene package code as follows [4]. 

public static DOCument getWordDOC(File f){ 

     // extract the text of the DOC document 

    String bodyText = null;  

    try { 

      FileInputStream is=new FileInputStream(f); 

      WordExtractor extractor = null; 

  extractor = new WordExtractor();   

       bodyText = extractor.extractText(is);    

    } 

    catch (Exception e) { 

      e.printStackTrace(); 

    } 

    // Create a Lucene DOCument object, the field is added to the DOCument object. 

    DOCument DOC = new DOCument(); 

    if ((bodyText != null) && (bodyText.trim().length() > 0)) {       

      DOC.add(new Field("contents", bodyText,Field.Store.YES, 

Field.Index.ANALYZED));      

    }     

    ……// Add additional fields to the DOCument object. 

    return DOC; 

 } 

3.2  Excel Text Extraction and Lucene Encapsulation 

     Excel text extraction and Lucene package code as follows [5]. 

public static DOCument getExcelDOC(File f){     

     //extract the text of the Excel document 

    String filepath = f.getPath(); 

    String bodyText = getExcelText(filepath);    

    // Create a Lucene DOCument object, the field is added to the DOCument object. 

    DOCument DOC = new DOCument(); 

    if ((bodyText != null) && (bodyText.trim().length() > 0)) {       

      DOC.add(new Field("contents", bodyText,Field.Store.YES, 

Field.Index.ANALYZED));      

     } 
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     ……// Add additional fields to the DOCument object. 

     return DOC; 

   } 

private static String getExcelText(String filepath){ 

  String bodyText=null; 

  try{ 

ExcelReader er=new ExcelReader(filepath);  

     String line=er.readLine(); 

     while(line!=null){     

bodyText+=line+"\r\n";    

line=er.readLine(); 

    } 

    er.close(); 

    }catch(Exception e){ 

    e.printStackTrace(); 

      } 

    return bodyText;   

  } 

3.3  PowerPoint Text Extraction and Lucene Encapsulation 

     PowerPoint text extraction and Lucene package code as follows [6]. 

public static DOCument getPPTDOC(File f){ 

     // extract the text of the PPT document 

String filepath = f.getPath(); 

 String bodyText=getPPTText(filepath); 

// Create a Lucene DOCument object, the field is added to the DOCument object. 

 DOCument DOC = new DOCument(); 

 if ((bodyText != null) && (bodyText.trim().length() > 0)) {       

    DOC.add(new Field("contents", bodyText,Field.Store.YES, 

Field.Index.ANALYZED));      

 }     

 ……// Add additional fields to the DOCument object. 

    return DOC; 

} 

    private static String getPPTText(String PPTpath){ 

   StringBuilder sb=new StringBuilder(); 

   try { 

    SlideShow PPT = new SlideShow(new HSLFSlideShow(PPTpath)); 

Slide[] slides = PPT.getSlides();    

for (Slide each : slides) {    

     TextRun[] textRuns = each.getTextRuns();    

     for (int i=0 ;i< textRuns.length; i++ ) {   

    sb.append(textRuns[i].getText()); 

             RichTextRun[] richTextRuns = textRuns[i].getRichTextRuns();    

  }    

  }    
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  } catch (IOException e) { 

   e.printStackTrace(); 

  }      

  return sb.toString(); 

 } 

3.4  PDF Text Extraction and Lucene Package 

     PDF text extraction and Lucene package code as follows [7]. 

public static DOCument getPDFDOC(File f){ 

// Read the text of the PDF document 

  PDFParser parser = new PDFParser(new FileInputStream(f)); 

    parser.parse(); 

    COSDOCument cosDOC = parser.getDOCument(); 

    PDFTextStripper stripper = new PDFTextStripper(); 

    String DOCText = stripper.getText(new PDDOCument(cosDOC)); 

// Create a Lucene DOCument object, the field is added to the DOCument object. 

DOCument DOC = new DOCument();               

if((DOCText!=null)&&(!("").equals(DOCText))) 

      DOC.add(new Field("contents", DOCText,Field.Store.YES, 

Field.Index.ANALYZED));        

      ……// Add additional fields to the DOCument object.  

      return DOC;  

    } 

4  Experimental Analysis 

4.1  Experiment Environment 

The experiment is done by HP 520 notebook,Whose processor is Core Duo T2600 and 

memory is 2G.The running software is Eclipse. 

4.2  Experiment Result 

The program running results as shown in Figure 1, you can see from Figure 1, with the 

introduction of other open-source tool for DOC, XLS, PPT and PDF document text 

extraction, thus realizing the Lucene on multiple format document indexing. This 

improves the versatility of Lucene indexing and retrieval[8]. 
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Fig. 1. Running results of the Program 
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Abstract. A novel real-time positioning model for single frequency receiver is 

proposed. The position parameters are expressed in the form of linear time 

series combination, and the positioning problem is converted into estimation 

problem of time series coefficients. Space mapping method is presented to 

process the measurement information of single-frequency pseudo-range. It is 

used to deduct clock bias, ionosphere refraction, amend residual error and other 

system errors.  Error transfer function is improved for high precision.  
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1  Introduction 

Accuracy of satellite navigation positioning is the core and foundation in application 

of satellite navigation. To improve the accuracy of satellite navigation positioning, 

researchers proposed many methods, such as differential positioning, combination of 

dual frequency, carrier phase smoothing and so on [1-3], which effectively improved 

the accuracy of satellite navigation positioning. But for a large number of users who 

use the single frequency receiver, there are no conditions for combination of dual 

frequency, it is difficult to establish a differential reference station, and solving 

integer ambiguity resolution in carrier phase smoothing is necessary, the actual 

positioning calculation mainly takes the form of single point positioning calculation. 

For the results of point positioning, Chinese scholars use Kalman filter method to 

carry out secondary filtering [4], which filters out most of the random errors, but they 

can not do anything to the effects of system error. 

The traditional least squares estimation method used in satellite navigation 

positioning, which only uses observed data of pseudo-range of many navigation 

satellites collected by the receiver at the same time, can not effectively estimate 

residual errors and remove them. Considering the observation sequence has strong 

correlation in time, this paper analyzes various factors which affect the navigation 

positioning accuracy, and proposes a new real-time positioning model for single 

frequency receivers. The  proposed model can show the position parameters to be 

estimated in the form of linear combination of a set of time series basis, and convert 

the positioning problem into estimation problem of coefficient of the time series fit 

basis. By using the space mapping method to process the measurement information of 
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single-frequency pseudo-range, not only can it deduct clock bias, ionosphere 

refraction, amend residual error and other system errors, but also it can improve error 

transfer function. 

2  General Positioning Principles 

The equations of pseudo-range of receiver observation satellite are 

2 2 2

1 1 1 1

2 2 2

2 2 2 2

2 2 2

( ) ( ) ( )

( ) ( ) ( )

...

( ) ( ) ( )

u u u u

u u u u

n n u n u n u u

x x y y z z ct

x x y y z z ct

x x y y z z ct

ρ

ρ

ρ

 = − + − + − + = − + − + − +
= − + − + − +

 (1) 

where 
u

x ,
u

y ,
u

z  are the  components  of the receiver position, 
j

x ,
j

y ,
j

z are the 

position components of the satellite ( 1, 2,... , 4)
j

s j n n= ≥ , 
u

t is the bias between 

satellite and ground station clocks .   

Conduct linearized processing for (1), that is unfolding (1) in 
u

x ,
u

y ,
u

z ,
u

t in the 

form of first-order Taylor series, we can get 

1 1 1

1 1

1 1 1

2 2 2

2 2

2 2 2

ˆ ˆ ˆ
ˆ

ˆ ˆ ˆ

ˆ ˆ ˆ
ˆ

ˆ ˆ ˆ
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ˆ
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n u n u n u
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ρ ρ

ρ ρ

ρ ρ

− − −
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− = ∆ + ∆ + ∆ +

− − −
− = ∆ + ∆ + ∆ +

 
(2) 

where         

2 2 2

2 2 2

ˆˆ ˆ ˆ ˆ( ) ( ) ( )

ˆ ˆ ˆ ˆ( ) ( ) ( )    ( 1, 2,... )

j j u j u j u u

j j u j u j u

x x y y z z ct

r x x y y z z j n

ρ = − + − + − +

= − + − + − =
.      

Introduce the following variables 

ˆ

ˆ ˆ ˆ
, , ( 1, 2,... )

ˆ ˆ ˆ

j j j

j u j u j u

x j y j z j

j j j

x x y y z z
a a a j n

r r r

ρ ρ ρ∆ = −

− − −
= = = =

 (3) 

Change (2) to matrix form, we can get 

H xρ∆ = ∆  (4) 
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where

1
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n
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ρ
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ρ
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, 

1 1 1
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1
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1
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Solution of (4) is  

1( )T Tx H H H ρ−∆ = ∆  (5) 

1

ˆ

ˆ
( )

ˆ

ˆ

uu

uu T T

uu

u u

xx

yy
H H H

zz

ct ct

ρ−

         = ∆ +            
 (6) 

3  Algorithm of Satellite Navigation Positioning Based on Time 

Series Analysis 

3.1  Basic Principles 

The traditional least squares algorithm used for satellite navigation positioning 

utilizes only observed quantities of pseudo-range of many navigation satellites 

collected by the receiver at the same time, it does not make use of temporal 

correlation of observation sequences at different times. In fact, there exists a strong 

correlation in the observation sequences in time. Based on this feature, we can 

indicate the unknown parameters with linear combination of a set of time series basis, 

and convert the positioning problem into the estimation problem of coefficient of the 

time series fit basis. In addition, the clock bias, ionospheric error and other large 

residual errors in model processing can be estimated as coefficients to be estimated. 

With this treatment, we can make full use of the spatial correlation and temporal 

correlation of measurement information, ensure effective deduction of systematic 

error while completing the trajectory calculation, and can obviously improve accuracy 

of the navigation positioning. Algorithm flow of satellite navigation positioning based 

on time series analysis is shown in Fig. 1. 

Fig. 1 shows that, the main difference between algorithm of satellite navigation 

positioning based on time series analysis and the traditional least squares algorithm 

for satellite navigation is: (a) Reduce the dimensions of the total parameters to be 

estimated through space mapping; (b) Achieve synchronization of positioning and 

estimation of system error; (c) Increase the space of parameters to be estimated in 

single estimation. 
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Parameters to be estimated：
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Calculate the positioning parameters
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Implement pretreatment 
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and correct ionospheric 

refraction delay and 

tropospheric refraction 

delay

Parameterize 

system errors

 

Fig. 1. Diagram of the basic ideas of algorithm of satellite navigation positioning based on time 

series analysis 

3.2  Algorithmic Model 

As shown in Fig. 1, specific calculation of satellite navigation positioning based on 

time series analysis mainly solve the three key problems, which include the selection 

of time series fit basis, expression of parameterization of systematic error and 

calculation of fit coefficients. Therefore, the algorithm of satellite navigation 

positioning based on time series analysis is shown as follows: 

a. Use cubic B-spline as ballistic parameters ( )
u

x t , ( )
u

y t , ( )
u

z t ， [ , ]t a b∈ ,that is 

1

,

1

1

,

1

1

,

1

( ) B( )

( ) B( )

( ) B( )

N
j T

u x j x

j

N
j T

u y j y

j

N
j T

u z j z

j

t
x t B

h

t
y t B

h

t
z t B

h

τ
α α

τ
α α

τ
α α

+

=−

+

=−

+

=−

−
= =

−
= =

−
= =





 

(7) 
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where：  
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b. Carry out pretreatment for pseudo-range measurement data gained by the 

receiver, pick out outliers and correct ionospheric delay and troposphere refraction 

delay. 

c. Substitute (7) into the pseudo-range observation equation, and use 

0
α ,

1

2
/ sine L Efα θ to represent clock error and residual error of ionospheric refraction 

correction, that is 

1

1 1
2 2

, ,

1 1

1
2

, 0 2
1

( ) ( ( ) B( )) ( ( ) B( ))

( ( ) B( )) ( 1,2,... , 1,2,... )
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(8) 

d. Adopt least squares estimation to solve (8) and get 
,x j

α ,
,y j

α ,
,z j

α ,
0

α and 
e

α .If 

the approximate values of
,x j

α ,
,y j

α ,
,z j

α ,
0

α and 
e

α  are known, least square can be 

adopted by using linearized form for (9); if there is no prior knowledge 

concerning
,x j

α ,
,y j

α ,
,z j

α ,
0

α and 
e

α , nonlinear optimization method is adopted to 

conduct iterative computation for
,x j

α ,
,y j

α ,
,z j

α ,
0

α and 
e

α . 

e. Calculate ( )
u

x t , ( )
u

y t and ( )
u

z t  according to (7). In practical calculation, in 

order to ensure real time property and simplification of determination of the specific 

parameters of the fit basis, the data can be segmented, in order to conduct piecewise 

completion of ballistic solution. 

3.3  Precision Analysis 

According to theory of random error, cov( )
T

x E xx =   , and it can be inferred from 

(7) that T

x
x Bα= , therefore: 

cov( ) cov( )
T T T

x x xx E B B B Bα α α = =   (9) 

1cov( ) ( )T

x
H Hα αα −=  (10) 
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The definition of Hα is shown in (11) 
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Make the comparison between (11) and (4), we can regard Hα as the extension 

of H without considering the modified differences of the ionospheric delay models. In 

the row direction, the three direction cosines are extended into N + 3, each of which 

has increment in weight concerning the coefficient of cubic B-spline. It is equivalent 

to changing the observational geometry of parameter estimation. In the column 

direction, the observation matrix is extended in accordance with the observation time, 

which is equivalent to averaging measurement date at the time period, which can 

reduce the random errors in data. Therefore, compared with the traditional least 

squares algorithm, the algorithm of satellite navigation positioning based on time 

series analysis can improve the accuracy in the following three aspects: (a) Adopting 

the algorithm of satellite navigation positioning based on time series analysis can 

change the computational geometry of parameters to be estimated; (b) Through 

combined treatment of multi-point observation data over a period of time, you can 

filter out the random errors in measurement data to improve measurement accuracy; 

(c) Adopting the proposed algorithm enables the system error deduction and ballistic 

parameter estimation to be calculated uniformly in accordance with least mean square 

criterion, to ensure the accuracy of estimates. 

4  Simulation Analyses 

Adopt the proposed algorithm and the traditional positioning algorithm individually to 

conduct positioning for flight path whose time period is 300s from certain spatial 

object, the results can be used to check validity of algorithm of this paper. The data 

sampling rate is 1Hz, pseudo-range measurement error is set at 5m, 
0

α is taken as 2m, 

1

2
/e Lfα is taken as 3m.  

In Fig. 2, a comparison is made between the two geometric transfer factors of the 

two algorithms, and 100 simulation calculations are conducted individually by 

adopting the two algorithms, the resultant error curves are shown in Fig. 3. Table 1 

shows the estimation results of systematic error by using the proposed algorithm. 

Table 1. Estimation Results of System Errors 

Clock bias Residual error of ionospheric delay 

Setting values Estimated values Setting values Estimated values 

2m 1.966m 3m 2.977m 
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Fig. 2. Comparison of the geometric transfer factors 
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Fig. 3. Error curves for algorithm based on time series analysis 

Table 1 shows that the algorithm of satellite navigation positioning based on time 

series analysis deducts 98% of system errors, which certifies that this algorithm can 

effectively deduct the system error. 

Fig. 2 shows that, the geometric transfer factors of algorithm of satellite navigation 

positioning based on time series analysis are significantly less than traditional 

navigation positioning algorithm and the proposed algorithm can significantly 

improve the positioning accuracy. The proposed algorithm presents the feature of 

"twin tips", which is mainly caused by the compactness property of fit basis. 

From Fig. 3 we can conclude that for observed data that contains systematic errors, 

the algorithm based on time series analysis can realize unbiased estimation, and 

effectively filter out the influence of random errors in the data. 

5  Conclusions 

By using the feature that strong correlation exists among observation sequences in 

time, this paper puts forward an algorithm of satellite navigation positioning based on 

time series analysis. Compared with the traditional algorithm, the proposed algorithm 
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not only can deduct clock error, residual error of ionospheric refraction correction and 

other system errors, but also can improve the error transfer factors. Simulation results 

show that the method can deduct over 90% of the system errors, improve 30% to 50% 

of the error transfer factors, and significantly improve positioning accuracy. If the 

sampling rate of measurement data is raised, the proposed algorithm can also be used 

for real-time data processing. 
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Abstract. In this paper, H∞ control for single linear inverted pendulum with 

input time delay is studied, which is an unavoidable factor influencing the 

stability of inverted pendulum system. An H∞ feedback controller of the system 

has been obtained by using Lyapunov function combined with linear matrix 

inequality method, and the criterion can be readily tested by using standard 

numerical software. And the uncertainties are also considered. The simulation 

results show the availability of the proposed method. 

Keywords: H∞control, Lyapunov function, linear matrix inequality, inverted 

pendulum system, input time delay. 

1  Introduction 

Inverted pendulum is a multivariable, nonlinear, strong coupling and unstable system. 

The inverted pendulum balance control process effectively reflects many key issues of 

control theory. And the control method is widely used in military, aerospace, robotics 

and general industrial process areas. Therefore, the research on inverted pendulum 

system is of great theoretical meaning and practical value. [1] 

In the process of motion, time-delay of system control happens inevitably as the 

controller needs a certain response time, and friction and other nonlinear factors exist 

between the inverted pendulum system components. The presence of delay degrades 

the system performance, even leads to system instability. [1] And it is an important 

factor influencing the system performance and stability. References [1] and [2] 

discussed the related problems of time delay in inverted pendulum system. Reference 

[1] designed the controller using the linear quadratic optimal control strategy, and 

critical stable time delay is obtained through the Routh-Hurwitz stability criterion. 

Reference [2] proposed a time delay compensation strategy, and the LQR method is 

adopted to design the controller. In this paper, pure input delay is used to represent the 

time-delay phenomenon of inverted pendulum systems, and the inverted pendulum 

model with time-delay is established. An H∞ state feedback controller is designed 
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based on Lyapunov theory, and numerical examples have been provided which can be 

solved with LMI method expediently and directly. 

2  Problem Description 

The state-place model to represent the inverted pendulum system can be given by 

1 2( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( ), [ , 0 ]

x t A t x t B B t u t d

z t C x t

x t t t d

ω

φ

= + + −
= = ∀ ∈ −


 , 

(1) 

where 

2 2 2

( ) ( )

( ) ( )

A t A A t

B t B B t

= + ∆

= + ∆

 , 

( )
n

x t R∈ is the state vector, d represent input time-delay, and 1 2, , ,A B B C  are 

constant matrices of appropriate dimensions. ( ) ( )u t Kx t= is the feedback controller. 

( )tφ  is a given initial condition on [ ],0d− . 

2
( ), ( )A t B t∆ ∆  are unknown matrices of appropriate dimensions, which represent 

the time varying structured uncertainties of the system. And they are assumed to be 

norm-bounded: 

[ ( )A t∆   ] [2
( ) ( )

a
B t DF t E∆ =   ]b

E  , (2)  

where D ，
a

E ，
b

E  are constant matrices of appropriate dimensions. ( )F t n nR ×
∈  is 

an unknown time-varying uncertain matrix, which satisfies 

( ) ( )T
F t F t I≤  , (3)  

where I  is an identity matrix of appropriate dimensions. 

The following lemmas are needed in the proof of main results in this note: 

Lemma 1: (Schur complement) [3] For given symmetric matrix
11 12

21 22

S S
S

S S

 
=    , 
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r r
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×
∈ , the following 3 conditions are equivalent: 
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22 12 11 12
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22 12 22 12
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Lemma 2: [4] , ,A L E  and F  are assumed to be real matrices satisfying 

( ) ( )T
F t F t I≤ , for any positive symmetric matrix P  and positive number ε  such 

that 0T
P LLε− > , then  

1 1 1( ) ( ) ( )T T T T
A LFE P A LFE A P LL A E Eε ε− − −

+ + ≤ − +  . (4)  
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3  Main Results 

Theorem 1: For given constant 0γ > , the nominal system of system (1) under the 

control 1( ) ( )u t YX x t
−=  is robustly stable, and the H∞ performance index is less than 

the given bound γ ， if there exist symmetric matrices 0X > ， 0R > ， 0S > and 

any matrix Y , satisfying  
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T T T
AX B Y XA Y B RΞ = + + + + . 

Proof: Define the following Lyapunov functional  
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where
2 1

( ) ( ) ( )Ax B Kx d Bξ θ θ θ ω= + − + . 
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t
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x t d x t dξ θ θ

−
− = −  , by substituting it into (1), we obtain  
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Taking the time-derivative of ( )V t leads to  

( ) ( ) ( )T
V t t tη ψη≤  , (8) 
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1
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1
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2 2

0 0 0
( ) ( ( )) ( )

T T T
T T T T T

T
J z z dt z z V x dt t dtγ ω ω γ ω ω η ψη= − ≤ − + ≤     , (9) 

where { }2
,0,

T
diag C C Iψ ψ γ= + − . 

Then define 1X P−= ， Y KX= ，

1 1R P QP− −= . By pre-and post-multiplying 

inequality 0ψ <  by 1 1 1{ , ,1,1, ,1}diag P P P− − − , and using lemma 1, the proof is 

completed. 

Theorem 2:  For given constant 0γ > , system (1) under the control 1( ) ( )u t YX x t−=  

is robustly stable, and the H∞ performance index is less than the given bound γ , if 

there exist symmetric matrices 0X > ， 0R > ， 0S > and any matrix Y , satisfying   
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(10) 

where
11 2 2

( ) 3T TAX B Y AX B Y R DDλΞ = + + + + +  , 2

14

T TdXA d DDλΞ = + ，

2

44
2 TdS d DDλΞ = − + 。 

Proof: Inequality 0ψ < can be converted to  
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where 
11 2 2

( ) ( )T TP A B K A B K P Q C CΩ = + + + + + . 

Then substitute A，
2

B for
a

A DFE+ and
2 b

B DFE+ ，we have  

( ) 0THFE HFEΩ + + <  , (12) 
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where 

0

0 0 0 0

0 0 0 0
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0 0 0 0

PD PD PD
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dD dD

    =     

，

0 0 0 0

0 0 0 0

0 0 0 0
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a
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b

b

E

E K
E

E K

dE K

   =    
. 

By pre-and post-multiplying the inequality by 1 1 1{ , , , , , , , , , }diag P P I I P I I I I I− − − , and 

using lemma 1and lemma 2, the proof is completed. 

4  Illustrative Example 

In this section, we will use numerical examples to illustrate the usefulness of above 

theorems. Consult the inverted pendulum model in reference [5], which considers the 

acceleration of robot cart as input. Then consider the following state-place model of 

inverted pendulum with input time-delay  

1

0 1 0 0 0
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3 3
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4 4
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( )

( ) 0 0 1 0 ( )

( )
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x t x t
z t

t t

t

ϕ ϕ

ϕ

       = =           





 , 

(13) 

where x  is the position of the cart, ϕ  denotes the angle of the pendulum with 

respect to vertical line, denotes inertia o f the pendulum, 0.25l =  denotes distance 

between center of mass of pendulum and tip attached to the cart., 0.98g =  denotes 

the acceleration due to gravity, u denotes the external force applied to the cart. 

4.1  The Nominal System 

Consider the nominal system with the following parameters: 

0 1 0 0

0 0 0 0

0 0 0 1

0 0 29.4 0

A

   =    
， 1

0.01

0

0.02

0

B

   =    
2

0

1

0

3

B

   =    
，

1 0 0 0

0 0 1 0
C

 
=   。 

where 0.001d = . 
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The controller gain matrix obtained by Theorem 1 is 1
K YX

−= = [14.6107   

10.2794  -49.5857   -6.9046], and the inverted pendulum system is stable. The 

position x  and angle ϕ  are shown in Fig.1. 

4.2  The Uncertain System 

Consider the system (1) with the following parameters: 

0.01 0 0 0

0 0.01 0 0

0 0 0.01 0.02

0 0 0 0.01

D

   =     ,

0 0.1 0 0.05

0.3 0.01 0.34 0

0 0.03 0.03 0.1

0.05 0.04 0.02 0.04

aE

−  − − =  − − 
−  ,

0

0.01

0

0.03

bE

  − =   
− 

。 

The controller gain matrix obtained by Theorem 2 is 1
K YX

−= =  [35.0129   

27.0705  -99.9935  -16.6364]. The control results are shown in Fig.2. 

The simulation results show that the method proposed in this paper can obtain the 

control matrix conveniently and control the stability of the inverted pendulum system 

effectively. In actual control processes, estimating system input delays according to 

the circumstances and fully considering them as control factors will get more 

satisfactory control effect. 

 

 

Fig. 1. Position and angle in robust stabilization（the nominal system） 
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Fig. 2. Position and angle in robust stabilization (the uncertain system) 

5  Conclusions 

A new stability condition for inverted pendulum system has been proposed. And the 

influence of input time-delay and uncertainties to the stability of the system are 

considered. A H∞ feedback controller for the inverted pendulum system with time-

delay is derived by exploiting a Lyapunov functional and making use of integral 

inequality approach. The conclusion is given in the form of linear matrix inequalities 

and the solutions can be obtained directly and easily. The idea in this paper can be 

used to analyze the stability of inverted pendulum system in a more general and 

practical view.  
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Abstract. For great economics and capable commercialization of fully 

controlled plant factory, various researches are required such as energy-efficient 

design of artificial light which is major of energy consumption and the best 

environmental controlling technology for plant photosynthesis and so on. To 

reduce energy consumption and promote the plant growth, appropriate 

combination of wave length and PPFD(Photosynthetic Photon Flux density) 

must be supplied according to the stages of plant growth and  the sort of 

plants. Therefore, this paper suggests the architecture of LED control system 

based on ultrasonic sensor to promote plant growth by supplying appropriate 

PPFD. Using ultrasonic sensor, the distance between the light and plant 

according to the stages of plant is measured to supply proper PPFD and light 

equipment is moved directly. Using proposed system, it is verified that PPFD 

heavily influences the growth of plant and supplying of suitable PPFD 

according to the stages of growth promotes the plant growth. Promotion of plant 

growth reduces the periods of plant cultivation and leads to reduce energy 

consumption in plant factory. 

Keywords: LED lighting control, plant factory, energy saving, PPFD. 

1  Introduction 

Recently the Farm production has been sharply decreased because of impact of 

anomaly climate. In addition, Korea faces to a serious shortages of agricultural 

products since the outdoor product is reduced by the unexpected changes of climate 

such as high-temperature, heavy rain. To overcome such problems of climate and 

protect natural ecosystem, plant factory could be a very useful part of industries [1]. 

Plant factory is a kind of system where crops can be produced deliberately. The 

productions from the plant factory are very similar to the natural productions and also 

the climates affection could be not regarded by controlling the environmental 

conditions such as light, temperature, humidity and nutrient in limited space. Plant 

factory is categorized into hybrid controlled type and fully controlled type according 

to structure of facilities and system of cultivating plant. Hybrid controlled type is 

difficult to manage growth of plant and control environment in this facilities, because 

it is difficult to predict about changes of outdoors environment. Therefore a study on 

fully controlled type is in progress more actively in these days.  
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LED is the suitable light as spotlight for the fully controlled type of plant factory 

which has the advantage of contact radiation. LED is not involved ingredient of heat 

that released from light. In addition, it can make a better space for cultivation and as 

its function of thermal radiation cause to minimize the damage of plant. However, 

fully controlled type of plant factory needs various researches such as reduction of 

initial installation, costs of light, operating expenses and light control technology 

which cause to reduce energy consumption power using contact radiation and so 

on[2].  

In general, the difference of wavelength, intensity of light and the duration of light 

emitting are strongly affected to the growth of plant and morphogenesis. Especially, 

the revelation rate of red and blue in plant leaves changes according to the intensity of 

light [2]. In addition, the response of plant depending on light environment is very 

different according to the sort of plant and the speed of plant growth. Therefore, if 

light environment such as the wavelength and intensity of light (PPFD) were operated 

exquisitely according to the sort of plant and the speed of plant growth, the growth 

velocity could be controlled and the plant growth could be promoted.  

Therefore, this paper suggests LED control system based on ultrasonic sensor to 

supply appropriate PPFD according to the sort and growth velocity of target plant. 

First of all, LED light equipment which is manufactured considering appropriate 

wave length and PPFD for target plant is installed in top of plate in mini plant factory. 

Secondly, Ultrasonic sensor is attached to the LED equipment. Then, the distance 

between the light and plants is measured in every duty-cycle by sensor. By the 

measured information, the growth stage can be figured out. Finally, by moving the 

light device directly and controlling the light intensity, appropriate PPFD could be 

supplied according to the growth stage and the growth of plant could be promoted. 

2  Related Work 

2.1  The Change of Growth Rate According to the Growth Stage of Plant 

In general, the growth of plants means quantitative change of plants and is often 

defined as "phenomenon increasing tissue, organ, size and weight of plant irreversibly 

as time goes by [3]. The growth stages of the sort of salad in fully controlled type of 

plant factory were assorted into a germinating period, a vegetative period, a 

promoting period and growth variation rate according to the best environment 

condition of each growth stage is identical to Fig. 1[4]. 

2.2  The Growth of Plant and PPFD 

An appropriate daily PPFD (Photosynthetic Photon Flux) should be supplied 

uniformly to keep the stable growth of plant and to produce a steady and high-quality 

production. PPFD means the light intensity of plant photosynthesis and the amount of 

PPFD can be different according to the sort of plant and the stage of growth. Table 1 

shows required PPFD according to the sort of plant [5]. The speed of plant 

photosynthesis is increased with light intensity during the process of plant growth. 

However, the speed of plant photosynthesis does not increase further after a particular  
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Fig. 1. Cultivation phase by growth curve of Salad 

point, and the light intensity at this moment is called the light saturation point. The 

light compensation point means the point that the amount of carbon dioxide used for 

photosynthesis and the amount of carbon dioxide the used for respiration of plants is 

same. 

Table 1. Light Saturation Point and Light Compensation Point 

Cultivation crops 
Light saturation point 

lx(PPFD) 

Light compensation point 

lx(PPFD) 

Tomato, watermelon 70,000(847) 3,000(36) 

cucumber 55,000(665) 2,000(24) 

pea 40,000(484) 2,000(24) 

Lettuce and pimiento 40,000(484) 1,500(18) 

grapes 40,000(484) 400(5) 

orange 40,000(484) 200(2.5) 

pear 40,000(484) 300(3.6) 

peach 40,000(484) 400(5) 

ginseng 12,000(145) 500(6) 

3  Experimental Environment 

3.1  Mini-plant Installation for Plant Cultivation 

For the experiment, the two of growing plates are installed in mini-plant 

(140×150×80cm)[Fig. 2]. LED light device with red light (wavelength-660nm) and 
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light device with blue lights (wavelength-450nm) is manufactured at the rate of 11 to 

7 and controller based on ZigBee is attached at the top of each growing plate. Each 

plate consists 32 pots(4 rows×8columns). 

 

 

Fig. 2. Mini-Plant for plant cultivation 

3.2  LED Control System Based on Ultrasonic Sensor 

Measurement principle of ultrasonic sensors is as follows. First of all, ultrasonic pulse 

that launched from the sensor is reflected from the surface of measure object and the 

time-delay is measured. Then, the method of calculating the distance is calculated by 

using the velocity of sound according to the temperature of ultrasonic in the air.  

Proposed system uses such ultrasonic sensor that depending on the stage of target 

plant, to measure the distance between the light device and the plant to supply 

appropriates amount of PPFD. The light device is moved directly according to the 

measured distance to promote plant growth and to reduce energy consumption from 

the light device. Fig. 3 shows the simulation system configuration installed for this 

experiment. 

The components of this system are as follows. A plate in acrylic consist 3-rows and 

4-columns of pots and nutrient buckets. To measure the distance between the light 

device and the plant, ultrasonic sensor of Lego mindstorms is used and by 

communication of brick server, light device is moved directly according to the stages 

of plant growth. In addition, ACD (Appliance Control Device) based on ZigBee 

communication is used to measure the energy consumption of the light device.  

Two such systems are installed to compare the plant growth rate and the energy 

consumption.  One of them contains fixed light device and the other one contains 

moving light device. Fig. 4 shows the configuration of moving LED control system 

for the future.  
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Fig. 3. Simulation of Plant Cultivation System using Lego Mindstorms 

 

Fig. 4. System Configuration 

Integrated sensor is attached to each plate to gather changing environment factors 

such as temperature, humidity, CO2 and energy consumption and so on. The 

measured distance between the light device and plant is stored into database and other 

collected data of environment is also stored into it. Most of data is gathered in real 

time and is showed in the environment control monitoring screen. According to the 

sort of plant and the stages of growth, stored information of distance, the amount of 

PPFD and so on are retrieved from the database and they are applied to move the light 

device. 
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4  Experimental Result 

4.1  Distribution of PPFD According to the Height of LED Device 

Fig. 5 shows the average of PPFD measured by quantum meter according to the four 

different distances (28cm. 25cm, 22cm, 19cm) between the light device and the plate.  

  

 

 

 

 

Fig. 5. PPFD average distribution according to height 
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Fig. 5. (continued) 

Fig. 6 shows the average of PPFD based on each row according to the distance 

from the light device. According to the result of Fig. 6, PPFD average of the 2nd row 

and 3rd row is higher than other rows. In addition, when the distance between the 

light and the plant is decreased, average of PPFD based on row is increased up. 

Therefore, it is thought that appropriate information of distance between the light is 

needed according to the sort of plant and the stage of growth to promote the plant 

growth. 

 

 

Fig. 6. PPFD average distribution based on the distances 

The amount of PPFD is strongly affected to the plant growth. Fig. 7 and Fig. 8 

show the experimental result about the relationship between PPFD and plant growth. 

Fig.7 depicted the measured PPFD value by Quantum meter from the height of 

28cm. The measurement interval is 10cm. 

According to the Fig 5 and Fig 7, PPFD average of the center region of the plate is 

higher than the other region of the plate. In other words, we could predict while the 

plant growth rate of the center region is high, and the other region is low. In addition, 

each plate is considered when the distance is decided depending on the sort of plant 

and plant growth stage since the amount of PPFD that absorbed by plants is different 

according to the distance, uniformity of supplied PPFD. 
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Fig. 7. PPFD distribution(28cm) 

Fig. 8 shows the fresh weight of lettuce. To verify the relationship between PPFD 

and plant growth, the target plant is a lettuce and the plant has been cultivated for 30 

days.   

 

 

Fig. 8. The fresh weight of lettuce based on row 

As shown in Fig 8, the fresh weight of plant which is located in the center region of 

plate is high and also the quality is excellent. 

It is verified through this experiment that the amount of PPFD is strongly affected 

to the plant growth. The growth of plant would be promoted and energy consumption 

would be reduced if the appropriate amount of PPFD supplied according to the stage 

of plant,  growth of plant and the sort of plant through controlling the distance 

between the light device and plant,. Eventually, these results would be lead to reduce 

energy consumption effect. 
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5  Conclusions 

This paper suggests the architecture of LED control system based on ultrasonic sensor 

for energy efficiency in fully controlled type of plant factory. It is verified that the 

relationship between the plant growth and PPFD is very close and the method of 

measuring distance using ultrasonic sensor is useful for promotion of growth of plant 

in controlled environment. Such LED control system based on ultrasonic sensor could 

promote the plant growth and at the same time reduce the energy consumption in 

plant factory. In the future, various distance-measurement sensors must be tested to 

measure the plant growth stage in real time besides the ultrasonic sensor. 
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Abstract. To product steadily high-quality plants in a plant factory, proper 

PPFD should be supplied according to the sort of plants. In order to produce the 

plant, the artificial lighting system should be installed in the greenhouse. This 

system is controlled itself according to the quantity of sunrays (dynamic 

changes of sunray). This phenomenon cause to supply the required quantity of 

rays without any interpretation process and also the PPFD of the artificial-rays 

equal to the PPFD of sunrays. This paper suggests context-aware architecture to 

improve energy efficiency by controlling artificial-rays. 

Keywords: Plant factory, LED control, Energy efficiency, Energy saving.  

1  Introduction 

Recently the climate changes terribly affect to the agricultural production such as the 

flood in Australia exposure of nuclear and earthquake in Japan. These disasters cause 

to create a food problem such as unstable supply and sudden rise. Also there are many 

requirements that a plant require to be grown up [1-3]. A good artificial-environment 

could be created for the plants by controlling systems. Therefore plants will not be 

interrupted by natural-environment. 

To produce high-quality plants continuously in a plant factory, PPF 

(Photosynthetic Photon Flux) which is depending on quantity of plant should be 

supplied. It is important to know that quantity of PPF is directly affected to design a 

proper greenhouse. Because it directly affect to growth of plants [4][5]. 

When we build up a greenhouse, transmittances of sunray can be different 

according to the direction and structural materials. In order to supply the required 

amount of supplemental light we must develop a technology about controlling light 

[6]. 

Thus, in this paper we measure change of PPF (which depend on sunray) in 

greenhouse. After interpreting of the required amount of supplemental light, to supply 

the proper PPF according to the plant species, Context-Aware structure is suggested.  

This paper comprised of 5 chapters. We explain related work in chapter 2. Chapter 

3 illustrates effect of PPF on growth of plants by comparing with PPF and 

fresh-weight of plants. We design the Context- Aware structure to interpret the 

amount of supplemental light in real-time in chapter 4. We present future works in 

chapter 5. 
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2  Related Work 

2.1  Photosynthetic Photon Flux(PPFD) 

The light is a factor that affect to growth of plant. PPFD(Photosynthetic Photon Flux 

Density) is the density of light that needed as plant photosynthesize. The definition  

of PPDF is "Quantity of photons that survey on a unit area per a second". The unit of 

PPDF is ㎛ol-2s-1 (micromole per square meters per second). This is the amount of 

photons emitted for 1 second in an area of one square meter. 

2.2  Light-Saturation-Point According to Crops 

If density of light is increased while plant is growing, also speed of photosynthesize is 

increased. But from a particular point, density of light saturation and speed of 

photosynthesize don't increase anymore. The density of light at this point is called the 

Light Saturation Point at the moment[7].  

Table 1. Illustrates the Light Saturation Point based on tube lights 

Cultivation Crops Light saturation point(PPFD) 

tomato and watermelon 70,000(847) 

cucumber 55,000(665) 

pea 40,000(484) 

Lettuce and flagellum 25,000(302) 

grapes 40,000(484) 

orchid 10,000(121) 

ginseng 55,000(665) 

3  Structure of Experimental Environment 

3.1  Experimental Environment 

In this chapter, we design a type of showcase to place our Mini-Plant and research the 

effects of PPFD where the object is Red-lettuce. 

There are two plates, and each plate contains 32 pots where plants can be placed in 

the Mini-Plant. In order to supply PPF, Four bars of LEDs are located at above 27cm 

from plate. The details of experimental environment show in Table 2.  

Also blueprint of Mini-Plant illustrates in Fig.1 and picture of Mini-Plant shows in 

Fig. 2. 

3.2  Growth of Plant by Amount of Light 

To analyze the relationship between the amount of PPFD and fresh weight of plant, 

we must measure the average of PPFD and fresh weight of plants in each row (each 

row consist 8 pots) by Quantum Meter (MQ-200) and the scale.   
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Table 2. Specification of experimental environment 

Section Standard 

Mini-Plant 
140＊150＊80(cm) 

(width＊ height＊depth) 

Growth floor 
120＊60＊30(cm) 

(width＊height＊depth) 

Pots 4rows ＊ 8columns(32pots) 

LED Bar 

(1set) 

The mixed wavelength 

-blue : 450(nm) 

-red : 630-660(nm) 

(Rate of the number of blue leds 

and red leds, 11:7) 

 
 

 

Fig. 1. Blueprint of Mini-Plant 

Referring to Fig. 3, average PPFD of the (center regions) 2nd and 3rd rows are 

higher than the other rows of the plate. In other words, we could predict that the rate 

of plants growing speed in the center region is high and the other region is low. Fig. 4 

is the expected result of the prediction. The fresh average-weight of plants located in 

the center regions in the plate is heavy, and the others are light. As the experimental 

results, the amount of PPFD is closely related to plant growth. In addition, the amount 

of PPFD should be supplied according to the sort of plants and the growth stages of 

plants as well. Therefore, artificial light control system provides the appropriate 

amount of PPFD according to the dynamic change of sunray for the growth promotion 

of plants. 
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Fig. 2. Growth floor of Mini-Plant 

 

Fig. 3. PPFD in Each rows Shelf 

 

Fig. 4. Shoot Fresh Weight of Red Leaf Lettuces 
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4  Context-Awareness Architecture 

In this paper, we suggest the artificial lighting control system based on 

context-awareness to promote plant growth and to reduce energy consumption by 

supplying interpreted supplemental lighting in real-time according to the dynamic 

changes of sunray. Proposed system consists five models as in Fig. 5 and the process 

of each model is as follows. 

Firstly, Context Collector collects external environmental information such as 

intensity of sunray, temperature, humidity, CO2 and nutrient related to the growth of 

plant by the integrated sensors which is installed at several points in plant factory. 

Collected data is converted into appropriate data type and then it is stored into 

database of external context information. Internal context information means a kind of 

intelligence such as proper PPFD according to the sort of plant and the stages of 

growth, environmental factors such as temperature, humidity, the amount of plant 

photosynthesis, weight of plant and weather information. Those are collected in 

real-time by the RSS reader from the meteorological administration. 

 

 

 

Fig. 5. Context-Awareness Architecture 
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The process of interpretation according to the variation of each environmental 

factor is needed on a cycle since a correlation between environmental factors such as 

light intensity, temperature, humidity, CO2 and the required amount of supplemental 

lighting,….ect are  depending on the other environmental factors and weather 

changings[8].  

Collected internal and external context information by context collector are 

classified as three periods as like as the germinating period, the vegetative period and 

the promotive period. In general, the growth stages of leaf vegetables are classified by 

weight of plant. (a germinating period(2g~3g), a vegetative period(3g~10g), a 

promotive period(10g~100g)). 

Context information interpreter analyzes needed the amount of supplemental 

lighting according to dynamic changings of weather using light compensation level 

and light saturation point which are depending on the sort of plant that are stored in 

the internal context information database . 

Service selector executes the artificial lighting control service based on 

context-awareness possibly for dramatic environmental changes by controlling the 

system according to the informations of the light device such as intensity, duty rate, 

stages of on/off. 

5  Conclusions 

This paper suggests the architecture of artificial lighting control system based on 

context-awareness to provide and interpreted the appropriate amount of supplemental 

lighting according to the sort of plant and the stages of growth for the improvement of 

energy consumption in the hybrid type of plant factory. 

Through the proposed system, we can produce high-quality crops by providing 

needed amount of supplemental according to the variation of sunrays and reduce 

energy consumption in plant factory. We expect that such development of business 

model could make economization and commercialization of plant factory. 

In the future, the architecture of wireless network environment based on sensors 

must be installed in hybrid plant factory to verify the proposed system. After that, we 

could verify the effect of energy consumption reduction through the artificial lighting 

control system based on context-awareness by supplying the required amount of 

supplemental lighting according to the collection of information of each environment 

factor according to the weather changes. 
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Abstract. Strong nonlinear observation model of satellite infrared sensor is 

established and transformed into linear pseudo-measurement equation by 

unscented transform method. A kind of noise adaptive three-dimensional 

constant acceleration model is constructed for non-cooperative and strong 

maneuvering target. Real-time estimation on process noise is carried out to 

reduce dependence of the model on prior information. The trajectory of 

hypersonic vehicle is estimated using Kalman filter based on the proposed 

model and linear pseudo-measurement equation. Simulation results show that 

the proposed algorithm has high filtering precision, strong robustness and 

adaptability. It is applicable to the state estimation of strong maneuvering target 

with fuzzy or unknown dynamic characteristics and nonlinear measurement 

equation. 

Keywords: hypersonic vehicle, infrared sensor, trajectory estimation, adaptive 

filter, constant acceleration model. 

1  Introduction 

Hypersonic vehicle is characterized by high flight speed, low flight trajectory, far 

operating distance and strong maneuver ability [1]. It has brought challenges to 

tracking system. Longer tracking arch can be obtained by using low-orbit satellite 

constellation to observe hypersonic vehicle [2], but trajectory estimation of 

hypersonic vehicle by using Kalman filter have two problems: (a) the observation 

model is strongly nonlinear; (b) hypersonic vehicle is non-cooperative and strong 

maneuvering target, the dynamic model is difficult to construct. 

Yang and Li carry out Taylor series expansion on nonlinear equation and ignore 

higher order derivatives to transform nonlinear equation into linear one [3,4], the 

disadvantages are that linearization error increases rapidly with the enhancement of 

the system’s nonlinearity and the nonlinear equation must be derivable. Compared 

with approximation of nonlinear function, the approximation of error distribution 

characteristics is much simpler. Based on this thought, Unscented Kalman Filter 

(UKF) were presented successively [5]. Unscented Transform (UT) method in UKF is 

the suitable method for solving linearization problem of nonlinear equation.  

Constant Acceleration Model (CAM) and Current Statistical Model (CSM) are 

wildly used in the filed of maneuvering target motion modeling [6]. CAM has simple 
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form but it requires the use of adaptive detection technology to adjust process noise 

covariance matrix in real time. If better process noise covariance matrix adaptation 

method is found, CAM can get better precision than CSM and the dependence on 

prior information can be reduced at the same time [7].  

Double-satellite observation model is established and transformed into linear 

pseudo-measurement equation using UT method, a kind of process noise adaptive 

three-dimensional CAM is constructed, carried out real-time estimation on process 

noise through innovation to reduce dependence on prior information. At last, based on 

the proposed model and linear pseudo-measurement equation, the trajectory of 

hypersonic vehicle is estimated using Kalman filter. 

2  Derivation of Pseudo-measurements  

Coordinate systems used include Earth-Centered Inertial coordinate system 

e I I I
O X Y Z−  (ECI), Earth-Centered Fixed coordinate system 

e
O XYZ−  (ECF) and 

Satellite Orbital coordinate system  
s s s s

o x y z− (SO), among which, SO coordinates  

is defined as follows: coordinate origin locates at the centroid of satellite; the 

fundamental plane is motion plane of satellite; z-axis points toward the geocenter; y-

axis points toward the cross product of z-axis and satellite velocity and x-axis is 

toward the direction of the velocity and completes the right-handed system.  

The position vector and state vector of target in ECF coordinates are denoted by 

[ ]
T

X Y Z=P and 
T

X X X Y Y Y Z Z Z =  X       , respectively. 

Azimuth A and Elevation E are the satellite measurements defined in SO-CS. Double-

satellite measurement equation is 

( )

{ } 2 2 2 2

1 1 2 2diag , , ,
T

A E A E

h

E σ σ σ σ

= +

 = =  r

r X ν

C νν
 (1) 

where [ ]1 1 2 2

T
A E A E=r , ν and 

r
C  are the measurement noise vector and its 

covariance matrix respectively, 2σ  denotes the variance of corresponding 

measurement.  

The measurement equation in (1) is nonlinear. 
r

P  is the position vector of the 

target in ECF calculated by using r  

( )r
f=P r . (2) 

r
P  is taken as the pseudo-measurement, the pseudo-measurement equation is simple 

and linear as below: 

{ }
r

T
E

= = +

=

y P HX V

R VV
 (3) 
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where

1 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0 0

  =    
H , V  and R  is the pseudo-measurement 

noise vector and corresponding  covariance matrix respectively, which can be 

calculated by 
r

C . 

Firstly, the expression of ( )f i  in (2) is derivated, then UT method is used to 

transform r  and 
r

C  into y (or 
r

P ) and corresponding covariance matrix R .  

 

 

Fig. 1. Gometric relationship between satellites and target 

As shown in Fig. 1, without measurement errors, line of sight vectors of satellites 

S1 and S2 to target P intersect at P, so P is accurate position of the target. The pseudo-

measurement y  can be calculated by using r  according to triangulation relationship 

of
1 2

S S P∆ . 

In 
1 2

S S P∆ , three angles are defined as 
1

S , 
2

S  and P , so the opposite sides are 

1
s , 

2
s and p respectively. Position vectors of the two satellites in ECI coordinates 

are given as:  

[ ]

[ ]

1 1 1 1

2 2 2 2

T

IS IS IS
ECI

T

IS IS IS
ECI

OS X Y Z

OS X Y Z

=

=



  (4) 

The length of p  is: 

( ) ( ) ( )
2 1 2 1 2 1

2 2 2

IS IS IS IS IS IS
p X X Y Y Z Z= − + − + −  (5) 

In orbital coordinate system of satellite 1, the vector 
1 2

S S


 is described as follows: 

2 1

1

2 1
1

2 1

1 2

IS IS

S O

ECI IS IS
S O

IS IS

X X

S S Y Y

Z Z

 − 
= −  

−  
T


 (6) 
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SO

ECI
T  represents transformation matrix from ECI to SO, and symbols below have the 

similar meaning. Take any point 
10

P  on the line of sight 
1

S P


 (it is assumed 

that
10

1000000mρ = ), then the vector 
1 10

S P


 in orbital coordinate system of satellite 

1 is described as follows:  

1

10 1 1

1 10 10 1 1

10 1

cos sin

cos cos

sin
S O

E A

S P E A

E

ρ

ρ

ρ

  
=    


 (7) 

Angle 
1

S  can be calculated by 
1 10

S P


 and 
1 2

S S


: 

( ) ( )
1 1

1 1

1 10 1 2

1

1 10 1 2

arccos
S O S O

S O S O

S P S S

S

S P S S

 
⋅ 

=    

 

   (8) 

Similarly, 
2

S  can be calculated by 
2 20

S P


 and 
1 2

S S


. In 
1 2

S S P∆ , sine theorem is 

used to obtain module of the line of sight vector 
1

S P


: 

( )
2

2

1 2

sin

sin
P

p S
s

S S
ρ

π
= =

− −
 (9) 

Therefore, in orbital coordinate system of satellite 1, the line of sight vector 
1

S P


 is 

described as follows:  

1

1 1

1 1 1

1

cos sin

cos cos

sin

P

P
S O

P

E A

S P E A

E

ρ

ρ

ρ

  
=    


 (10) 

Finally the pseudo-measurement y  is: 

1

1 1

1

1 1

1 1

1

cos sin

cos cos

sin

ISP

ECF ECF

S O P ECI IS
ECF

P IS

XE A

OP E A Y

E Z

ρ

ρ

ρ

     
= = +          

y T T


 (11) 

The expression of ( )f i  has to be derived from (4) to (11). Satellite measurement 

vector ( )kr  and covariance matrix ( )k
r

C  at the time of 
k

t can be transformed into 

pseudo-measurement vector ( )ky  and corresponding covariance matrix ( )kR  

using function ( )f i  through UT method.  

Symmetric sampling theory is used to calculate ( )2 1n +  σ  sampling points 
i
χ  

and corresponding weight 
i

W  ( n  is dimension of random vector):  
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( )

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

0 0
, , 0

1
, , 1, 2, ,

2

1
, , 1,2, ,

2

i i
i

n i n i
i

k W i
n

k n k W i n
n

k n k W i n
n

κ

κ

κ
κ

κ
κ+ +

 = = =
+

= + + = = ⋅ ⋅⋅
+ = − + = = ⋅⋅⋅

+

r

r

χ r

χ r C

χ r C

 
(12) 

The following expression of each σ  sampling point is obtained through the 

propagation of nonlinear function ( )f i :  

( ) , 0,1, , 2
i i

f i n= = ⋅ ⋅ ⋅y χ  (13) 

After nonlinear transformation, pseudo-measurement vector and covariance matrix 

are: 

( )

( ) ( ) ( )

2

0

2

0

n

i i

i

n
T

i i i

i

k W

k W k k

=

=


= = − −      




y y

R y y y y

 (14) 

Equations (3) and (14) show that pseudo-measurement equation after transformation 

using UT method is linear, but covariance matrix of pseudo-measurement vector is 

always changing and correlative. 

3  Trajectory Estimation Algorithm 

3.1  Target Dynamic Model 

The three-dimensional constant acceleration model is used as state equation of 

hypersonic vehicle, define T as sampling period, then discrete time state equation is as 

follows:  

kkkkk WXFX += ++ ,11  (15) 

where,

3 3 3 3

1, 3 3 3 3

3 3 3 3 9 9

k k

× ×

+ × ×

× × ×

  
=    

F O O

F O F O

O O F

,

21 2

0 1

0 0 1

T T

T

  
=    

F ，
m n×

O  is zero matrix of m 

rows and n columns, 
k

W  is the discrete process noise vector.  

3.2  Kalman Filter 

The state equation and measurement equation are given by (15) and (3) respectively. 

The following steps are executed at each time step for Kalman filter:  
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[ ]

1| 1, |

1| 1, | 1,

1

1 1| 1 1 1| 1 1

1| 1 1| 1 1 1|

1| 1 1 1 1|

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ ˆ

ˆ ˆ

k k k k k k

T

k k k k k k k k k

T T

k k k k k k k k k

k k k k k k k k

k k k k k k

+ +

+ + +

−

+ + + + + + +

+ + + + + +

+ + + + +

 =
= +  = +    = + −  

= −

X F X

P F P F Q

K P H H P H R

X X K y y

P I K H P

 (16) 

3.3  Process Noise Covariance Matrix Adaptation 

To non-cooperative maneuvering target, when CAM is used to describe its motion, 

time-varying process noise will be inevitably introduced. According to above 

analysis, it can be seen that real-time estimation of matching process noise covariance 

matrix decides whether CAM can show excellent performance.  

According to (15), suppose that the process noise vector is constant in time interval 

[ ]1
,

k k
t t + , then the process noise covariance matrix 

1k +Q  is described as follows: 

( )
( )

( )

2 6 5 4

1 3 3 3 3

2 5 4 3

1 3 3 1 3 3

2 4 3 2

3 3 3 3 1 9 9

36 12 6

, 12 4 2

6 2

I X k

k I Y k I

I Z k

t T T T

t T T T

t T T T

σ

σ

σ

+ × ×

+ × + ×

× × + ×

      
= =         

Q O O

Q O Q O Q

O O Q

 (17) 

Where ( )2

1k
tσ

+
is the variance of the process noise. 

( )

( )

( )

1

1

1| 1 1| 1| 1 1|2

1 1 1 1| 1 12
33

2

1 1 1 1| 1 12
66

2

1 1 1 1|2

ˆ ˆ ˆ ˆ 1 ˆ

1 ˆ

1 ˆ

k

k

T

k k k k k k k k T T

X k k k k k k k

T T

Y k k k k k k k

Z k k k k

x x x x
t E

T T T

t
T

t
T

σ

σ

σ

+

+

+ + + + + +

+ + + + + +

+ + + + + +

+ + + +

    − −    ≈ = +               
  = +  

=

K H P H R K

K H P H R K

K H P

   

11 1
99

k

T T

k k k ++ +

   +   
H R K

 
(18) 

Suffix mn  represents element in the mth row and the nth column . Equation (18) 

shows that the nature of adaptive estimation of process noise is to constitute certain 

corresponding relationship with innovation. When the innovation increases, the 

current model matches worse with the target actual motion, and the process noise of 

state equation increases correspondingly. 

4  Simulation 

In this section the performance of the algorithm proposed in this paper is evaluated 

and compared with Extended Kalman Filter (EKF) based on a CS model. The 

standard trajectory of hypersonic vehicle is obtained according to the dynamic model 

presented in [8].  
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The measurement standard deviation of the sensor on satellite is 0.01 deg, the 

sampling rate is 0.05 s. The CS model design parameters are 0.01α =  and 
2

max
70 m/sa = . The results of simulation are shown in Fig. 2 and Fig. 3. 
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Fig. 2. The Root Mean Square Error (RMSE) of the target position and velocity 

Fig. 2 shows the Root Mean Square Error (RMSE) of the target position and 

velocity respectively, solid lines show our algorithm behavior and dots show CS 

model behavior. Fig.3 shows the true acceleration of the target and the filtered one 

using our algorithm. Solid lines show the true value of the target acceleration and dots 

show the filtered one using our algorithm. 
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Fig. 3. The acceleration of the target 

 

The results show that: (a) the steady-state precision of the algorithm proposed is 

higher than that of CSM-EKF algorithm. There are two reasons: firstly, the algorithm 

in this paper has more accurate approximation of nonlinear measurement equation 

than EKF; secondly, it is very difficult to accurately give prior information of CS 

model; (b) when target acceleration changes violently, error increases to a certain 

degree but the filter is still steady. This shows that the algorithm in this paper has 

strong adaptability. 
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5  Conclusion 

This paper conducts adaptive estimation on process noise using innovation based on 

CA model to reduce the dependence on the prior information, and the UT method is 

used to transform nonlinear measurement equation into linear pseudo-measurement 

equation. Therefore, the nature of the algorithm in this paper is adaptive-UKF 

algorithm based on CA model. Compared with EKF, the algorithm in this paper has 

higher precision in solving linearization problem of nonlinear measurement equation. 

Compared with UKF, computational complexity of the algorithm in this paper is 

smaller and only one UT transformation is required. Moreover, 
r

C  is diagonal 

matrix, according to (12) , it is very easy to find the solution of root mean square. 

Simulation results show that the algorithm proposed has high filtering precision, 

strong robustness and adaptability. It is applicable to the state estimation of strong 

maneuvering target with fuzzy or unknown dynamic characteristics and nonlinear 

measurement equation.  
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Abstract. To create the best environment for plant growth, research is needed 

to resolve the economic challenges faced by plant factories using methods such 

as energy-efficient artificial lighting and light control technology. Plants react 

sensitively to environmental changes in temperature, humidity, and carbon 

dioxide, and to changes in the wavelength and intensity of light. Among these 

environmental factors, light is essential for photosynthesis. Therefore, to 

promote plant growth and improve energy savings in plant factories, we need a 

better understanding of the appropriate light wavelength and the PPFD 

(Photosynthetic Photon Flux Density) required by each type of plant. In this 

paper, a system has been designed to measure and analyze the plant 

bioelectrical potential which differs depending on the type of plant and the 

lighting conditions. This experiment identifies the optimal lighting environment 

for different types of plants through a comparative analysis process of growth 

rate and energy consumption. 

Keywords: Plant Bioelectrical Potential, Plant Factory, LED, Photosynthetic 

Photon Flux Density, PPFD, Energy Saving, Energy Efficiency. 

1  Introduction 

Recently, the depletion of energy resources, soil degradation, and abnormal weather 

phenomena has lead to a serious threat to global food security. Interest in plant 

factories has increased along with the need for safer farming that can reliably supply 

food; free from the uncertainty caused by rapid climate change [1].  

A plant factory is a type of factory that is capable of planned plant production 

which does not rely upon the weather or the season. A plant factory artificially 

controls various environmental factors for plant growth such as light, temperature, 

and humidity [2]. This system has the benefit of producing plants regardless of natural 

climate change, the geographical position of production facilities, and the regional 

environment since the plants are grown in environmentally controlled facilities. In 

addition, it is possible to produce normalized product of uniform size and shape 

through a controlled process by supplying the optimum growing conditions in its 

facilities. It also has the advantage of making product pricing easier by way of 

production forecasts. Despite the advantages, the plant factory business has had 

difficulty breaking into new markets because of the initial investment costs for 
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facilities and equipment, the lack of cultivation techniques for growing different plant 

varieties, and operating expenses [1].  

Among the various types of artificial lighting used for growing plants, LED is in 

the spotlight since it can emit an effective wavelength for plant photosynthesis. In 

addition, it can operate at lower voltages and lasts longer than other artificial lighting. 

It is also available for contact radiation because it does not include heating elements. 

Therefore, it has a high investment value as an artificial light source for plant 

factories. In particular, red light with a wavelength of about 640 and 660 nanometers 

contributes largely to plant photosynthesis and blue light with a wavelength of about 

430 and 450 nanometers aids plant morphogenesis. Depending on the type of plant, 

mixed wavelength in light with the appropriate intensity is very useful in improving 

growth, quality, and functionality of plants. Moreover, red and blue light use very 

little energy [5]. However, despite the advantages LED lights have on the issues of 

cost-effectiveness and practicality, their initial cost of installation is higher than other 

artificial lights [4].  

To reduce the energy consumption of LED lights in plant factories, it is necessary 

to determine the appropriate wavelength for plant photosynthesis and minimize the 

loss of light by emitting the appropriate amount of light to target plants. Determining 

the proper PPFD (Photosynthetic Photon Flux Density) and identifying characteristics 

according to plant type and their growth rates are required for precise control. 

Relationship analysis between such lighting factors and other environmental factors 

like temperature and humidity is also needed. Such a process is an effective way to 

reduce the total energy consumption of a plant factory by decreasing the entire 

growing season of plants and by promoting plant growth. To precisely control the 

light environment, the growth characteristics of plants must be determined by type. 

Plants react sensitively to various environmental changes such as changes in light, 

temperature, humidity, carbon dioxide, and nutrients. Among these factors, light is 

essential for plant photosynthesis [3]. The wavelength of light and PPFD can be 

optimized for each plant type and their growing period.  

In this paper, after selecting the target plants for the experiment, a Plant Bioelectric 

Potential Response Analysis Method is applied to measure the direct response of plant 

changes depending on PPFD and each wavelength of LED (red and blue light), the 

continuous emission of mixed wavelengths, and the blinking emission of mixed 

wavelengths. Plant Bioelectric Potential is generated by the difference of the ion 

concentration between the interior and the exterior of plant cell tissue. Such a method 

is one of the best measurement techniques to detect the biological activity of the plant 

without damaging it [3][6][7][8]. In previous studies, relationship analysis between 

each wavelength and intensity of LED or surrounding environmental factors and plant 

bioelectrical potential response had been actively discussed but energy consumption 

measurements and analysis were not considered.  

Unlike these studies, in this thesis, a system is designed to analyze the relationship 

between Plant Bioelectrical Potential and PPFD and the relationship between the 

growth of plants and the energy consumption according to each light wavelength. The 

system is constructed in the form of a mini-factory based on a sensor network. 

Through this experiment, the best lighting environmental condition for the target plant 

is derived. The structure of this paper is as follows: on page 2, related research on the 

light saturation point and bioelectrical potential according to plant type are discussed, 
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and on page 3 experiments and results are explained. Page 4 contains the conclusion 

and the future project is described. 

2  Related Work 

2.1  Light Saturation Point According to Plant Type 

The speed of plant photosynthesis is increased with light intensity during the process 

of plant growth. However, the speed of plant photosynthesis does not increase further 

after a certain point, and the light intensity at this moment is called the light saturation 

point. In general, the light intensity that is felt by humans is expressed in Lux units 

but the light intensity that is available for photosynthesis in plants is shown in PPFD. 

PPFD is the light intensity for plant photosynthesis and its unit is the µ㏖
-2

s
-1

. µ㏖
-2

s
-1

 

(micromole per square meters per second). This is the amount of photons emitted for 

1 second in the area of one square meter and PPFD can be converted into LUX 

through the measurement of environmental conditions [1]. Light saturation points 

according to plant types are shown in Table 1 [9]. 

Table 1. Light saturation point (Fluorescent Lamp) 

Crops LSP LUX(PPFD) 

Tomatoes, Watermelon 70,000 lux(847) 

Cucumber 55,000 lux(665) 

Peas 40,000 lux(484) 

Lettuce, Pimento 25,000 lux(302) 

Grapes 40,000 lux(484) 

Tangerine 40,000 lux(484) 

Pear 40,000 lux(484) 

Peach 40,000 lux(484) 

Ginseng 55,000 lux(665) 

2.2  Plant Bioelectrical Potential 

According to related research, plant bioelectrical potential changes along with 

changes in environmental factors such as light, temperature, and carbon dioxide. Plant 

bioelectrical potential response changed momentarily at the start as the emitting light 

increased with the rate of photosynthesis in plants. Such a micro-electrode 

measurement method has been used mainly for the electrophysiological studies of 

animals and plants [6].  

Ki ANDO et 3(2008) analyzed that plant potential response behaviors is changed 

by the period and the duty rate of blinking light irradiation. Shin-ichi Shibata et 

2(2009) showed experimental results using blue, greed, red and white LED and 

concluded that the maximum correlation coefficient increased as the light wavelength 

is increased and Vh1(summation of plant bioelectrical potential for one hour) 

decreased. In addition, various studies related to relationship analysis between plant 

bioelectrical potential response and various environmental factors are in progress [8]. 
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3  Experimental Results and Analysis 

To measure the plant bioelectrical potential response under four different kind of light 

environments (red, blue, continuous emission under mixed wavelength, and blinking 

emission under mixed wavelength), a plant cultivation system of two sets which 

consists of two plates for plant cultivation are constructed as in Fig 1. 

An LED controller is located at each plate and consists of two types of wavelength 

at a rate of 11:7 which is effective for plant photosynthesis; specifically, red light with 

a wavelength of about 640 and 660 nanometers and blue light with a wavelength of 

about 430 and 450 nanometers. Each LED controller is designed to control each 

wavelength and the ratio of mixed wavelength. Using an Aeroponic nutrient supply 

system, needed nutrients for plant photosynthesis is supplied periodically and this 

system is energy efficient because it is not pump operated.  

To collect and analyze subtle environmental changes inside the lab, two integrated 

sensors which consist of temperature, humidity and carbon dioxide sensors are 

installed. The collected data is stored in a database server and is displayed through a 

monitoring program in real time. Energy consumption depending on each light 

environment is measured using an ACD (Appliance Control Device) and an all 

system environment is constructed based on wireless communication. 

 

 

Fig. 1. Plant Cultivation System Building 

Fig 2 shows the wavelength result measured under blue and red light using a 

Spectrometer (JAZ-ADP_GPIO). 

To measure the bioelectrical potential response of plants according to different 

light environments, the light environment on each plate is set up differently as show  
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Fig. 2. Spectrometer(JAZ-top left), mixed wave length (top right), Blue(bottom left), 

Red(bottom right) 

in Table 2. Here, the light intensity can be set from 1(minimum value) to 

10(maximum value). 

In the case of the first and second plate, red and blue light are continuously emitted 

with maximum light intensity. In the case of the third plate, mixed light with red and 

blue are continuously emitted with median light intensity. The last light emits 

intermittently with maximum light intensity.  

Table 2. Light environment of each plate 

ID Wave Length Frequency Duty Rate Intensity 

1 Red 2500Hz 100% 10(Max) 

2 Blue 2500Hz 100% 10(Max) 

3 Mixed Light(Cont) 2500Hz 100% 5(Median) 

4 Mixed Light(Blink) 2500Hz 50% 10(Max) 

 

The resulting measured average of PPFD according to each row in four different 

kinds of light environment is shown in Fig. 3. 

 

 

Fig. 3. PPFD Average of each light environment 
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While the PPFD average of the third plate is the highest value, the fourth plate 

showed the lowest value. In addition, the PPFD average in the central region of the 

plate is higher than the outermost region.  

The target plant for the experiment is lettuce and it has been grown for 30 days 

with a temperature of about 22℃, humidity of about 80%, and CO2 of about 

400PPM. After 20 days, the plant bioelectrical potential according to wavelength and 

intensity of light is measured using the measurement system shown in Fig 4. To 

measure the changes in plant bioelectrical potential according to the wavelength and 

intensity of light, data is sampled every 0.1sec during a 14 hour period, and for data 

analysis data is accumulated each hour.   

 

 

Fig. 4. Plant Bioelectrical Potential Measurement System 

Fig 5 shows accumulated data depending on each light environment and on a dark 

environment. 

 

 

Fig. 5. Plant Bioelectrical Potential Response 

Referring to Fig. 5, the summation value (V1) of plant bioelectrical potential in 

darkness is higher than the others and all data except the last light showed similar 

patterns. Related research suggests that the plant is stressed in darkness and the same 

feature is obtained at temperatures under 10 degree C [7].  
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Table 3 shows the accumulated value of plant bioelectrical potential for 14 hours, 

the average PPFD measured at each plate, energy consumption measured at each plate 

for 14 hours, and the fresh weight of plants grown for 30 days. 

Table 3. Plant Bioelectrical Potential, PPFD, Fresh Weight, Energy Consumption 

 PBP(avg) 
µ ㏖

-2
s

-1
 

(avg) 
g(avg) W(14h) 

Red 0.004129 115.063 46.75 1615.3 

Blue 0.003985 103.719 29.75 1680.9 

Mixed Light 

(Continuous) 
0.004132 156.125 48.75 2087.2 

Mixed Light 

(Blinking) 
0.003836  96.438 37.03 1621.0 

 
The average plant bioelectrical potential and the average PPFD are proportionate. 

For example, while plants under the third light with the highest PPFD value has the 

highest plant bioelectrical potential value, plants under the fourth light with the lowest 

PPFD value has the lowest plant bioelectrical potential value. However, the fresh 

weight of plants does not perfectly match with the PPFD average.  

Even if the average of the PPFD under blue light is about 60% higher than in the 

PPFD under mixed light (blinking), the fresh weight average of the plant is 70% 

lower. It is thought that intermittent light emitting with a mixed wavelength promotes 

the growth of plants. By comparison, the energy consumption, measured from all light 

equipment for 14 hours, shows that while red light produces excellent energy 

efficiency, energy consumption of blue light is very high. However, plants grown 

under red light have a pigment expression problem.  

Even if the sort of plant is a red-leaf lettuce, the red color does not appear.  In 

addition, the leaves of the plant are very thin. The plants grown under blue light show 

a similar form as those grown under the red light but the red pigment does appear. On 

the other hand, the plants grown under mixed light show the appropriate amount of 

red color on the leaves and its leaves are appropriately thick.  

As a result, it is thought that, depending on the type of plant, proper control of the 

wavelength and the intensity of light promotes plant growth and reduces energy 

consumption. In addition, measurement of plant bioelectrical potential according to 

environmental changes enables the detection of the characteristics of the plant.  

In conclusion, appropriate wave length and intensity of light differs according to 

plant type and intermittent emission of light promotes growth in plants. In addition, 

among each wavelength of LED, red light is the most energy efficient.  

4  Conclusions 

This paper shows, through experimentation, that the appropriate wavelength and 

intensity of light has an impact on the growth of plants and on energy consumption. 

Using plant bioelectrical potential response analysis methods, it could be verified that 
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plant bioelectrical potential response is proportional to the intensity of light. In 

addition, red lighting is an energy-efficient light and mixed light with red and blue 

promotes the growth of plants when it is emitted intermittently. In the future, the 

relationship between other environmental factors such as temperature, humidity, and 

CO2 and plant bioelectrical potential response can be analyzed and result in the 

development of a photosynthetic efficiency model.  
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Abstract. In this paper, a idea based on given area weld image is proposed, based 

on the idea, this thesis designs a vision sensor, and discusses the way the device 

work, designs a new seam tracking algorithm based on a circular and given point 

of view. Through simulate experiments conducted on MATLAB, it can receive 

desirable result, and prove that the algorithm is effective. 

Keywords: image processing, weld recognition, given area. 

1  Introduction 

With the development of Computer Vision Technology and Welding robot technology, 

Vision sensing technology has been widely used in seam tracking. In the aspect of 

acquire seam feature, the Vision sensing technology possesses several advantages, 

more information, no contact with workpiece, strong capacity in anti-electromagnetic 

interference, and so on. Image Processing Technology[1]
  

is the core link Weld 

recognition system, it can handle the image captured by CCD, draw information of 

seam feature, and receive seam deviation signal. Then, output Robot real-time tracking 

welding seam based on the controller. This article, discusses a new identification 

algorithm based on a given area angle of view. And seam tracking simulation 

experiments prove that the algorithm can reliably recognize seam. 

1.1  Visual Sensor Designment 

1.1.1  Basic Structure of Sensor 

In order to realize fixed size angle, a metal gasket which was used to shade light must 

be installed on the CCD, it is shown in figure 1. So the sensor this paper discusses 

should improve on the basis of original sensor, a detailed plan as follows. install a 

spacer on the support frame of sensor, which can make spacer under control by 

stepping motor, keep angle-limit spacer ahead of CCD so as to achieve purpose that 

control photography angle . If with no need for spacer, stepping motor can revolve the 

spacer, drive angle-limit spacer and withdraw CCD, it can recover to an intact and 

original visual sensor. 

                                                           
* Corresponding author. 
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The size of spacer is related with welding torch length, spacer installation location 

and CCD installation site. Besides, it can also can resize spacer according to weld size 

and perspective area. The size of spacer is preliminarily set to a thickness of 8 mm and 

diameter of 0.5 mm, and external diameter is the same as diameter of CCD scene. 

 

 

Fig. 1. Vision sensor 

1.2  Sensor Characteristics 

The characteristics of sensor this paper discuss are: 
 

1) Photography Angle is fixed relative to torch. In the process of welding, CCD 

follow s the trail of torch, so the image collected is real-time. 

2) Size of perspective area is fixed, that only can require information in small sector. 

So the visual angle is related with size of seam, weld shape. And select a proper datum 

mark is very important. 

3) Hardware is simple and cheap. 

But demand a high requirement to install, as is shown in figure 1). According to 

algorithm this paper design, the lateral point of circular perspective need to coincide 

with welding spot. As is shown in figure 2, so require to adjust established angle. After 

experiments and calibration, the established angle is about 20 º. 

 

 

Fig. 2. Visual orientation 

1.3  Working Mode 

According to position of planar weld, the algorithm is: as is shown in figure 3, points of 

intersection between circular perspective and weld edge are dot A and B, their segment  
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Fig. 3. Algorithm schematic diagram 

is regarded as chord length of perspective round. The midpoint of chord length C is next 

destination location of torch. Segment between dot P and C is torch trajectory. 

2  Implementation Algorithm and Experimental Result 

2.1  Edge Extraction 

2.1.1  Seam Image Denoising 

Homomorphic filtering[2]
 
is a image processing methods which combine frequency 

filtered with gray level transformation . It is based on Image Intensity and reflectance 

model, utilize Compress brightness range and intensify contrast to improve quality of 

image. Its theory is: regard gray value as product of illumination and reflectivity. For 

change of illumination is smaller, it can be seen as a low-frequency aspect of image. 

And the high-frequency part is reflectivity. Through separately deal with the impact of 

gray value that illumination and reflectivity create, it can reveal detailed features of 

shadow region. For Intensity of illumination component is slowly change in area, 

reflection components in different object boundary sharply change, so low-frequency 

part which through Fourier change is mainly corresponding to Intensity of illumination 

component. And high-frequency is mainly corresponding to reflection components.  

2.1.2  Threshold Segmentation of Seam Image 

Image threshold segmentation mainly include two steps, first should ascertain threshold 

value which will be cut apart. Then draw an analogy between threshold value and pixel 

value, so as to divide pixel into area belongs. And the key step is to ascertain the 

threshold value. In the experiment this paper conduct, because grayscale values of 

different image is so different, if use fixed threshold segmentation method will not 

receive satisfactory results.  

In order to make segmentation more robust , adopt a method which based on the 

distance between the kind of adaptive threshold, the method is used to conduct a binary 

processing toward image, the most kinds of variance method[3] is proposed by 

Japanese scholars Taking in 1979, which called method Taking, for short OTSU. Its 

fundamental ideology is to make a partition toward pixels, the distant among every kind 

to be maximized, So as to determine the right threshold.  

Assume that the given the images have L a gray level , threshold value T indicate 

gray value in image gradation histogram , and divide parts which above T and below T 
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into two types , type 1 and type 2 . And according to the mean and variance of two types 

and the ratio of all variance, ascertain the threshold value T.  

Assume that the number of pixels in type 1 is 1( )Tn  , mean value of grey value 

is 1( )Tv  , variance is
2

1
( )Tσ  ; the number of pixels in type 2 is 2 ( )Tn , mean value of 

grey value is 2 ( )Tv , variance is
2

2
( )Tσ  . Average of all pixels is

T
V , and inter-class 

variance can be acquired from the follow formula.  

      
2 2 2

1 21 2( ) ( ) ( ) ( )
w T

T T T T Vn nσ σ σ= +                    (2.1)  

inter-class variance can be acquired from the follow formula.  

2

1 2 1 2( ) ( )( ( ) ( ))
b

T T T Tn n v vσ = −                    (2.2) 

If make 
2 2

/
b w

σ σ  value to be maximum, it might as well to make  
2

b
σ  value to be 

maximum, and evaluate gray value which the maximal 
2

b
σ  value is corresponding. 

Segmentation results as is shown in figure 4 b).  

2.1.3  Weld Image Refined 

Through cutting, filtering, enhance, and binary threshold segmentation, seam and test 

plate edge information can be extracted from the mage. According to high numbers of 

edge point data, Weld marginal form is rough, edge thinning should be taken. Make 

seam and test plate edge can be indicated through single pixel. This paper uses a 

traditional edge extraction algorithm which can make a edge extraction and edge 

thinning toward image. Utilize Canny edge detector[4] In figure 4 b) and make a edge 

extraction and edge thinning on image , acquire results as follows .  

 

 
a) original figure        b) divided binary figure       c) edge thinning figure     

 

Fig. 4. Pretreatment results 

2.2  Target Location Selection  

Intersection algorithm: this paper acquires points of intersection between circular 

perspective and weld edge through neighborhood algorithm. Its fundamental is: picking 

up some pixels which in the range of 3×3 neighbourhood, then to detect data in figure 5. 

If the number of ‘1’ surpasses a certain number, imply that the intersection is found. 
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Among four intersection which be found out, the two intersection which nearer dot P 

are the needed dot.  

Then figure out coordinate value of midpoint C through the two acquired spots. And 

dot C is the next torch destination point, can get relative displacement after combine 

with circular angle template. The displacement can convert to torch actual offset.  

Through simulation experiments in MATLAB, results as follows.  

 

      
a                   b                  c                   d 
 

Fig. 5. Seam trajectory tracking 

Figure 5 indicate that seam can be distinguished and followed, so the algorithm is 

demonstrated theoretically.  

3  Conclusion 

This paper propose a idea based on recognize seam in given regional perspective, and 

design a vision sensor on these grounds; make a pretreatment on image with 

homomorphic filtering , the maximum between-class variance method (OTSU) , and 

edge detection. This paper designs a new algorithm that based on seam tracking in 

circular given angle. And then proves it through experiments implemented on 

MATLAB, the result shows that the algorithm is effective.  
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Abstract. Scientific research performance evaluation is to make qualitative and 

quantitative evaluation to the achievements of projects. It is critical for its 

sustainable development to reduce the fuzziness and randomness in the 

academic scientific research performance evaluation by scientific and objective 

methods. Based on the Cloud Theory, this paper proposes an improved 

scientific research evaluation model. The model transforms qualitative indexes 

to countable quantitative descriptions with Cloud Theory, and then makes an 

integrated evaluation by Cloud Center of Gravity Evaluation method (CCGE). 

Finally, the experimental result shows that, this model increases scientificity 

and objectivity of scientific research evaluation. 

Keywords: scientific research evaluation model, cloud theory, CCGE. 

1  Introduction 

Scientific research performance evaluation (SRPE) is an important part of academic 

scientific research management and the foundation of academic scientific research 

developing healthily. It can achieve that optimization and advantage of resource in 

academic scientific research by SRPE. However, as results of traditional qualitative 

evaluation with too simple measurements, fuzzy standards, subjectivity and 

randomness, there are many problems in academic scientific research performance 

evaluation: lack of generally recognized scientific research performance classified 

system for chaos classification of scientific research performance; quantitative 

standard of scientific research performance has not been uniformed; the results of the 

quantitative evaluation lack credibility and effectiveness [1]. 

Many researchers have carried on research and practice in academic scientific 

research performance evaluation. First is the study of evaluation index. Second is the 

research of evaluation system. Third is the study of the performance evaluation 

method. There exist some scientific research performance evaluation methods: (1) 

Exports weighting method, which is the integration of exports method and weighting 

method. Exports method is a kind of exports intuition thinking method, and weighting 

method is a direct comparison method. The combination of the two methods makes 
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evaluation be built on the expert's opinions, it is a method that mostly qualitative and 

partly quantitative. (2) Exchange metrological method, which is based on scientific 

metrology, literature metrology, intelligence metrology and technology metrology, is 

a qualitative method with the basis of quantitative method. (3) Literature 

measurement, which is based on the cited, indexed and abstracted forms, is a peer-

reviewed form with strongest correlation. 

Cloud theory is based on Fuzzy Set Theory and Probability and Statistics [2], it can 

achieve uncertainty transformation between quality and quantity and reduce the 

fuzziness and randomness of qualitative indexes. CCGE is proposed on the 

foundation of cloud theory, and it measures the change of whole system status 

information by the change of cloud center. This paper integers fuzziness and 

randomness by Cloud theory, making the mutual mapping between quality and 

quantity, and transforms some qualitative concepts described by natural language to 

quantitative value, then establishes the cloud model of every index and center of 

gravity of comprehensive cloud. Finally, it makes comprehensive evaluation for 

scientific research performance with CCGE. This model comprehensively takes all 

factors into account in SRPE so that the result of evaluation is more objective and 

scientific. 

2  Academic Scientific Research Performance Evaluation Indexes 
System 

There are three kinds of traditional academic scientific research performance 

evaluation indexes [3]: 

(1) Source indexes. For example, papers, monographs, invention patents, 

productions, technology privacy, technology transfer and technology income. Papers 

and monographs are the important source quality indexes. 

(2) Additional indexes. They are produced from the source indexes with high 

quality, such as technical prize, cited paper, etc. As they are based on source indexes, 

they belong to the additional indexes. 

(3) Derived indexes. Derived Indexes refer to the social rewards to outstanding 

contribution groups and individuals in scientific research, including academician, 

Governmental Special Allowance of the State Council and Distinguished Professor, 

etc. 

As the traditional scientific research performance only pays attention to results and 

despises the process, in this paper, the indexes related to process of research are added 

to evaluation index system and make it more perfect, e.g. innovation ability, project 

management level, team composition, team cooperation and sustainable development 

ability. Academic scientific research performance evaluation index system is shown 

in Fig.1. 
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Fig. 1. ASRPEIS 

3  Cloud Theory and Performance Evaluation Model 

Let U be the set { }U u= , as the universe of discourse [4], and A a qualitative concept 

associated with U. The membership degree of quantitative numerical representation u 

in U to the concept A, ( ) [0,1]Aµ µ ∈  is a random number with a stable tendency, 

which is ( ) : [0,1], , ( )A u U u U A uµ µ µ→ ∀ ∈ → . The distribution of u in the universe of 

discourse U is called cloud, and u is called a drop. A piece of cloud is made up of lots 

of cloud drops, visible shape in a whole, but fuzzy in detail, which is similar to the 

natural cloud in the sky. Any one of the cloud drops is a mapping in the discourse 

universe from qualitative concept. 

The overall characteristics of cloud model may be reflected by its three digital 

characteristics: Expected value (Ex), Entropy (En) and Hyper-Entropy (He) [5]. Ex is 

the position corresponding to the center of the cloud gravity (CCG); En is a measure 

of the concept coverage, i.e. a measure of the fuzziness, which indicates how many 

elements could be accepted to the qualitative linguistic concept; and He is a measure 

of the dispersion on the cloud drops, which can also be considered as the entropy of 

En. The CCG is expressed as G L H= × , and L is the position of CCG; as En, H is the 



658 L.-j. Xie et al. 

height of CCG. L refers to the center of qualitative concept in universe of discourse,   

reflects the weight of cloud in the system. The higher CCG refers to the bigger 

weight. So, the expected curve equation of membership cloud can be built with Ex 

and En. The membership cloud of linguistic value of about 175 centimeters is shown 

in Fig. 2. The uncertainty of qualitative and quantitative conversion can be known 

from the shape of cloud. 

 

 
Fig. 2. Membership cloud 

3.1  Cloud Model 

The cloud model in this paper is normal cloud model, and the expected curve is [6]: 

2 2
( ) exp[ ( ) (2 )]MEC x Ex Enλ = − −    (1) 

Let ( , )
i

R Ex En be the random normal distribution function, and 

( , )
ii

R Ex Enx =    (2) 

( , )i iP R En He=    (3) 

2 2
exp[ ( ) (2 )]

i i i
x Ex Pµ = − −    (4) 

The normal cloud model is constructed by the couple of data ( , )
i i

x µ that meet the 

conditions of equations (2), (3), (4), and it is presented with (Ex, En, He). ( , )
i i

x µ is a 

drop. The forward cloud generator means to produce a drop by the digital 

characteristics of cloud, as well the transformation from qualitative to quantitative. On 

the contrary, it is the converse cloud generator. 
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3.2  CCGE 

1) Build the Evaluation Index System. 
1 2

{ , , , }
n

R R R R=  , and ( [1, ])
i

R i n∈ is the ith 

index of the system.
1 2

{ , , , }
i i i in

R R R R=  , and ( [1, ])
ij

R j m∈  is jth index of
i

R . Then, we 

can get the multi-level evaluation index system. 

2) Cloud Model of Each Kind of Index. The scientific research performance 

evaluation system includes precise value indexes, qualitative comment value indexes 

and linguistic value indexes. 

a) Cloud model of precise value index. In the cloud model with t precise value 

indexes, 

1 2 t
Ex Ex Ex

Ex
t

+ + ⋅ ⋅ ⋅ +
=    (5) 

1 2 1 2
max( , , , ) min( , , , )

6

t t
Ex Ex Ex Ex Ex Ex

En
⋅ ⋅ ⋅ − ⋅ ⋅ ⋅

=    (6) 

b) Cloud model of qualitative comment value index. The comment set is worked 

out by some experts, and the corresponding coverage is [0, 1]. Each comment in the 

set is corresponding to a range of [Dinf, Dsup]. The cloud model of qualitative comment 

value is presented by symmetrical cloud model, and cloud model of the comments of 

two sides is 

inf sup

inf sup

2

2

i

i

D D
Ex

D D
En

+
=

−
=


   (7) 

c) Cloud model of linguistic value index. In the cloud model with l linguistic value 

indexes 

1 1 2 2

1 2

l l

l

Ex En Ex En Ex En
Ex

En En En

+ + ⋅ ⋅ ⋅ +
=

+ + ⋅ ⋅ ⋅ +
   (8) 

1 2 l
En En En En= + + ⋅ ⋅ ⋅ +    (9) 

3) Comprehensive cloud model with p dimensions. The system status can be 

represented as a comprehensive cloud model with p dimensions, and each dimension 

can be worked out by l comment values. The CG of comprehensive cloud model can 

be represented as G 

1 2
( , , , )

, 1, 2, ,

p

i i i

G G G G L H

G L H i p

= ⋅ ⋅ ⋅ = ×

= × =

 
  (10) 
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Where 
1 2

( , , , )
l

L Ex Ex Ex=  is the position of CCG, 
1 2

( , , , )
l

H h h h=   is the height of 

CCG. When the system state changes, the CCG correspondingly transforms 

to
1 2

( , , , )
p

G G G G′ ′ ′ ′=  . 

4) Measurement of CCG movement withθ . Generalize G and get
1 2

( , )
T T T T

p
G G G G=  . In 

the ideal state, 
0

G is generalized to (0,0,…,0). Get (0 1)θ θ≤ ≤ based on 

1

( )
N

T

j j

j

Gθ ω
=

= , and 
j

ω is the weight of jth index. 

5) Analysis of evaluation results. Work out of θ  cloud model of each comment 

value, and construct a qualitative cloud generator evaluating the result. In order work 

out θ  and quantitative evaluation of other layers, and finally get the performance 

evaluation of the whole system. 

4  Example 

For multi-level evaluation system, we get evaluation result of each level from the 

bottom level up to the top level with AHP [7]. According to the comprehensive 

evaluation of experts, compare the index with each other and get the judgment matrix. 

Eventually, define the weight of every index. In this example, we get the weights of 

the six indexes belonging to scientific research team
4

(0.18, 0.18,0.15,0.14, 0.18,0.17)W =  

with AHP. 

4.1  State Value of Index 

The comments set is { }S = worst, worse, bad, normal, good, better, best, perfect . With 

Delphi method, select six expert teams to evaluate, and get the evaluation results of 

indexes belonging to scientific research team, as shown in table 1. 

Table 1. State value of index 

expert 1 2 3 4 5 6 

1 normal bad perfect worse worst better 

2 worse normal good perfect best best 

3 bad good worse good worse normal 

4 normal normal best normal bad worse 

5 worst worse normal better normal good 

6 good better bad worse better worse 

Ideal 

State 
perfect perfect perfect perfect perfect perfect 
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4.2  Transformation between Qualitative and Quantitative with Cloud Model 

According to the cloud model of qualitative comments set in CCGE, set the eight 

comment values on the range of [0, 1], the range of each comment value is shown in 

table 2. 

Table 2. Range of Each Comment Value 

Comment Worst Worse Bad Normal 

Range (0,0.1) (0.1,0.2) (0.2,0.3) (0.3,0.5) 

 

Comment Good Better Best Perfect 

Range (0.5,0.7) (0.7,0.8) (0.8,0.9) (0.9,1.0) 

 
With the characteristic of normal distribution of cloud and data in table 3, work out 

q of each cloud model and construct a cloud generator.  

Table 3. Ex and En of each Comment Value 

Comment Worst Worse Bad Normal 

Ex 0.0 0.15 0.25 0.4 

En 0.0139 0.0278 0.0278 0.0278 

 

Comment Good Better Best Perfect 

Ex 0.6 0.75 0.85 1.0 

En 0.0278 0.0278 0.0278 0.0139 

 
According to the qualitative evaluation curve in cloud model and Ex of each 

linguistic evaluation, combined with the state value of each index from experts, 

evaluate the index of scientific research team by G4 and get the matrix 

4 41 42 43 44 45 46
( , , , , , )G G G G G G G= , which refer to the indexes in the sub-layer of scientific 

research team. With G4 and the cloud models of each index, get Ex and En of each 

index based on the equation (8) and (9). The Ex and En of team composition is 

41 41 42 42 46 46

4

41 42 46

0.4
Ex En Ex En Ex En

Ex
En En En

+ + ⋅ ⋅ ⋅ +
= =

+ + ⋅ ⋅ ⋅ +
 

4 41 42 46
0.0278 5 0.0139 0.1529En En En En= + + ⋅ ⋅ ⋅ + = × + =  

Get Ex and En of other five indexes based on this method, as shown in table 4. 

 



662 L.-j. Xie et al. 

Table 4. Ex and En of each Index 

Index 1 2 3 4 5 6 

Ex 0.4 0.4 0.6114 0.5558 0.4421 0.4833 

En 0.1529 0.1668 0.1529 0.1529 0.1529 0.1668 

 

In ideal state, CCG vector of team composition is
0

4
(0.18,0.18,0.15,0.14,0.18,0.17)G = . In 

fact, the CCG vector of team composition is 
4 41 1 42 2 43 3 44 4 45 5 46 6

{ , , , , , }G w Ex w Ex w Ex w Ex w Ex w Ex= , 

normalize G and get (0.6, 0.6, 0.389, 0.444, 0.558, 0.517)
T

G = . Finally, 0.524θ = . 

5  Conclusions 

Based on cloud theory and cloud center of gravity evaluation, this paper solves the 

fuzziness and randomness of academic scientific research performance evaluation 

with the improved performance evaluation model and make an integrated evaluation. 

Firstly, improves the performance evaluation index system of scientific research and 

deal with the problem that only paying attention to results and ignoring the process in 

traditional index systems. Secondly, based on the cloud theory, evaluates from bottom 

to top with CCGE and makes linguistic value index of every level reasonable 

quantitative and scientific computing. Finally, gets the integrated evaluation value of 

the whole scientific research performance. Analysis of example proves the method is 

scientific and reasonable, and it can effectively promote the systematization and 

objectivity of academic scientific research performance evaluation. 
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Abstract. When dealing with hundreds of components, keeping track of version 

changes and various dependency constraints imposed on the system, Software 

configuration management (SCM) can be defined as the control of the evolution 

of complex software systems. In recent years, researchers have argued that 

using ontology to represent and drive knowledge infrastructure of software 

projects provides procedural knowledge. The advantages of using ontology for 

SCM are immense and cover various aspects of software development and 

evolution. In this paper, key challenges must be face for designing and 

implementing SCM is summarized. One of them is the limited capability on 

interoperating in different SCM tools. An ontology-based reference knowledge 

model base for SCM is presented. The reference model allows depicting 

complex relations between concepts and services operating in configuration 

management.  

Keywords: Software configuration management, Ontolog-Driveny, Reference 

model, Interoperability. 

1  Introduction 

Whether in teams or working individually, developers usually rely on a version 
control system or software configuration management solution to store and manage 
their source code. Operations like check-in/check-out, versioning, branching/merging, 
code repository sharing, and remote & distributed access are part of the overall 
application lifecycle management process. Modern integrated development 
environments (IDE), such as Microsoft Visual Studio, allow the use of various SCM 
systems to cope with heterogeneous environments. 

For enterprises and developers, there are many possible choices for their IDE and 

SCM systems, which often results in having to deal with multiple IDE and SCM 

systems both within and across project teams. According to the Guide to Software 

Engineering Body of Knowledge (SWEBOK) [1], SCM aims to control the evolution 

and integrity of a product by identifying its elements, managing and controlling 

changes, and verifying, recording, and reporting on configuration information.  

It is a supporting software life cycle process, which benefits project management, 

development and maintenance activities, quality assurance activities, and the 

customers and users of the final product. Without some sort of automated support, it 

is very difficult (if not impossible) to successfully implement a SCM process. 
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Different types of tool capabilities are necessary to support SCM activities; this 

scenario leads to an important requirement for SCM tools: interoperability. Obstacles 

to interoperability arise from the fact that the tools are generally created 

independently, and do not share the same semantics for the terminology used to 

describe its domain of interest. Some sort of interoperability can be achieved by 

translation programs that enable communication from one specific tool to another. 

But this approach presents problems. As the number of tools increases and the 

information becomes more complex, it is more difficult for software developers to 

provide translators between every pair of software tools that need to exchange 

information [2]. 

Using ontology to establish a formal specification of the semantics of the software 

configuration management domain is the way to deal with this problem. Ontology-

based method can provide a standard and powerful way of representing knowledge 

about a software engineering project. There are a number of systems that use 

ontology-driven method to represent some of their metadata. These include Cupboard 

[3], the alignment server [4], and Oyster [5], the ontology-based representation of 

metadata focuses on describing intrinsic properties of ontology and other objects that 

are shared across applications. An ontology is a formal description of the entities 

within a given domain: the properties they possess, the relationships they participate 

in, the constraints they are subject to, and the patterns of behavior they exhibit.  

Thus, ontology can be used to establish a common conceptualization about the 

SCM domain in order to support SCM tools integration. Using SCM ontology as an 

interlingua, we aim to facilitate tools interoperability by means of the development of 

translators between native formats of those tools and the SCM ontology. This 

approach has potential to easy the process of integrating tools that focus on different 

activities of the SCM process and therefore it can be used for creating a proper SCM 

environment. 

This paper is organized as follows. Section 2 talks about    the evolving of the 

context in software configuration management. Section 3 specifically describes the 

ontology on interoperability approach. In section 4, the ontology-based reference 

model on SCM is presented, and finally, section 5 describes conclusions of this paper. 

2  Evolving of Software Configuration Management 

While there is no single definition of software configure-ration Management, there 

are three widely disseminated views from three different sources: the Institute of 

Electrical and Electronics Engineers (IEEE), The International Organization for 

Standardization (ISO), and the Software Engineering Institute (SEI) at Carnegie 

Mellon University. 

IEEE Standard 828-1990 goes on to list specific activities associated with each of 

the four functions: Identification, Control, Status accounting, audits and reviews [6]. 

While the SEI advocates a broader definition of CM in SEI-92-TR-84 [7]. Guidelines 

for the application of ISO 9001 to the development, supply and maintenance of 

software, the Inter-national Organization for Standardization identifies a similar set of 

practices as SCM is describe: Configuration management provides a mechanism for 

identifying, controlling and tracking the versions of each software item. In many 



 Study on Ontology-Based Reference Model of Software Configuration Management 665 

cases earlier versions still in use must also be maintained and controlled [8].Looking 

at ISO/IEC 12207, CMMI, SWEBOK [1], and books such as Software Engineering: 

A Practitioner's Approach [9], the activities of a SCM process can be summarized as: 

a) SCM Process Implementation: a plan should be developed describing: the 

configuration management activities; procedures and schedule for performing these 

activities; the organization responsible for performing these activities; and their 

relationship with other organizations, such as software development or maintenance. 

The plan shall be documented and implemented. 

b) Software Configuration Identification: identifies items to be controlled (called 

Software Configuration Items, SCIs), establishes identification schemes for the items 

and their versions, and establishes the tools and techniques to be used in acquiring and 

managing controlled items. 

c) Version Control: combines procedures and tools in order to manage different 

versions of SCIs that are created during the software process. 

d) Change Control: is concerned with managing changes during the software life 

cycle. A change management process should be established including activities for: 

(i) requesting changes; (ii) evaluating change requests; (iii) checkout; (iv) change 

execution; (v) change review, (v) check in of modified items. 

e) Configuration Audit: checks, among other things: if the change specified in the 

request has been made, and if any additional modifications have been incorporated; if 

a technical review was conducted to assess correctness; if organizational standards 

have been properly applied; if related SCIs have been properly updated. 

f) Configuration Status Report: is the recording and reporting of information 

needed for effective management of the software configuration. 

Software items evolve as a software project proceeds. On this ongoing process, 

versions of the SCI are stored in order to keep track of the differences between the 

starting point and the current state of a given SCI. A version of a software item is a 

particular identified and specified item. It can be thought of as a state of an evolving 

item for each version a unique identifier is given. 

SCM emerged as a separate discipline in the late 1970s, with the advent of tools. 

Each system targeted a specific functionality and focused either on what is now 

known as “version control” or on supporting an efficient builds process for generating 

an executable program out of source files. In a relatively short time thereafter, these 

functionalities were integrated in single SCM systems with the following main 

functionalities: (i) to manage the files involved in the creation of a software product, 

(ii)  to track changes to these files in terms of their resulting versions, and(iii) to 

support the building of an executable system out of the files. Fundamentally, this 

focus has not changed to date. 

As illustrated in Fig.1, the context in which SCM systems operate has changed 

significantly. First, they were used for managing critical software by a single person 

on a mainframe. This resulted in a need for versioning and building support, which 

was typically provided by some homegrown system. Use of SCM systems then 

changed to primarily supporting large-scale development and maintenance by groups 

of users on a Unix system. This resulted in a need for workspace management, which 

was quickly provided by newer, more ad-hoc SCM systems. Now, SCM systems 

manage the evolution of any kind of software by many different people in many, 
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perhaps distributed locations utilizing many kinds of machines. This often requires 

explicit process support, which today’s advanced, off-the-shelf SCM systems 

integrally provide. Indeed, SCM is one of the few successful applications of 

automated process support. 

 

Fig. 1. Evolution of the context of SCM systems 

Traditional SCM focused on controlled creation of relatively simple products. 

Nowadays, implementers of SCM face the Issues of dealing with relatively minor 

increments under their own control in the context of the complex system being 

developed. Today’s software organizations need to manage complex technologies 

across multiple domains. The majority of SCM-related tools normally focus on a 

particular set of activities of the software engineer process. Thus, a proper SCM 

environment cannot be achieved with a single tool. A solution for this problem lies on 

integrating different tools. 

3  Ontology: Approach of Interoperability 

Ontology has received increasing interest in computer science and information 

systems. They explicitly encode a shared understanding of a domain that can be 

communicated between people and application programs. Computer scientists use the 

term ontology to specify a conceptualization [8] in the context of knowledge sharing. 

By conceptualization we understand an abstract, simplified view of the environment 

we want to represent. Every knowledge base explicitly or implicitly uses some sort of 

conceptualization. An ontology can be used to set a vocabulary of a certain domain, 

describe its main concepts and relations between them. Various logical operations can 

be carried out on the item of the ontology. A correctly formulated ontology allows us 

to check and guarantee consistency, but not completeness of the stored information 

with respect to queries and assertions formulated using the vocabulary defined in the 

ontology. 

In our perspective, ontology as a conceptualization of a domain explicitly captures 

the semantics of the entities in that domain. It comprises the definition of concepts, 
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their properties, attributes, relations, as well as constraints and axioms that constrain 

the meaning of the concepts. It formally specifies the meaning of the concepts in 

order to make domain assumptions explicit and prevent errors in data interpretation.  

Some critical issues to be considered regarding ontology is the cost of developing 

and maintaining ontology, and the fact that ontology should be extensible and evolve 

over time. In reaching for systems interoperability, two solutions are possible at the 

semantics level: 

1) A single shared common set of semantic elements is defined, so that disparate 

systems that are built upon it achieve semantics interoperability at once. 

2) A translation mechanism between two (or more) ontology is defined so that 

minimal semantics interoperability is achieved. 

It is argued that interoperability at the semantics level is not always possible. Fig. 2 

shows an illustration of this as two systems can only interoperate if they share some 

of the semantic elements their distinct ontology capture. The shared elements may be 

expressed differently but they nonetheless have to exist in both ontology. 

 

Fig. 2. Ontology-based Interoperability 

Due to formal, expressive and shared properties, ontology constitute domain can be 

reused across applications, facilitating knowledge sharing and reuse. Moreover, 

ontology facilitates semantics information integration and interoperability between 

heterogeneous sources at a high level of abstraction. ontology can also be exploited to 

index and access semi-structured information sources. Thus, ontology can be used to 

establish a common conceptualization about the SCM domain in order to support 

SCM tools integration. Using SCM ontology as an interlingua, we aim to facilitate 

tools interoperability by means of the development of translators between native 

formats of those tools and the SCM ontology. This approach has potential to easy the 

process of integrating tools that focus on different activities of the SCM process and 

therefore it can be used for creating a proper SCM environment. 
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4  The Ontology-Based Reference Model on SCM 

Different types of tool capabilities are necessary to support the SCM process. 

Therefore, to provide a widely automated support for this process, it is necessary to 

use different tools, which should be integrated in order to interoperate. As we can see, 

SCM is essential to every software organization. Thus, the concepts that surround it 

should be well defined and people and tools should share a common 

conceptualization about this domain. In this context, ontology can be used to avoid 

misunderstanding and for establishing a common conceptualization.  

Arantes [10] have already proposed SCM ontology. It covers well some activities 

of the SCM process, such as configuration items identification and change request 

control, but it lacks some important concepts mainly related to change and version 

control. Concepts such as repository, branch and copy are presented in most all SCM 

tools, but are not addressed by the ontology.  

Most SCM tools focus on a subset of the activities of the SCM process. For 

example, CVS and Subversion focus only on version control. Thus, to adequately 

support the SCM process, organizations need to use several tools, which in turn 

should be integrated. The integrated tools must be able to understand the data 

produced by each other, and should be able to communicate. Therefore, they need to 

share a common conceptualization about the SCM domain. This is the main 

motivation for building an ontology-based reference Model of SCM (Fig.3).  With 

SCM ontology technology applying, an integration middleware could be built, 

composed by adaptors for different tools transform their data according to an 

ontology-based reference model which conceptual based on XML schema excavation, 

respectively. 

 

Fig. 3. Ontology-based reference Model of SCM 
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As we can see, SCM is essential to every software organization. Thus, the concepts 

that surround it should be well defined and people and tools should share a common 

conceptualization about this domain. In this context, ontology can be used to avoid 

misunderstanding and for establishing a common conceptualization. 

An artifact can depend on another one (for example, a requirement specification 

can depend on a use case diagram) and thus the same applies for the corresponding 

SCIs. Thus, when a change on a version of a given CI is requested, an analysis has to 

be done in order to look for possible impacts on versions of other SCIs. A 

configuration manager shall analyze if a change should be done, and which are the 

versions involved that should be checked out. In a checkout action, copies of each 

requested version are generated. Once the copies are changed, they should be checked 

in. The configuration manager should evaluate the changes and according to his/her 

decision, new versions can be created. When a change request is approved, the 

versions involved can be checked out. In a checkout, copies of each requested version 

are generated to the person that requested them. 

According to the ontology-based reference model, artifacts and software tools can 

be placed under configuration management and therefore be treated as SCIs. During 

its lifecycle, a SCI can have many variations. Tracing the SCI's evolution, a variation 

of a SCI can be decomposed or it can depend on another variation. A baseline is a set 

of variations grouped for some purpose. Variations can be versions, which are 

variations that are intended to replace an old one, or variants, which are not intended 

to replace an old one. SCI's variations are submitted to changes, and the dates of 

checkout and check in actions are treated as properties of a change. Responsibilities 

for requesting, authorizing and performing a change are also taken into account. 

Finally, kinds of access to SCIs were assigned to organization project. Due to space 

limitations, axioms and dictionary of terms are not presented. 

5  Conclusions 

SCM will fall into the public domain, as basic services anyone can expect from a 

platform, for instance versioning, rebuilding, basic work space support and so on.  In 

the near future, provided the number of core topic issues to be solved and the 

efficiency, scalability and usability issues will be seriously addressed by SCM 

research. Achieving systems interoperability requires that there is sufficient semantic 

overlap between systems’ respective ontology. Different types of tool capabilities are 

necessary to support the SCM process. Therefore, to provide a widely automated 

support for this process, it is necessary to use different tools, which should be 

integrated in order to interoperate. In this context, domain ontology can be used to 

establish a common conceptualization about the SCM universe of discourse, serving 

as a reference model to map the conceptual models underling SCM tools. 

Acknowledgments. We are grateful to the anonymous referees for their valuable 

comments and suggestions that have led to the better presentation of this paper. 
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Abstract. This paper in view of the Machine Design course characteristics and 

research problem rules summarizes the systemic and the regularity of the 

Machine Design course content, to improve the students' learning effect. In the 

process of teaching, some common knowledge is completed and summed up in 

order to train students’ ability to analyze and solve problems. In the classroom 

teaching, the contents are set mainly in accordance with design, and through the 

great homework of the corresponding design type to consolidate the training, 

strengthen practice links, the students' learning interest and design ability will 

be raised.  

Keywords: machine design, machine element, teaching method, education, 

design ability. 

1  Introduction 

The Machine Design course is a technical foundation course for the general theory of 

machine design and the common machine elements working abilities design. That is 

one of the important technical foundation courses for mechanical engineering in 

engineering colleges. To meet the training needs of wide caliber of mechanical 

engineering, college graduates are required to have more solid foundation，wider 

expertise and stronger adaptability. Therefore, improving the quality of teaching the 

Machine Design course has become more important [1]. This paper discusses the 

teaching methods of this course in the following aspects, with many years practice of 

Machine Design course teaching. 

2  Introducing This Course Characteristics and Research 

Problems Rules to Improve Students’ Learning Effects 

Machine Design textbook [2] contains more content and involves a wide range, but 

the number of teaching hours is less, and teaching contents must be selection [3] 

during teaching. Based on training objectives for mechanical engineering and the 

analysis of general machinery drives, we can learn that, the contents of the threaded 

joints, key joints on the mechanical connection part and the gear drive, belt drive on 

the mechanical transmission part and the bearings, shaft on the shaft system etc. need 

to be focused during teaching. In addition, the standard spur gear transmission in the 
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mechanical transmission should be explained in detail, while compared with the spur 

gear transmission, and based on a little more explanation, the contents of helical gear 

design、bevel gear design and worm drive design can be understood.  

The feature of Machine Design course is using theory in the foundation courses, 

discussing working abilities design issues for various common machine elements. The 

design issues in machine elements, involves a wide range of knowledge and a number 

of factors. Design methods and theories of various machine elements are very 

different from each other, and there is no obvious relationship between each other. 

Moreover, there are more design parameters, information and data. Exercise answers 

and design results are not as unique as those in the foundation course. Evaluation 

criteria are no longer simply divided into right or wrong, but how to be more 

reasonable. As beginners are often not adapted, they will find this course sporadic and 

clutter [4]. In essence, Machine Design course content are also systematic and regular. 

In order to be easily memorized, the block diagram can be used to represent, shown in 

Figure 1. Each chapter of Machine Design course introduces the contents of the basic 

knowledge, the basic theory and the basic skills in three areas about the common 

machine elements.  

Therefore, we should emphasize that this is the important idea to learn the contents 

of later chapters, which can reduce the difficulty of learning this course. So that 

students can avoid the blindness in the learning process and improve learning effects. 

In the teaching contents of the later chapters, not simply copy the order of the 

contents of the teaching material, but also try to organize contents in accordance with 

the above ideas to teach. At the end of teaching the contents of each chapter, doing 

some chapter summaries or stage class discussions help to deepen understanding. 

1.Structure,type of parts

2.Work principle,work

condition

3.Work situation analysis

Motion,force,stress analysis

4.Failure determination

Determining design criterions

5.Design formula or

checking formula  is

derived

6.Design procedure

7.Structural design

Material selection,

material heat
treatment

Use and

Maintain

Basic

skills

Basic

theories

Basic

knowledge

 

Fig. 1. The systemic of the Machine Design course content  
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3  Provide Additional Information on Some Common Knowledge 

to Train Students’ Abilities to Analyze and Solve Problems 

Machine design task is to ensure the life of machine elements within the specified 
period and any possible failure modes not happen which lead to the loss of function of 
the machine elements. Therefore, determining the failure modes of machine elements, 
and providing the design criteria for corresponding to various failure modes, has 
become a very important issue in the machine elements design. 

Figure 1 show that, the structures and the functions of various machine elements 
are different, but, determining the failure modes of machine elements during the work 
and establishing the appropriate design criteria is a necessary part for machine 

elements design. 
For students have no practical experience, they don't understand the structure and 

the function of machine elements well, and often cannot determine the failure modes 

of machine elements during the work, so that it's difficult to understand the design 

process of machine elements, which affects the teaching effectiveness. 
In fact, machine elements will appear a variety of the failure modes during the 

work, for different working conditions, they will be transformed into another failure 
modes, therefore, summarized by the working conditions and the macro performance 

of failure in machine elements, which is shown in Figure 2. Accordingly, machine 
elements can be analyzed, in which failure modes they may occur in some working 

conditions, and can also according to the specific working conditions and the failure 
modes of machine elements analyze the causes. Through such summary, when taught 
the work situation analysis of the specific machine elements, most students are able to 
analyze possible failure modes of the machine elements, in order to better understand 
the specific design procedure of the machine elements. 

Therefore, supplying and summarizing some common knowledge in the teaching 
process can train students’ abilities to analyze and solve problems.  

Failure
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failure
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Excessive elastic

deformation

Impact fracture

Fatigue fracture

Static load fracture

Bearing Strength

Contact fatigue

strength
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Friction

chemical oxidation

Macroscopic topography Failure propertiesThe working conditions of the part

Tensile load,
Compressive load,
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Fig. 2. Failure modes of machine elements  
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4  Strengthening Practice and Improving Students’ Learning 

Interest and Design Abilities 

The purpose of the teaching is to let students to grasp the design of common machine 

elements and have the design capability of simple mechanical transmission device. 

Therefore, the core of the practical teaching in this course is how to strengthen 

students' design abilities, especially the design ability of structure, in order to simulate 

the interests of students' learning and cultivate their abilities of creation.  

The specific practice in the classroom teaching is listed as followed: The contents 

are set mainly in accordance with design, and every time at the end of teaching the 

design theory of major machine elements, the great homework of the corresponding 

design type is arranged or students are allowed to select topics of some interesting 

design types, to consolidate the training [5]. For example: 

Great homework topics of the threaded joint and the screw transmission parts are 

(1) Structural design of the threaded joint, (2) bolt design on the sliding bearing, (3) 

Screw jack design. 

Great homework topic of the mechanical transmission parts is (1) Design V-belt 

drive for blower by the motor-driven. 

Great homework topics of the shaft system are (1) Structure correction of the shaft 

system, (2) design of the shaft components for cylindrical gear drive. 

For each great homework topic, the content of the job is determined, the homework 

guide is written, students are required to complete specific design in accordance with 

homework guide，and finally finish assembly drawings and write the manual of 

design calculations, so that they have the chance to independently make plans and 

carry them out, but it must be completed within a certain time to think, look up data 

and do some researches to complete. Thus letting students to overcome and deal with 

the difficulties and problems by themselves during the design. In the process of the 

design practice, understanding and grasping the required knowledge and skills of the 

course, experiencing the hardship and fun of creation, training the ability to analyze 

and solve problems, which is a challenging work for the students, and can contribute 

to make the creative talents stand out. 

In addition, after the course, the course design has three weeks time to further 

strengthen the student's design ability. Through course design, students are let to 

better understand a complete design process, expand their thinking in the field, train 

their computing power and drawing skills, improve the comprehensive analytical 

ability, and know the use of standards, manuals and data, so that students have a more 

comprehensive design training. After the course design, most of the students reflect 

that, the harvest of the course design is very large, even better than a few courses, and 

they get the basic training as engineering and technical personnel in mechanical 

design. 

The above are my explorations in the teaching process, through the application, 

students’ enthusiasm for learning are increased, the learning initiative has also been 

improved significantly, and the knowledge of Machine Design is mastered more 

strongly. 

It should be noted that the level of improving students’ design ability depends not 

only on factors of teachers or the objective conditions provided by the courses, the 
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enthusiasm and initiative of learning is also a very important factor. In addition, 

students’ level of understanding and master the knowledge of the foundation courses 

(Such as the Interchangeability and Measurement Technology, Engineering Materials, 

Theoretical Mechanics, Material Mechanics, Engineering Drawings, etc.) is also one 

of the important factors [6].  
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Abstract. We conduct feature extraction and feature selection of the pattern of 

traffic signs based on environmental characteristics of the road tunnel, and the 

color and shape information of traffic signs, then further accomplish multi-level 

classification of traffic signs using decision tree method. The method proposed in 

this paper based on decision tree classification algorithm can convert a complex 

multi-class problem into several simple classifications. Experimental results 

show that the algorithm has good recognition results. 

Keywords: Traffic signs, pattern recognition, multilevel classifier. 

1  Introduction 

With the rapid development of highways, the number and length of the road tunnel rise 

dramatically. The road tunnel was hidden due to its structural characteristics of ribbon, 

bringing a series of changes to the road traffic environment. Tunnel security situation is 

very grim, especially those of several kilometers, as a result, a major highway tunnel 

traffic accident have occurred. In most cases, enclosed in a small space inside the 

tunnel, the monotonous visual environment, the blocked driver's sight, and a sense of 

isolation from the outside world caused by emotional stress, many vehicle drivers often 

ignore the road sign information, and further leading to road traffic violations events, 

and even causing a traffic accident. How to guarantee the safety of highway tunnels and 

avoid tragedy has attracted wide attention in all aspects. 

The real-time detection of traffic signs information within the highway tunnel by 

the use of computer image processing technology, and giving directions or making 

timely warnings to drivers to prevent traffic accidents is one of important tasks in safe 

driving support system of intelligent transportation system. Highway tunnel traffic sign 

detection is an example of image recognition technology, which can be applied to other 

aspects of the automotive industry. Automatic detection of traffic signs within the 

tunnel is based on image processing and pattern recognition algorithm, and the demand 

for camera-based driver assistance systems in automotive industry is also growing [1].  

The difficulties of highway tunnel traffic signs detection lie in image segmentation, 

feature extraction and classifier design. This paper presents a color and shape-based 

multilevel classification of traffic sign recognition algorithm as for environmental 

characteristics of the tunnel and the morphological characteristics of road traffic signs 
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in China. This algorithm can realize feature extraction and feature selection according 

to image color and shape information on traffic signs, and then, multi-level 

classification of traffic sign recognition using the decision tree method, converting a 

complex multi-class problem into several simple classification problems, basically 

guaranteeing of the effectiveness of real-time traffic sign recognition algorithm in 

tunnel. 

2  Characteristics Analysis on Color and Shape of Traffic Signs  

Traffic signs has been designed considering the driver's visual ability, hearing ability, 

the ability to understand information as well as motor ability, hence, being brightly 

colored, simple images and eye-catching. Existing automatic traffic sign recognition 

algorithms are mostly based on the color, shape and location information of traffic 

signs. 

Traffic signs in China are divided into ban signs, direction signs and warning signs. 

The characteristics of other categories are as followed (shown in fig.1). 

 ban signs: ① red border, white background, black design, round and the 

angle of the triangle down; ② black frame, round shape. 

 direction signs: Blue and white pattern, round and rectangular shapes. 

 warning signs: Black frame, yellow, black design, equilateral triangle 

upward. 

In short, the colors of traffic signs border are blue, black, red etc., the shapes include 

round, triangle and rectangle, the area of traffic signs can be detected according to the 

color and shape of the traffic signs border (seen in Table 1 ). 

 
 

 

 
 

Fig. 1. Representative traffic sign pictures 

 



 Automatic Recognition Algorithm of Traffic Signs in Road Tunnel 679 

 

 
 

Fig. 1. (continued) 
 

 
Table 1. Shape and color of traffic signs 

class factors

Frame color Pattern color Background color shape

ban signs red Black, white Black, blue Round ,triangle 

direction signs blue white blue Round ,rectangle 

warning signs black black yellow triangle 

3  Automatic Recognition Algorithm of Traffic Sign 

The focus on tunnel traffic safety receives continuous improvement, traffic sign 

recognition methods are constantly emerging, some of the old method has been 

improved. 

G. Piccioli [2] proposed a traffic sign recognition method based on template 

matching, developed template matching target identification system, extracted internal 

pattern in traffic signs using the edge detector, matching the internal design and 

database template to achieve the recognition of traffic signs classification. However, 

this method is limited to the traffic sign recognition in experimental condition, if there 

is distortion and noise images in the traffic signs to be identified, this identification 

method might be ineffective. 

Zheng Fangping, etc. [3] proposed a neural network structure based on two layers 

traffic sign recognition methods. Due to many types of traffic signs, two layer neural 

network structure are used for identification, image features are sent to first-class 

classifiers to obtain the rough classification of image type, and then into the second 
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layer for appropriate classification. This traffic signs recognition method has good 

results on standard images. 

Xu Huaqing
 
[4] proposed a traffic sign detection method searching and determining 

the position based on color and shape. First, set the HSB color space threshold to 

segment color region, search the segmented color image make the initial position of the 

region of interest, to narrow the color search area, to improve detection efficiency; 

Then, according to characteristics of the consistent pixel color of traffic signs border, 

traffic signs detection has been done to the color region of interest. This approach 

focuses on the selection of features and training and updates of characteristics library. 

There are other methods of classification of traffic signs [5], such as genetic 

algorithms, simulated annealing, the identification based on moment invariants and 

based on statistical and classifier and other. 

The process of Image identification from real traffic signs is shown in Figure 2. 

 

 
 
 

 

Fig. 2. Recognition algorithm flowchart of traffic sign 

Through the analysis of characteristics of color and shape of traffic signs, border 

color is the best classification characteristics , the values of which are blue, black, red. 

In addition, traffic signs have a regular geometric shape (circle, triangle, rectangle). 

Therefore, the shape of traffic signs are also essential characteristics of the 

classification. 

Decision tree method [6] is one of effective methods in the pattern recognition to 

classify, for multi-peak distribution for multi-class problem, this method is particularly 

simple and convenient. A complex multi-class problem can be converted into several 

simple classification problems to solve using the decision tree. It is not an attempt to 

use an algorithm or a decision rule to separate a number of categories, using 

hierarchical form, so that classification problems are gradually solved. 

A decision tree is formed by a root node n1, some terminate nodes ni and a group of 

non-terminated nodes tj and a few components (shown in Figure 3), can be marked with 

various types of tj label, and sometimes different termination can occur on the same 

node category label. If T is the decision tree, then a decision tree T corresponds to a 

feature space division, it divided the feature space into several zones in each area, and 

the category dominated by the sample can be marked with the types of class labels. 

The decision tree classifier can be expressed mathematically as follows: 

Given sample set A, where the samples are c categories, with Ai that A belongs to 

class i in the sample set, define a target set I = {1,2, ..., c} and a non-empty sets I set T = 

{I1, I2, ..., Ip}. 

Design a decision tree, we should primarily address the following questions: 

 to select a suitable tree structure, that is a reasonable arrangement of nodes 

and branches of trees; 

 

Object 
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Classification 

identification 

Image 

reading 

Image 
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Fig. 3. Decision tree diagram 

 identify each non-terminal node on the characteristics to be used; 

 select the appropriate decision-making rules in each non-terminal node. 

According to the characteristics and classification rules of traffic signs and 

decision-making, decision tree to identify the traffic signs can be constructed. 

 

 
Fig. 4. Decision tree of traffic signs 

 
In Figure 4, n1 is the root node, select the border color as a feature x1, by the value of 

x1 the signs are divided into three categories, n2, n3, n4 are non-terminal nodes, then 

select the frame geometry as a feature are, non- end nodes n2, n3, n4 further subdivided, 

the triangle symbol on the black borders of non-terminal node n7, select a special color 

pattern as classification features x3, t1 and t1 have been two end nodes, which have 

identified the category of signs. Select the percentage of the width pattern as 
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classification features of non-terminating node n11, terminated node t3 and non-terminal 

node n11-n14 have been obtained. To select category features and classify at the same 

time back and forth, until there is no non-terminating node. In figure 4, k1-k5 is the 

classification threshold characteristics, and its value has been obtained from the 

training samples, which can changed as change of training of the system. 

4  Experimental Results and Analysis 

To test this traffic sign recognition algorithm performance, we conducted 100 real 

images and 200 test standard map, the results are shown in Table 2. Through 

experiments, the method can obtain good experimental results. 

Table 2. Identification rate in the algorithm of traffic signs 

image types test image 
number 

pass image 
number 

identification 
rate(%) 

real images 100 86 86%

standard images 200 192 96%

  
In this paper, the more successful model of HSV visual image segmentation 

technique has been used to segment the traffic images. Through the method, the 

connectivity of traffic images is quite good, which directly affect the further object 

extraction and recognition. The decision tree is used in multi-level classifier. The traffic 

sign recognition and classification have been conducted on hundreds of pieces of the 

real images and the standard images. Amongst, the classification feature selection of 

the decision tree algorithm is very important, this paper adopts the form of a percentage 

value to indicate the classification feature, which can improve the classification 

characteristics of robustness, thereby increasing the recognition rate of the algorithm. 

In contrast, the real images have higher identification error rate, mainly due to poor 

quality of the pictures when the image segmentation stage too much information has 

been lost, but also the extraction process led to some noise disturbance resulting in false 

identification, additionally, lack of classification features is also a major factor. 

5  Conclusion 

The real-time recognition algorithm in highway tunnel traffic sign is a typical 

application of complicated scenarios automatic target extraction and recognition. The 

process of completion of the human detection, identification and other visual tasks is 

quite complex, involving not only the visual system, and has a close relationship with 

the human brain intelligent system, many of the mechanism is not clear. To conduct 

automatic extraction and target recognition deeply in the field of computer vision 

research, there are a lot of work to do. As an important part of artificial intelligence, 

computer vision research and development are at an early stage, but it also means that 

this area has broad prospects and development. 
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This traffic sign recognition involves image processing and pattern recognition 

fields, due to traffic signs in the actual situation are more complex and diverse, so in 

practical applications there is need for further testing and research. This traffic sign 

recognition method is simple, there are some reliability and validity. But there is still 

some areas needed for attention and improvement: 

The contents of this paper does not conduct the actual verification in the actual 

vehicle, but only images from the visual sensor have been studied, the practical 

application need to be researched in the future. 

Although this algorithm has some robustness, but also is lack of adaptability, 

algorithm has been improved to achieve better results in more practical environment,. 

The characteristics of the extraction of traffic signs is affected by the image quality 

and light factors greatly, how to reduce image interference and greatly the retaining 

factor characteristics is to be further studied. In addition, how to define and extract the 

characteristics of complex graphics, so to ensure the accuracy of the case to maintain a 

reasonable amount of computation, the algorithm needs further exploration. 
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Abstract. This paper presents a new method based on edge detection and 

morphology for the license plate localization, in this method ,first pre-

processing of license plate image, then using Sobel operator for edge detection, 

and then using mathematical morphology processing image, then according to 

the priori knowledge and license plate aspect ratio to get the exact location of 

the license plate, and finally use horizontal projection and vertical projection to 

accurate positioning of the license plate. Simulation results show that the 

algorithm speed, high accuracy, to achieve the desired effect. 

Keywords: Edge detection, license plate localization, morphology. 

1  Introduction 

With the development of social economy, the car has increased dramatically, the 

number of traffic control, safety management, charge management requirements also 

is increasing day by day, using electronic information technology to realize safe and 

high intelligent transportation become the main development direction of traffic 

management . Car license plate number is the only vehicle "status" logo, license plate 

recognition technology can not make any alterations in car to realize "identity" 

registration and verification, the technology have been used in road charges, parking 

management, traffic induction, traffic law enforcement, a road check, vehicle 

scheduling, vehicle testing and other various occasions. Position the image and 

character segmentation is the key to license plate recognition. 

2  License Plate Location Method 

According to the different characteristics of the license plate,we can use different 

positioning methods. The most common positioning technologies are mainly based on 

edge detection [1,2],based on color segmentation [3,4,5], based on genetic algorithm 

approach[6],basedonneural network[7,8],based on mathematical morphology[9],based 

on gray degree of image texture feature analysis[10] etc. But the method based on 

mathematical morphology, plate area location can not accurately determine the 

location of the border around the plate, it must be combined with other positioning 

methods for accurate positioning. Analyze the advantages and disadvantages of 
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various positioning methods, this approach based on edge detection and mathematical 

morphology for the license plate localization. 

3  License Plate Localization Process 

3.1  Gray Image 

Color images contained a large color information, not only in the storage, and dealing 

with them will reduce the execution speed of the system, so in the image recognition 

color image often change to gray image, so as to speed up the processing speed. The 

color conversion for gray process called gray processing. the standard of the choice is 

after gray transform, the dynamic range of pixels increases, the image contrast 

expansion , make the image become clearer, exquisite, easy to recognize. In the color 

image, the color of each pixel decisions by the R, G, B components, each byte for 8 

bit, says different brightness values between 0 to 255 , the three bytes combination 

can produce 16.7 million different colors.. In the gray image, pixel gray level with 8 

bit said, so each pixel is one of the 256 kinds of gray between black and white . The 

description of the gray image reflect the same with color images , still reflects the 

local color and brightness level of the distribution and characteristics in the entire 

image.Gray image, the processing methods are the following three:  

Maximum method: R = G = B = Max (R, G, B), 

Average method: R = G = B = (R + G + B) / 3, 

Weighted average method: R = G = B = (0.299R +0.588 G +0.113 B) / 3. 

This paper used the weighted average method for gray-scale image processing, gray-

processed image shown in Figure 1. 

 

 

Fig. 1. Gray image 

3.2  Binary Image  

Graying later, there are 256 separate colors in image, to reduce pixels interference, 

further enhance the processing speed, should be converted grayscale to binary image, 
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binary image is only have black and white two color pixels, the license plate area 

character can be a clear distinction to background . This paper uses a global threshold 

binarization method. Set the original gray image is f (x, y), after binarization the 

images is g (x, y), binarization processing as follows: 
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Here, T is called the binarization threshold (Threshold), in gray-scale image ,pure 

black is 0, pure white is 1. After binarization processing, the foreground and 

background colors separated by the black and white, choose a different threshold may 

be different separation. Image binarization show in Figure 2: 

 

 

Fig. 2. Binary image 

3.3  Edge Detection 

There are many edge feature extraction method, commonly used edge detection 

algorithms can be divided into the first derivative and second derivative algorithm 

categories. First order differential algorithm main have gradient operator、Roberts 

operator、Sobel operator、prewitt operator、Krisch operator, etc, the second order 

differential algorithm is Laplacian operator and Wallis operator for representative. in 

several classic operators of edge detection , Sobel operator is simple, fast processing 

speed, and the edge after process is smooth and continuous. This article chooses the 

Sobel operator on edge detection, Sobel operator is the form of filter operator, used 

for edge extraction, can use the fast convolution function, simple and effective, so 

widely used. Usually use the following two convolution nuclear (h1 and 

h2 )respectively on the horizontal and vertical image edge detection.  
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The results shown in figure 3:  

 

 
 

Fig. 3. Sobel operator edge detection 

3.4  Morphological Processing 

Mathematical morphology, there are four basic operations: dilation, erosion, opening 

operation and closing operation. Dilation and erosion is the most basic morphological 

transformations, they are each dual relationship.Morphology of erosion is the basic 

arithmetic. Its implementation is based on the filling structure element concept.one of 

the most simple use is eliminate irrelevant details according to size of the binary 

image.The erosion of A by B can be expressed as: 

{ }ABZBA Z ⊆=Θ )(  

Dilation is the dual operation to erosion , dilation has expanded the role of the image, 

The dilation of A by B can be expressed as: 

{ }∅≠∩=⊕ ABZBA )ˆ(  

The morphological opening of the image A by element B, denoted A B , is simply 

erosion of A by B, followed by dilation of the result by B:  

BBABA ⊕Θ= )(o
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Opening operation generally make contours becomes smooth of the object, disconnect 

the narrow piece, eliminate fine protrusions. 

The morphological closing of A by element B, denoted A B• , is dilation 

followed by erosion:  

( )A B A B B• = ⊕ Θ
 

Closing operation is similar to make contour more smooth, but in contrast with the 

open operation, it is usually to eliminate a narrow discontinuous and long thin 

gap,eliminate small holes and fill the fracture of the contours. 

Selection structure elements to operator is the key of morphological operations, the 

different size and shape of structural elements produce different results in the image 

morphological operations.Common structural elements generally shows the square, 

quasi-circular and rectangular.This algorithm selected 2×1 rectangle structure 

element, first, make erosion operations with binary image , de-noising processing.  

After denoising the binary image also contains many other areas outside the region in 

addition to containing the license plate, then use 25×25 structuring element to make 

closing operation and opening operations with image. See fig 4 and 5: 

 

        

         Fig. 4. Image closing operation              Fig. 5. Image opeing operation  

3.5  License Plate Tilt Correction and Accurate Positioning  

According to the prior knowledge, analysis the image after morphological processing, 

to compare whose aspect ratio is closer to the actual license plate aspect ratio, then 

extraction and display it.After treatment the location of the license plate can be 

initially determined, as shown in Figure 6, then make local analysis with the basic 

orientation of the license plate images to further define the range of characters, this 

paper use the Hough transform to get the license plate tilt correction, and then use the 

level projection and vertical projection to process the image, to reduce the license 

plate of the left, right and bottom margins to determine the specific location of a car 

license. The end result shown in Figure 7. 
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         Fig. 6. Initial positioning plate             Fig. 7. Precise positioning plate 

4  Experiment Results   

This paper presents a new method based on edge detection and morphology for the 

license plate localization,make simulation with 200 vehicles images of different 

background and light conditions on MATLAB, the experimental results shows that 

the method speed and recognition rate are ideal.  
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Abstract. In order to enhance the oil production safety management and to 

detect the abnormal state production and curb illegal phenomenon in time, de-

sign video alarming system of petroleum. The central chip of system is 

TMS320DM642,and system is divided into three parts, video acquisition mod-

ule for real-time monitoring of oil field, the function of video processing mod-

ule is image processing and analysis, when the abnomalies occurred, alarm 

wireless alarm module, achieve remote monitoring of oil fields. 

Keywords: Video surveillance, TMS320DM642, Wireless alarm system. 

1   Introduction 

In recent years, with the rapid development of digital video technology, digital moni-

toring system becomes more and more robust. Because special environment of Oil 

field, for example Oil wells are scattered in a large area in oil field, where the terrain 

is complex, and extractive process of petroleum is continuous and with poisonous 

gas,. If professional staffs manage and service productive process of the oil Wells, it 

requires a lot of time and money, and the processing of abnormal state often is not 

solved timely. Therefore the oil exploitation require video monitoring and alarm sys-

tem to achieve production monitoring, then it realize safe and efficient production 

process. 

This paper design video monitoring and alarm system based on DM642.This sys-

tem accomplish the remote monitoring of oil Wells, In the abnormal state cases, it 

starts alarm system and transmit video, This allows us to analyze the situation and 

prepare for analysis. The Video transmission reduce the occurrence of false alarms. 

2   The Design of System Hardware 

2.1   The Hardware Structure of the Whole System 

Video monitoring alarm system consists of Video capture module, the video 

processing module and the Wireless Alarm Module. the diagram for system architec-

ture as follows: 
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Fig. 1. The whole system 

Through the CCD camera collects the video signal,then send the signal to the video 

decoder, after decoder decode the signal,The DSP processing complete video com-

pression and transmission it to the network, then store processed video signal, while 

the MCU to determine the alarm. If there is an abnormal situation, the MCU transmit 

a signal to the wireless transmitter, After wireless receiver receives the alarm signal, 

the alarm system alarm. 
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consider a system-level sorting of power supply voltage,the purpose is to prevent 

power disturbances which may damage the circuit.TPS54310 power chip[2], To com-

plete the requirement of the power circuit design ,hardware circuit shown in fig-

ure ,The design allows the normal and orderly supply order and ensure the effective 

operation of the whole system. 

 

Fig. 3. Power circuit 

In the design,there are 5 volts of power on the TPS54310 chip,after the correspond-

ing chip setting, The output voltage oftpps54310 are 1.4 volts and 3.3 volts, design 

make the first TPS54310 's pin PWRGD connect with the second TOS54310's pin 

SS/EN. When the first chip output reaches + l.4V stably. The first chip send a high 

level to the second one. When the value is higher than 1.2 V, the second chip start. 

This ensures that  CPU Vcore's supply is earlier than peripheral voltage. 

2.3.2   Reset Circuit 

The role of reset monitoring circuit is to ensure that the system can be adjusted by the 

reset state at any time. To prevent the system in the state of uncontrolled. In the de-

sign we use TPS3823-33 chip to monitoring power system, WATCHDOG circuit 

receive DM642 timing signal from the CPU through WDI pin[3] That avoid the sys-

tem program failure problems. Circuit diagram is as follows: 

2.3.3   External Clock Circuit 

In the system, DSP's operating frequency is 600MHZ.The EMFI pin of DM642 need 

frequency of 133MHz ;25MHz for EMAC control chip ,and UATR driver chips  
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2.3.5   Wireless Alarm Module 

Wireless alarm module is divided into two parts. One part is communication with the 

DM642, when abnormal phenomenon occurred, it sends alarm signals, Another part 

of the design is in the control room, to receive an alarm signal and achieve alarm 

function. Alarm module to predict consist of DM642, MCU and wireless transmitter 

chip.DM642 chip communicate with MCU.MCU processes the data from DSP and 

decides whether start the alarm or not. Figure for wireless alarm circuit : 

 

Fig. 6. Wireless alarm module 

System selected NRF401 wireless transmitter and  T89S51 chip. Video data trans-

mit through the DSP UART interface, be switched the level by MAX232, and then 

AT89S51make the decide to send the alarm. If it is needed to alarm, the NRF401 start 

to work. 

3   Software Design 

System is alarm Real-time image processing and alarm system.Software process de-

scribes the video image processing functions and alarm functions, As shown in Figure 

8, after DM642 reset, the system make initialization. Including the EMIF, memory, 

SAA7111 and the microcontroller and other parts are initialized, and the CCD camera 

and capture video of Wells. After the video signals are processed, Video information 

are transmitted through the UART to the microcontroller, The data is compared with 

threshold in the MCU. If it is greater, Alarming.  



 Oilfield of Video Monitoring and Alarm System Based on DM642 697 

 

Fig. 7. Software Design 
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4   Conclusion 

This paper studies and analysis of intelligent video systems based on TMS320DM642, 

design the hardware to complete the most basic minimum intelligent video alarm sys-

tem, Such oil monitoring system can detect the status of oil well  and the unusual cir-

cumstances surrounding. Sensors are traditional on-site collection equipments, it make 

errors frequently because of complex environment surrounding the well. The system 

replace the sensor with camera. It determine whether treatment is right through the 

screen, accurate and reliable. System can be monitored for oilfield, it can also be 

adapted to other monitoring and alarm applications. With the improvement of device 

functions, DSP-based monitoring and warning system will have great prospects. 
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Abstract. In view of the preparation of the individual implants for artificial bone 

grafting procedures, this paper puts forward a new kind multi-scale modeling 

idea for artificial bone. First, build up the corresponding macro-level CAD model 

of the patients based on CT data; Secondly, realize the bone’s internal property 

by analyzing the gray-scale of the patients’ CT image and build up the mi-

cro-scale model in Pro/E; Finally, obtain the multi-scale CAD model of the ar-

tificial bone that match with the remaining parts by combing the macro-scale and 

micro-scale model and convert it into STL files to complete the preparation of 

implants. The further mechanical analysis was finished for the structure selection 

of multi-scale implantation.  

Keywords: CT data, bone tissue engineering, multi-scaled modeling, Rapid 

Prototyping（RP). 

1   Introduction 

At present, the therapy methods for bone defection sufferer contain self bone graft, 

variant bone graft and artificial bone graft. [1-2]  There’s more benefits of artificial 

bone graft than other surgery schemes such as little wound, none exclusion action, easy 

done and etc. But, the artificial bone used in surgery is of serial standard parts which 

match the stump with low decision, bring about the self-adaptive reshape of bone tissue 

and deduce the stability of implants in body. How to solve these problems brings out 

the work of individual customization artificial. 

Including bone tissue engineering technology, multi-scale modeling methods was 

applied based on CT/RE/RP technology which can be used for CAD modeling of suited 

implants. 

2   Macro Implantation Modeling with CT Datum 

To get the CAD model of implantation, there’re several kinds of data procession and 

rehabilitation methods. One is the STL data processing method which describes the 

true surface and its easy operated for no-complex structure defection. The second 

method is of NURB, which can create sleek surface for the more complex restructure. 

There are numerous steps with the second method where the Boolean operation  
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between STL and solid model is needed firstly, and then the outer side with contour 

design can be repaired to thin, last the thickness of thin layer should be increased to the 

size needed. The third is of datum which can restructure the model automatically 

compared with the model in data base to find the best resolution.
 
[7, 8, 9]  

The patient in this case is of male with age of 40 years and the original datum was 

supplied by  Chinese Medical University which was gathered by transect scanning the 

thighbone with multi-detector-row computed tomography. 375 layers picture was 

gathered and saved with the criterion of DICOM 3.0. The scanning parameters selected 

listed in table 1. 

The areas with different gray scale containing background, parenchyma and bone 

tissue scanning datum of thighbone was created and was put into the software by setting 

right gray scale value and drawing out the information from different area to restructure 

inter and outer surface of bone tissue.
 
[3, 4] The dot cloud datum of 3D model can be 

created by reverse engineering interface from which the triangular patch model was 

gotten by simplifying and filtering. Lastly the CAD model can be gotten by NURBS 

surface fitting, see figure 1. 

 

 

Fig. 1. The flow chart of 3D modeling of bone tissue

Table 1. The scanning parameter of row CT 

voltage(V) cur-

rent(mA) 

thickness(mm) interval(mm) pitch(mm) veloci-

ty(mm/s) 

120 300 1.25 0.625 12.5 9.4 
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The removal area should be defined by the doctor who works out the surgery scheme 

and the serial operation can be done with the 3D CAD model of bone tissue such as the 

mirror and Boolean operation. Eventually, the macro-scale CAD model of implant was 

built up. 

When the big surface patches were built up, the smaller grid should be used to dis-

section them. The grid numbers can be controlled by defining its precision. The higher 

precision of grid, the more detail of model be contained, see figure 2 and 3. 

 

Fig. 2. The construct patches of femur Fig. 3. The femur grid model 

In the processing of thigh bone restructuring, there’s some deviation between model 

and the real for the datum simplification and smooth operation, so the deviation de-

tecting should be done to compare the restructuring datum with original dot cloud, see 

fig. 4. The deviation in the middle of thigh bone is smaller than in the both ends which 

is less then 0.4 mm. Compared to the discrete original datum, the deviation was per-

mitted for the further prosthesis design and biomechanics computer.  

 

Fig. 4. Deviation of NURBS surface reconstruction 
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3   Micro-scale Modeling of Thigh Bone Tissue 

Ideal artificial implantation contents both sides of precision outer shape and inter 

micro-scale structure match with human self bone tissue to ensure the long term sta-

bility when it was implanted in human’s body. Bone tissue is a kind of heterogeneity 

material which exhibits different structure and mechanical character in different dis-

section part, where the linear relation between surface density ρ  and the HU value 

t
N  can be approximate represented as formula 1. [5] 

32.0 / / 1600
t

g cm Nρ = ×                                       (1) 

The material character can be represented as formula 2.[4] 

3.0

)]//([1904
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=

=

=

λ

ρ

ρ

cmgE

cmgE

                                          (2) 

Where, ( )E MPa  is of modulus of elasticity, λ  is of Poisson ratio. 

Utilizing the value of HU computed by draw profile line, see figure 5, the distributed 

function of surface density ρ  of artificial implantation and equivalent modulus of 

elasticity E can be computed. 

Where, x is of the distance between dot on implantation and the centre of circle. 

 

(a) direct measurement (b) simplification

Fig. 5. The distribution of HU value of bone tissue 

4   Micro-scale Structural Analysis of Implantation  

The implantation plays the role of ground substance outside of cell in tissue engineer, 

which is to simulate the structure and function of ground substance in bionics. So the 

listed unit cell structure was applied. 
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A new type of cell unit structure was put forward by comparing other kind of cell 

structure, where several pore plates were put together to build the frame construction, 

see fig. 6. The original shape of cell unit can be controlled by plate thickness t, side 

length l and circular orifice r. For the every layer in the case was one third of cylinder 

all with 1mm thickness and 30 mm highness, the cell unit was modified, see fig.6 (b). 

As the basic unit of micro-scale model, the material for this structure was proposed as 

tension dominant and the structure contains high strength-apparent density ratio which 

the ideal cell unit used in bone tissue engineer. 

 
      (a) Model of framework of perforated plates                           (b) model after modified 

Fig. 6. The illustration of the unit-cell applied in this paper 

When the Boolean operation was done between built macro-scale model and mi-

cro-scale unit cell, the prosthesis multi-scale model was built for the further surgery and 

mechanics analysis, see fig. 7. 

 

Fig. 7. The generation of the multi-scale model of femoral prosthesis 

5   The Mechanics Analysis of Multi-scale Model  

Through the analysis of the built multi-scale model, the micro cell units were arrayed in 

the way of seriation and piled up to be a kind of macro-shape cellular structure which 
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includes more details and is not suitable for finite element analysis. The model can be 

equivalent as a kind of layer model with function grads material based on uniformity 

theory, see fig. 8. The parameters used in formula 1 were listed in table 2.   

Table 2. The material parameter of the multi-scale model of prosthesis 

layer 1 2 3 4 5 6 7 8 9 10 

E 6.6 7.8 11.5 14.2 15.0 15.0 14.3 10.5 7.1 6.8 

 

           (a)                                                        (b)                                                (c) 

Fig. 8. The finite element modeling process of prosthesis 

Von Mises equivalent stress was selected as the main guide line of the model, which 

contains many kind of stress components. The stress distribution was described in 

positive correlation with mechanical property of prosthesis material showed as figure 9 

and figure 10 and the stress value is bigger in the middle than in ends. The biggest stress 

value appeared in the one third of parts and the stress distribution of multi-scale model 

consisted with it of the original bone.  

 

Fig. 9. The contour plot of Von Mises stress 

in complete femur model 

Fig. 10. The contour plot of Von Mises stress  

in femur with tumor excision
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6   Conclusions 

The multi-scale implantation modeling method was applied to simulate the self bone 

structure in biology, which is good at the match ability and the permeability to fulfill 

the needs of bone tissue engineer. It both realizes mechanism and biology fixation 

which can deduce the movable probability of prosthesis and ensures the stability. 
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Abstract. This paper proposes a method for representing a delayed input 
system through state variables. The main idea is to use a finite-dimensional 
approximation for the delay operator in order to find a state-space 
representation of an input-delay system. This representation is based on the 
canonical observer form, and a Luenberger-type observer has been proposed. 
The delay has a rational representation and it is obtained by means of a classical 
Pade approximation. A linear observer is used to estimate the delay-free output, 
which is used within a compensation scheme to stabilize the real process by 
means of a suitable controller. 

Keywords: State-space representation, PID controller, observer canonical form. 

1   Introduction 

Time delays commonly appear in process control problems, because of the distance 
velocity lags, recycle loops, loops composition analysis, or when approximating higher-
order systems with a lower-order system with a time delay. Many controllers have been 
developed for stable processes. When the time delay is small, a Proportional-Integral-
Derivative (PID) controller commonly suffices to give acceptable performance. For large 
time delays, the Smith predictor [1] provides an open-loop estimate of the delay-free 
output, leading to an effective compensation scheme. Watanabe and Ito [2] presented a 
modification of the Smith predictor to reject a load disturbance. The main drawback of 
these control schemes is that the time delay of the process should be exactly known, 
otherwise there will be a small steady-state error. Along the same idea, Åström et al. [3] 
proposed a new Smith predictor structure that provides superior performance. Its 
advantage is that the disturbance response is decoupled from the set-point response and 
hence can be independently optimized. The Smith predictor schemes, for stable 
processes, give improved performance for dominant delays, whereas the original Smith 
predictor cannot be applied to unstable processes because it cannot cancel unstable poles. 
This has motivated the design of modified forms of the Smith predictor [4-7]. It is clear 
that the performance of the proposed modified Smith predictor strongly depends on the 
stabilization of the unstable processes. This work focuses in proposing a stabilization 
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scheme for unstable processes with time delay. A Luenberger-type observer is 
constructed. The reconstructed (i.e. observed) output of the delay-free process is fed back 
to stabilize the real process by means of a suitable controller 

2  State Space Representation of Time Delay 

The real process is assumed to be linear time invariant, and is denoted as ܲሺݏሻ. The 
model is denoted as ܲሺݏሻ ൌ  ሻ is delay-free process. A state spaceݏሺܩ ሻ݁ିఛ௦, whereݏሺܩ
representation for ܩሺݏሻ  can be easily obtained for the process ܲሺݏሻ  using ߬ ൌ Ͳ 
(system without time delay) as, ݔሶ ൌ ሻݐሺݔܣ  ሻݐሺݓ .ሻݐሺݑܤ ൌ ሻݐሺݔܥ  ሻ. (1)ݐሺݑܦ

In general, a realization in state space in the canonical observer form of delay can be 
represented of as follows. ݔሶ ൌ ሻݐሺݔܣ  ሻݐሺݓܤ ሻݐሺݕ .  ൌ ሻݐሺݔܥ  ሻݐሺݓܦ  . 

(2)

Where the coefficient of the previous equations is defined in general form by 

ܣ ൌ ێێۏ
ۍێێ
െܽଵെܽଶെܽଷ      ͳͲͲ ͲͳͲ ͲͲͳ ڮڮڮ ͲͲͲ ͲͲͲڭെܽିଵെܽ ۑۑےͳͲڭ ͲͲڭ ڮڮڭ ͲͲڭ ͲͲڭ ͲͲڭ  

ܤ                    ,ېۑۑ ൌ
ێێۏ
ێێێ
ۑۑےͲʹܽڭଵͲʹܽଷͲܽʹۍ

ۑۑۑ
 .  ې

ܥ  ൌ ሾͳ Ͳ Ͳ  Ͳ  Ͳ  ڮ  Ͳሿ,                         ܦ ൌ ሾሺെͳሻሿ . 

(3)

with ܽି ൌ ሺଶିሻ!ሺିሻ! ଵఛషೖ  . (4)

The state space representation of the delay term, for a Pade approximation of order ݊ 
(2), and the process delay-free (1) can be integrated to a state variable representation of 
the system denoted as ܲሺݏሻ, as follows. ݔሶ ൌ ሻݐሺݔܣ  ሻݐሺݑܤ ሻݐሺݕ .  ൌ ሻݐሺݔܥ  ሻݐሺݑܦ  . 

(5)

The coefficients of the representation in previous state variables can be determined by 
applying the following equations (6), and then the state vector is defined by ݔሺݐሻ ൌሾݔሺݐሻ  .ሻሿ்ݐሺݔ
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ܣ ൌ  ܣ Ͳܤܥ ൨ܣ , ܤ ൌ  ൨ܦܤܤ , ܥ ൌ ሾܦܥ ,ሿܥ ܦ ൌ ሾܦܦሿ  . (6)

3  Design of Continuous Estimator and Controller PID 

Consider a first order unstable system with delay, e-s, and the transfer function ܻሺݏሻܷሺݏሻ ൌ ͳݏെͳ ݁െݏ  . (7)

The estimator design is based on a Pade approximation of order n = 4 to estimate the 
state variable W(s) of the system without time delay, this signal cannot be measured. 
A control scheme with the feedback of the estimated state is shown in the Fig. 1. The 
observer of states estimates the state variables based on the measurement of the output 
variables and control. The gain vector G = [G1 G2]

T of the state estimator is 
determined by a continuous mathematical model constituted by two parts. The first is 
obtained from delay-free lineal component and the other is obtained from the delayed 
component. Then, it is possible to build a asymptotical estimator for function w(t) (see 
Fig. 1a). The complete estimator is designed; the estimated state function w(t) can be 
obtained using the vector of the estimated state ݔොሺݐሻ. A PID controller was designed 
to have a damping factor of 0.7 and an undamped natural frequency of 4 rad/sec. In 
close loop, using a scheme as shown in Fig. 1a, the resulting gains of the design of the 
controller are the following: {Kp = 11.09, Ki = 20.19, Kd = 1.5}. Fig. 1b is shows a 
control structure with two freedom degrees, using this criterion the gains are {k1  = 4, 
k2  = 5}. The calculation of the gains for the reconstructor can be done by calculating 
the vector ܩ such that the roots of the characteristic equation det(sI-(Alr4-GClr4))=0 
are located in {-6, -4, -4, -4, -4}. The resulting vector for previous location in closed 
loop poles are G = [4.4 -1.4 118 496.7 4126.7]T for both schemes. 
 

      
                   (a)       (b) 

Fig. 1. a) Control scheme with a continuous asymptotic estimator, b) Scheme proportional 
control with two freedom degrees from a continuous asymptotic estimator 

Fig. 2a shows the response of the two schemes proposed in Figs. 1a and 1b. In a 
comparative way, the response ݕଶ has a maximum overshoot of 30%, while ݕଵ at the  
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same time has not exceeded reference. Otherwise, the time establishment for ݕଵ and ݕଶ are 2.5 seconds and 3 seconds respectively. Fig. 2b shows the responses of the two  
proposed options, with a variation of 20% of the nominal value of time delay. It can 
be sees that the response for y2 corresponding to PID structure is slightly better that y1 
obtained of proportional controller with two freedom degrees, to variations in the 
value of delay. 

 

    

                        (a)                 (b) 

Fig. 2. a) Response of the proposed control schemes with analog estimator, b) Response of the 
proposed control schemes with ߬ ൌ ͳ.ʹ seconds 

4  Conclusions 

In this paper a method to obtain an approximate state variable representation of a 
system with delay is presented. A controller Proportional-Integral-Derivative (PID) 
with a control structure using a continuous estimator asymptotic was designed. Digital 
simulation shows how to evaluate the performance of the proposed strategy. The 
results that this structure presents satisfy the design specifications, the response of the 
system presents one overshoot that corresponds to the established one. 
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Abstract. Software system’s requirements are often specified by textual use 

cases due to their concrete and narrative style of expression. However, textual 

use cases have limitation in the synthesis of behavior since they have a poor 

basis for the formal interpretation. Existing synthesis techniques are either 

largely manual or focused on the use case interactions. In this paper, we present 

a framework from a model-based point of view to automatically synthesize 

system behavior from textual use cases to Petri net model. The generated Petri 

net model can describe component module interactions, and can be checked 

with the model checking tools. We have implemented our framework and 

demonstrated the synthesis process via an example. 

Keywords: System requirement, use case metamodel, behavior metamodel, 

Petri net, model transformation. 

1   Introduction 

Software requirements can be described by use cases in natural language [2] since their 

concrete, narrative style of expression makes them very effective for eliciting software 

requirements. However, the textual use case approach raises the problem in the 

synthesis of behavior. The reason is that use cases are stated in natural languages 

lacking in formal syntax and semantics thus have a poor basis for formal interpretation 

of the behavior. Besides, there rarely exist systematic approaches to analyze 

dependencies among use cases. All these disadvantages make it hard to synthesize 

behavioral models from textual use cases. 

Recently, numerous efforts have been made to synthesize behavioral models from 

textual use cases. However, these synthesis processes are largely manual such as [9] 

that builds Action-Condition table by domain expert, which can introduce errors in the 

behavior models and thus increase the system testing effort; or the obtained models 

focus on describing interactions between use cases [9], global state changes [14] and 

the event traces [3][12][13], but miss the behaviors of subsystems and interaction 

behaviors between subsystems, which makes formal reasoning about those aspects 

impossible. 

To address the above issues, this paper presents a framework from a model-based 

point of view to automatically synthesize Petri net based behavior models from textual 

use cases. We put a few constraints on the use case writing to reduce the vagueness of 
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use cases written in natural language. Our restricted language style is falling to the 

language categories used by Breaux et al.[1], Gervasi and Zowghi [6], and Kof [8]. Our 

Petri net model is a subclass of regular Petri net. In the model, each subsystem is 

described by a Petri-net-state-machine, called Process Cycle, and the interactions 

between the subsystems are through a rendezvous mechanism. Such description language 

can be mapped to the extensively used high level languages such as CCS of Milner [10], 

CSP of Hoare [7] and Ada, which are also rendezvous-based. Besides, our Petri net 

model can be further used for the performance analysis [5] and static analysis [4]. 

The following is the sketch of our method. We first construct Source Metamodel 

from use cases, and Behavior Target Metamodel from Petri net, and then define rules 

to transform source model to the target model. The model transformation relies on the 

model transformation platform ADT (ATL Develop Tools). 

 

Fig. 1. Model transformation structure 

Fig.[1] illustrates part of our novel model generation process. We first map a 

collection of use cases to a use case source model Ma. We then use the transformation 

model Mt to map the use case source model Ma to the behavior target model Mb. We 

build MMa and MMb in UML. We write Mt in ATL (Atlas Transformation 

Language), and we write Ma and Mb in ecore. Mt conforms to the transformation 

metamodel MMt, Ma conforms to the source metamodel MMa, and Mb conforms to 

the target metamodel MMb. The transformation model is built on top of the model 

transformation platform ADT (ATL Development Tools) provided by Eclipse. In 

particular, ADT constructed the transformation metamodel MMt. 

2   An Example 

In this paper, we choose the format specified by Cockburn [2] to write the use cases. 

Cockburn's use case format is an example of a structured use case format. A use case 

contains the following elements: 
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Use Case | System under Discussion | Primary actor | Scope | 

Main scenario: 1. step 1, 2. step 2, ..., n. step n | Variation | Extension 

In the main scenario, extension and variation, the sentence in every step describes only 

one activity of the actor (primary actor, SuD, and supporting actor). The sentence can 

be specified in the following structures.  

- subject+verb+[object] 

- subject+verb1+object1+to+verb2+[object2] 

- subject+verb+object1+to/from+object2 

- subject+verb+object+adjective 

- subject+verb+object+present participle 

- subject+verb+object+past participle 

We will use three use cases of Market Information System (MIS) by Plasil and 

Mencl [11] to illustrate our model transformation. The follows are the use cases 

(Fig.2). 

 

Fig. 2. Three use cases of MIS 

After transformation, we get a Petri net model for these use cases as shown in 

Fig.3. 
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Fig. 3. Part of Petri net model of MIS 

3   Conclusion 

We have presented a method to automatically map textual use cases to Petri net based 

behavior models. We have implemented our approach in a model-generation tool that 
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is integrated with the ADT platform provided by Eclipse. In the future work, we 

continue to work on language processing techniques so that the prototype can reach a 

higher level of automation, and consider the timed requirements as well. 

Acknowledgments. This work is supported by the NSF under Grant No. 90818013 

and Zhejiang NSF under Grant No.Z1090357. 
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Abstract. In order to deal with some small scale or low power dissipation 

applications, this paper presents the STM32F103 as the core to construct PC104 

host controller. This design can efficiently save costs, reduce power dissipation 

and enhance reliability. For hardware design, uses the rich General Purpose 

Input/output (GPIO) resources provided by STM32F103 to map address bus, 

data bus and control bus of PC104 bus. For software design, simulate PC104 bus 

by configure and operate the GPIO, and package the operation as library function 

for easy use. Use STM32F103 to simulate PC104 bus is proved to have high 

performance for its 72 MHz clock rate. The design has been tested on 8 bit and 16 

bit PC104 bus functional card. 

Keywords: STM32F103, PC104 bus, host controller. 

1   Introduction 

The PC104 bus is a widely used industrial control embedded bus standard [1]. It adopts 

16-bit data bus and 20-bit address bus which is completely compatible with standard 

PC architecture [2]. It is a multi-host bus which can be controlled by CPU and DMA 

controller.  

The PC104 bus standard has many advantages than other standards, such as high 

reliability, low-power dissipation, high mechanical intensity and cards inter-connection 

by way of stack [3]. But most PC104 host controller use CPU based on X86 

architecture, makes the system scale too large to use in small applications. On the other 

hand, use X86 CPU has many shortages, such as high power dissipation, high system 

cost and low reliability. This paper come up with STM32F103 as the PC104 host 

controller to solve these problems. 

2   STM32F103 Profile 

The STM32F103xx enhanced series has a 32-bit high performance RISC core which is 

based on ARM Cortex-M3 architecture. Its operating frequency is 72MHz and builds-in 

high-speed memory (up to 128K bytes of flash memory 20K bytes of SRAM). Two 

APB bus connect the core to the rich I/O port and peripherals. The work temperature 

ranges from -40℃ to 105℃, power supply voltage ranges from 2.0V to 3.6V, a series of 

energy conservation modes to ensure it meets requirements of low power dissipation and 

industrial applications [4]. 
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The 100 pin packaging STM32F103 MCU contains 80 fast General Purpose 

Input/output (GPIO) port, these 80 pins are divided into 5 group of 16-bit I/O port and 

each group can be mapped to 16 external interrupt, the maximum input voltage is 5V. 

The I/O ports have many kinds of input/output modes, most of them are alternate ports. 

By setting I/O port as alternate open drain output or alternate push-pull output the I/O 

port can be alternated used as input/output pin of peripheral or communication interface. 

3   Hardware Design 

STM32F103 didn’t provide any standard address, data and control bus, but it provides 

very rich GPIO resources. The essence of hardware design is mapping these GPIO 

ports to data, address and control bus of PC104. On the other hand, the power supply 

voltage of STM32F103 is 3.3V, although most GPIO pin tolerate 5V input signal, its 

output high voltage is less than 3.3V, which is hard to drive 5V TTL device. So voltage 

converter is necessary. The following sections take IO operations as example to explain 

how to design hardware. 

3.1   Address, Data and Control Bus 

The design uses two groups of GPIO port PD and PE to build PC104 bus, use PD as 

control bus and PE as address/data alternate bus. Address, data separation is achieved 

by using ALE (PD4) and two 8-bit latches (74HCT573). When ALE is high, PE output 

address. While ALE is low, PE output data. Shown in Figure 1. 

 
 
 

 
There are more than 30 control signals of PC104 bus, but the design just select some 

widely used signal of them. If the actual needs for more, the GPIO port can be easily 

increased into this application. The following paragraph takes some widely used signal 

as example to explain how control signal work. 

AEN is the bus enable signal, when low, the CPU controls the bus, otherwise, DMA 

controller controls the bus. ALE is the address latch signal, active high, the address is 
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Fig. 1. Address, data bus and address latch
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latched to the device address buffer when the ALE active. IOW# is the port write signal, 

active low, the rising edge latches data to the device data buffer. IOR# is the port read 

signal, active low, the rising edge latches data to the CPU data buffer. IOCS16#, active low, 

controlled by device, inform the CPU that the device will receive a 16-bit bus operation.  

3.2   Voltage Conversion 

74HCT series is 5V TTL-compatible CMOS integrated circuits, while most of 
STM32F103 GPIO port is 5V TTL-compatible ports. Therefore, use 74HCT573 latches 
can easily realize voltage conversion. The voltage conversion of control bus can use buffer 
such as 74HCT541 or 74HCT244, see Figure 2. The voltage conversion of data bus is 
achieved by use 8-bit bus transceiver 74HCT245, the direction is controlled by IOR#, the 
chip enable pin is connected to ground (always valid), as shown in Figure 3. IOCS16# is 
generated by the device, and the GPIO port is 5V compatible, so voltage conversion is not 
necessary. 

 

ALE 

AEN 

IOR# 

IOW# 

…

Others 

1A0    1Y0

1A1    1Y1 

1A2    1Y2 

1A3    1Y3 

2A3    2Y3

2A0    2Y0

1GN 

2GN 

ALE_ 

AEN_ 

IOR#_ 

IOW#_ 
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…

 

Fig. 2. Voltage conversion of control bus 
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Fig. 3. Voltage conversion of data bus 
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4   Bus Timing and Software Design 

There are 7 kinds of basic operations of PC104 bus, corresponding to seven different 

bus timing. Among them, 5 are controlled by CPU, 2 by DMA controller: 

memory read bus timing; 

memory write bus timing; 

I/O port reading bus timing;  

I/O port writing bus timing; 

interrupt response timing; 

memory to I/O’s DMA bus timing; 

I/O to memory’s DMA bus timing. 

The key to compose PC104 bus is software design, the software controls GPIO to emulate 

the bus signal to operating as the PC104 does. The basic idea is to determine the mapping 

relationships between GPIO port and PC104 bus and use macros to define it. Then operate 

the GPIO port as the mapping relationships shows. 

4.1   Port Initialization 

Because most of GPIO port is alternated port, it’s necessary to initialize before using it. 

The initialization including the pin selection, pin clock rate and input/output mode choice: 

Define port PE as address/data alternate bus, the input/output mode of the 16 pin 

corresponding to port PE is defined as floating input, clock rate is 50MHz. 

Port PD is defined as control bus, the input/output mode of the following pins PD4 

(ALE), PD11 (IOR#), PD13 (IOW#) and PD15 (AEN) are defined as push-pull output, 

clock rate is 50MHz.The input/output mode of PD2 (IOCS16#) is floating input, clock 

rate is 50MHz. 

The following sections take I/O read and write as example to introduce bus timing. 

4.2   I/O Read Timing and Software 

As shown in Figure 4, first, CPU sets AEN low, indicating the bus is controlled by the 

CPU. Then send the address and set ALE high. Pull ALE low while the address is 

effective to latch the address, and then remove it. After the address’ cancellation, pull 

IOR# low. The device-side data signal should appear on the data bus, the data will be 

read to the CPU during IOR# is low. Then set IOR# high, inform the device set data 

buffer (or latch) high impedance state. Set AEN high, indicating that the CPU release the 

bus. When read, CPU determines the device accepts 8-bit or16-bit operation according 

to IOCS16#. When IOCS16# is low, CPU reads 16-bit data, otherwise, read 8-bit data.  
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Fig. 4. PC104 bus I/O read timing 

 

           Fig. 5. PC104 bus IO read flow path 

4.3   I/O Write Timing and Software 

Similar to the I/O read, when the I/O write starts, CPU first sets AEN low, indicating 

the bus is controlled by the CPU. Then send the address signal, while ALE is set high. 

CPU sets ALE low while the address is effective to latch address and removes it later. 

Then set IOW# low and send the data signal. CPU sets IOW# high after the data 

appears on the bus. The data is latched to the device data buffer at the rising edge of 

IOW#. Last, CPU sets AEN high, indicating that the I/O write timing is over and 

release the bus. When writing, CPU determines the device accepts 8-bit or16-bit 

operation according to IOCS16#. When IOCS16# is low, CPU writes 16-bit data, 

otherwise, writes 8-bit data. 
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Fig. 6. PC104 bus I/O write timing 

 
                      Fig. 7. PC104 bus IO write flow path 

 
In fact, PC104 bus signal is synchronized with the clock, this design doesn’t use clock 

because the PC104 bus timing is implemented by software design. The actual application 

simulates PC104 bus timing by improving the GPIO rate or using software delay. 

5   Result 

Figure 8 shows the actual waveforms of PC104 bus reading and writing operating of 

this design. This figure only shows 5 LSB of address/data alternated bus. These figure 

shows that the waveform corresponds to that of PC104 bus standard. 
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                       a) I/O write timing                                                  b) I/O read timing 

Fig. 8. 

6   Conclusion 

Using STM32F103 MCU to compose PC104 bus host controller, has been tested on 

8-bit PC104 digital axial angle convert board and 16-bit multi-functional ADC-board. 

This design has advantages such as low-cost, easy to develop, small scale system, less 

power dissipation and so on. This design can be used as a solution of cheap, lightweight 

and low-power applications. 
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Abstract. In order to design PV inverter auxiliary power supply, circuit with 

isolated single-ended anti-flyback current-control mode,is obtained by 

experimental design of the circuit for the conclusions of PV Inverter. This 

experiment involves some of the basic switching power supply design 

specifications,the transformer core and winding design,feedback and regulation 

circuit.The auxiliary switching power supply is already used in the 

inverter,which is high stability,output ripple is small and the phenomenon of 

transformer no fever,meets the design objectives. 

Keywords: Switching power supply, transformer, pulse width control chip, 

UC3842. 

1  Introduction 

As China's power electronic technology innovation and photovoltaic energy technology 

extensive application, the internal power supply part of pv inverter power supply has 

great practical value. This paper the characteristics of the auxiliary power of photovoltaic 

inverter power supply, design a kind of isolated single-ended anti-flyback multiplex 

output switching power supply, it has the advantages of small volume, high performance 

and is easy to realize the multiple output, etc. 

2  Principles and Design 

2.1  Auxiliary Power Supply Working Principle 

Isolated single-ended flyback power supply circuit diagram shown in Figure 1. 

Isolated single-ended power supply is to make the high-frequency transformer as 

the main isolation device, and the transformer core work only on one side of its 

hysteresis loop[1]. The so-called anti-flyback is as switching power transistor VT1 

turns on, it stores energy in the primary induction coil, and when VT1 is turned off, 

the energy stored in the primary coil and then released to the load through the 

secondary induction. 
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Fig. 1. Isolated single-ended anti-flyback power supply circuit diagram 

The circuit works as follows: 

When MOS tube VT1 turn-on, current from the pulse transformer battery positive 

top to bottom of the pulse transformer, and again from power tube VT1 D pole to S 

pole, and finally returned to the battery negative[2]. The current flows through its 

pulse transformer and in transformers inductance coils do work and stored energy. 

Through transformer-coupled, the transformer secondary produces a positive voltage 

In the bottom and the negative voltage in the above, while the transformer secondary 

is connected to the anti-bias diode VD state, so the diode VD deadline. In the 

transformer secondary circuit side,no current flows through, neither energy transfer to 

the load. When the MOS tube VT1 is closed, self-induction electromotive force due to 

the role of the coil inductance and current, under the direction of the negative into a 

positive on, the coupling transformer secondary inductance coil voltage reversed, that 

is next on the negative so that the diode pass, the primary voltage by the diode 

rectifier on the way into DC pulsating voltage, the charging voltage to the output 

capacitor C, while the load RL also has current IL flow[3]. 

2.2   Switching Power Supply Design 

2.2.1  Technical Index 
Specific technical requirements: 

   (1) Input power supply voltage 

DC24V.48V.110V.220V.330V %30±  

(2) Output voltage current 

%1151 ±= VVCC   0.7A； %151 ±= VVDD   0.3A； 

%1122 ±= VVCC  0.1A； %1153 ±= VVCC  0.2A； 

%1244 ±= VVCC  0.1A； %1245 ±= VVCC  0.3A；  

(3) Rated output power: 30 W, maximum output power 40 W. 

(4) Voltage adjustment rate: 1 I (I refer to the rated output current). 

(5) Load regulation rate: 0.2 ~ 1 I. 

(6) Ripple coefficient: MVVPP 200≤ . 
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(7) Efficiency: multi-channel power above 80%. 

(8) Work environment temperature: -10～45℃. 

(9) Temperature rise:below 35%. 

(10) Overload capacity:1.1I(10 minutes). 

2.2.2  Main Circuit Switching Power Supply 

The main circuit switch voltage-driven power tubes used IRF530, compared with the 

traditional self-oscillating flyback transistor switching power supply, has the 

advantages of a frequency of large, simple drive control, drive power is small[4]. In 

order to reduce the switch stress of the switch, designed with the primary side 

inductance parallel RC snubber circuit, over-voltage turn-off to absorb the energy. In 

order to meet the requirements of low ripple output, the output consisting of the 

TL431 precision optocoupler feedback circuit and multi-capacitor filter [5]. 

2.2.3  Transformer Design 

First, high frequency transformer design should start from the core selection, then the 

winding turns. The design process need to understand associated with a variety of core 

characteristics and parameters, and need to calculate and verify various parameters[6]. 

This design of the transformer compared with the conventional linear transformers, 

has the advantages of a small size, light weight, high energy transfer efficiency, easy 

modification, etc. 

Transformer magnetic core computing: 

Flyback switching power supply high-frequency transformer magnetic core can be 

calculated by area product calculation method (AP). 

40 10
2

×
∆

==
BfJK

DP
AAAP

W

We
η

 . 

(1)

Where: AP is the unit of
4

cm ; 0p is the output area in W; eA is the cross-sectional 

area for the magnetic core; WA is the window area;D is the duty ratio of 0.4; η  is the 

efficiency elected 0.8; WK  is the Window area utilization factor of 0.4; 

2/400 cmAJ = ; rm BBB −=∆ . 

AP calculations can be simplified as: 
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Where: rm BB − is the value of 0.15T. 

Look-up table can be directly choose EE25 type, in order to set aside enough 

magnetic core power surplus, the actual choose EE28 type magnetic cores[7]. 
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2.2.4  Each Output Winding 

Transformer primary winding turns formula： 

2.1
4

10
1

8

max ×
×

=
BfS

V
N i

. 

(3)

Where：s is the core cross-sectional area, unit of cm2; f is the operating frequency 

of 150K; B is the Core magnetic induction intensity 1000;S is the Capacity of 

(s/0.11）2*0.8; iV  is the input voltage; 0V  is the output voltage. 

Secondary coil turns formula: 
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VVN
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. 

(4)

Where: V∆  is the Value of 1.5. 

Considering the skin effect, too thick wound is not easy, try to cover the core area, 

and can be used with multi- roots winding way. In addition, the winding of the three 

windings in high side, as far as possible around the core in the middle position, that is, 

away from the core on the bottom of the department to have a certain distance, and in 

the core on the bottom are a few millimeters of tape wraps, ensures that there is 

enough distance with the low pressure side of the winding inside the transformer in 

the switching power supply[8]. 

3  Experiment 

3.1  Experimental Main Circuit 

The main circuit shown in Fig.2: 

This circuit uses the transformer primary side with RCD clamp flyback converter, 

the six outputs; control circuit to the core for the UC3842, which together with a 

small amount of external components. In the entire power operation system, power 

system implementation process is a negative feedback. If some reason the output 

voltage rises, the sampling circuit to increase the signal acquisition to the system 

amplifier that UC3842 reverse side, the internal comparison to the output of a process 

reducing narrow pulse, through the pulse transformer to the secondary transmission, 

the secondary area corresponding reduced conduction, etc. So that the output voltage 

drops. Similarly, when the output voltage drops, also be interpreted as a reverse 

process of the output voltage rises. 
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Fig. 2. Main circuit 

3.2  Experimental Result Analysis 

DC voltage supplied from R1 to the UC3842⑦ feet, As voltage greater than 17V 

when the circuit starts, After the start, feedback winding through D3, D4, C7, C8 to 

UC3842 power supply, R7, R8 form the emitter of the optocoupler output signal to the 

introduction of high-speed amplifier② feet within the inverting input, and ultimately 

the formation of a negative feedback system, leaving the output power voltage 

stability.AS power output at rated power, the main circuit output voltage 15V, 

relatively smooth. Peak to peak ripple is about 140mv, machine efficiency of 90% 

,short circuit over-current conditions can also give good protection chip,and achieve 

the design goals. Experimental output voltage waveform shown in Fig.3. 

 

Fig. 3. Output voltage waveform 
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4  Conclusion 

This paper introduces the design of auxiliary switch power supply stable work, output 

ripple small, transformer no fever phenomenon. The investment to the PV inverter 

power supply system, has the good work performance, and prove the correctness of 

design.  

References 

1. Zhang, Z., Cai, X.: Switching power supply schematic and design. Electronic Industry 

Press, Beijing (2004) 

2. Zhou, Z., Zhou, J., Ji, A.: Switching power supply practical technology. Beijing: China 

Electric Power Press (January 2006) 

3. Zhang, L.: Based on current control anti-flyback DC/DC converter. Nanjing University of 

Aeronautics and Astronautics (2001) 

4. Ma, H., Sha, Z.: The switching power production and debugging. China Electric Power 

Press, Beijing (2010) 

5. Yu, A.: On the harmonic suppression of switching power supply. Electrical Technology 

Magazine (7), 15–17 (2001) 

6. Liu, S.: Practical high-frequency switching power supply technology. Mechanical Industry 

Press, Beijing (2006) 

7. Ni, H., Yu, P.: Switching power supply circuit design and application-specific. China 

Electric Power Press, Beijing (2008) 

8. Wang, Z., Huang, J.: Power Electronics Technology, 4th edn. Mechanical Industry Press, 

Beijing (2003) 



H. Tan (Ed.): Informatics in Control, Automation and Robotics, LNEE 132, pp. 733–741. 

springerlink.com                              © Springer-Verlag Berlin Heidelberg 2011 

Modeling Method for Centralized Control  

of Load-Tap-Changing Transforms Based on Neural 

Networks 

Yu Sun 

College of Information, Guangdong Ocean University 

Abstract. The paper presents a modeling methord of neural network based 

centralized control scheme for load tap-changing transformers. To implement the 

coordinated tap adjustment, the developed scheme employs successive 

linearization techniques to evaluate the interactions among different trnasformers 

represmted by a sensitivity matrix. Through updating the matrix using neural 

network methods, only the local information associated with the participating 

transformers is desired to perform the centralized tap control. The developed 

scheme has been verified to be superior to conventional decentralized methods in 

terms of avoiding unnecessary dynamics and enhancing voltage stability of 

power systems. 

Keywords: Modeling Method，Load-Tap-Changing，Neural Networks. 

1  Introduction 

Electrical utilities have been compelled in recent years to provide maximum possible 

power through expanding interconnection of bulk systems. Secure operation of power 

systems, therefore, has been becoming a much more important subject than ever before. 

Among these, the control of loadtap-changing (LTC) transformers was given particular 

attention due to their extensive applications in improving local or global voltage 

profiles of power utilities. It is known that tap changes, under certain abnormal 

operating conditions, may speed up "draining" of system reactive power, cause reverse 

actions, and result in voltage collapse [1-4].  

Tap changing control is usually performed in a decentralized manner, i.e. 

independently, and only at the locations where voltage violations are present. The 

methodology neglects the system-wide effect of individual tap changing. It may yield 

oscillations and/or non-convergence problems due to lack of coordination. The potential 

of systemwide coordinated LTC control has been investigated in recent years. References 

[5,6] proposed the concept of centralized tap-changing. As a more sophisticated method, 

during the voltage regulation, the centralized tap control coordinates all participating LTC 

transformers. Under the control, certain linear combination of the participating LTC node 

voltages is used to determine the desired action for each tap changer. It was believed that 

such a sophisticated voltage control can improve dynamic voltage profiles and moderate 

undesirable reactive power fluctuations. Although a system-wide centralized LTC control 

can achieve better performance in voltage regulation, it may be infeasible to implement on 

existing power systems. The applied control relies on the performance of SCADA 
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(supervisory control and data acquisition) systems with respect to sufficient speed and 

reliability of system-wide communications. While a global centralized LTC control for a 

large-scale power system may be impractical or very costly, the coordinated tap changing 

in a tightly coupled subsystem is feasible and desirable.  

2  Dynamics due to Tap Changing 

The necessity of centralized tap control has been highlighted. To perform such control, 
the sensitivity matrix relating the controlled voltages to the tap positions is a 
prerequisite. For an N-bus power system, it is assumed that the n participating LTC 
transformers (a1~an) connected to Buses 1~n' (n'>n) are used to control the load 
voltages of Buses 1~n. For the N-bus power system, the reactive power flow equations 
are expressed as: 

Qi (V,a) = 0, i = 1,2,...,N                           (1a) 

or in vector form 

                                 (1b) 

Where Q=                   represents the reactive power mismatch equations,      

is the vector of the load voltages, and 

  is the vector of the tap positions. Linearizing (1b) around a 

static equilibrium we have: 

                      

(2a) 

Separating the n' tap change connected buses from the others (2a) becomes: 

                

(2b)

 

Where 

 have the similar 

definitions). From (2b) we have 

                  

(3a)   

(3b) 

1 2[ , , , ]T
NQ Q Q…

1 2[ , , , ]T
NV V V V= …

1
1 2[ , , , ]Na a a a= …
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Equation (3b) is obtained by noting  (with 0 as a zero vector, 

since all these nodes are not connected to the LTC transformers). It follows, under the 

assumption that  is non-singular that 

                       
(4)

 

By substituting with (4), (3a) becomes: 

                  
(5)

 

Thus we have 

           
(6)

 

provided that  

is also non-singular. Let 

                  
(7)

 

we obtain  

                            
(8) 

Where S' is an n'´n matrix. Because only the voltages at thecontrolled busbars (buses 

1~n) 

 
are concerned, the first n rows of (8) are thus extracted to 

describe the system dynamics after tap changing: 

                              
(9)

 

where S, consisting of the first n rows of S', is an n´n square matrix. Equation (9) 

evaluates the steady-state voltages at the n LTC nodes after each tap changing. Before 

subsequent tap changes, the bus voltages have been assumed to settle in a static 

equilibrium. After the  tap changing, the controlled voltages are described by the 

difference equation obtainedfrom (9): 

                     (10) 

Where [Vn(k), a(k)] and [Vn(k+1), a(k+1)] represent, respectively, the initial and the 

final operating point (steady state) at the cycle of the tap changes, and S(k) is the 

current sensitivity matrix. 

3  Tap Changing Control Algorithms 

In this section, control algorithms of the centralized and decentralized control schemes 

are formulated. 
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3.1  Decentralized Control 

Under the decentralized control law, the voltage control for each LTC node is 

performed independently. Whenever the voltage of the controlled bus swings out of the 

specified range, the tap position adjustment is initiated automatically to correct the 

deviation. The control law can be expressed by the following discrete logic [2,5,6]: 

             

(11a) 

(11b) 

Where  is the tap position of the LTC transformer controlling the bus  

(at the cycle),  is the step size of the tap-change,  is the threshold 

effecting the control action, and  is the specified voltage. Each tap change is 

performed independently, by assuming that the control to Vi from ai is dominant, 

whilst the influences from all other tap changers  are trivial. 

Since the above control law does not consider the interaction among different LTC 

transformers, a rigorous condition is desired to ensure the convergence of the load 

voltages. It is seen from (9) that the S is actually a sensitivity matrix. The entries of S 

can be viewed as , i,j=1,2,...n, reflecting the sensitivity of the bus 

voltage to the tap ratio of  the LTC transformer. After tap changes, improvement 

of each controlled voltage is given by: 

                              

(12)

 

For bus-i, the voltage variation, due to the tap change of the correspondent LTC 

transformer (ai), is , while the variation due to the interaction from all other 

transformers is . The element Sij determines the effect of each control or 

interaction. It can be easily proved that the sensitivity matrix S, for stable operation, 

should be diagonally dominant with all diagonal entries positive [5]. If the condition is 

not satisfied, it could be impossible to maintain the controlled voltages within the 

limits. Such nonconvergence of the LTC control has been recognised as one of the main 

causes leading to voltage collapse. 

3.2  Coordination of Tap Changes 

The potential voltage problems due to the lack of coordination of the decentralized control 

can be improved by taking into account interaction among different tap changes during 
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voltage regulation. In (10), let 
 
the 

correspondingly desired tap changes can be estimated by 

         
(13)

 

where S is assumed non-singular. Instead of being driven by single voltage error 

, the performed tap change for each LTC is now determined by a linear 

combination of the voltage errors involved with all regulated buses: 

                 

(14)

 

Where 
 
is the 

 
entry of , determining the weight of each bus in 

the combination. The control governed by (14) is based on the linearization around the 

current operating point of the power system. Thus the accuracy of the control can only 

be ensured in a small range around the equilibrium. Besides, the tap change is usually 

performed in a fixed small step. Consequently, the actual control is further modified 

into the following set of equations: 

           
(15a)

 

Where:  and the function is  

Definedas:                           

                  (15b) 

The control embodied in (15a) and (15b) represents a series of discrete tap changes. 

Whenever the desired tap change for any node is larger than the step size  one step 

adjustment is performed. Otherwise the tap will remain unchanged. 

By de-coupling the voltage errors involved all participating LTC transformers, the 

control to each individual tap changer is totally determined by each Ui, i = 1,2,...n, as 

shown in (15a) and (15b). The control keeps aiming at the target voltages by letting 

 
at each operating cycle and takes into account the interaction 

among different LTC transformers, reflected by the entries of  Obviously, the 

centralized control can prevent voltage instabilities caused by lack of coordination of 

tap changes. 

3.3  Successive Linearization Using Neural Network 

One key link of the proposed centralized control is the transform  Should the 

matrix S(k) ) be assumed constant, the control would be implemented easily. 

Under this assumption, only the voltages of the participating LTC nodes are needed in 

performing such control. However it is questionable to treat S as a constant matrix in a 
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wide range of (V, a). To avoid the inaccuracy brought about by the linearization, 

therefore, the sensitity matrix should be updated to modify the control issued by (14) at 

every step throughout the discrete evolution of the voltages and the tap 

changes.However, in doing this, the system cpmmunication facilities may arise to be a 

problem as aforementioned. For trade-off between the control quality and the cost, the 

neural network based centralized LTC control scheme is propsed. After each cycle of 

tap controls, the sensitivity matrix (the weight matrix of the neural network) is updated 

with the prediction errors.  

As shown in (9), the improvement of the controlled voltages due to the tap changes 

is 
 
At the bening of voltage regulation, the sensivity matrix can be 

innitialized with the nominal operating point of the power system. To update the S at 

each subsequent tap changing cycle, a neural network is constructed to predict the 

voltage improvements as illustrated by Fig 1. After each tap-changing cycle, the 

prediction is compared with the actual voltage variations and the errors are then 

employed to modify the neural weights using the back probagation method. The 

learning is governed by the delta rule modified by introducing a momentum term: 

                     
(16)

 

Where k) is the change of the weigth Sij representing the connection strangth 

between aj and Vi, a is the momentum constant, h is the learning rate, and ej is the 

prediction error of  The modified  will then be used in the next step of 

tap control. In this way, only the local information involved with the controlled 

voltages is desired to performe the tap adjustment. It is known from (16) that linear 

neurons are adopted in the networks. The momentum term  is included to 

increase the learning rate and yet to avoide the danger of instability and prevent being 

stuck at shallow local minima.  

 

Fig. 1. The neural network used for sensitivity evaluation 
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3.4  Implementation of Tap Controls 

Under the decentralized control law, the tap changing is carried out independently 

governed by 11(a) and 11(b). By comparing the measured voltage with the target value 

at each LTC node, the tap change will be activated automatically should a voltage error 

exceeding the dead-band be detected. The control does not take into account inter-LTC 

transformer dynamics and thus no system-wide communication is required. On the 

contrary, the centralized control scheme performs tap changing for all participating 

transformers simultaneously. As governed by 15(a) and 15(b), the control to each tap 

changer is now determined by all the participating LTC nodes through their voltage 

errors and relative sensitivities. The centralized control scheme is illustrated in Fig. 2, 

where the delay unit is introduced to let the power system settle down before each 

subsequent tap changing. It is seen that the prediction using the sentivity matrix is 

compared with the actual controlled voltages and the errors are then utilized to modify 

the neural wigths, i.e. the sensivity matrix. 

4  Stability Analysis of Centralized Control 

The sufficient condition for convergence of decentralized tap changing is very strict 

due to the lack of coordination of the control method (Section 3.A). On the contrary, the 

condition for a stable centralized control is much more relaxed as shown by the 

following analysis. Subtracting  from both sides of (10) and substituting  

 
we have: 

    (17) 

According to the definitions of fC(.) and (17) can be rewritten as 

               (18) 

Equation (18) shows that the proposed LTC control results in a decreasing sequence 

 i = 1,2,...,n, ensuring the convergence of the controlled voltages, 

and preventing the reverse action. Due to the dead band of the LTC control, the 

voltages could not converge exactly at the target. The errors at the end of the tap 

changing indicated by i = 1,2,...,n [Equation (15b)] can be estimated with 

(14): 

               
(19)
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which could be of arbitrary accuracy if the step size of each LTC transformer is 

sufficiently small 

In the deduction of the control law we have assumed nonsingular of 

 and . Since the S is directly 

calculated from these matrixes these two requirements are finally reflected by the 

non-singular of the matrix S. As aforementioned, the entries of the S represent the 

sensitivity of the control voltages to the tap positions. With a nonsingular 

the transform can be performed, 

and the load voltages are controllable by the proposed centralized control. It is known 

that  is a much more relaxed condition compared with that of the decentralized 

control. When the operating point is close to the limit of the power system, the effect of 

the tap change in controlling the load voltages will degrade notably. With the draining 

out of the reactive reserve, the determinant of the S will drop to zero. Then an arbitrary 

small voltage improvement may require infinite tap changes, and the load voltages are 

uncontrollable by means of tap changing. For the sake of the operation security, certain 

reactive reverse is always desired. In the proposed LTC control system, the determinant 

of the S can be used as the voltage stability index during the tap changing. Whenever 

is detected smaller than a preset value, the tap change should be prohibited to avoid 

untable tap changes. Since the matrix S is available in the deduction of the centralized 

LTC control the estimation of the voltage stability does not increase the cost of the 

control scheme. 

5  Conclusion 

By using the neural network basaed successive linearizations techniques, a centralized 

LTC control scheme is developed. Working towards pre-specified target voltages, the 

desired control to all the tie and load transformers are derived with linearized loadflow 

equations by using the local information involved with the participating LTC nodes 

only. To show performance enhancements over conventional methods, in terms of 

suppression of unnecessary dynamics, algorithm flexibility and prevention of voltage 

collapse, the designed control scheme has been simulated. 
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Abstract. The high-frame rate camera can capture, store and display the high-

speed moving subject in real time, it can analyze the mechanism and the motion 

law of the high speed transient event by video playback. Therefore it has been 

widely used in the field of measurement of the high-speed moving subject. This 

article has proposed a parallel data bus FPGA image acquisition and 

transmission system which successfully solves the problem of a large amount of 

data quantity, fail to store and transport in real-time during the image 

acquisition process with high frame. The system’s hardware composition and 

the working principle have been described; meanwhile, the image output 

structure and algorithm have been introduced in detail. Experimental results 

show that the system is reliable and absolutely fulfill the requirements of real-

time performance.  

Keywords: FPGA, SOPC, Image Acquisition, Long-distance Transmission, 

Image Storage. 

1  Introduction 

The appearance of the high-frame rate and large arrays image sensor has made it 

possible that researchers could detect the attitude and the trajectory of the fast moving 

subject especially the transient change of the specific progress. Meanwhile, it has 

provided a precondition of the more image information acquisition more deeply and 

refined analysis on it. 

With the constant perfection and development of the CMOS image device, the 

digital camera has a large improvement both in the aspect of not only the frame 

frequency, frame rate and the resolution but the performance index of dynamic range 

and sensibility. However, the high frame rate and the high resolution require a high 

demand in the data bandwidth in image transport, data rate in image storage, disk 

space and the real-time performance in data transport. This essay is in the background 

of the high-speed industry on-line detection and proposes a high frame rate image 

processing system. The image processing system is an important part of the high 

frame rate camera and performs the pretreatment of the images collected by the 

COMS image sensor. The system will filter and decrease noise which will improve 

the quality of the video image. In addition, the system is able to realize storage and 

long-distance transport by compressing and coding the video information and 

reducing data quantity. 
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2  System General Design 

Generally speaking, a complete image acquisition system consists of image 

acquisition, image pretreatment, image storage and image transport. It has not only to 

collect images but also display, store and transport in real-time which needs to format 

conversion and algorithm processing(such as image compressing) about the image 

signal, usually these need a large amount of operation. Secondly, for the high frame 

rate image acquisition system, the higher data huff and puff ability is needed which 

can satisfy the requirement of real-time performance. Hence, this essay utilized the 

EF2C8Q208 type FPGA of Altera company as the core processor unit. The block 

diagram of image acquisition and transport system based on FPGA is showed in 

Fig.1. 
 

 

 

Fig. 1. Block diagram of image acquisition and transport system based on FPGA 

The core processor unit FPGA adopted the IIC bus. With the configuration of the 

registers the unit could control the output of the image data in the mode of 10bit data 

bus. The M4K memory cell in the FPGA has constructed a FIFO buffer. The data is 

sent to SDRAM that of the external memory unit of the FPGA. Then smoke and code 

frame from the image data of SDRAM and sent the output data to VGA controller . In 

another way the data can be stored into the large capacity SD card by means of 

general serial bus or the RJ45 network interface through which the data can transport 

to the PC. 

3  Hardware System Design  

3.1  Design of Image Acquisition Model 

The front end of CMOS image sensor adopted the MT9T031 from Micron,  

the maximum resolution is 2048*1536 with the maximum frame frequency of 93fps. 
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The advantage of the CMOS image sensor compared with the CCD image sensor is 

that the output is the digital signal which need not the analog-digital conversion step 

and can export the signal to the subsequent core processor unit directly. By the IIC bus, 

the FPGA can transfer the parameters to the registers in the CMOS image sensor and 

realize the driving function of the CMOS image sensor; on the basis of mentioned 

above, the parameter of the resolution of the CMOS sensor, the frequency of the output 

frame, the exposure time and the readout method of the image data can be obtained. It 

will gain a higher frame frequency output if the effective pixels or the sampling 

precision is reduced. The output image information can export to the FPGA image 

acquisition module. The block diagram of the MT9T031 image sensor is showed in 

Fig.2. 

The inner FPGA image acquisition module introduced an asynchronous FIFO, the 

image data can be integrated to continuous video stream mode by the timing control. 

After putting the image data of each row into the buffer, it is convenient for the 

pipeline operation in the subsequent image pretreatment module and will accelerate 

the processing speed of the image data. 

 

Fig. 2. Block diagram of the image sensor 

3.2  Image Pretreatment System 

Firstly, we perform the pretreatment process about the data collected by the data 

acquisition system. The median filtering algorithm in this paper will reduce the image 

noise. The parallel algorithm can improve the operating speed and realize the real-

time treatment of the high frame image; the image after the pretreatment is sent to the 

latter image main processor module through the data transport system.  

Under the control of the main-control module, the digital video signal with 8-bit 

will be converted to 16-bit counterpart by the serial-parallel module and store in the 

subsequent FIFO buffer module. Then, with the effect of the SDRAM control module, 

the data is stored into the two external SDRAM using the ping-pong memory mode. 

When one SDRAM is in the write operation the other one will readout the data to the 

main process module. Then the progress is repeated. The image data after treatment 

will be transmitted remote by the transport module and display on the VGA. 
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3.3  Image Storage and Display Module 

The device that use for image storage is the exterior large capacity SD card which has 
a small volume and is easy to carry and change. The other advantage of the SD card is 
that it is convenient to operate and unease to lose data. The SD card supports three 
transmission modes: SPI mode(independent sequence input and output); one-bit SD 
mode(independent structure and data channel and unique transmission format); four-
bit SD mode(use extra pins and pins reset; support four-bit wide parallel output). Low 
speed SD card support SPI and one-bit transmission mode with 400kb/s of the transfer 
rate of the SD card. High speed SD card supports four-bit wide mode and the transfer 
rate is 100Mb/s. Aiming at the limitation of the transfer rate that from the high frame 
rate image sensor, this essay adopted the four-bit SD transfer mode. 

 

 

Fig. 3. Connection mode of the VGA controller 

The image display module adopted the ADV7123 video D/A converter. ADV7123 
is the video signal conversion chip of the ADI Company and supports the maximum 
1600*1200 pixel resolution at the refresh frequency of 100MHZ. ADV7123 contains 
three 10-bit video D/A converters with the maximum rate 240MS/s and the clock 
frequency of 50MHZ while the minimum power of 30 mW. 

ADV7123 consists of three complete 10-bit high-speed D/A converters. Fig.3. 
shows the VGA controller connection mode. The RGB video data is divided into R0-
R9, G0-G9, B0-B9 and the data is latched to the data register at the rising edge of the 
CLOCK, then converted into the analog signal employing the high-speed D/A 
converter. The three independent video D/A converters are current-type output with 
the 75Ω grounding resistance at output terminal. Active low BLANK signal is the 
compound blanking signal. As BLANK is at low level, the analog video outputs the 
blanking signal and all the data are neglected at this time; likewise, as the compound 
synchronous signal is low, the current source is closured and the output signal is low. 
Fig.4. shows the timing analysis diagram of the VGA with the help of the SignalTapII 
logic analyzer.  
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Fig. 4. Timing analysis char of the VGA display 

3.4  Image Transmission Module 

The pretreatment of images will be packed and then transported to the distal end by 

the network interface. This will realize the communication between the PC and the 

camera which is so called the “nervous system” of the camera. The network 

transmission system consists of ethernet media access layer(MAC) and physical 

layer(PHY), including package/resolution and transceiver of the MAC data frames, 

address recognition, CRC coding checkout, MLT-3 encoder, restrain the received 

noise, output pulse forming, retransmit-overtime, link integrity testing, signal polarity 

detection and correction etc. The image transport module carries out the function by 

the configuration of the DM9000A network controller. Firstly, when the system 

power is on, FPGA will allocate the network control register(NCR) and the interrupt 

register(ISR) in the DM9000A, then the initialization is finished. Secondly, the data 

transceiver is at waiting state. NIOS II will convert the image data into MAC frame 

format by the MAC module when the image transport module begins to receive the 

image data, the data will be packaged in UDP, IP and frames and then sent into the 

data buffer in the DM9000A by the 16-bit bus. The information such as the data 

length will fill the corresponding registers to ensure it is enable to  be sent and 

transported through the RJ45 interface. At the receiving terminal, in order to 

distinguish the beginning of each image correctly, the 4-byte packet first is sent 

before 1-frame data is sent by the main program. The software diagram is showed in 

Table.1. 

Table 1. Software diagram of image transport 

 

 
The system components are shown in Fig.5. The configuration includes Nios II soft 

core, system timer, Avalon bus, DDM9000A interface and SDRAM controller, etc. 

Since the tools model do not include DM9000A interface, it requires compiling 

independently. The external extension SDRAM which connects to the SDRAM 

controller is used to store the program and data; FPGA connects to Ethernet by the 

Ethernet controller DM9000A and RJ45 connecter; FPGA connects to the computer 
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by the JTAG which is an downloading debug interface used for download the 

hardware configuration, software program, and the display of the debug information, 

etc. 

 

 

Fig. 5. Component information of image transport system 

4  System Software Design 

4.1  The Communication Protocol 

The maximum length of Ethernet frame is 1518 bytes and the minimum is 64 bytes. 

The maximum length of data is 1500 bytes and the minimum is 46 bytes. Before 

every transmission of UDP data, an 8-byte-header of UDP must be added in order to 

constitute a UDP packet; then, a 20-byte-header of IP is added to constitute an IP 

packet; finally, a 14-byte-header of MAC is added to constitute an Ethernet frame. 

This is the so-called “encapsulation of packet”. In order to avoid the trouble of 

segment, the maximum length of UDP data is 1500-28=1472 bytes. In the practical 

application, we transmit dates by encapsulating each line of image data into a packet. 

The communication protocol is as shown in Table.2. 

Table 2. Image communication protocol 

5  System Test and Analysis 

According to CMOS image sensor settings of the different parameters, this system 

can be divided into several different modes in order to satisfy the detection 

MAC 

addresse

The type of 

MAC

Type or 

length

   Ethernet frame data（46-1500bytes）

 verify

6bytes 6bytes 2bytes 4bytes

IP message 

head

UDP message 

head
UDP data
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requirements on the online industry in the condition of high speed motion detection or 

to tiny objects. In the full resolution conditions as shown in Fig.6, the maximum 

output frame frequency is 15 FPS. This picture shows the detection of the solar panels 

surface texture defects on-line. Table.3 shows the measuring parameters of this 

detection. In full frame frequency for measuring whereabouts table tennis in Fig.7 

show. 
 

 

 

Fig. 6. Solar panels surface texture defects 

detection 

Table 3. Measuring parameters of solar 

panels surface texture defects detection 
 

 

 

 

Fig. 7. High frame frequency mode whereabouts of the table tennis measurement 

6  Conclusions 

The proposed system is a combination of softerware technology, communication 

technology, embeded auto control technology and image acquisition technology. This 

system can meet the industry high speed online testing requirments through the online 

image acquisition and transmission technology. Currently, the proposed system works 

in good condition, and can meet the common manufacture requirements. 
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Abstract. Video feature extraction is the first step of video shot boundary 

detection. In this paper, a more useful and discriminating video feature 

extraction method based on local class information preserving is proposed. 

Maximum margin criterion is a very famous feature extraction method, which 

seeks to preserve global structure of samples, and can resolve small sample size 

problem. But this method ignores the local structure information of samples. To 

address the issue, we develop a new method namely local class information 

preserving (LCIP). We redefine the local between-class scatter matrix and 

within-class scatter matrix with the local structure information of each sample. 

Experimental results show the effectiveness of the proposed method.  

Keywords: Shot boundary detection, local structure information, class 

information preserving. 

1  Introduction 

Extracting more useful and discriminating video feature from the original video 

feature is very important to improve the precision of shot boundary detection. People 

often extract color, motion, edge or texture feature of video to detect video shot 

boundary [1-3]. However, only using single feature may make the detection accuracy 

decreasing. Such as flash make brightness changed, which results to shot boundary 

misjudgment. Thus, we often combine different and more complex visual feature to 

avoid such problems [4]. But these methods will make high dimension data, which 

make “cures of dimensionality”.   

To obtain more useful and discriminating video feature, people have proposed 

many methods to reduce the dimensionality of high dimensional data. Linear 

discriminant analysis (LDA) [5] is one of the most famous linear dimensionality 

reduction methods. A major drawback of LDA is small sample size problem. In order 

to resolve this problem, maximum margin criterion (MMC) [6] is proposed. But this 

method ignores the local structure information of samples, which is very important for 

new samples. 

In this paper, we propose local class information preserving (LCIP) method to 

extract more useful and discriminating video feature from the original video feature. 

In this method, we redefine the between-class scatter and within-class scatter with 
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neighborhood relationship and class label information of each sample. The 

experimental results show that the proposed method is effective.   

2  Related Works 

In this section, we will briefly introduce LDA method and MMC method. LDA is a 

very efficient feature extraction method. The purpose of LDA is to maximize the 

between-class scatter matrix while simultaneously minimizing the within-class scatter 

matrix, i.e. 

( ) ( )( )1

( )
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w bJ W tr W S W W S W
−

=                 (1) 
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= − − is named between-class scatter matrix,
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l are mean vector and size of class i  respectively, 
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= is the 

within-class scatter matrix, and 
i

S  is the covariance matrix of class i . The mapping 

matrix W  must be constituted calculating the matrix inversion 1

w
S

− . So, LDA cannot 

be applied when 
w

S  is singular due to the small sample size (SSS) problem.  

In order to solve the above problem, Maximum Margin Criterion (MMC) is 

proposed. MMC seeks to find a subspace, in which the sample is close to those in the 

same class while far from those in the different classes. The objective function of 

MMC is as follows: 

( )( ) ( )
T

b wJ W tr W S S W= −                     (2) 

We can see that there is no need to calculating any matrix inversion. So this method 

do not suffer from the SSS problem, and has been shown to more effective than LDA.  

MMC seeks to preserve global structure of samples, and has solved SSS problem. 

But this method ignores the local structure information of samples, which is very 

important for new samples. 

3  Local Class Information Preserving 

MMC uses the difference of both between-class scatter and within-class scatter as 

discriminant criterion, so the SSS problem of LAD is avoided. MMC seeks to preserve 

global structure of all samples, but this method ignores the local structure information of 

samples, which is very important for new samples. For this purpose, we propose local 

class information preserving (LCIP) method to extract more useful and discriminating 

video feature from the original video feature. In this method, we redefine the between-

class scatter and within-class scatter with neighborhood relationship and class label 

information of each sample, which can make nearby samples with the same class label 

and separated samples with different class label.  
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So, the objective function of LCIP is as follows: 

( )( )( ) 1
W W

b wJ W tr S Sα α= − −                   (10) 

where W
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S and W

w
S are the between-class scatter matrix and within-class scatter 

matrix in the lower dimensional feature space. 
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whereα is a adjust factor. 

To solve the optimization problem (Eq. (12)), we can use a Lagrangian L  
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Then this minimization problem can be converted to a generalized eigenvalue 

problem: 
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where
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λ is the eigenvalue of ( )1
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S Sα α− − , 
k

w is the corresponding eigenvectors.  

Lastly, the embedding is as follows: 
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LCIP integrate the local between-class scatter matrix and within-class scatter matrix 
with the local structure information of each samples, and consider the global and local 
structure information. But MMC only consider the global structure information of 
samples and ignored the local structure information. Obviously, LCIP can extract 
more useful and discriminating feature from the original feature than MMC. 

4  Experimental Results 

In order to verify the effectiveness of the proposed method, we extract video feature 

(LCIP feature) using LCIP from original feature video feature, then segment video 
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shot of music, sport, documentary, movie and commercial TV. Meanwhile, we make 

an experiment with the same segment method using MMC feature. We select Recall 

and Precision as the appropriate evaluation criteria. The Recall and Precision are 

defined as follows [7]: 

Pr
N M

ecision
N M F

−
=

− +
                    (17) 

Re
N M

call
N

−
=                         (18) 

where N  is the ground truth number of shot, M  is the missed cuts and F  is the 

number of false alarms. 

In the experiment, original feature video feature is firstly build based on color 

feature and texture feature (316 dimensions). Then LCIP feature is extracted using the 

proposed LCIP with 25k= , 0.5α = , 55d = , meanwhile MMC feature is extracted using 

MMC method with 55d = . For simplicity, we use the method of literature [8] to 

segment shot. The experimental results are summarized in Fig.1. 

     

Fig. 1. Experimental results (Recall and Precision) 

Fig.1 indicates that the shot segment method based on LCIP feature have a good 

results in different type videos, with the recall and precision over 57%, and the average 

recall and precision are 1.4%, 1.1% higher respectively than the results based on MMC 

feature. The reason is that we extract more useful and discriminating video feature for 

shot boundary detection. In other words, the proposed feature extraction method (LCIP) 

considers the global and local structure information integrating the local between-class 

scatter matrix and within-class scatter matrix with the local structure information of each 

sample, but MMC only consider the global structure information of samples and ignored 

the local structure information. So, we can conclude that LCIP can extract more useful 

and discriminating feature from the original feature than MMC. 

5  Conclusion 

This paper has presented an effective shot feature extraction method. It focuses  

on extracting more useful and discriminating video feature for segment video shot. 
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The main contributions of the paper are to present LCIP to extract more useful and 

discriminating video feature, which integrate the local between-class scatter matrix 

and within-class scatter matrix with the local structure information of each sample. 

The experimental results show that the proposed method is effective.   
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Abstract. A new Quadrature Kalman-Probability Hypothesis Density filter is 

proposed for nonlinear system model multi-target tracking. The algorithm 

estimates first-order statistical moment of posterior multi-target states with 

Probability Hypothesis Density (PHD) Filter, and updating targets’ states from 

the recursion of Quadrature Kalman. Quadrature Kalman filter uses statistical 

linear regression method through a set of Gaussian-Hermite quadrature points 

to linearize nonlinear functions, Jacobian matrix solving is unnecessary and the 

linearized error is reduced. Simulation results prove that influence on the 

algorithm by non-linear system model is effectively decreased, the estimating 

accuracy of targets’ number and states is advanced, and the tracking exactness 

is improved. 

Keywords: Multi-target tracking, Random Finite Set, Probability Hypothesis 

Density, Quadrature Kalman Filter, Nonlinear System. 

1  Introduction 

Multi-target tracking (MTT) has been widely used in Intelligence Surveillance, 

Traffic Monitoring, Astronomy forecasts, Battlefield surveillance, Missile Defense 

and so forth[1]. Recently, in linearize system MTT, there are several mature theories, 

technique and algorithms, such as Nearest Neighbor (NN), Joint Probability Data 

Association (JPDA), Multiple Hypothesis Tracking (MHT) and Probability Multiple 

Hypothesis Tracking (PMHT)
 
[2]. However, traditional methods based on state space 

cannot process targets whose states and number is time-varying, in addition, with the 

increasing of number and measurements of targets, the number of data association and 

computational complexity also increase exponentially, which will further increase the 

difficulty of multi-target tracking.  

Mahler[3] proposed Probability Hypothesis Density (PHD) as the first-order estimate 

of the target’s posterior probability，which can simplify the calculation process, yet in 

the reason of multiple integrations in PHD recursion there is no closed solution. Aim at 

this problem, Vo[4] etc. proposes Gaussian Mixture PHD (GMPHD) in linear system, as 

a large muti-target tracking systems are nonlinear, this render to nonlinear filtering 

problems[6]. Vo[5] etc. applied Extend Kalman Filter (EKF) and Unscented Kalman  
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Filter (UKF)
 
to PHD recursion, proposed EKPHD and UKPHD, which achieves number-

varying multi-target tracking in nonlinear system. In the process of linearizing nonlinear 

system, EKF needs to calculte Jacobian matrix of the nonlinear systems, and its only 

first-order accuracy usually render a large of linearization error, tracking results are not 

satisfactory. While UKF is based on Unscented Transformation (UT)
 
and Kalamn filter, 

which overcome a big error and pathological of EKF, especially selected a number of 

sampling points, lead to a more accuracy nonlinear approximation after changing mean 

and variance, but also inevitably bring linearization error, reducing the tracking 

performance. In order to resolve mentioned problems, Ienkaran Arasaratnam etc[7]. 

proposed Quadrature Kalman Filter (QKF), this algorithm uses statistical linear 

regression method through a set of Gaussian-Hermite quadrature points to linearize 

nonlinear functions, Jacobian matrix solving is unnecessary and the linearized error is 

reduced, a higher filtering accurancy result is obtained than EKF and UKF.  

This paper applies QKF to PHD recursion in order to achieve number-varying multi-

target tracking in nonlinear system. Through updating of the targets’ mean variance and 

weight, PHD filter obtains a more accurate target states prediction. 

2  Quadrature Kalman Probability Hypothesis Density Filter 

The heart of the QKF is the Gaussian-Hermite quadrature rule that computes the first 

two order moments of all conditional densities. The Gauss-Hermite rule does not 

approximate the nonlinear function explicitly; rather, it approximates the integral of the 

form (polynomial*Gaussian) numerically using a weighted quadrature point set. A 

n- point Gauss-Hermite rule is exact for all polynomials of degree 2n 1− or less. 

Moreover, the QKF is derivative free, thereby broadening its practical applicability, 

and compared to EKF and UKF, QKF has a higher accuracy[7].  

In linear Gaussian model system, if the prior probability distribution is Gaussian 

mixture, then all the subsequent posterior intensities are Gaussian distribution in PHD 

recursive process, in this way, we can use Gaussian mixture components to describe 

the targets’ states in PHD filter, which is also called Gaussian Mixture Probability 

Hypothesis filter (GMPHD)
 
[5]. So, (1) and (2) can be expressed as: 

k 1 k 1 k 1 k 1
f (x ,k) N(x;F x ,Q )− − − −=

                        (1) 

k k k k
h(x ,k) N(z;H x ,R )=

                            (2) 

Where N( ,m,P)⋅ denotes a Gaussian density with mean m and covariance P , 
k 1

F
−

is 

the state transition matrix, 
k

H is the observation matrix.  

In nonlinear system multi-target tracking, since the spontaneous birth targets and 

split targets are less affected by the system, we suppose that equation (3) and (8) are 

still applicable in GMPHD recursion. This paper proposes algorithm QK-PHD, the 

main idea of which is using a set of weighted Gaussian function to estimate nonlinear 

system model, then through statistic characteristics (target posterior intensity) and 

Kalman filter to obtain the parameters of the Gaussian components in 

S,k|k 1
(x)

−
υ and

k
(x)υ , thus getting the recursive form of the nonlinear PHD, in this 

sense to estimate multi-targets’ states.  
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From PHD predict step , in nonlinear system model, target intensity function still 

remain, including existence targets, disappearance targets and split targets, which is 

given by 

k|k 1 S,k|k 1 ,k|k 1 k
(x) (x) (x) (x)− − β −υ = υ + υ + γ

                     (3) 

Suppose that at time k 1− , the weight, mean and covariance matrix of Gaussian 

components in 
k 1

(x)−υ are (i)

k 1−ω , (i)

k 1
m −  and (i )

k 1
P − , 

k 1
i 1,2 J −=  , and (i )

k 1
P − can be 

written as (i ) (i) (i ) T

k 1 k 1 k 1
P S (S )− − −= , therefore, the intensity of existence target is given by 

k 1J
( j) ( j) ( j)

S,k|k 1 S,k k 1 S,k|k 1 S,k|k 1

j 1

(x) p w N(x;m ,P )
−

− − − −
=

υ = 
               

(4)
 

where 

(i) (i)

k|k 1 s,k k 1
w P w− −=

                                 (5) 

m
(i) (i)

s,k|k 1 l k 1|k 1 l k 1

l 1

m f (S m , k 1)− − − −
=

= ω ξ + −
                   

(6)
 

m
( j) (i ) T (i ) (i ) (i ) T

k |k 1 l k 1|k 1 l k 1 k 1|k 1 l k 1 s ,k |k 1 s,k |k 1 k

l 1

P f (S m , k 1)f (S m , k 1)-m (m ) Q− − − − − − − − −
=

= ω ξ + − ξ + − +
   (7) 

Here, (i) (i) (i)

k 1 k 1 k 1 k 1 k 1
J , w ,m ,P ,  i 1, 2 J− − − − −=  is given model parameters of existence targets 

at time k ;
(i) (i) (i)

,k ,k ,k ,k ,k
J , w ,m , P ,  i 1,2 Jγ γ γ γ γ=  determine the shape of spontaneous targets; 

and 
( j) ( j) ( j) ( j)

,k ,k ,k 1 ,k 1 ,k 1 ,k
J , ,m ,P ,d  j 1,2 Jβ β β − β − β − βω =  determines the spawning intensity of a 

target at time k . 

From PHD update step, the posterior intensity at time k  is given by 

k

k D,k k|k 1 D,k

z Z

(x) (1 p ) (x) (x;z)−
∈

υ = − υ + υ
                    

(8)

 

where 

k|k 1J

( j) ( j) ( j)

D,k k k|k k|k

j 1

(x;z) w (z)N(x;m (z), P )
−

=

υ = 
                    

(9)

 

k|k 1

( j) ( j)

D,k k|k 1 k( j)

k J

( ) ( )

k D,k k|k 1 k

1

p w q (z)
w (z)

(z) p w q (z)
−

−

τ τ
−

τ=

=

κ + 
                      

(10)

 

( j) ( j) ( j)

k k|k 1 k|k
q (z) N(z;z , P )−=

                                (11) 

( j) ( j) ( j) ( j) ( j) T

k|k k|k 1 k zz,k|k 1 k
P P K P (K )− −= −

                           (12) 
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( j) ( j) ( j) ( j) ( j)

s,k|k s,k|k 1 k k k|k 1
m m K (z z )− −= + −

                      
(13)

 

m
( j) ( j)

k|k 1 l k|k 1 l s,k|k 1

l 1

z h(S m )− − −
=

= ω ξ +
                        

(14)
 

( j) ( j) ( j) 1

k xz,k|k 1 zz,k|k 1
K P (P )

−
− −=

                              
(15)

 

m
( j) ( j) ( j) T ( j) ( j) T

xz,k|k 1 l l,k|k 1 l,k|k 1 k|k 1 k|k 1

l 1

ˆ ˆP X (Z ) x (z )− − − − −
=

= ω −
             

(16)
 

m
( j) ( j) ( j) T ( j) ( j) T

zz,k|k 1 k l l,k|k 1 l,k|k 1 k|k 1 k|k 1

l 1

ˆ ˆP R Z (Z ) z (z )− − − − −
=

= + ω −
            

(17)
 

Equations (14)-(17) and (18)-(27) are predict and update steps of QK-PHD filter, and 

in nonlinear system, the proposed algorithm updates weight, mean and covariance 

matrix of Gaussian component through the recursion of QKF.  

3  Simulations 

In this section, we present simulated results to prove effective of our proposed 

algorithm comparing with EK-PHD and UK-PHD[5]. In the example, each target has 

a survival probability
S,k

P 0.99= and follow a nonlinear nearly-constant turn 

model[8]. The target state vector is
T

k x,k y,k x,k y,k k
x [p , p , v , v , w ]= , where

k
w is the 

turn rate, and the state equation is given by
k k 1 k 1 k

x A(w )x B− −= + ζ and measurement 

equation is  

x,k y,k

k k2 2

x,k y,k

arctan(p / p )
z

p p

 
= + ε 

+  
 

Where
k k

~ N(0, R )ε , 2 2

k r
R diag([ , ])θ= σ σ , 2 2* /180 (rad / s)θσ = π , 2

r
20mσ = , 1s∆ =

,
2

k
~ N(0, )ζζ σ and

2
15m / sζσ = , the clutter RFS follows the uniform Poisson over 

the surveillance region is [ , ]rad [ 60,60]km−π π × − , and the velocity of the target 

is1.2km / s . 

The true target trajectories are plotted in Fig.1. There are 5 targets in the 

surveillance region, target 1, 2 and 3 start at time 1s, 3s and 12s, respectively, at the 

end of 90s, target 1 disappeared, and target 2 and 3 disappeared at time 100s. Target 4 

and 5 are spawned from target 3 and 2 at time 32s and 56s, respectively. The pruning 

parameters for three algorithms are 5T 10−= , U 4= and
max

J 200= .  

In the simulation experiment we choose Wasserstein Distance (WD)
 
[9], Circular 

Error Probability (CEP)
 
[5] and the expected absolute error[5] on the number of 

targets as the rule to compare the three algorithms.  

Through 100 times Monte Carlo simulations, we compare the performance when 

tracking time-varying targets of EK-PHD, UK-PHD and QK-PHD, we add 20 times 
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noise in the measurement of the targets. Fig.2. shows the comparable of WD, while 

we can see, in times k 1s ~ 31s= , the nonlinearity of the system is not distinct, three 

algorithms obtain even the same WD. However, in times k 31s> , the nonlinearity of 

the system is serious, compared with EK-PHD and UK-PHD, QK-PHD gets a lower 

WD. In the whole 100s range, the average WD of EK-PHD is 68.9358 10× , UK-PHD 

is 41.3309 10× and QK-PHD is 35.5920 10× , respectively. In this sense, QK-PHD can 

effectively track the number-varying multi-target in nonlinear system.  
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Fig. 1. Target trajectories 

While Fig.3.is the CEP of the three algorithms, at times k 31s< , three algorithms 

even get nearly the same performance. And with the serious of the nonlinearity of the 

system, especially at the time when the target spawns, EK-PHD and UK-PHD have 

absolutely higher CEP than QK-PHD. This is because EKF uses first-order Taylor 

series truncation when linearizing the nonlinear system, which proposes a higher 

linearize error and render it lose the target in the filtering process. While UKF is 

based on Unscented Transformation (UT) and Kalamn filter, which bring linearization 

error, reducing the tracking performance. QKF uses statistical linear regression 

method through a set of Gaussian-Hermite quadrature points to linearize nonlinear 

functions,reducing the linearized error and obtains a higher filtering accurancy result 

than EKF and UKF. From figure 2(b) we can see that at times k 32s,56s=  and 

k 90s= when the targets spawn and disappear, QK-PHD can accurately track the 

targets, proving a better filtering performance than EK-PHD and UK-PHD.  
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Fig.4. shows the expected absolute error comparable on the number of targets for 

the three algorithms. At time k 31s> , the nonlinearity of the system is very serious, 

which render the three algorithms a big error in estimating error of the number, but 

QK-PHD is better than the other two algorithms, EK-PHD and UK-PHD.  

4  Conclusion 

This paper combines GMPHD and QKF for nonlinear system multi-target tracking, the 

method can accurately track number-varying multi-target in cluster, undetected 

environment. Compared with EK-PHD and UK-PHD, in proposed algorithm, Jacobian 

matrix solving is unnecessary and the linearized error is reduced. Simulation results 

prove that influence on the algorithm by non-linear system model is effectively 

decreased, the estimating accuracy of targets’ number and states is advanced, and the 

tracking exactness is improved. 
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Fig. 4. Expected Number Error 
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Abstract. Kernel function has a great influence on the results denoised by Non-

Local Means (NLM), the original NLM method uses the gaussian kernel 

function to product the patch pixels, and the central pixel’s 4-neighborhood and 

its 8-neighborhood are given the same kernel value. While in the fact that 

different neighborhood should be given different kernel values, and in this case, 

we proposed an improved NLM algorithm based on Kaiser Window function, 

in which the central pixel’s different scale neighborhood has been assigned 

different values from the Kaiser Window function. Through a myriad of 

experiments, both visual quality and PSNR proved that our method is better 

than the original algorithm. 

Keywords: Non-local Means, Kernel function, Gaussian kernel, Kaiser 

Window, Image denoising. 

1  Introduction 

Image denoising is a challenging problem that is still open in spite of the considerable 

amount of research devoted to them. Since the Non Local Means algorithm was first 

proposed by A. Buades[1] in 2005, a myriad of improved methods based on the Non-

local Means have been introduced subsequently. The method of non-local means uses 

the redundancy information of the original image as gray value in the pixel domain to 

reduce the additive gauss white noise. When Alexei A. Efros etc. use the non-

parametric method for texture synthesis[2] , they obtain a better quality for image 

synthesis, and then A. Buades etc. cites this non local algorithm for image denoising, 

which lead to an fabulous denoising quality. In order to preserve the structure of the 

texture as much as possible, in the patch, the error for nearby should be greater than for 

pixels far away. To achieve this effect, they set the two dimensional Gaussian kernel to 

product with the local patch, which preserves most structures of the denoised image. In 

the method, each pixel value is estimated as a weighted average of all others, and the 

pixels whose neighborhoods are the most similar to the neighborhood of the one to be 

denoised are given the largest weights. Vincent Duval[3] etc. deals with the parameter 

choice for the NLM algorithm, they rely on Stein’s Unbiased Risk Estimate to locally 

set the former parameters, while the kernel function have not noticed in their paper. 

However, the researching work above only pay attention to the searching window and 
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patch width, or the edge of the whole image, they careless about the kernel function’s 

influence on the algorithm.  

Alexander Wong[4] focuses on utilizing different weighting schemes, and they use 

Mexican hat wavelet function as the kernel function to product the patch, which leader 

to an improvement. However, the Mexican hat function is not a best choice for the 

image denoising, because of its equality value for the center pixel’s 4-neighborhood 

and 8-neighborhood. Joseph Salmon[5] study the influence of two important 

parameters: the size of the searching window and the weight given to the central patch, 

while they have not discussed the kernel function either. We discussed the influence of 

the kernel function for NLM method, and as we proposed the Kaiser Window function 

as the kernel function, both visual quality and PSNR prove that when the central 

pixel’s 4-neighborhood and 4-neighborhood give different value, the NLM denoised 

image will be better derived. In this paper, we also present other function as kernel 

functions, such as the average of the whole patch, the median of the difference between 

the two patches, the Mexican hat wavelet function, and so forth. 

2  Non-Local Means Method 

Suppose the original true image x(i) , i I∈ is corrupted by an additive noise process 

n(i) , where i I∈ , and the observed image can be written as follow: 

v(i) x(i) n(i)= +                               (1) 

The NLM algorithm restores the pixel of interest with a weighted average of non-

local pixels in the image which are in a similar environment. The weight is computed 

based on the similarity between the neighborhood patches of the pixel of interest and 

contributing pixels. 

Mathematically, the solution to obtain the original true image x(i) by standard 

NLM method can be described as 

    

ij

j I

x̂(i) v( j)
∈

= ω                                  (2) 

2

a i j 2

ij 2

G v(N ) v(N )1
exp( )

Z(i) h

−
ω = −

              

  (3) 

Where Z(i) is the normalizing factor  

2

a i j 2

2j

G v(N ) v(N )
Z(i) exp( )

h

−
= −

                 (4) 

And
ij

ω is a weight denoting the contribution from v( j) to x̂(i) ,
i

N and
j

N is a squared 

neighborhood patch of pixel i . Parameter h controls the decay of the exponential 

function. 
a

G is the Gaussian kernel function, and it is defined in 2-D as  
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2 2

2

i j

2
a 2

1
G e

2
(i, j; )

−
σ

+

σ =
πσ

                           (5) 

The σ is standard deviation which determines the width of the Gaussian kernel. 

The significance of the parameters h  had already been underlined by [6] and [7] 

has proposed the influence of the central patch (the choice of the width are often 

between 5 and 9) and the size of the searching window R (the choice of which is 

often between 11and 29), so we do not focus on them in this paper. The analysis of 

the parameters of NLM even forget another important parameter, the kernel function, 

which is of great importance in image denoising, and in this paper we will compare 

the Gaussian kernel with other kernel functions and change the kernel function value 

to show its influence to the denoised images.  

3  Kernel Function 

The original NLM method uses the normalized Gaussian kernel to produce the local 

patch to calculate the weight, while 8-neighborhood and 4-neighborhood of the center 

pixel have been given the same kernel value, in our experiments we find that although 

Gaussian kernel is a good choice, yet when we use different kernel values for one 

center pixel’s 4-neighborhood and 8-neighborhood, the denoised image will get a 

better visual quality and a higher PSNR. In this section, we will give some window 

functions as the kernel function of the NLM method. 

3.1  Kaiser Window Function 

The Kaiser window is a one-parameter family of window functions used for digital 

signal processing, and is defined by the formula[12]: 

2

0

n

0

2n
I ( 1 ( 1) )

M
,       0 n M

I ( )

                  0                     otherwise


πα − − ≤ ≤ω = 

πα
                  (6)

 

Where, in the equality, 
0

I is the zero order Modified Bessel function of the first kind,  

2
n

0

n 1

( / 2)
I ( ) 1 ,  

n!

∞

=

 β
β = + β = πα   .                      (7) 

And α is an arbitrary real number that determines the shape of the window. In the 

frequency domain, it determines the trade-off between main-lobe width and side lobe 

level, which is a central decision in window design. M is an integer, and the length of 

the sequence is N M 1= + . In order to be used as a kernel function for NLM, we 

extent it to 2-D, and its value are given in figure 1. 
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3.2  Other Window Function 

In this section, we cite some other function as the NLM’s kernel function in order to 

compare their influence on the denoised images. These kernel or window functions 

are as follows in table 1 and based on these kernel function, we choose lena as the 

experiments figure, the visual can be seen in figure 2, and then , in section 4, we will 

display the influence in term of PSNR in figure 3.  
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Fig. 1. Gaussian kernel (a) and Kaiser Window function (b) 

We compare the kernel function above as the kernel function of NLM, they all be 

used in 2-demination images, and in the next section we will compare their influences 

to the denoised results. 

Table 1. The kernel functions for NLM method 

Type k(x,y)  

 

Laplacian Kernel[11] 
x y

k(x, y) exp( )
−

= −
σ

 

 

Average of the patch difference 
i i

1 1 2 2

x w,y h

1
k(x, y) dist(N(x , y ), N(x , y ))

w *h ∈ ∈

=   

Median of the patch difference 
i ix ,y J 1 1 2 2k(x, y) median (dist(N(x , y ), N(x , y )))∈=  

 

Mexican hat wavelet function[8] 

2

2

t2

2
1 2

4

2 t
(t) (1 )e

3

−

σψ = −
σ

σπ

 

4  Influence of Kernel Function 

In this section, we use the original NLM Gaussian kernel function compares with 

other window function, including the average value of the whole patch, the median 

value of the patch, the Kaiser window function and so forth. As we know, in each 
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small patch, the center pixel’s value is derived from the difference between its own 

patch and other pixel’s patch in the whole searching area. While the bigger difference, 

the lower similarity, and the smaller weight for the denoised pixel value. We proposed 

a new concept that in the same patch the center pixel’s 4-neighborhood and its 8-

neighborhood should contribute different values for the denoised pixel value, so we 

choose Kaiser window function as the kernel function instead. Within a myriad of 

experiment, we can notice that the kernel will greatly influent the image denoised by 

NLM method.  

   
 

   
 

   

Fig. 2. Kernel functions performance with different images based on NLM method. From left 

to right, up to bottom are original image, noise image (20.14 dB), denoised by original NLM 

(25.50 dB), Kaiser Window function NLM (29.31dB), average patch difference (29.11 dB), 

median patch difference (25.62 dB), Laplacian kernel function (28.53 dB) and Mexican hat 

wavelet kernel function (25.67 dB), respectively. 

As is suggested in Buades’ paper[1], the neighborhood is set to be 7*7 and a 21*21 

search window is used for computational purposes. We add different standard 

deviation of additive Gaussian white noise to the test images, and compare the results 

in terms of both visual quality and Peak Signal to Noise Ration (PSNR) values.  
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In the experiments, we set the searching window is 11*11, and the patch width 5*5 

in order to reduce the computation time spending. From Fig.2., the kernel function 

will draw great influence on the image denoising with NLM, while from the results 

we can find that the proposed method based on Kaiser Window function indicates a 

better PSNR than the original NLM, and another interesting aspect is that when we 

use that average patch difference as the kernel function of NLM, the results are better 

when the image is corrupted by a higher white gaussian noise, but in the lower 

standard deviation, our proposed algorithm is a best one.  

We add white gaussian noise by standard deviation 25 to the image peppers, while 

both PSNR and visual quality indicate that our proposed algorithm is better than the 

original NLM and NLM based on average patch difference. The image denoised by 

our proposed algorithm saves more textures and edges as well as more visual image 

details than the image denoised by any other kernel based methods. In the summary, 

our proposed method is an improved NLM method for image denoising. Fig.2. 

display the results denoised by all the present NLM methods, image lena proves that 

our proposed method is better than any other algorithms. The kernel function is of 

great importance for the NLM denoising, a better choose, a better result.  

5  Conclusions 

In this paper, we proposed an improved Non local means method for image denoising, 

through experiments we can see that the Kaiser Window we used in this paper is 

better than the original Non local means method which use the Gaussian kernel 

function as its kernel function. Compared with the original NLM, the proposed 

algorithm performs better and obtains smoothed images. Our proposed method also 

achieves a better result in preserving edges and thin structures. 
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Abstract. Traditionally, as the echo sounder is deployed in underwater terrain 

aided navigation system (UTAN), navigation and positioning accuracy is very 

low, even a large number of mismatches appear.In this paper, the multi-beam 

sounding has been introduced into UTAN, the input gray-scale image is 

transformed based on FFT from spatial domain to frequency domain. The 

Fourier phase correlation technique is used to estimate the candidate 

translations in order to decrease searching space. Hu invariable moments are 

then applied to obtain the best matching from candidate translations obtained 

from phase correlation. Based on different experiments to obtain the measured 

seabed topography, navigation data and multi-beam sounding data measured, 

the experimental result show the proposed method can acquire higher accuracy 

of the navigation and positioning for the underwater vehicle, the INS error is 

reduced to about 10% of the original error, especially in the case of large 

original errors (less than 3km) for INS the accuracy is improved obviously.   

Keywords: underwater terrain aided navigation, multi-beam sounding, phase 

correlation, Hu invariable moment features. 

1  Introduction 

Underwater terrain aided navigation (UTAN) is an important area of navigation and 

positioning for the underwater robots, submarine and other underwater vehicle [1-8]. 

As the echo sounder is deployed in UTAN and the speed of the underwater vehicle is a 

bit low, less data is collected in unit time, matching sequence is generated for a long 

time, a large change in error is engendered in INS, navigation and positioning accuracy 

is very low and even a large number of mismatches appear. 

Since the multi-beam technology was developed in 1970s, it quickly became an 

important method to explore the sea floor topography due to its high efficiency, high 

resolution, high accuracy and full coverage technical characteristics [9-12]. Phase 

correlation and image invariant moment features have been successfully used in image 

registration, and the problems of image registration caused by image translation, 

rotation and scaling have been effectively solved [13-15].  

In this paper, the multi-beam sounding is introduced into UTAN and image 

registration technique is used to improve the accuracy of the underwater terrain 

navigation and reduce the mismatch probability of that. First, the real-time grayscale 
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image from the multi-beam sonar has been re-sampled according to the resolution of the 

seabed terrain map. Then, the phase correlation technique based on Fast Fourier 

Transform (FFT) is used to estimate the candidate translations in order to improve the 

matching performance of UTAN. Finally, Hu invariable moment features are applied to 

obtain the best matching from candidate translations obtained from phase correlation, 

whose purpose is to eliminate the image rotation and distorted transformation due to INS 

error while the input image is collected. 

2  Fundamental Theory 

2.1  Phase Correlation Technique 

The phase correlation technique is based on the Fourier Shift Theorem. This method 

can only deal with translation between two images in x-y axis [13]. 

Let 
1( , )f x y  and  2 ( , )f x y  be two images that differ only by a displacement 

( , )x y∆ ∆  i.e. 

2 1
( , ) ( , )f x y f x x y y= − ∆ − ∆  (1)

Their corresponding Fourier transform 
1
( , )F u v  and 

2
( , )F u v  will be related by 

2 ( )

2 1
( , ) ( , ) j u x v yF u v F u v e π− ∆ + ∆=  (2)

From the above equation, when the translation of ( , )f x y  is generated in spatial 

domain, the phase-shift will occur but the amplitude of the Fourier transform is null in 

frequency domain. This will be used to match between two images 
1
( , )f x y  and 

2
( , )f x y . 

The image displacement ( , )x y∆ ∆  between 
1
( , )f x y  and 

2
( , )f x y  can be 

obtained as follows. Define the mutual energy spectrum of two images as follows: 

*

2 ( )1 2

*

1 2

( , ) ( , )
( , )

( , ) ( , )

j u x v yF u v F u v
G u v e

F u v F u v

π− ∆ + ∆= =  (3)

where * ( , )F u v  is complex conjugate of ( , )F u v . 

Thus, the translation parameters ( , )x y∆ ∆  can be estimated translation in x-y axis, 

by computing the Inverse FFT of (4)  

1 2 ( )( ) ( , )j u x v yF e x x y yπ δ− − ∆ + ∆ = − ∆ − ∆  (4)

This function value is nonzero at the shifting place and zero at other place. The peak 

value of the function δ  should be 1 in the ideal case, but it is often less than 1 

because of noise and other reasons. The peak value describes the matching degree 

between two images.   
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2.2  Matching Feature of Moment Invariants 

Moment invariant is a kind of image feature which is created by extracting translation, 

rotation and scaling invariants from the image. Hu moments are a classic moment 

invariants, which have been widely used in image registration successfully [16-17]. 

For a discrete image ( , )f x y with size of M N× , ( , )f x y is the gray value for pixel 

( , )x y , ( )p q+  order moment 
pq

m  is defined as follows: 

1 1

( , ) , 0,1,2,
M N

p q

pq

x y

m x y f x y p q
= =

= =   (5)

The corresponding central moments is defined as  

1 1

( ) ( ) ( , ) , 0,1,2,
M N

p q

pq

x y

x x y y f x y p qµ
= =

= − − =    (6)

where 
10 00

x m m= ，
01 00

y m m= ，i.e they are the barycentric coordinates. 

Normalized center moment 
pq

η  of ( )p q+  order moments for ( , )f x y  is 

defined as: 

00

, 0,1, 2,

r

pq

pq r
p q

µ
η

µ
= =   (7)

where ( ) 2 , 0,1,2,r p q p q= + =   

Hu 2-Dimension moment invariants are linear combination of the second order 

normalized central moments and the third order normalized central moments. Hu 

defined the set of seven invariant moments can be invariants to translation, rotation, 

and scale change, their specific expression see reference 16.  

As the variation of the set of seven invariant moments may be relatively large and 

even be negative value, the actual moment invariants can be used as follows:  

ln 1, 2, 7
k k

M M k′ = =   (8)

2.3  Correlation Function 

Let ( ) ( ) ( )
T

1 1 1 2 2 2, , , , , , , , ,N N NM L B F L B F L B F=     is the reference image and 

( ) ( ) ( )
T

1 1 1 2 2 2, , , , , , , , ,N N NM L B F L B F L B F′ ′ ′ ′ ′ ′ ′ ′ ′ ′=     is the real-time image, N  is the 

length of matching sequence, ( ), ,
i i i

L B F is the geographical coordinate and the value 

of terrain characteristics in the reference image, ( ), ,
i i i

L B F′ ′ ′  is the position of INS 

indicated and the value of terrain characteristics in the real-time image, where 

1,2, ,i N=  . 

The similarity measurement function is still using Mean Square Difference (MSD) 

in TERCOM algorithm, it is defined as [2] 



774 Z. Xu, Y. Liu, and D. Huang 

( )
2

1

1
( , )

N

i i

i

MSD F F F F
N =

′ ′= −  (9)

The best matching value is given by the minimum of ( , )MSD F F ′ . Euclidean distance 

is used as the minimum distance in this algorithm. 

3  New Method Based on Multi-beam Sounding for UTAN 

The framework based on multi-beam sounding for UTAN is given in Fig.1. The center 

of the search space, the search radius and the shape of the reference image are created 

by the navigation data from INS in the underwater topography map. As INS has a large 

random error when the underwater vehicle runs into the matching area, there are not 

only the larger translation and rotation but also the distorted transformations between 

the real-time image and the reference image as shown in Fig.2. 

 

Fig. 1. The block diagram of UTAN based on multi-beam sounding 

The proposed method based on multi-beam sounding for UTAN is presented in 

Fig.3. In order to eliminate the scaling between the real-time image and the reference 

image, the first step of the process is to re-sampling the input water depth data (very 

large density of measurement data) from multi-beam sounding system according to 

the submarine topographic map resolution which is stored in the computer. Then, 

HPF (High-pass filter) Module is used to filter noise and map the water depth to gray 

image, which the real-time image and reference image must be consistent depth and 

gray-level benchmarks. The real-time image and reference image are transformed 

from spatial domain to frequency domain by FFT so that phase correlation can be 

applied to detect the translation in order to reduce the computing time while using Hu 

invariant moments. Finally, the Hu invariable moments are then applied to obtain the 

best matching from candidate translations (10%) obtained from phase correlation. 
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Fig. 2. The image distorted transformation between reference images and real-time images 

  

Fig. 3. Block diagram presents the proposed matching algorithm 

4  Simulation Experimental Results 

The experiment data are generated by simulation based on different experiments to 

obtain the measured seabed topography, INS navigation data, DGPS navigation data and 

multi-beam sounding data measured. They include INS navigation data, DGPS 

navigation data and multi-beam sounding swath data of the survey line in the same 

seabed terrain map.  
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The grid spacing is 100 meters and there are 274 x 274 grids in the submarine 

topographic map. The multi-beam sounding swath is 7 grids in width, the real-time 

image size is 7x9, which is sampled at point 75, 150 and 200 along the longitude 

direction (Fig.4). At the same time, the length of 64 grids of the real-time 

measurement sequence is created for the traditional TERCOM algorithm. The 

simulation experiments have been done for the proposed algorithm and the traditional  

TERCOM algorithm in the same environment based on Matlab 2010a respectively 

and the simulation results shown in Table 1. 
 

 

 

Fig. 4. Simulation measured real-time terrain map from the multi-beam swath 

Table 1. A comparison of the new algorithm efficiency with TERCOM algorithm (Error unit: 

grid number, Running Time: s) 

Real-time 

image 
INS original error Traditional TERCOM algorithm Proposed algorithm 

X Y    R X Y R R% Times X Y R R% Times  

Map75 12 18 21.6 6 7 9.2 42.6 3 1 2 2.2 10.2 7 

Map150 7 31 31.7 11 9 14.2 44.8 3 1 4 4.1 12.9 6 

Map200 10 27 28.8 13 13 18.4 63.9 3 1 3 3.2 11.1 7 

 
The comparative result of the accuracy and running time between the proposed 

algorithm and the traditional TERCOM matching algorithm [2] is given in Table 1. 

As can be seen from Table 1, the proposed algorithm can acquire higher accuracy of 

the navigation and positioning for the underwater vehicle than that of the traditional 

method, the INS error is reduced to about 10% of the original error, especially in the 

case of large original error for INS (less than 3km) the accuracy is improved 

obviously. Meanwhile, the running time of the new algorithm is more than doubled, 

basically this can be ignored for the low speed underwater vehicle. 



 A Method Based on FFT and Invariable Moment Features for UTAN 777 

5  Conclusions 

As the new method based on multi-beam sounding in UTAN take the phase correlation 

technique and Hu invariable moment feature of the image processing, it can acquire 

higher accuracy of the navigation and positioning for the underwater vehicle, the INS 

error has been reduced to about 10% of the original error, especially in the case of 

large original error (less than 3km) for INS the accuracy is improved obviously.  

Meanwhile, the running time of the new algorithm is more than doubled. The new 

method currently is based on the underwater topographic map grid to match, its 

matching accuracy also could be further improved using the sub-pixel image matching 

method, while its running time could be further reduced using the particle swarm 

optimization algorithm. 
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Abstract. The observability of the system states are the key indexes to check the 

convergence accuracy and convergence speed of designed Kalman filter. First of 

all, the error dynamic system equation and observation equation of strapdown 

inertial navigation system (SINS) online calibration are described in this paper, 

and then the system can be demonstrated to meet the law of piece-wise constant 

system (PWCS).Finally,the singular value of the system states based on the 

singlular value decomposition, which provides the necessary foundation of 

online calibration, are described. 

Keywords: SINS, online calibration, observability, singular value. 

1  Introduction 

In order to improve the accuracy of inertial navigation systems, inertial system errors 

which mainly come from inertial sensors, need to be precisely calibrated. For the 

navigation error caused by marine SINS inertial sensors, using GPS to get the speed and 

position measurement information to calibrate the SINS navigation system error with 

the mobility of ship itself. Thus, it can provide the accurate error factor and attitude of 

inertial navigation device for the follow-up navigation. Therefore, it is increasingly 

important for the method of online calibration in practical application. 
In this paper, taking the ship SINS for example, the dynamic model and observation 

equation were experienced, and the "speed + location" method of measuring information 

were used to analyze considerable measure of system. These studies will provide the 

improvement of online calibration.  

2  Establishment of the Equation of State and Measurement  

2.1  Selection of System State Variables and Error Equation 

According to the error characteristics of SINS long-time work to choose the speed 

error, position error, misalignment angle, gyro drift, accelerometer zero bias as the state 

variable:  
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( ) x y z x y x y z x yX t V V Lφ φ φ δ δ δ δλ ε ε ε = ∇ ∇   

Where, xφ , yφ , zφ are east, north, heading angle; xVδ , yVδ are east, north speed error; 

Lδ , δλ are the latitude, longitude error; xε , yε , zε are the gyroscope zero drift; 

x∇ , y∇ are the accelerometer bias.  

Aftertaking into account the impact on the system comes from the error, the system 

error equations are listed as follows.  
Platform misalignment angle error equation is:  
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Position error equation is:  
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             (3) 

Among them, )3,2,1,)(,( =jijiC  are attitude matrixes for the corresponding 

elements, ),,( zyxiwi = are angular velocity of movement of ship, ),( yxif i = are the 

accelerometer output.  

2.2  Selection of Kalman Filter Equations  

Suppose the system state equation is: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

X t A t X t W t

Z t H t X t V t

= +

= +


               (4) 
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Where, 

3 3 3 2 3 2 3 3 3 2

2 3 2 2 2 2 2 3 2 2

2 3 2 2 2 2 2 3 2 2

3 3 3 2 3 2 3 3 3 2

2 3 2 2 2 2 2 3 2 2

0

0

( ) 0 0 0

0 0 0 0 0

0 0 0 0 0

A B C D

E F G J

At K M

× × × × ×

× × × × ×

× × × × ×

× × × × ×

× × × × ×

    =    

is the system vector matrix, )(tW is the system 

noise matrix, )(tV  is the GPS velocity and position measurement noise vector, 

select ( )
T

T T T T

E N
Z t dV dV dL dλ =  as the measurement vector, so 

2 3 2 2 2 2 2 3 2 2

2 3 2 2 2 2 2 3 2 2

0 0 0 0
( )

0 0 0 0

I
Ht

I

× × × × ×

× × × × ×

 
=   is the measurement matrix. 

3  Certification of the SINS Online Calibration Principle to Meet 

the PWCS 

We can see from the chapter 2, state equation and measurement equation of SINS online 

calibration are time varying. The PWCS used to analyze systematic observations, so that 

the considerable measure of the state of the system will be ensured in further. The 

corresponding homogeneous segmented system state equation and measurement equation 

of online calibration are:  

( ) ( ) ( )

( ) ( ) ( )

X t A t X t

Z t H t X t

=

=


                            (5) 

While the system state variables T
NE VVV ][ δδδ = expanded to T

NE VVV ]0[ δδδ = , 

T
Lp ][ δλδδ = expanded to T

Lp ]0[ δλδδ = , T
yx ][ ∇∇=∇ expanded to 

T
yx ]0[ ∇∇=∇ , then X(t)  and )(tH be column transformed as: 

( )
T

T T T T TX t v pδ δ φ ε = ∇  , 3 3 3 3 3 3 3 3 3 3

3 3 3 3 3 3 3 3 3 3

0 0 0 0
( )

0 0 0 0

I
H t

I

× × × × ×

× × × × ×

 
=    , ( )

T
T T

Z t dv dp =    

The corresponding change in the vector-matrix system:  

0
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This can be defined as:
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Change
j

Q in the implementation of elementary column is to be  
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0 0 0 0

0 0 0 0

0 0 0

0 0 0

j

I

I

Q A D

E J

   
′  =    



    

                                 (6)  

As the primary change will not change the matrix of the zero space, so 

( ) ( )
j j

null Q null Q′ =  .According to the definition of the zero space matrix can know that 

for any nonzero vector Y, if ( )
j

Y null Q′∈  , Then there  

0
j

Q Y′ =                                   (7)  

Where there are 
1 2 3 4 5

T
T T T T T

Y y y y y y =   . The joint (6) and (7) can infer 

1

2

3 4

3 5

0

0

0

0
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A y D y

E y J y

= =
⋅ + ⋅ = ⋅ + ⋅ =

                                  (8) 

IfY is a lso part of )(tA of zero space vector, the same  

1 2 3 4

1 2 3 5

1 2

0

0

B y C y A y D y

F y G y E y J y

AY K y M y

⋅ + ⋅ + ⋅ + ⋅  ⋅ + ⋅ + ⋅ + ⋅  = ⋅ + ⋅    

                           (9) 

Alliance (8) and (9), taking into 
4

y
5

y as small error, you can draw 0=AY . Thus 

( )Y null A∈ , therefore, ( ) ( )
j

null Q null A= established, thus proving the strap-line 

calibration system meet the theorem PWCS[1].  

4  Sigular Value Analysis of the "Speed + Position" SINS Online 

Calibration 

Set the swing amplitude of pitch axis, roll axis and heading axis in the movement are 

respectively °2 , °2 , °4 ,and the latitude °= 45.78L ,longitude °= 126.67λ .To 

decompound the system, there be twelve singular values. 12 singular values were 

calculated corresponding to the initial value of state variables and draw the table, you 

can get the observability of the state variables. 

Path one: North along the hull at the speed of 15m/s  

Path two: East along the hull with a constant acceleration of 0.2g 
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Path three: North along the hull with a constant acceleration of 0.2g 

Path four: Along the hull with s/4° angular velocity and along the keel with 10m/s  

speed to the circular motion. 

Table 1. The comparison of singular value in different path 

Singular value Path one Path two Path three Path four 

x
φ  17.78 17.85 17.86 16.98 

y
φ  17.78 17.86 17.85 16.98 

z
φ  5.26e-6 1.38e-4 1.38e-4 2.50e-5 

x
Vδ  1 1 1 1 

y
Vδ  1 1 1 1 

Lδ  1 1 1 1 

δλ  1 1 1 1 

x
ε  2.06 2.68 2.67 2.75 

y
ε  2.06 2.67 2.68 2.75 

z
ε  2.30e-3 2.30e-3 2.30e-3 4.73e-3 

x
∇  4.29e-8 4.27e-3 4.27e-3 0.068 

y
∇  4.29e-8 4.27e-3 4.27e-3 0.068 

We can know from the table above that: the singular value of xVδ yVδ Lδ δλ are 

1.Look at path one,the singular value of 
z

ε 、
z

φ are relatively low, but
x

∇ 、
y

∇ are not 

observed. In the path two and three,it may improve the singular value of observations of 

the system.Because there are changes in both the change of force and in the attitude 

matrix.In the path four, singular value of state variables is higher than the motion 

conditions of simple change and simple lines.In conclusion, velocity with the external 

components and position information is fully observed,which can be a considerable 

higher measure, estimation accuracy of the Kalman filter of these state will be higher; It 

should also be noted that , the mobility of the hull has a greater impact on the 

considerable measure of system states, even the singular value information of system 

status with direct external measurement may be different at different times. 

5  Conclusion 

In SINS online calibration, the observality is important indicator of online calibration. 

In order to be able to achieve better calibration accuracy in a valid path , singular value 

of dynamic decomposition should be used to provide the plenty basis of improving the 

accuracy of estimates of Kalman filtering. An effective method to determine 

considerable measure of the state would be like this: based on observation of the 

dynamic system matrix singular value decomposition, fitting for the fully observed and 

un-fully observed systems.This paper provides a necessary foundation of the 

observability decomposition and error estimates of the online calibration. 
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Abstract. This paper analyzes the objectives and related factors in detail and 

presents an optimization model with two different objectives. In order to work 

out an efficient signalling layout scheme in combination with the practices of 

present railway line design, the paper discusses the steps of computer-based 

signalling layout optimization and the method to solve the model with the chaos 

embedded particle swarm optimization algorithm combined with STM 

(STMCPSO). Case study of signaling layout design of an existing railway line 

is conducted. The results demonstrate that using the STMCPSO to solve the 

optimization problem of signalling layout design is practicable, and this system 

is able to work out a satisfactory signalling layout scheme to promote the 

efficiency and quality of signaling layout design without any manual 

interference.  

Keywords: Railway communication and signaling, Signalling layout, Block 

section, Chaos embedded particle swarm optimization, Train movement 

simulation. 

1  Introduction 

The design of automatic block sections is to determine the numbers and specific 

location of the pass signalling layout in each automatic block section, and seek safe, 

efficient and economical layout of the scheme in order to effectively organize train. At 

present the study to different signal display formats and to train impact in the 
domestic and foreign is more, while the study to solve the railway block section 

optimization problem is relatively less. Gill and Goodman etc. [1] proposed a heuristic 

ramp searching algorithm, and used it to solve the block section optimization problem 

of the subway system. C. S. Chang and others [2,3] applied the genetic algorithm and 

DE (Differential Evolution) algorithm based on Gill’s study to optimize the subway 

system signalling layout design. The literature [4] introduced the method of manual 
block signalling layout in train movement hour curve. At present this problem on the 

research and application at domestic and foreign exist mainly following insufficient. 

(1) Foreign scholars once have studied the block section optimization of the urban rail 

transit system, but have not involved the trunk railway, because the constraint 

conditions of the trunk railway to be considered are even more and more complex 



786 H. Rong 

than the constraint conditions of the urban rail transit system to the block section 

optimization. (2) These current studies are mainly based on experience qualitative 

analysis, most solutions have simulated the experience of manual block layout design 

and have not analyzed systematically the goals and constraint conditions to the block 

section optimization. 
In this paper, the optimization model of block signalling layout problem with two 

different strategies target has been established on the basis of analysis of various 

influencing factors, and the chaos embedded particle swarm optimization combined 

with STM (STMCPSO) algorithm to solve this model is discussed. Comparing with 

C. S. Chang and others’ DE algorithm, the results indicate that the method of railway 

block section optimization design based on STMCPSO algorithm has a bigger 
superiority, and can obtain a good block section optimization plan with no human 

intervention, and is suitable to develop the block section optimization software 

system. 

2  Objectives and Impact Factors of Block Section Optimization  

2.1  Objectives of Block Section Optimization  

The railway block section optimization is a much more complex and multi-objective 

constrained optimization problem which requires as much as possible to achieve 
better results on the basis of meeting necessary constraint conditions. These multi-

objectives include: 

(1) Security. Ensuring the train movement security is the most important objective 

of railway signal system. 

(2) Efficiency. This is another important factor to be considered for the design 
work and train operating organization. 

(3) Economy. This is an important criterion for the design work, because the 

investment in equipment is required, but the block signalling layout scheme should 

take into account the number of equipment. 

The above objectives are mutually influenced and mutually restricted. To ensure trains 

having the higher movement efficiency in automatic block section system will have to 
reduce unnecessary safety margins and have to increase equipment investment. 

2.2  Impact Factors of Block Section Optimization 

There are many impact factors of the railway block section layout. These impact 

factors mainly include: 

(1) Train emergency braking distance. To ensure the security of train movement, 

the train must be able to parking in front of the ban signaling, that is, the train can not 
advance recklessly the signal in any case. 

(2) Signal display formats. Signal display formats will affect the least number of 

block section and the track train interval between trains, as well as the block section 

number required to meet the train braking distance. 

(3)Track circuit length. Limit length of the track circuit is an important factor to 

affect the length of block section, etc. 
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3  Optimization Model  

3.1   Variables Definition  

What the block section optimization problem must solve is to obtain the signalling 

layout numbers in automatic block section 
signalN  and the specific location of each 

signalling )21( signali NiX ，，，= . Setting up two stations A and B, the outbound 

signalling location of A station is 
0X  , and the stop signalling location of B station is 

1+signalNX , the number of block section is 
tionN sec

, Then the block section length is 

)11( 1secsec1 iisignaltiontionIIi XXNNNiXXL <+==−= −− ；；，， . Figure 1 describes the above 

variables definition. 

 

Fig. 1. The variables definition description 

3.2  Objective Function 

To meet the different application objectives, this paper proposes two kinds of 

objective strategies: 

(1) Efficiency strategy. That is, as far as possible, it seeks the smallest track train 

interval time，so as to get the maximum through capacity. Its objective function is  

)max(min 21 kIIIf ，，， =                              (1) 

Where, kI is the track train interval time. To the four shows automatic block, the 

track train interval time usually in the situation needs to be separated by at least 4 

block sections. In this case: 

v

lllll
I trainkkkk

k

++++
= +++ 32106.0                         (2) 

Where, 
trainl  is the train length, v is the train movement speed. To the four shows 

automatic block, )max( 21 kIII ，，，   is expressed as the maximum of 
kI  calculated 

which the train moves from outbound signalling until to k+3 that coincides with the 

stop signaling. Coefficient of 0.06 is produced in conversion from the km / h to the  
m / min.  
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(2) Economy strategy. That is, under meeting certain efficiency (satisfying the 

track train interval time H that is given ) premise,  it is as far as possible to pursue the 

plan having the least signalling numbers, its objective function is: 

                      
signalNmin                                    (3) 

3.3  Constraint Condition 

Defining the constraint conditions of above two objective functions as follows: 

circuiti lll ≤≤min
                                (4) 

)(),,(max 001 vSivvSl jiibi +≥ +
                        (5) 

01

1

sec

XXl n

N

i

i

tion

−= +

=

                                  (6) 

1
min

0101
−


 −

≤≤


 − ++

l

XX
N

l

XX n

signal

circuit

n                           (7) 

‘Economy strategy’ needs also to meet: 

HI k ≤                                       (8) 

In above constrain conditions, 
minl  is the smallest length of block sections provided 

in ‘Railway technology management procedures’ or determined by the engineering 

design personnel according to the scene actual situation, 
circuitl  is the track circuit 

limit length, ),,(max 1 jiib ivvS
+

 represents a maximum braking distance that is 

required at the brake start of 
1−iX  place from any higher speed grade to a adjacent 

lower speed grade. There are N–1 speed grades for automatic block system of 

)4( ≥NN shows. )( 00 vS  is a outlook signal distance required by drivers (Generally 

takes 50 m). 
01 XX n −+

 is a section length from the outbound signalling of A station 

to the stop signalling of B station between A station and B station. The formula (7) 

specifies a value range of signaling frame numbers 
signal

N . In addition to above 

constraint conditions, it is necessary to consider the factors that are difficult to 

quantify, such as the description in 1.2. 

The above mathematical model is very difficult to find the effective optimization 

method to its solution, this paper uses adaptive chaos embedded particle swarm 
optimization algorithm to solve this problem.  

4  Chaos Embedded Particle Swarm Optimization Algorithm  

of Model Solution 

4.1  Chaos Embedded Particle Swarm Optimization Combined with STM 

(STMCPSO) Algorithm 

In this paper, an chaos embedded particle swarm optimization combined with STM 
(STMCPSO) algorithm is used. In addition to initialize particle’s position and velocity 



 Design of Automatic Block Section Signalling Layout 789 

using chaotic variables in order to improve population’s diversity and ergodicity, the 

STMCPSO algorithm embeds chaotic variables with chaotic ergodic mechanism into 

the parameters of PSO algorithm, namely, it uses different random sequences to 

substitute separately random parameters r1 and r2 of PSO algorithm, so that chaotic 

variables generate random numbers which the PSO algorithm needs in each algorithm 
iteration. The particle velocity iterative formula of the STMCPSO algorithm can be 

expressed as: 

( ) ( )[ ] ( ) ( ) ( )[ ]txtgbesttCFctxtpbesttCFctvCFtv jijijjijijjiji ,,,32,,,21,1, )()()1( −+−+=+      (9) 

where, CF1 and CF2 are functions of chaotic variable map value, which have 
substituted the random numbers r1 and r2 of  PSO algorithm. The chaotic search 

mechanism and the early-maturing judgment mechanism of STMCPSO algorithm is 

mainly reflected in the following: In addition to chaotic variables being used to 

initialize particle’s position and velocity, the three chaotic variables (CF1、CF2 and 

CF3) are applied to randomly generate chaos random values in each iteration 

optimization process in order to improve the population diversity and ergodicity,  and 

avoid falling into local minima. According to the maximum inertia weight wmax and 
minimum inertia weight wmin, this paper designs the following formula: 

，，，， 210
22

minmaxminmax
1 =

+
+

−
= n

ww
X

ww
CF n

           (10) 

The chaotic random sequence values produced by CF1 are scaled to the values range 

of inertia weight. 

4.2  Basic Operational Design 

(1) Determining signalling numbers. 

According to equation (7), listing optional signalling number range on line, and 

choosing a reasonable signalling number, this is also a necessary condition to 

determine the particle dimension of each signaling. 
(2) Generating initial population. 

To make the search space favor in feasible solution, the each dimension search 

range is restricted. The i is defined as i-th signaling on line, ),( iIX Low
 and ),( iIX up

 are 

constraint conditions in the range can be searched to each signalling position, where, 

p is the dimension, and fLag is the best location mark of population. The lower limit 

and upper limit values of the position range of signalling particles are initialized to 

300, the particle velocity veLoeity(l， i)is initialized, the best historical position 

Xbest(l，i) of signalling particles is initialized, the best global position of signalling 

particles PartieLes(fLag，l) is initialized. 

(3) Defining the fitness function. 

The definition of fitness function is directly related whether the STMCPSO is able 

to eventually converge to the optimal solution.  
This paper defines three fitness functions, are as follows: Signalling numbers is 

situated generally between maximum number and minimum number, its fitness 

function is  fiiness=l/prod(I). 
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The efficiency strategy is to pursuit the train track time interval as far as possible in 

order to get the maximum through capacity, and its fitness function is fitness=l/(l+s*f 

(l, i)).  

In formula, s=∑fit A, where, fit A is a processing function for the section length 

which is divided out. 

The economy strategy is to pursuit methods of the least signalling number as far as 

possible under meeting the certain efficiency premise that is to meet a given train 

track interval time H, its fitness function is fituess = l /(1+s*f (l, i)*fit B). 

5  Example Simulation  

The station A and the station B is selected as a section to arrange through signalling, 

the outbound signalling location of the station A is set to 0km, and the stop signaling 

location of the station B is set to 15 km, so the section length is 15km. according to 

automatic block arrangement of the four display, and train length is 800 m, the train 

average movement speed in the section is set to 100km / h, the minimum length of 

block section is set to 1000m, the maximum length of block section is set to 1400m. 

In order to analyze results easily, the interval is assumed to have only an average 

slope (this example is 3 ‰). According to a large number of test calculations and 

result analysis, In this example, initial population is set to 20 and the optimization 

time is set to 10 and the maximum iteration number of each time is set to 250 time for 

getting the best optimization output result. Figure 2 and figure 3 show respectively the 

average fitness of the algorithm and the optimal fitness trends in two kinds of strategy 

situations. In the figure, the solid line is the average fitness and the dotted line is the 

best fitness. 

5.1  Economy Strategy 

Table 1. The continuous layout position of economy strategy 

serial number 1 2 3 4 5 

line position/km 1000 2200 3600 4925 6211 
type outbound passing passing passing passing 

6 7 8 9 10 11 

7600 8866 10155 11550 12800 14000 
passing passing passing passing passing stop 

n=11，the final determine tracking interval time: Iz=4.1000 

5.2  Efficiency Strategy 

From Fig. 2 and Fig.3, with the iteration number increasing, the population average 

fitness and the best fitness decrease in continuous. 
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Table 2. The continuous layout position of efficiency strategy 

serial number 1 2 3 4 

line position/km 1000 2480 4100 5710 
type outbound passing passing passing 

5 6 7 8 9 

7310 9010 10620 12385 14000 
passing passing passing passing stop 

         n=9，the final determine racking interval time: Iz=4.85 

     

     

        Fig. 2. Economy strategy                             Fig. 3. Efficiency strategy 

5.3  Comparison of the STMCPSO Algorithm and the DE (Differential 

Evolution) Algorithm 

To further compare the performance of STMCPSO algorithm and the DE algorithm in 

railway block section optimization design, Fig. 4 draws the optimizing curve which 

compares the STMCPSO algorithm with DE algorithm when dimensions is 20 and 

particles is 40. 

 

Fig. 4. The optimizing curve which compares the STMCPSO with DE 
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In Fig. 4, the horizontal axis shows the optimization iteration number, and the vertical 

axis shows the logarithm of fitness value (that is the logarithm of global minimum value 

given from each search. As can be seen from Fig.4, the convergence rate of STMCPSO 

algorithm is generally higher than that of DE algorithm, which is because the STMCPSO 

algorithm has increased chaotic multiple search mechanisms that can avoid premature, so 
the global optimization capabilities have been enhanced. 

6  Conclusion 

In this paper, the STMCPSO algorithm is applied to solve the signalling layout 

problem. (1) According to the practice of automatic block section design, this paper 

has proposed two different signalling layout optimization strategies. (2) Appling the 

STMCPSO algorithm to solve the signalling layout problem, this paper illustrates that 

the STMCPSO algorithm may be easier to achieve the optimal goal and meet different 
constraint conditions, and illustrates it is effective to solve this problem through case 

studies. (3) Comparing the performance of STMCPSO algorithm and DE algorithm in 

railway block section optimization design, the results show that the convergence 

speed of STMCPSO algorithm is superior to DE algorithm.  
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Based on SVM 
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Abstract. This paper intends to present a new support vector machine (SVM) 

model based on statistical learning theory at the small samples and complicated 

effect factors in Shanxi tourism demand data, at last, countermeasures are 

analyzed. Experimental results showed that SVM model used time series data 

outperforms traditional models. 

Keywords: Support vector machine, tourism demand, forecast. 

In the past 10 years, the tourism in Shanxi is rapidly developed. The revenue of the 

tourism is 58.16 billion Yuan in the year of 2007. It is equivalent to 10.2% of GDP. In 

the year of 2008, the gross income in tourism is 73.93 billion Yuan. It is equivalent to 

10.7% of GDP. The tourism industry in the national economy becomes more and more 

important, it has become a pillar industry of Shanxi economy. Therefore, it is of great 

significance to establish tourism development strategy according to the reasonable 

forecast for Shanxi tourist demand. 

At present, the forecast methods for tourism demand are mainly statistical methods 

and the neural network method. The statistical data of tourism in Shanxi Province 

exist small sample, relevant factors of complex situation. It brings more difficult to 

scientific and accurate prediction. 

In this paper, the tourism demand forecasting model is set up by using Support 

Vector Machine (SVM). The model is applied in Shanxi tourism demand forecasting 

and for small sample of time series data processing. The influence factor to consider 

the complex problem is avoided. 

1  SVM Theory 

SVM is a kind of method based on statistical learning theory by Vapnik[1], through 

the structural risk minimization principle to improve the generalization ability. It can 

well solve the small sample, nonlinear, high dimension practical problems. It has set 

up a wide range of applications[2-4]
  

such as the function approximation, a file in the 

financial time series analysis and prediction on the field. 

SVM is based on the thought: first choose a nonlinear mapping φ(x), put n 

dimension sample vector (x1,y1),….., (xl, yl)∈Rn * R from the original space mapping 

to character space, and structure the optimal linear decision-making function y=f (x) 

=wTφ(x)+b, using the structural risk minimization principle. The high point of the 
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product in the feature space is replaced by using the original space kernel function of 

K(x, y)=〈φ(x),φ(y)〉, to avoid the complex operation calculation. 

For standard SVM, optimization problem is  

2

2

1
min w  

Subject to (for any i=1,2…….,n) 

[ ] 1≥−⋅ bxwyi                             (1) 

The optimization problem is worked out by solving Lagrange function of saddle points. 

[ ]{ }1)()(
2

1
),,(

1

−−⋅−⋅= 
=

ii

l

i

i ybwxwwabwL α     
(2)

A and b values are worked out By the least square method. So fitting function is: 

f ( x ) = 
=

l

1i

αiK( x i , x ) + b                          (3) 

2  The Design of Tourism Demand Forecast Model in Shanxi 

Province Based on SVM 

In this paper, the statistical data comes from the Shanxi statistics yearbook [5], 

including the domestic and international tourist visitors in the years of 2000-2002, 2004-

2009. 

In the paper, SVM is used to tourism forecast. Future value is estimated according 

to the past and current observations. It actually is to assume that there is a certain 

determined function between the future value and the past. In that moment, the y(t-2), 

y(t-1) and y(t) are known, the requirement data y(t + 1)=f(y(t), y(t-1), y(t-2)) is 

counted. In the experiment, data sequences y(t-2), y(t-1)andy(t) are input, the 

predicted data y(t + 1) is output after SVM processing. 

3  Prediction Experiment 

In the experiment to predict domestic and foreign tourists, six training data and three 

test data are selected, using SVM method and neural network method respectively. To 

compare the result of prediction, the introduction of error index is as follows: 

Mean Absolute Percentage Error(MAPE)=
N

Y

YXN

i i

ii
=

−

1
×100 %  
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Mean relative error square roots(MRESR) = 
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Among them, Xi represents the simulation output, Yi is the actual visits.  

The experimental effect using SVM method to forecast is shown in figure 1 and 

figure 2. The x axis is corresponding to the corresponding years (years of 2000 to 

2002, 2004 to 2009) according to order, and the y axis is the corresponding tourism 

number (unit: ten thousand people). The circles are the result of the test data.  
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Fig. 1. Using SVM for domestic tourism demand forecasting 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 2. Using SVM for foreign tourism demand forecasting 

 
The experimental effect using neural network method to forecast is shows as table 1 

and table 2.  
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Table 1. Using neural network method for domestic tourism demand forecasting Training data 

set as follows (unit: ten thousand people) 

2000         2001          2004         2006          2008          2009  

2904.8       3510          5538          7517          9383          10600 

 
Result as follows(unit: ten thousand people) : 

 Year                          2002            2005           2007   

 Practical value                4539            6545            8529 

Predicted value                4468            6478            8620 

Table 2. Using neural network method for international tourism demand forecasting Training 
data set as follows (unit: ten thousand people) 

 2000           2001       2004       2006       2008        2009  

 16.5            19.8       29.6       57.4         93.9        106.8 

Result as follows(unit: ten thousand people) : 

 Year                           2002            2005          2007 

 Practical value                 24.8            42.1            73.8 

Predicted value                 22.5            40.7            76.1 

Experimental results comparisons of the two methods are such as table 3 and table 4. 

Table 3. The precision comparison of the domestic tourism demand forecasting 

Prediction model       MAPE（%）  MRESR          EC 

Neural network        10.60             0. 83            0. 926 

Standard SVM         7.85              0.76             0. 947 

Table 4. The precision comparison of the international tourism demand forecasting 

   Prediction model       MAPE（%）  MRESR          EC 

 Neural network           10.89           0. 156         0. 920 

 Standard SVM           8.14             0.098          0. 963 

4  Conclusion 

In the domestic tourism demand forecast, the use of SVM method is still made of high 

precision (MAPE = 7.85%), and the use of neural network model get MAPE = 

10.60%. In the international tourism demand forecast, using SVM is made of high 

precision, and it is better than the neural network model, although the international 

tourism market is affected by many complex factors.  
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The simulation results show that SVM has the very good generalization performance. 

Therefore, SVM method has a lot of potential application in tourism demand analysis and 

prediction. 
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Abstract. Small obstacles are difficult to be detected and having their position 

precisely established from vision or other stereo obstacle detecting systems thus 

needing to be treated locally by the robot legs and foot. This work deals with 

the obstacle overcoming and curved walking capabilities of a four legged 

walking robot. Obstacle overcoming and avoidance is done using only 

information from contact sensors installed on the robot’s feet.  A divide and 

conquer approach was used to get over known obstacles. Obstacles considered 

are going a step up and down, going ramp up and down and overcoming a 

channel. Results include integrated movement sequence to go one step up in the 

floor. 

Keywords: Obstacle, legged robot, mobile robot, robot, anthropomorphic. 

1  Introduction 

There has been great effort in studying mobile robots that use legs as their locomotion 

system. However, at the same time, legs pose a number of problems of their own. 

Indeed, legged-robot research focuses on everything related to leg motion and 

coordination during robot navigation [1]. 

The difficulty in developing legged vehicles is mainly to coordinate the large 

number of degrees of freedom that should be triggered on a simple motion of the 

robot from a point A to point B. The precise coordination of walking movements, so 

that the resulting dynamic forces during navigation keep the robot in balance, is a big 

challenge. These restrictions can be overcome by modeling statically, the dynamic 

balance of forces resulting from the movement of the robot. 

Collisions with obstacles or irregularities in the floor can destroy the robot balance 

and it can fall due to lack of additional points of support or by collision of one leg with 

some elevation. Robot navigation requires obstacles detection and avoidance, while 

guiding the robot to its goal. It must consider known and unknown, moving or fixed 

obstacles in the robot’s path and the needing for detection and avoidance strategies.  

To operate safely in public environments, many successful systems use sensor 

based modules for the collisions prevention, to control the mobile robot. The main 

control structure is feeling - react: the reading of the sensor is analyzed continuously 

to determine a free collision movement.   
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2  Problem Definition 

A. Legged Robots 

The effort to develop legged mobile robots have been conducted on several fronts 

including: the studies of locomotion and biomechanics of animals and insects with 

legs; the construction of models to represent the movement of animals and insects with 

legs; the construction of mathematical models of equilibrium for legged robots in order 

to simulate the models built for the animals and insects with legs; the design and build 

of robots, legs and devices for special applications, research in animal locomotion and 

validation of locomotion models; and the design and construction of energy efficient 

actuators and mobile robot legs, capable of displaying both reactivity and adaptability 

to their operating environment.  

This work concerns with a strategy for overcome or avoid obstacles using only 

information from sensors installed on the feet to perceive the obstacle and manage an 

autonomous sequence of complex integrated movements to move across the obstacle 

or deviate from it, preserving the robot’s balance and stability [2], [3]. The complex 

movements and tracking sequences in operational space are proposed to be built from 

the combination of a small group of simple movements sequenced according to the 

contact keys switching sequence 

The obstacle overcoming problems addressed are transposition or bypass in 

regular and firm ground, using only information obtained from sensors installed on 

the robot’s feet. The obstacles considered are the step up, step down, step close, and 

channel slope. The approach used can be expanded to other complex autonomous 

movements like stair climbing with a legged robot. 

B. The Guará Robot 

The four legged walking robot Guará [4], which is capable walking straight and 

curved paths and detecting and overcoming known obstacles and its four degree of 

freedom (DOF) leg kinematics are shown in Fig. 1. 

The mapping of the foot coordinates from the operational space, during walking 

and obstacle overcoming,  into joint space in done by inverted kinematics and the 

matrix of the gait being executed synchronizes each foot trajectory and body lateral 

movements in the leg’s operational space and leg’s inverse kinematics maps them in 

joint space. The control performs a model for determination of the position, with 

respect to a fixed reference system stated in the start of movement. The actual 

position is achieved by computing the movement of the robot from the commands of 

movement of the legs [5]. 

The foot stroke trajectory is a straight line, as it’s desired that the robot body would 

be maintained in a horizontal plane. Other configurations can be constructed to walk 

inclined paths, maintaining the robot body horizontal, and walk a horizontal path, 

maintaining the robot body inclined. 

A polygonal trajectory was implemented, as shown in Fig. 2, where leg’s thrust is 

from right to left, the vertical distances are measured from leg’s coordinate system 

origin and the dimensions are in millimeters. At taking off point, associated with the 

left inclined segment in the generated path (in blue), the foot is moved upward with 
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horizontal speed equal to the robot speed, and a more high vertical speed, until it 

leaves completely the ground. Then it’s accelerated to achieve a higher horizontal 

speed and describes the superior three segments trajectory and at the end of the third 

superior segments, it begins the landing movement in the right inclined segment in the 

generated path. During landing, the horizontal speed is set to the robot’s ongoing 

speed and the vertical speed is lowered, until the feet touch the ground.  

C.  Curved Paths 

The curved path stroke is showed in Fig. 3. The curved path algorithm is a drivability 

strategy that allows the robot turning while walking, without losing equilibrium and 

stability. Curved paths are accomplished by the four legs which incremental 

differential strokes tangent to the robot curve and inclined to its longitudinal axis.  

The stroke path is done by small straight line segments in the foot operational 

space, as shown in Eq. (1), where: θ is the curve angle; Ro and Ri are the foot outside 

and inside curve radius; λo e and λi are the stroke pitch for the legs outside and inside 

the curve; and L and W are length and width between legs reference systems. 

 

Fig. 1. Legged robot Guará turning left while walking (left); joints reference system (right) 
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As the straight path is also implemented through small straight line increments, to 

turn the robot in a curved path the only additional computational effort is to sum four 

3x1 matrix with the small rectilinear segments that form the foot curved trajectory in 

foot’s operational space to find the next foot position. The inverse kinematics then 

maps foot cartesian coordinates to leg joint coordinates. 

D. Main Control Structure and Obstacles Detection and Overcoming 

The main control cycle is showed in Fig. 4. The internal processes are: the Collision 

Processing Unit which manages the obstacle overcoming tasks; the Gait Processing 

Unit which manages the walking tasks; and a Communication Unit which manages 

the control system and robot’s hardware communication.   

The Main unit runs a fixed polling sequence process in the first processing level, 

checking all process branches and ends each control cycle running the 

Communication Unit processes.  

The Gait Processing Unit process walking tasks for the incremental construction of 

the robot straight and curved paths, according to previous gait parameters set up.  
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Fig. 5. Step up obstacle overcoming control cycle 

The Gait Processing Unit process walking tasks for the incremental construction of 

the robot straight and curved paths, according to previous gait parameters set up.  

The Collision Process Unit concerns with the overcome obstacles movement 

sequences and is fired by the main unit if the switching pattern switches to a known 

obstacle previously programmed. When a collision occurs, the main unit control cycle 

starts the collision unit and then all processes until the robot returns to its walking state 

is done within the collision unit. The actuator level performs direct joint control and 

contact keys data acquisition [6].  

Small obstacle is difficult to be detected and having his position precisely 

established from vision or other stereo obstacle detecting systems thus needing to be 

treated locally by the robots legs and foot. This work presents a strategy for detecting 

and overcoming obstacles placed in the robot’s foot trajectory using contact keys type 

collision sensors installed in the robot’s feet. A scheme to detect obstacles in the robot 

legs path using proximity sensors, to improve the locomotion skill in complex 

environments, is also presented in [7]. In Fig. 6 it is shown the contact keys collision 

sensors installed on a Guara’s feet. The contact keys lay out is to feel contact of the 

foot with horizontal and vertical surfaces. There are two double keys parallel 

connected horizontally installed on the front and on the back foot and two single keys 
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vertically installed on the front and on the back foot. In a collision, the system 

identifies the obstacle from the switch pattern and starts an integrated movement 

sequence to move the robot to transpose, or to turn aside the obstacle. 

 

Fig. 6. Contact keys on the feet 

(b) (c)(a) (d) (e)  

Fig. 7. Contact key switching patterns 

In Fig. 7 it is shown the feet contact keys switching patterns. The keys can detect 

contact with: horizontal surfaces, Fig. 7 (b) pattern [1011], and (c) pattern [1101]; 

vertical surfaces, Fig. 7 (a) pattern [0111] and (d) pattern [1110]; and no contact 

pattern [1111], Fig. 7 (e). 

Contact switching occurs also in foot’s taking off and landing events before and 

after its flight to a new stroke position, or when it’s being moved during obstacle 

overcoming. The movement sequences studied were for the step up, step down, 

channel, step close, ramp and divert obstacles.  

In Fig. 8 it is shown the main obstacle overcoming control cycle. Each obstacle 

has its own unique recognition key pattern and other obstacles patterns can be 

implemented.  

In Fig. 5 it is shown the step up obstacle overcoming control cycle, which results 

are presented. 

3  Results 

In Fig. 9 the robot is showed turning right in a 90
0
 corner with a radius of approximately 

1.4 [m]. In Fig. 9 (a) the front right foot 2 is flying to a new stroke position. In Fig. 9 (b) 

the foot is landed, and the right rear foot 3 is flying, and it can be seen that the foot 

excursions a little to the center of the curve. In Fig. 9 (c) the robot is moving forward and 
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is being turned right as the front feet are being stroking from the center and the rear feet 

are being stroking out from the center of the curve. In Fig. 9 (c), (d) and (e) the outside 

legs 0 and 1 are then moved to a new stroke position. 

Fig. 10 and Fig. 11 the robot is going up a step up in front of its walking path. The 

step is indefinitely placed and will only be perceived by the robot at the touch of one 

front feet key, which causes a state change in the feet key pattern. In Fig. 10 (a), the 

robot is walking, with right rear foot 3 flying to a new stroke position, and in Fig. 10 

(b), the front right foot collides with the step up. In Fig. 10 (c), it’s started a movement 

sequence that moves back and raises the right front feet 2 to its flight start position and 

moves the robot body left and back to its kinematic limits, before moving the foot 2 to 

the step up position.  
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Fig. 8. Obstacle overcoming control cycle 

 

Fig. 9. Robot turning right in a 900 corner 
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(a) (b) (c)   

Fig. 10. Gait showing the on flight collision of the foot 2 on the first run 

To overcome obstacles the proposed approach uses only the feet contact keys 

information and perform a sequence of movements to move the robot to overcome the 

obstacle, or deviate from it, preserving its balance and stability. To start overcoming 

any obstacle, before any leg aerial movement is done, the robot is moved to a know 

position that ensures the highest stability margin with the other legs that will remain 

in support.   

In Fig. 11 (a) the front right foot 2 is being moved to the step up position. In Fig. 

11 (b) the front right foot 2 is already in the step up position and starts moving the 

robot body to the right kinematic limit before moving the front left foot 0 to the step 

up position. In Fig. 11 (c) the front left foot 0 is being moved up to the step up surface 

and in Fig. 11 (d) the front left foot 0 is landed in the step up surface and the robot 

starts walking with the front feet 0 and 2 on the step upper surface and the back feet 1 

and 3 in the step lower surface.  

In Fig. 12(a) the robot is walking and leg 3 collides with the step and the same 

sequence done for the front 0 and 2 feet is repeated for the rear 1 and 3 feet. In Fig. 

12(b) the right rear foot 3 is moved back and raised to its flight start position. the 

robot is being moved forward and to the left kinematic limit before the lifting of the 

rear right foot 3 to the step up. In Fig. 12 (c) the rear right foot 3 is landed in the step 

up, and the robot is being moved forward and to the right kinematic limit. 

. 

Fig. 11. Front feet going up a step 

(a) (b)

(c) (d)
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(a) (b) (c)

(e) (f)(d)  

Fig. 12. Positioning the rear legs on the step up to restart walking 

In Fig. 12 (d) the robot is still being moved forward and laterally to the right 

kinematic limit, before the lifting of the rear left foot 1 to the step up position. In Fig. 

12 (e) the robot is lifting up the rear left foot 1, which is landed in step up position in 

Fig. 12 (d). The task of lifting the entire robot to the step up surface is completed with 

the rear left foot 3 supporting in the upper step. 

4  Conclusions and Future Work 

The method used to address the problem of obstacle overcoming was to divide a 

complex movement task in a group of simple movements implemented in a known 

sequence that ensures robot stability, rather than develop a complex model to search a 

generic solution for the problem.  

The main characteristic of this approach is that it allows the solution space 

dimension reduction and that it has no limits, being able to implement complex tasks 

such as going up in a stairs. The limits are the robot’s leg’s kinematic limits, which 

are very closed in the Guará robot.  

Robots with stronger actuators and wider kinematic limits could support the 

implementation of libraries of obstacles, associated with the work environment of low 

speed robots. It could be seen that that, according to obstacle shape and dimensions 

acquired from contact keys and to the robot kinematic limits, sets of simple 

movements are combined to overcome the obstacle giving navigation skill and 

autonomy to the legged robot in an environment with known obstacles.  
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Abstract. A novel face hallucination method is proposed in this paper for the 

reconstruction of a high-resolution face image from Sparse Representation. By 

joint training two dictionaries for the low-and high-resolution image patches, 

the method efficiently builds sparse association between high-frequency 

components of HR image patches and LR image feature patches, and defines 

the association as a prior knowledge, Using MAP criteria to guide super-

resolution reconstruction with respect to their own dictionaries. The learned 

Dictionary pair is a more compact representation of the patch pairs, reducing 

the computational cost substantially. Experiments show that the proposed 

method generates higher-quality images and costs less computational time than 

some recent face image super-resolution (hallucination) techniques, and 

achieves much better results than many state-of-the-art algorithms in terms of 

both PSNR and visual perception. 

Keywords: Face hallucination, Super-resolution, Sparse Representation, MAP. 

1   Introduction 

Super-resolution predicts an image’s high-resolution part from its low-resolution one, 

which is an inverse problem. In this paper we are concerned with learning-based  

[1–7] techniques’ application in faces, which can be called face hallucination [1]. 

There are some learning-based super-resolution algorithms. Freeman et al. [3,4] 

propose an example-based approach to generic images where the LR to HR prediction is 

learned via a Markov networks. Image analogies [5] are based on a multi-scale auto-

regression. Sun et al. [7] construct primal sketch priors to enhance the HR image. The 

above algorithms are only applied to generic images, rather than face images. Baker and 

Kanade [1,2] propose a face hallucination algorithm to learn a prior on the spatial 

distribution of the image gradient for frontal face images, and use Bayesian MAP theory 

to hallucinate the high-resolution face image from the low-resolution one. The results are 

better than the above three algorithms, but appear noisy at places. Liu et al. [6] develop a 

two-step statistical modeling approach that integrates both a global parametric model by 

PCA and a local nonparametric patch model by Markov networks. The resulting face 

images are smoother than Baker’s and can retain global features well; Although the 

algorithm leads to good results, however the PCA model tends to lead to the results 

appear like the mean face and the local patch model is complicated and computationally 

demanding. 

This paper focus on the above problem, in order to recover the SR face image from 

the given LR face image computational time saving and efficiently, this paper 
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presents a novel face hallucination method via sparse representation. The method can 

effectively build sparse association between high- and low-resolution image patches, 

which improves not only flexibility, but also demonstrates both effectiveness and 

robustness in regularizing the inverse problem. 

2  Sparse Representation and Sparse Dictionary Learning 

2.1  Sparse Representation 

In order to search for the sparse representation, using an over-complete dictionary 

matrix N L
D R

×∈  that contains L prototype signal-atoms for columns, 
1

{ }
L

j j
D d == , a 

signal NX R∈  can be represented as a sparse linear combination of these atoms. The 

representation of X can be expressed as: 

0
min ,s.t .x Dα α α=  . (1)

The vector L
Rα ∈  contains the representation coefficients of the signal x .The 

function 
0

•  represents the 
0

l -norm, counts the non-zero entries. The Sparse 

Approximation is as follow:  

0
min ,s.t . x Dα α α ε− ≤  . (2)

For super-resolution, the sparse vector α  can be found by  

2

2 0
arg min{ }x Dα α λ α= − +  . (3)

Once α  is obtained, x  can be estimated as x Dα= , 
0

l -minimization is an NP-hard 

combinatorial search problem, is usually solved by greedy algorithms. The 
1
l -

minimization, as the closest convex function to 
0

l -minimization, is used to solving 

the sparse coding problem: 

2

2 1
arg min{ }x Dα α λ α= − +  . (4)

The 
1
l -norm sparsity regularization term can lead to better SR results. Recently 

sparse representation has been successfully applied to many other related inverse 

problem in image processing, such as denoising [8] and super-resolution, often 

improving on the state-of-the-art. 

2.2  Dictionary Training 

This paper uses the method which joint training the 
h

D  and 
l

D  dictionary for the HR 

and LR patches. Given the sampled training image patch pairs { , }h l
P X Y= , where 

1 2
{ , ,..., }h

n
X x x x=  are the set of sampled high-resolution image patches and are the 

corresponding low-resolution image patches (or features), our goal is to learn dictionaries 
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for high-resolution and low-resolution image patches, so that the sparse representation of 

the high-resolution patch is the same as the sparse representation of the corresponding 

low-resolution patch. We force the high-resolution and low-resolution representations to 

share the same codes. 

2 2

12 2{ , , }

1 1 1 1
min ( )
h l

h l

h l
D D Z

X D Z Y D Z Z
N M N M

λ− + − + +  . (5)

Where N  and M  are the dimensions of the high-resolution and low-resolution 

image patches in vector form. Here, (5) can be rewritten as 

2

2 1{ , , }
min
h l

c c
D D Z

X D Z Zλ− +  . (6)

Where 
1 1

,

T

h l

c
X X Y

N M

 
=    ,

1 1
,

T

c h l
D D D

N M

 
=    ,

1 1
( )
N M

λ λ= + , We apply 

sparse K-SVD algorithm[9] to jointly train the 
h

D  and 
l

D  dictionary.  

3  Hallucination Face via Sparse Representation 

Super-resolution (SR) aims to reconstruct a high quality image x from its degraded 

measurement y. SR is a typical ill-posed inverse problem [1] and it can be generally 

modeled as: 

Y DHX=  . (7)

Where D is a down sampling operator, H represents a blurring filter. X and Y denote 

the high-resolution and low-resolution faces. By using the sparse prior (2)(4), one can 
find the sparse representation by combine the high- and low-resolution patch, 

respecting spatial compatibility between neighbors using a high-pass algorithm[10] . 

The resulting optimization problem is: 

2

12
min D y

α
α λ α− +  . (8)

Where 
l

h

FD
D

PDβ

 
=     and 

Fy
y

wβ

 
=    , β  controls the tradeoff between matching the 

LR input and finding a HR patch that is compatible with its neighbors. F can be an 

identity matrix or a (linear) feature extraction operator by using a high-pass filter 

[11,12], the method is firs- and second-order gradients of the patch as representation, 
the four1-D filters used to extract the derivatives are 

1
[ 1,0,1]f = − ,

2 1

Tf f= ,
3

[1,0, 2,0,1]f = − ,
4 3

Tf f= .matrix P extracts the region of 

overlap between current target patch and previously reconstructed HR image, and w  

contains the values of the previously reconstructed HR image on the overlap. For 

(7)(8), this optimization problem can be solved as maximum a posteriori (MAP) 

criteria: 
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*
arg max ( | ) ( )

X
X p Y X p X=  . (9)

( | )p Y X  is the image observation process, with the additive Gaussian white noise of 

standard deviation σ  , ( )p X is a prior on the X  

2

2

2

1
( | ) exp( )

22

DHX Y
p Y X

σσ π

− −
=  . (10)

( ) exp( ( ))p X c Xρ= −  . (11)

The SR problem in (8) can be formulated using the reconstruction constraints as 

follow through (9)(10)(11): 

2*

2
arg min ( )X DHX Y Xλρ= − +  . (12)

λ  is a parameter used to balance the reconstruction fidelity and penalty of the prior 

term, ( )Xρ  is a prior term regularizing the high-resolution solution. In this paper let 

F  represents a matrix performing high-pass filtering. The (12) is changed to follows:  

2*

2
arg min ( )

X
X DHX Y FXλρ= − +  . (13)

Details of Hallucination Face algorithm by sparse representation are shown: 

1) Task: estimate HR image *X  

2) Input: training dictionaries 
h

D  and 
l

D , a LR aligned face image Y. 

3) Find a smooth HR face X  through solving the optimization problem in (13) 
2

2
arg min ( )

X
X DHX Y FXλρ= − +  

4) For each 3×3 patch y of X , from the left to right, and top to bottom, 

keeping one pixel overlap in each direction, 

  ① Compute and record the mean pixel value of y  as m . 

  ② Solve the optimization problem with D  and y  defined in (8) 

2

12
min D y

α
α λ α− +  

  ③ Generate the HR patch *

h
x D mα= + . Put the patch x into a HR image *X . 

5) Output: SR face *X . 

4  Experimental Results 

We use frontal face images in the FERET [13] face database as sources of our test face 

images, We select 100 face images(14 females and 30 males) as the training set, one 

person may have different facial features images. So we need to align the face images  
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and adjust each image into 96×128 pixel image. The low-resolution face images (24×32) 

are obtained from high-resolution face images through a smoothing and down-sampling 

procedure. 3×3 LR image patches are adopted, with one pixel overlap region with 

adjacent patches, and corresponding 9×9 HR image patches have 3 pixels overlap. We 

take 50000 patch pairs from training image and learn the sparse dictionary which is fixed 

as 1024. 

This paper can achieves much better results than many state-of-the-art algorithms 

in terms of both PSNR and visual perception. 

 

 

 
      a)                b)                c)               d)              e) 

Fig. 1. Visual comparison results ( a)low-resolution b) Bicubic Interpolation c)example-based 

method d)paper’s method e)original image) 

 

Fig. 2. PSNR comparison results 
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5  Conclusion 

In this paper we present a novel Hallucinating face based on learning the sparse 

association between image patches. The proposed method searches for suitable 

representative example patches using a sparse association search algorithm by jointly 

trained the coupled dictionaries from high- and low-resolution image patch pairs. 

Comparing to existing approaches, this method perform better visual effect, and less time 

consuming. 
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