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Preface

Surveillance systems have become increasingly popular in the globalization process.

However, the full involvement of human operators in traditional surveillance sys-

tems has led to shortcomings, for instances, high labor cost, limited capability

for multiple-screen monitoring, inconsistency during long-durations, etc. Intelli-

gent surveillance systems (ISS) can supplement or even replace traditional ones. In

ISSs, computer vision, pattern recognition, and artificial intelligence technologies

are developed to identify abnormal behaviors in videos. As a result, fewer human

observers can monitor more scenarios with high accuracy.

This book presents the research and development of real-time behavior-based

intelligent surveillance systems, at the Chinese University of Hong Kong, as well

as Shenzhen Institute of Advanced Technology (Chinese Academy of Sciences).

We mainly focus on two aspects: 1) the detection of individual abnormal behavior

based on learning; 2) the analysis of dangerous crowd behaviors based on learning

and statistical methodologies. This book addresses the video surveillance problem

systematically, from the foreground direction, blob segmentation, individual behav-

ior analysis, group behavior analysis, unsegmentable crowd behavior analysis.

This book is appropriate for postgraduate students, scientists and engineers with

with interests in the computer vision, and machine intelligence. This book can also

serve as a reference book for algorithms and implementation in surveillance.

We would like to thank Dr. Yongsheng Ou, Dr. Weizhong Ye, Dr. Zhi Zhong,

Dr. Xi Shi, Dr. Yufeng Chen, Dr. Guoyuan Liang, Dr. Shiqi Yu, Mr. Ning Ding, and

Mr. Wing Kwong Chung for their support in the valuable discussion of this book.

Thanks also go to Dr. Ka Keung Lee for his proofreading of the first draft.

Finally, this book is supported in part by Hong Kong Research Grant Council

under CUHK4163/03E and National Natural Science Foundation of China under

grant number 61005012.
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April 2011 Xinyu Wu and
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Chapter 1

Introduction

1.1 Background

With the development and globalization of human social activities, surveillance

systems has become increasingly important and popular in public places such

as banks, airports, public squares, casinos. A significant amount of cameras

(Figure 1.1) are been installed daily to monitor the public areas or private areas

for the sake of security and safety.

In traditional surveillance systems, human operators are employed to monitor

activities that are captured on video. They extend the vision range of securities,

and reduce the security manpower cost, and enhance the security efficiency to

some extend. However, such systems have obvious disadvantages, including the

high cost of human labor, the limited capability of operators to monitor multi-

ple screens, inconsistency in long-duration performance, and so forth. Intelligent

surveillance systems (ISSs) can supplement or even replace traditional systems. In

ISSs, computer vision, pattern recognition, and artificial intelligence technologies

are used to identify abnormal behaviors in videos and thus potentially in real time.

This book presents the development of a real-time human behavior-based surveil-

lance system at the Chinese University of Hong Kong. We focus on two fields in the

intelligent video surveillance research: the detection of individual abnormal behav-

ior and the analysis of crowd behavior. For abnormal behavior detection, we apply

human behavior learning and modeling methods to identify the abnormal behavior

of individuals in different environments. For crowd modeling, we adopt the texture

analysis and optical flow methods to analyze human behavior in crowds and poten-

tially dangerous crowd movements. Several practical systems are introduced, which

include a real-time face classification and counting system, a surveillance robot sys-

tem that utilizes video and audio information for intelligent interaction, and a robust

person counting system for crowded environments.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 1

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 1,

c© Springer Science+Business Media B.V. 2011
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Fig. 1.1 Surveillance cameras

1.2 Existing Surveillance Systems

Many different types of video surveillance systems are available worldwide, cover-

ing different aspects of surveillance. We do not provide a comprehensive survey of

those systems but do highlight a number of significant systems.

W 4 is a real-time visual surveillance system for detecting and tracking multiple

persons and monitoring their activities in an outdoor environment. It operates on

monocular gray-scale video imagery, or on video imagery from an infrared camera.

The system employs a combination of shape analysis and tracking to locate peo-

ple and parts of their body (head, hands, feet, torso) to create models of people’s

appearance so that they can be tracked through interactions including those involv-

ing occlusion. It runs at 25 Hz for 320 x 240 pixel images on a 400 MHz Dual

Pentium II PC.

PFinder is a real-time system for tracking people and interpreting their behav-

ior. It runs at 10 Hz on a standard SGI Indy computer, and has performed reliably

on thousands of people in many different physical locations. The system uses a

multiclass statistical model of color and shape to obtain a two-dimensional (2D)

representation of head and hands in a wide range of viewing conditions. Pfinder has
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successfully been used in a broad range of applications including wireless interfaces,

video databases, and low-bandwidth coding.

Zhao [164] proposed a system that can track multiple individuals in dynamic

scenes. Traditional methods rely on appearance models that must be acquired when

humans enter a scene and are not occluded. Zhao’s system can track humans in

crowded environments with significant and persistent occlusion by making use of

both human shape and camera models. It is assumed that humans walk on a plane,

and the camera acquires human appearance models.

1.3 Book Contents

This book aims to provide a comprehensive description of a novel multimodal

surveillance system, including its algorithms, technology, and applications. The sys-

tem can model individual, group, and crowd behavior. A sound recognition system

is also introduced. Figure 1.2 illustrates the system architecture. The book is divided

into eight chapters, including this introductory one.

In Chapter 2, we introduce the fundamental preprocessing of video frames, in-

cluding background and foreground detection. The objective is to extract the fore-

ground from the image. We consider two approaches: one is based on the fact that

the background is stationary in the image captured by a fixed monocular camera,

while the other is based on the assumption that the foreground contains objects of

interest that are moving. The next sections elaborate the two approaches in detail.

We outline the pattern classification, frame differencing, and optical flow methods

in this chapter.

In Chapter 3, we cover 1) segmentation, to separate the merged foreground into

the different image blobs of different persons, and 2) tracking, to give each blob a

Fig. 1.2 System architecture
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unique and correct identification (ID). This is necessary for the subsequent behavior

analysis. Hybrid segmentation methods, including the histogram- and ellipse-based

approaches, are elaborated, as well as tracking methods, including hybrid tracking

(integrating distance and color tracking) and particle filter- and local binary pattern-

based tracking.

After successful segmentation and tracking, the temporal-spatial information of

each blob sequence can be indexed for further behavior analysis. In Chapter 4, we

explain two kinds of approaches to the behavior analysis of individuals: learning-

based and rule-based. In learning-based approaches, contour- and motion-based fea-

tures are analyzed. A household surveillance robot is elaborated as an application.

In Chapter 5, a new real-time face classification system is presented. We classify

facial images into two categories: Asian and non-Asian. Selected features of princi-

pal component analysis (PCA) and independent component analysis (ICA) are input

into support vector machine (SVM) classifiers. The system can be used for other

types of binary classification of facial images, such as gender and age classification,

with only little modification.

In Chapter 6, we go one step further to consider multiple persons, i.e., human

groups, in a field. A new multi-agent approach is proposed, which can be employed

in the surveillance of groups in public places rather than tracking only individuals.

The agent embodies the state and logic relationship between the person, whom the

agent represents, and the other persons in the same group. The experimental results

show that using our multi-agent approach to compute and analyze the relationships

among a number of agents, we can efficiently perform real-time surveillance of a

group and handle related events to enhance the applicability and intelligence levels

of the surveillance system.

In Chapter 7, the monitored scenario is even more challenging; i.e., the envi-

ronment is crowded, and tracking becomes difficult for the computer. We focus on

human counting and distribution. A new learning-based method for people counting

in a crowded environment using a single camera is introduced. The main difference

between this method and traditional ones is that the former adopts separate blobs

as the input into the people number estimator. Regarding human distribution, an

approach to calculate a crowd density map using video frames is described. In the

initial calibration stage, a set of multiresolution density cells is created based on a

perspective projection model. The grey level dependence matrix (GLDM) feature

vector is then extracted for each cell. A scale space is built, and the characteristic

scale is obtained by searching in the Harris-Laplacian space. Finally, the feature

vectors are fed into an SVM training system to solve the nonlinear regression prob-

lem. An abnormal density detection system based on multiresolution density cells

is also introduced.

In Chapter 8, we explore the most difficult scenario, i.e., crowdedness such that

segmentation is impossible. We elaborate the optical flow and energy-based methods

to detect abnormal crowd behavior.
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1.4 Conclusion

This book provides a comprehensive overview of the technologies and systems that

we have developed in the area of intelligent surveillance. More and more surveil-

lance cameras are being installed in different locations, including banks, govern-

ment premises, railway stations, and houses. However, unsolved computer vision

problems related to surveillance systems still exist, including behavior modeling

in very complex environments, crowd behavior modeling, and multimodal surveil-

lance analysis. Research directions that could potentially improve the performance

of current systems include the following.

(1) Surveillance of crowded environments. Many theoretical and practical prob-

lems are encountered in crowd surveillance. Human motion in crowds is difficult to

model, and innovative methods are required.

(2) Multimodal surveillance. From an application point of view, other media

and information channels including audio ones could complement traditional video

surveillance systems.

(3) Motion modeling under environmental constraints. Human motion is always

related to the environment in which it occurs. Thus, incorporating the information

related to the surveillance environment could improve the algorithms.

Given the great demand for surveillance applications, new intelligent video

surveillance technology will dramatically improve the application of computer

vision technology while providing new directions in theoretical modeling.



Chapter 2

Background/Foreground Detection1

2.1 Introduction

With the acquisition of an image, the first step is to distinguish objects of interest

from the background. In surveillance applications, those objects of interest are usu-

ally humans. Their various shapes and different motions, including walking, jump-

ing, bending down, and so forth, represent significant challenges in the extraction of

foreground pixels from the image.

To tackle that problem, we consider two approaches: one is based on the fact that

the background is stationary in the image captured by a fixed monocular camera,

while the other is based on the assumption that the foreground contains objects of

interest that are moving. The next sections elaborate on the two approaches in detail.

2.2 Pattern Classification Method

A popular detection methodology is based on the concept that once the background

is extracted, the foreground can conveniently be obtained by subtracting the viewed

image from the background model [162, 164].

2.2.1 Overview of Background Update Methods

Current background extraction methods include the multi-frame average, selection,

selection-average, and random update methods [1–7] and Kalman filter-based

method [8, 9]. These are briefly elaborated and compared below.

1 Portions reprinted, with permission from Xinyu Wu, Yongsheng Ou, Huihuan Qian, and Yang-

sheng Xu, A Detection System for Human Abnormal Behavior, IEEE International Conference on

Intelligent Robot Systems. c©[2005] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 7

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 2,

c© Springer Science+Business Media B.V. 2011



8 2 Background/Foreground Detection

2.2.1.1 Multi-Frame Average Method

The multi-frame average method can be described as follows. For an image

sequence Bi i = 1, ..,n,

Bn =
∑

n
1 Bi

n
(2.1)

Here, if the number of frames, n, is as large as needed, then Bn should be the back-

ground. However, in this method, too much memory is required to store the image

sequence Bi. Hence, an approximate method is developed, which can be presented as

Bpt = kBpt−1 +(1− k)Cpt−1 0 < k < 1 (2.2)

where

• Bpt —- a pixel in the current background;

• Bpt−1 —- a pixel in the last background;

• Cpt−1 —- a pixel in the current image; and

• k —- a threshold value.

The disadvantages of this method are: 1) the threshold value k is difficult to

determine, and 2) k needs to be adjusted, depending on the degree of environmental

change. When there are many objects in an active area, the noise in that area can be

great, because the objects can also be deemed as background.

2.2.1.2 Selection Method

In this method, a sudden change in pixels is deemed to be the foreground, which

will not be selected as the background.

I f |Cp1 −Cpt−1| > T

Then Bpt = Bpt−1 (don′t update) (2.3)

Else Bpt = Cpt−1 (update),

where

• Bpt —- a pixel in the current background;

• Bpt−1 —- a pixel in the last background;

• Cpt —- a pixel in the current image of the image sequence;

• Cpt−1 —- a pixel in the last image of the image sequence; and

• T —- a threshold value.

The disadvantage of this method is that determining the threshold value of T is

difficult. If T is too small, then the background will be insensitive to change. If T is

too large, then the background will be too sensitive to change.
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2.2.1.3 Selection-Average Method

To address the disadvantages of the multi-frame average and selection methods,

Fathy [19] proposed an improved method - the selection-average method - which is

expressed as follows.

I f |Cpt −Bpt | < T1

Then I f |Cpt −Cpt+ 1| < T2 (2.4)

Then Bpt+ 1 = (Bpt +Cpt+1)/2 (update)

Else Bpt+1 = Bpt (don′t update),

where

• Bpt+1 —- a pixel in the current background;

• Bpt —- a pixel in the last background;

• Cpt+1 —- a pixel in the current image of the image sequence;

• Cpt —- a pixel in the last image of the image sequence; and

• T1,T2 —- threshold values.

2.2.1.4 Kalman Filter-based Adaptive Background Update Method

The Kalman filter-based model [8, 9] allows the background estimate to evolve

as lighting conditions change with changes in the weather and time of day. In this

method, the moving objects in the frame stream are treated as noise, and a Kalman

filter is used to estimate the current background. However, it is obvious that in many

cases, such as during rush hour or in a traffic jam, the moving object cannot sim-

ply be deemed noise. This method also requires much calculation time and is not

discussed in detail here.

2.2.1.5 Another Adaptive Background Update Method

Another use of the adaptive background model can be found in [11]. The back-

ground equations are as follows:

A = AND(Mbkgnd , Iob j.mask)

B = AND(
Icurrent f rame + 15 ·Mbkgnd

16
,NOT (Iob j.mask)) (2.5)

Mbkgnd = OR(A,B),
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where Mbkgnd is the estimated background, Icurrent f rame is the current image, and

Iob j.mask is a binary mask containing the foreground detected so far. Iob j.mask is, in

turn, computed as

Io jb.mask = OR(Isubstractionmask,Iopticalmask
)

Isubstractionmask =

{

0 i f |Icurrent f rame −Mbkgnd| < Kσ

1 otherwise
(2.6)

where Isubstraction mask is the binary mask of the foreground computed by back-

ground subtraction, and Ioptica mask is the foreground computed using optical flow

estimation as discussed in the following paragraphs. The threshold used is a multi-

ple (K) of the standard deviation σ of camera noise (modeled as white noise). K is

determined empirically to be six.

2.2.1.6 Current Applications of Background Update Methods

In some complex cases, parts of the background are almost hidden behind an object;

however, in the video stream, we can glimpse them. Figure 2.1 shows such an ex-

ample. In the middle of this street is a place where people always stand, waiting for

the signal. At that place, we can glimpse the background in only a few fragments of

the video stream.

We capture an image sequence in the scene presented in the figure. To ob-

serve the result of the application of recent methods to this image sequence, we

choose the multi-frame average and the selection-average method because the for-

mer is basic and the latter is popular. The results are shown in Figures 2.2-2.6. The

selection-average method quickly eliminates moving objects. However, objects that

move slowly cannot be removed completely. Another disadvantage of the selection-

average method is that it needs an initial background. In this case, the initial back-

ground is difficult to capture. Here, the initial background in Figures 2.3-2.5 is set

as Figure 2.2.

Figure 2.3 is almost the same as Figure 2.2. However, because T 1 is small, the

background cannot be updated correctly.

Figure 2.5 seems to strike a balance between updating and filtering with T1 = 50

and T 2 = 3. Figure 2.6 uses a better initial background captured by the method

proposed in the next section.

It can be seen that neither the average- nor the noise filter-based method works in

complex scenarios, because the noise is too large to handle. Of course, any method

that needs an initial background will not work, either.

In the next section, we propose a new method that can retrieve the background

from a noisy video stream.
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Fig. 2.1 People stay on street

Fig. 2.2 The Result Background of Multi-frame Average Method

2.2.2 Pattern Classification-based Adaptive Background

Update Method

Definition: ∼

For two n×m images I1, I2.

I f |I1(i, j)− I2(i, j)| ≤ T1 (2.7)

T hen I1 ∼ I2,
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Fig. 2.3 The Result Background of Selection Average Method (T1 = 3 and T2 = 3)

Fig. 2.4 The Result Background of Selection Average Method (T1 = 15 and T2 = 9)

where 1 ≤ i≤ n, 1≤ j ≤m, and In(i, j) denote the gray value of the pixels located

at i columns and j rows in the image In, and T1 is the threshold.

A novel pattern match-based adaptive background update method is expressed as

follows. For an image sequence I, there is a classification result B; i.e., for any ele-

ment bi ∈B, if I1, I2 ∈ bi, then we have I1, I2 ∈ I and I1 ∼ I2. bi has such properties as
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Fig. 2.5 The Result Background of Selection Average Method (T1 = 50 and T2 = 3)(a) (a) The

initial background is captured by multi-frame average method proposed in next section

Fig. 2.6 The Result Background of Selection Average Method (T1 = 50 and T2 = 3)(a) (a) The

initial background is captured by pattern classification-based method proposed in next section

• bi.img =
ΣI∈bi

I

count(B) ;

• bi.lasttime = X , where X is the maximum suffix of the element in bi; and

• bi. f itness = X −Y , where X is the maximum suffix of the element in bi and Y is

the minimal one.
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Now, the background is defined as bi.img, where bi. f itness > T h f and bi.lasttime

> Timecurrent − Tht . Here, T h f and Tht are two thresholds. There may be many

bi that satisfy this restriction. We can simply choose the one that fits best, or we

can deem all of them to be possible background. This method is rewritten into the

algorithm below.

Step 1: Set B = ø as a set of candidate background. Here, b ∈ B has three fields:

b.img, b.lasttime and b. f itness, which are the background image, the time when

b.img was captured, and the fitness value of this background candidate.

Step 2: Capture a image Icurrent from the camera, record the time tcurrent from the

real-time clock.

Step 3:

i f (Icurrent ∼ b and b ∈ B){
b.img = k ∗ Icurrent +(1− k)∗ b.img;

b. f itness = b. f itness+(tcurrent −b.lasttime);

b.lasttime = tcurrent ; (2.8)

goto Step 2;

}

Step 4:

i f (Icurrent ∼ Icurrent−1){
allocate a new candidate bcurrent .

bcurrent .img = k ∗ Icurrent +(1− k)∗ Icurrent−1;

bcurrent . f itness = 0;

bcurrent .lasttime = tcurrent ;

add bcurrent into B;

}

Step 5:

i f (element number in B > POLLMAX)

delete a candidate b0 in B, which has the lowest f itness, and is′nt bcurrent ;

Step 6:

f or any b ∈ B

i f (b. f itness > Th f and b == bcurrent);

bactive = b;

else

set bactive as the one has the largest f itness.;
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Step 7: Repeat Step 6 again to get bactive 2.

Step 8: Output bactive and bactive 2;

Step 9: Goto Step 2;

Th f is a threshold of time, which indicates when the background should be up-

dated after it changes. POLLMAX is set to 32. In the results, bactive is the updated

background, and bactive 2 is a candidate background, which should be the back-

ground in shadow.

Figure 2.7 shows selected frame segments in the image sequence, which are 80×
80 pixels in size. In the figure, the number below the frames is the frame ID, and

can is the variable lasttime in Equation 2.8. Figure 2.8 shows the classes taken

from the frame segments. In this case, the background should be the class {301},

whose f itness is 297. The results for this method run with the same video stream

are illustrated in Figure 2.9, which shows that all moving objects are eliminated.

Figure 2.10 compares the subtraction results using the pattern classification- and

average-based methods, which reveal that the former has the advantage over the

latter.

The pattern classification method can easily be rewritten for color images.

Figure 2.11 shows the color image after background subtraction.

Fig. 2.7 A Selected Frame Segments
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Fig. 2.8 The Classes in The Segments

Fig. 2.9 The Background Captured by Pattern Classification Based Method

2.3 Frame Differencing Method

Based on the assumption that human objects are normally in motion, we adopt the

frame differencing method to detect human targets. This method requires only that

the camera be kept static for a certain period, so it is applicable to moving cameras.
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Frame differencing is the simplest method for the detection of moving objects, be-

cause the background model is equal to the previous frame. After performing a

binarization process with a predefined threshold using the differencing method, we

can find the target contour, and the target blob is obtained through the contour-filling

process. However, if the target is moving very quickly, then the blob may contain

too many background pixels, whereas if the target is moving very slowly, then tar-

get information in the blob may be lost. It is impossible to obtain solely foreground

pixels when using the frame difference as the background model, but by using the

following method, we can remove the background pixels and retrieve more fore-

ground pixels, on the condition that the color of the foreground is not similar to that

of the pixels of the nearby background. By separately segmenting the foreground

and background in a rectangular area, we can label and cluster the image in the

rectangular area again to obtain a more accurate foreground blob.

Figure 2.12 shows the foreground detection process in the frame differencing

method, where (a) and (b) show the target detection results using the frame differ-

encing method and blob filling results, respectively. In Figure 2.12 (c), it can be seen

that the left leg of the target is lost. After the labeling and clustering process, we can

retrieve the left leg (see Figure 2.12 (d)).

Feature selection is very important in tracking applications. Good features result

in excellent performance, whereas poor ones restrict the ability of a system to dis-

tinguish the target from the background in the feature space. In general, the most

desirable property of a visual feature is its uniqueness in the environment. Fea-

ture selection is closely related to object representation, in which the object edge

or shape feature is used as the feature for contour-based representation, and color

is used as a feature for histogram-based appearance representation. Some tracking

algorithms use a combination of these features. In this chapter, we use color and spa-

tial information for feature selection. The apparent color of an object is influenced

primarily by the spectral power distribution of the illumination and the surface re-

flectance properties of the object. The choice of color and space also influences

the tracking process. Digital images are usually represented in the red, green, blue

(RGB) color space. However, the RGB color space is not a perceptually uniform

color space because the differences among the colors do not correspond to the color

differences perceived by humans. Additionally, RGB dimensions are highly corre-

lated. Hue, saturation, and value (HSV) give an approximately uniform color space,

which is similar to that perceived by humans; hence, we select this color space

for this research. The color information alone is not sufficient. If we combine it

with the spatial distribution information, then the selected features become more

discriminative.

The main task is to segment the image using this feature. We choose the spatial-

color mixture of Gaussians (SMOG) method to model the appearance of an object

and define the Mahalanobis distance and similarity measure [168]. We then employ

the k-means algorithm followed by a standard expectation maximization (EM) al-

gorithm to cluster the pixels. Our approach is different in that we do not cluster and

track the whole region but only the moving target in a rectangle, as described in the
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Fig. 2.10 Example of Background Subtraction Result Operated By: (a) Pattern Classification

Method, (b) Average Method

previous section. Figure 2.13 shows the clustering and tracking results for the whole

region of the rectangle, and Figure 2.14 shows them for the moving target.

A standard method that clusters and tracks objects in the whole region of a

rectangle can track targets properly but requires more particles and computation

time, because the whole region contains many background pixels. When we choose

a new particle at any place in the image, the similarity coefficient is likely to be high.

Thus, more particles are required to find good candidate particles from the complex



2.3 Frame Differencing Method 19

Fig. 2.11 The Color Version of The Background Subtraction Result

Fig. 2.12 Foreground detection process by frame differencing

background. We use the standard method to track a target in a real case, and find

that the frame rate can reach 10 frames per second (fps) at a resolution of 160*120

pixels.

In contrast, if we cluster and track only the moving target, then fewer particles

and less time are needed and the frame rate can reach 15 fps. To save computation

time, therefore, the system clusters and tracks only moving targets.

Fig. 2.13 Clustering and tracking results on the whole region in rectangles
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Fig. 2.14 Clustering and tracking results on moving targets

2.4 Optical Flow Method

Blob detection is the first task in video surveillance systems, because the precise

process of segmentation and tracking depends heavily on the ability of a system to

distinguish the foreground from the background. The usual approach is to subtract

the background image, but such an approach fails when the environment becomes

crowded as the background image becomes unavailable. Optical flow is one way

to solve this problem [51] [57]. In our research, we use an optical flow algorithm

that is independent of the background frame. Figures 2.15 and 2.16 demonstrate the

experimental results for blob detection using optical flow. In a crowded environment

in which a background frame is not available, the traditional subtraction algorithm

fails to detect blobs, whereas the optical flow one performs well.

Fig. 2.15 Current frame

The traditional subtraction method can process information faster than the optical

flow-based approach because of its simplicity, but is dependent on the availability

of a background image. This means that in crowded environments, including cam-

puses, shopping malls, subways, and train stations, the subtraction approach will
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fail, whereas the optical flow-based approach will work well. Although the latter

approach is expensive in terms of computation, the use of super workstations makes

its application feasible.

2.5 Conclusion

In this chapter, we introduce the first processing step, which is based on the acquired

image, i.e., extracting the foreground, which the latter steps concern, from the back-

ground. Background and foreground detection are two sides of the same problem,

which means that the solution of one will result in the solution of the other.

Fig. 2.16 Blob detection by optical flow

One approach is to develop a background model based on the pattern classifica-

tion method, which adaptively updates the background, even at traffic crossings with

heavy vehicle and pedestrian streams. Another is to identify moving targets in the

foreground based on dynamic image information. The frame differencing method

utilizes two consecutive frames to detect moving contours followed by a filling pro-

cess to obtain the foreground. The optical flow method to detect moving objects is

another foreground detection approach.

After the detection of the background and foreground, we can analyze the fore-

ground blobs and connect different blobs in the spatial-temporal relationship for a

given time domain.
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Segmentation and Tracking1, 2

3.1 Introduction

After foreground extraction, if nonsignificant merging occurs among people, then

segmentation is necessary, and the merged blobs can be split into separate ones

equal in number to the number of people in the merged blob. Thereafter, all of the

blobs can be indexed and tracked for motion and behavior analysis.

3.2 Segmentation

The position and orientation of a camera influence the degree of occlusion. If the

camera’s optical axis is horizontal, then occlusion will occur in the segment parallel

to the horizontal axis of the image plane. Occluded blobs will be indistinguishable

due to overlapping in depth.

To increase the segmentation capability from being one dimensional (1D) (hori-

zontal axis of the image) to two dimensional (2D) (the horizontal and vertical axes

of the image plane), the camera needs to be installed relatively high and tilted down

for inspection.

We develop a hybrid segmentation methodology to split occluded blobs, using

a histogram-based approach for horizontal occlusion and an ellipse-based approach

for vertical occlusion.

1 Portions reprinted, with permission, from Huihuan Qian, Xinyu Wu, Yongsheng Ou, and Yang-

sheng Xu, Hybrid Algorithm for Segmentation and Tracking in Surveillance, Proceedings of the

2008 IEEE International Conference on Robotics and Biomimetics. c©[2009] IEEE.
2 Portions reprinted, with permission, from Zhixu Zhao, Shiqi Yu, Xinyu Wu, Congling Wang, and

Yangsheng Xu, A multi-target tracking algorithm using texture for real-time surveillance, Proceed-

ings of the 2008 IEEE International Conference on Robotics and Biomimetics. c©[2009] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 23

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 3,

c© Springer Science+Business Media B.V. 2011
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To measure successful segmentation, evaluation rules must first be established.

We introduce the following three rules:

• R1) The number of blobs in the segmentation results should be the same as the

number of persons in that blob;

• R2) The areas of the segmented blobs in the histogram-based approach should

be reasonably large; and

• R3) The shape of each blob after segmentation should be the filling rate of

each ellipse in the ellipse-based approach, which should be larger than a certain

threshold.

Before segmentation, it is necessary to filter out blobs of individuals, which do

not need to be segmented, to reduce the computation cost and enhance real-time

performance. The area threshold of a blob is not efficient because the area varies

significantly, even though it contains only a single person, if the person makes great

changes in posture or moves into different areas (depths) of the image.

We assume that in a less crowded environment, when entering the camera’s field

of view, a person first appears as an individual blob. When blobs merge, we can

compute the number of persons in the occluded blob according to the take-up rate

of its circum rectangle by the number of individual blobs in the previous frame, as

illustrated in Figure 3.1.

Fig. 3.1 Human counting

The blue curves are the contours of two separate persons in frame number k, and

the green rectangles are their corresponding circum rectangles. In frame number

k + 1, they are occluded, and the black rectangle is the circum rectangle of that

occluded blob. The occluded blob’s area is overlapped by the two separate rectangles
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in the previous frame at a percentage of about 30% and 52%, respectively, and thus

should be segmented into two blobs; otherwise, the segmentation will have failed

according to R1.

Two approaches are employed sequentially in the segmentation process: 1) the

histogram-based approach, which depends on the peak and valley features in the

vertical projection histogram [162]; and 2) the ellipse-based approach, which uses

an ellipse to cut off merging persons from the top to the bottom [164].

Fig. 3.2 Example of histogram-based segmentation.

Blobs, which become slightly occluded at the same depth, such as those in

Figure 3.2(a), usually have special shape-based features. When projected vertically

onto a horizontal line, the blobs change into the shapes shown in Figure 3.3. The

curve is similar to a signal in the time domain, where the horizontal line is the

time axis, and thus discrete Fourier transformation (DFT) can be employed to trans-

form the line into a frequency domain. Thereafter, the 20 lowest frequency com-

ponents are retained and the rest are set to zero by a filter. Using inverse discrete

Fourier transformation (IDFT), they are then transformed back into the time domain.

This process smoothes the original curve and benefits the following segmentation.

On the smooth curve, the significant peaks are usually located at the horizontal

position of the head, whereas the significant valleys are usually located at the effec-

tive cut points for segmenting the occlusion. An effective segmentation is shown in

Figure 3.2(b).

Histogram-based segmentation fails in cases where people are occluded at

different depths, a problem that also challenges W 4. To ensure that such false

segmentation is avoided, we propose R2 to differentiate unsuccessful segmentation

if the results contain blobs that are too small, as illustrated in Figure 3.4.

The histogram-based approach also fails if the blob cannot be segmented because

the smoothed histogram curve does not bear two peaks, as shown in Figure 3.5.

The main shortcoming of the histogram-based approach is occlusion at different

depths, which can be overcome through the integration of the approach with the

ellipse-based one.
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Fig. 3.3 Histogram curves. The red points correspond to the peaks that are the heads, and the

valleys that are the effective cuts.

Fig. 3.4 Error in the segmentation result without R2.

In the ellipse-based approach, every person is assigned an ellipse, the long axis

of which is aligned vertically to fit the normal walking shape. For simplicity, the

size of the ellipse is the same, but it can be adjusted experimentally according to

depth information. Given the number of persons (i.e., n) contained in the occlusion

blob, we can split the vertically merging blob into n parts. In the first step, the person

whose head is at the top of the occlusion blob is cut off using the ellipse by matching

the top points of the blob and the ellipse. The small isolated blob fragments that

result from the cut are treated as noise and filtered out. The remaining n−1 persons

are split sequentially thereafter, as shown in Figure 3.6.

The validation of successful segmentation using the ellipse-based approach de-

pends on the filling rate by the body in the ellipse. A threshold is chosen experimen-

tally to cancel unsuccessful segmentation.
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Fig. 3.5 Example of the failure of the histogram-based approach.

Fig. 3.6 Successful segmentation by using an ellipse-based algorithm.

The ellipse-based approach is not as stable as the peak valley one, primarily

because the location of the topmost point of the ellipse is subject to the topmost pixel

of the blob or remaining blob, and the lack of a filtering process makes it sensitive

to noise. In addition, its validation method sometimes fails. Hence, this approach is

inferior to the histogram-based one in the ranking of segmentation approaches. The

flow chart for segmentation is illustrated in Figure 3.7.
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3.3 Tracking

The objective of a surveillance system is to continuously look for suspicious peo-

ple. In our research, we consider three cases: non-occlusion, segmentable occlusion,

and unsegmentable occlusion. A hybrid approach is developed, which combines dis-

tance and color tracking.
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Fig. 3.7 Segmentation flow chart

3.3.1 Hybrid Tracking Method

3.3.1.1 Distance Tracking

To effectively track persons, we must first know their position. Therefore, it is im-

portant to choose the candidate point of their location. In the video experiment, the
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topmost pixel point of an individual blob is not a suitable choice because of the

extreme influence of noise, which is disastrous for the rapid estimation of the one-

order speed model. However, if we scan the line that is a few pixels down from the

top one, then the method is less sensitive to noise and more robust. The position of

an individual person is thus represented by this semi-topmost point.

In tracking, each blob is given an index number. In the representation previously

defined, blobs are matched by the matching of the semi-topmost points. The dis-

tances between the points in the previous point set, which has been indexed, and

those of the current point set can be investigated to determine the index of the cur-

rent points.

However, with the information on points in the previous frames, a prediction

model can be extracted, which will make the matching more accurate. A simple

one-order speed model (1) can be established, which is both effective and computa-

tionally economical.

P̂(n + 1) = 2P(n)−P(n−1), (3.1)

where P(n) is a 2×N matrix with each row representing the 2D position of one

semi-topmost point in the nth frame, P̂(n + 1) is the prediction of P(n + 1), and N

is the total number of people in the scene. Each un-indexed point in the set of the

current frame is then matched to the closest indexed point in the predicted set.

3.3.1.2 Color Tracking

Distance tracking is effective when occlusion is not severe and the tracked targets do

not suddenly change direction. However, when targets purposely change direction to

fool the system, mistakes are made. Color tracking can be introduced to compensate

for this deficiency. In color tracking, an individual blob has another representation

parameter, i.e., the color spectrum, which describes the distribution of pixel colors

in a blob in the hue space. The procedure is described as follows.

1. Convert the blob from RGB to HSV space.

2. Scan each pixel in the blob for its hue value, and span the blob into a histogram

in which the horizontal axis represents the hue value and the vertical axis the

number of pixels with the corresponding hue value, as illustrated in Figure 3.8.

3. Normalize the hue distribution by dividing each number by the total number of

pixels in the blob.

4. Employ DFT to transform the histogram into a frequency domain.

5. Keep the low frequency components up to the twentieth one, and employ IDFT

to transform the histogram back into a time hue domain.

The color spectrum results are shown in Figure 3.9, from which we can see that

three different persons are represented by different color spectrums because of their

clothes. The dashed, dashed-dotted, and solid curves each have one significant peak

but at different locations, because persons A and C are apparently wearing the same
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Fig. 3.8 Color spectrum of one person before DFT-IDFT.

Fig. 3.9 Color spectrums of three persons for matching. The dashed, dotted, and dash-dotted

curves correspond to the color spectrums of person A, B, and C in the previous frame, respec-

tively. The solid curve is the color spectrum of person A in the current frame. The horizontal axis

carries values from 0 to 255 that correspond to the 8 bits, and the vertical axis is the distribution in

the color space.

color. The two peaks in the dashed curve show that the color of person B’s clothes

is less distinct compared to that of the others’. If the number of persons is small,

then just two features of the spectrum, the mean and the variance, are sufficient for

its successful application.

During video surveillance, people occasionally move out of the camera’s field of

view and re-enter it, which results in blobs being assigned another index number.
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Color tracking can help to solve this problem. Instead of assigning a new index, the

color tracking algorithm searches in its “memory” for a similar color distribution to

make an optimal index assignment.

3.3.1.3 Fusion of the Two Tracking Approaches

Distance tracking and color tracking can be applied sequentially together with seg-

mentation methods. Distance tracking is carried out continuously, whereas color

tracking functions when distance tracking fails.

3.3.1.4 Experimental Study

In the experiment, three people walk in a 2D plane. They challenge the surveillance

system by making unpredictable turns and joining together as one group.

The 2D movement space and large amount of background noise increase the

difficulty for the individual segmentation algorithms. However, Figure 3.10 shows

that when the histogram- and ellipse-based algorithms are both employed during the

process, the results are successful.

Tracking both during and after the occurrence of an occlusion is also significantly

difficult because of the unpredictable changes in the speed and direction of people.

However, the hybrid tracking algorithm manages to correctly track each person, as

shown in Figure 3.10. Each person is labeled with one index. Only in seriously

occluded situations, such as in (d), is the blob unsegmentable.

3.3.2 Particle Filter-based Tracking Method

We also conduct research into human object tracking using an active camera. Active-

ness enlarges the camera’s vision field; however, it also prevents robust background

acquisition. Hence, in this scenario, we use the frame differencing method to obtain

the rough foreground, which results in a higher level of scattered background noise

compared to the background subtraction approach.

Here, we do not need to keep the target in the exact center of the scene, because

doing so would require frequent movement of the camera and make it difficult to

accurately detect the speed of the target. As shown in Figure 3.11, when the target’s

center is located between the left and right edges, the camera and mobile platform

remain static. When the target moves and its center reaches the left or the right

edge, the robot moves to keep the target in the center of the scene, according to the

predicted results. When the camera moves, a particle filtering algorithm is employed

to perform the tracking because it can overcome the difficulty of changes in the

background.
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Fig. 3.10 Experimental result.

To tackle this problem, we adopt sequential Monte Carlo techniques, which

are statistical methods and also known as particle filtering and condensation algo-

rithms [169][170][171]. They have been widely applied in visual tracking in recent

years. The general concept is that if the integrals required for a Bayesian recursive

filter cannot be solved analytically, then the posterior probabilities can be repre-

sented by a set of randomly chosen weighted samples. The posterior state distri-

bution p(xk|Zk) needs to be calculated at each time step. In the Bayesian sequen-

tial estimation, the filter distribution can be computed by the following two-step

recursion.
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Fig. 3.11 The left edge and right edge for the tracking strategy.

Prediction step:

p(xk|Zk−1) =

∫

p(xk|xk−1)p(xk−1|Zk−1)dxk−1 (3.2)

Filtering step:

p(xk|Zk) ∝ p(zk|xk)p(xk|Zk−1) (3.3)

Based on a weighted set of samples {x
(i)
k−1,ω

(i)
k }N

i=1 approximately distributed

according to p(xk−1|Zk−1), we draw particles from a suitable proposed distribution,

i.e., x
(i)
k ∼ qp(xk|x

(i)
k−1,zk), i = 1, . . . ,N. The weights of the new particles become

w
(i)
k ∝ w

(i)
k−1

p(zk|x
(i)
k )p(x

(i)
k |x

(i)
k−1)

qp(xk|x
(i)
k−1,zk)

(3.4)

The observation likelihood function p(zk|xk) is important because it determines

the weights of the particles and thus significantly influences tracking performance.

We define the observation likelihood function using the SMOG method, which com-

bines spatial layout and color information, as explained below.

Suppose that the template is segmented into k clusters, as described in the pre-

vious section. We then calculate the histograms, vertically and horizontally, of each

cluster, and make a new histogram of q̃i by concatenating the normalized vertical

and horizontal histograms.

Regarding particles, pixels are first classified into k clusters on top of the tem-

plate. Then, we calculate the normalized histograms of {qi
t(xt)}, according to the

template.

Following [181], we employ the following likelihood function for p(zk|xk):

p(zk|xk) ∝
k

∏
i

exp−λ D2[q̃i,qi
t (xt)],
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where λ is fixed to be 20 [181], and D is the Bhattacharyya similarity coefficient

between two normalized histograms q̃i and qi
t(xt):

D[q̃i,qi
t(xt)] =

[

1−∑
k

√

q̃i(k)qi
t (k;xt)

]
1
2

The steps in the particle sample and updating process are as follows.

Step 1: Initialization: uniformly draw a set of particles.

Step 2: (a) Sample the position of the particles from the proposed distribution.

(b) Find the feature of the moving object. (c) Update the weight of the particles.

(d) Normalize the weight of the particles.

Step 3: Output the mean position of the particles that can be used to approximate

the posterior distribution.

Step 4: Resample the particles randomly to obtain independent and identically dis-

tributed random particles.

Step 5: Go to the sampling step.

Computationally, the crux of the proportional fairness (PF) algorithm lies in the

calculation of the likelihood.

3.3.2.1 Target Model Update

The target model obtained in the initialization process cannot be used throughout

the whole tracking process because of changes in lighting, background environ-

ment, and target gestures. We therefore need to update the tracking target model

in a timely way. However, if we update the target model at an improper time (e.g.,

when the camera is moving and the image is not clear), then the tracking will fail.

Figure 3.12 shows a new target model updating process. In our camera control strat-

egy, the camera remains static when the target is in the center of the camera view.

When the camera is static, the frame differencing method is employed to obtain

the target blob, and the similarity between the current and the initial blob is cal-

culated. If the similarity property is larger than a given threshold, then we update

the target model; otherwise, we move on to the frame differencing step. How to

choose the threshold is an interesting problem. If the threshold is very large, then

the similarity coefficient could easily be lower than the threshold, which will result

in continual updating and consume much computation time. If the threshold is very

low, then false detection is liable to occur. To balance the computation time and

tracking results, we choose a threshold of 0.6 based on many experiments in real

environments.

Figure 3.13 shows the unsuccessful tracking results due to not updating in an en-

vironment with changes in light. Figure 3.14 shows robust tracking results obtained

using our update process in the same environment.
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3.3.3 Local Binary Pattern-based Tracking Method

The local binary pattern (LBP) operator is a powerful means for describing tex-

ture. It is defined as an illumination intensity invariant texture measure, derived

from a general definition of texture in a local neighborhood. There is no float point

Target moves near the 

edge of the scene

Update target model

Camera moves

Target in the center of the

scene

Camera keeps static

Frame differencing to

get the blob

Calculate the similarity 

property(p) with the initial blob

P<th

P>th

Fig. 3.12 Target model update process.

Fig. 3.13 Tracking results without update.
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Fig. 3.14 Tracking results employing our update process.

operation in LBP feature extraction, and an LBP-based method can easily be im-

plemented on a digital signal processor (DSP) platform. In a (P,R) neighborhood,

a binary code that describes the local texture pattern is built by taking the threshold

of the gray value from its center. The binary code, i.e., the LBP operator, is denoted

as LBP(P,R). The notion (P,R) means that there are P sampling points on a circle of

radius R. The LBP neighborhood can be divided into two groups, the square and cir-

cle neighborhoods, as shown in Figures 3.15 (a) and (b). Figure 3.16 (c) illustrates

how the LBP operator is computed in the (8,1) square neighborhood. The binary

code of this example is 11010010b. Thus, the LBP operator at gc can be defined as

LBP(P,R) =
P−1

∑
p=0

s(gp −gc) ·2p (3.5)

where s(x) =

{

1 ifx ≥ 0

0 otherwise
.

Uniform LBPs, which are an extension of basic LBPs, can describe the funda-

mental properties of local image textures [185]. A pattern is called uniform if there is

at most one bitwise transition from 0 to 1 in the binary patterns, such as 00000000b,

00011110b. Ojala et al. found that uniform patterns comprise the vast majority,

nearly 90% in the (8,1) neighborhood and around 70% in the (16,2) neighborhood,

of the texture patterns in their experiments [185]. Nonuniform patterns, in contrast,

provide statistically unreliable information. Hence, we use only uniform patterns in

our algorithm.

For each blob in the foreground, we set up a W ×H window to collect texture

information. W and H are the width and height of the blob, respectively. The LBP

code for each pixel in the window is computed, but only uniform patterns are re-

served for the histogram of the blob. The histogram is denoted as LBPu
(P,R)2. In the

(P,R) neighborhood, if (P,R) is known, then uniform pattern codes can be deter-

mined, which also means that they can be precalculated. For example, there are 59

uniform patterns in the (8,1) neighborhood.
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Fig. 3.15 Neighborhood

Fig. 3.16 LBP operator computing in a (8,1) square neighborhood

The texture histogram H1×N can be defined as

Hi =
W−1

∑
x=0

H−1

∑
y=0

η(LBP(P,R)(x,y), i) (3.6)

where i = 0, · · · ,N−1, N is the number of the patterns, and η(L, i) = 1 only if L = i.

Among the 256 bins, only the 59 bins for uniform patterns are reserved to describe

an object.
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3.3.3.1 Multiple Target Tracking

Our objective is to implement the algorithm on a TI DM642 DSP platform, the

limited computational resources of which, compared with a standard PC, pose

great challenges for real-time tracking. Thus, to reduce computational complexity,

we choose the single Gaussian method for background modeling and foreground

segmentation instead of the mixture of Gaussians (MoG) one, even though the latter

is better at handling leaf-shaking and illumination changes. Morphology operations

are applied to remove isolated small spots and fill holes in the foreground. After

these steps, we get some isolated blobs in the foreground of every frame. Undesir-

able blobs are deleted by a size filter. Each blob is characterized by the following

features:

1)
−→
C = [Xc,Yc]

T , centroid of the blob;

2) blob width W and height H; and

3) uniform LBP histogram HLBP.

Therefore, the ith blob in the mth frame can be represented as

Bm
i = {Cm

i ,W m
i ,Hm

i ,Hm
LBPi

} (3.7)

The whole tracking procedure can be seen in Figure 3.17. First, a Kalman filter is

applied to predict each blob’s new position. Then, collision detection is executed.

If just one candidate is found in the neighborhood, then the candidate is considered

to be the tracking target. If more than one unoccluded blob is detected, then the LBP

histogram is chosen as the feature to distinguish blobs.

3.3.3.2 Kalman Filter

The Kalman filter is an efficient recursive filter that can estimate the state of a

dynamic system from a series of incomplete and noisy measurements [186, 187].

Suppose that yt represents the output data or measurements in a system, the corre-

sponding state of which is referred to as xt . Then, the state transition from t −1 to t

in the Kalman filter can be described by the following equation:

xt = Axt−1 + ωt−1 (3.8)

Its measurement yt is

yt = Hxt + νt (3.9)

A is termed state transition matrix, and H is measurement matrix. ωt and νt are

process and measurement noise, respectively, which are assumed to be independent,

white, and normally distributed in the tracking.

In our system, a blob’s X −Y coordinate position (x,y), size (w,y), and po-

sition changes (dx,dy) are used as states, which can be represented by a vector

[x,y,w,h,dx,dy]T . The measurement vector is [x,y,w,h]T . Thus, the state transition

matrix is
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Fig. 3.17 Flowchart of the tracking system

A =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

H =

⎡

⎢

⎢

⎣

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

⎤

⎥

⎥

⎦

Two steps are completed in the Kalman filter process: time and measurement

updating. The time update step is in charge of prediction, and the measurement

update step is responsible for feedback or correction. In normal tracking, a predicted

blob is used for target searching. In the case of a collision, the blob’s position and

size properties are updated using Kalman predictions. We note that the Kalman filter

is efficient in handling temporary collision problems.
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3.3.3.3 LBP Histogram Distance

The LBP histogram is used to describe blobs, and a N-length texture histogram is

created for each blob. Many kinds of measurements can be used to measure the

similarity between blobs. The most commonly used are correlation, intersection,

and the chi-square distance. These measurements are defined as follows:

• Correlation:

d(H1,H2) = sumi

H ′
1(i) ·H

′
2(i)

√

(∑ j H ′
1( j)2) · (∑ j H ′

2( j)2)
(3.10)

where H ′
k( j) = Hk( j)−

∑ j Hk( j)

N

• Intersection:

d(H1,H2) = ∑
i

min(H1(i),H2(i)) (3.11)

• Chi-square (χ2) distance:

χ2(H1,H2) =
N−1

∑
i=0

H1(i)−H2(i)

Hi(i)+ H2(i)
(3.12)

Among these measures, the computational complexity of correlation, O(N2), is

more time consuming that that of the others, O(N). According to Ahonen’s exper-

iments, the chi-square (χ2) distance performs slightly better than histogram inter-

section [188]; thus, we use the chi-square distance in our experiments.

3.3.3.4 Blob Classification

Suppose that a blob Bt
i is detected in the tth frame and its Kalman prediction is B

t
i ,

and we want to track it in the (t + 1)th frame. The blobs in the (t + 1)th frame are

Bt+1
i , where j = 1,2, · · · ,N. The distance vector between blob B

t+1
i and blob Bt+1

i is

−→
D j =

⎡

⎣

XC
Bt

i

−XC
B

t+1
i

YC
B

t
i

−YC
B

t+1
i

⎤

⎦ (3.13)

If a blob is near the predicted blob B
t+1
i and |XC

Bt
i

−XC
B

t+1
i

| < S ·
W

B
t
i
+W

B
t+1
i

2
and

|YC
B

t
i

−YC
B

t+1
i

| < S ·
H

B
t
i
+H

B
t+1
i

2
, then the blob Bt+1

t is considered to be a candidate of

Bt
i . All candidates are incorporated into a sequence. Parameter S is used to adjust

the search window so that blobs that move quickly can also be found. If just one

blob is in the candidate sequence, then the blob is the tracking target of Bt
i and

its properties will be incorporated into the tracking sequence of blob Bt
i . If multiple
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blobs exist, then we choose the one that is the most similar to the blob. The similarity

is measured by the chi-square (χ2) distance.

3.3.3.5 Experiment and Discussion

The proposed algorithm has been implemented on PC and TI DSP platforms and

can run at a frame rate of 25 fps. We also test our algorithm using the PETS 2001

dataset and outdoor videos captured from a fixed camera outside our lab. PETS

datasets [189] are designed for testing visual surveillance algorithms, and widely

used by many researchers. The PETS2001 dataset used in our experiments is multi-

viewed (two cameras) and 768× 576 in size, and the size of the outdoor series

is 320× 240. Details are given in the table below. Pedestrians, vehicles, and bi-

cycles are in the test videos, and collisions occur in the PETS 2001 and outdoor

datasets.

Table 3.1 Test Video Details

Series Dataset View Frames

PETS 2001 Dataset1 Camera1 2689

Camera2 2689

Outdoor1 Camera1 106451

Outdoor Outdoor2 Camera1 11391

Outdoor3 Camera1 17045

Experiments using the PETS dataset show that the LBP distance can be em-

ployed to distinguish blobs. We collect each blob’s texture histogram from each

frame and calculate its LBP distance using the blob texture histograms that are col-

lected in the next frame. The LBP neighborhood is P = 8, R = 1 in our experiment.

To ensure that all of the collected data are valid, leaf-shaking and illumination vari-

ations that cause spurious blobs are abandoned, and incorrect tracks, such as those

losing targets or confusing the ID of targets, are fixed manually. Fifteen blobs are

detected in PETS dataset 1 camera 1. Except for incorrect foreground detection

(blobs 0, 2, 11, and 12), 11 blobs are correctly detected. Among the 11 blobs, blobs

1 and 14 exchange IDs at frame 2245. Thus, nine blobs are correctly tracked. The

same operation is applied to the tracking of camera 2. In most cases, the average

LBP distance of different blobs is greater than that of the same blob.

The tracking results are illustrated in Figure 3.18. The tracking blobs are indi-

cated by black rectangles in each frame, and the trajectory of each blob is indicated

by a corresponding blob of the same color. The following scenes are found in the

test videos: (1) moving in one direction without collision, (2) wandering, and (3)

collision. The results also show that clear differences exist between the LBP dis-

tance of same blobs and that of different blobs. As a whole, the LBP distance of

the former is far less than that of the latter. In our outdoor tracking experiments, the
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LBP distance of about 85% of the same blobs is less than 70, while that of most of

the different blobs is greater than 100.

Fig. 3.18 Tracking results

The Kalman filter, combined with the LBP distance, demonstrates satisfactory

performance in dealing with collision or occlusion problems. If collision is detected,

then the properties of blobs are updated using Kalman predictions. The LBP dis-

tance is used to pick out the most similar tracking target before blobs merge and

split. Blobs are correctly predicted and most trajectories under collision or occlu-

sion continue reliably in our system. Figure 3.18(b) presents an example. As shown,

blobs 19 and 22 collide at frame 3936. They are properly tracked, and their IDs are

correctly preserved using our algorithm.

Typical tracking failures are shown in Figure 3.18(c). They occur if the motion of

blobs suddenly changes. These failures generally occur at the edge of the camera’s

field of view. In this experiment, the white car (blob 432) stops in frame 46164,

when a silver car passes by. The unexpected change in motion leads to the track loss

of the white car.
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3.4 Conclusion

In this chapter, we analyze the foreground blobs detected in Chapter 2. For those

blobs in which more than two persons are occluded, segmentation is carried out.

The hybrid segmentation approach combines histogram- and ellipse-based algo-

rithms.

For the temporal analysis of people’s behavior, tracking is necessary to link the

segmented blobs in the time domain. Three approaches that have been developed by

our R&D group are elaborated: hybrid tracking based on distance and color informa-

tion, particle filter-based tracking for active cameras, and local binary pattern-based

tracking, which utilizes texture information.

Following segmentation and tracking, detailed analysis of human behavior can

be conducted in the monitored region.



Chapter 4

Behavior Analysis of Individuals1, 2

4.1 Introduction

After successful segmentation and tracking, the temporal-spatial information of

each blob sequence can be indexed for further behavior analysis. In this chapter, we

elaborate two kinds of approaches for the behavior analysis of individuals: learning-

based and rule-based.

4.2 Learning-based Behavior Analysis

4.2.1 Contour-based Feature Analysis

4.2.1.1 Preprocessing

In this step, we collect consecutive blobs for a single person from which the contours

of a human blob can be extracted. As can be seen in Figure 4.1, the centroid (xc,yc)
of the human blob is determined by the following equations.

xc =
1

N

N

∑
i=1

xi,yc =
1

N

N

∑
i=1

yi (4.1)

1 Portions reprinted, with permission, from Xinyu Wu, Yongsheng Ou, Huihuan Qian, and Yang-

sheng Xu, A Detection System for Human Abnormal Behavior, IEEE International Conference on

Intelligent Robot Systems. c©[2005] IEEE.
2 Portions reprinted, with permission, from Yufeng Chen, Guoyuan Liang, Ka Keung Lee, and

Yangsheng Xu, Abnormal Behavior Detection by Multi-SVM-Based Bayesian Network, Interna-

tional Conference on Information Acquisition. c©[2007] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 45

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 4,

c© Springer Science+Business Media B.V. 2011



46 4 Behavior Analysis of Individuals

where (xc,yc) is the average contour pixel position, (xi,yi) represent the points on

the human blob contour, and there are a total of N points on the contour. The distance

di from the centroid to the contour points is calculated by

di =
√

(xi − xc)2 − (yi − yc)2 (4.2)

The distances for the human blob are then transformed into coefficients by means

of DFT. Twenty primary coefficients are selected from these coefficients and thus

80 coefficients are chosen from four consecutive blobs. We then perform PCA for

feature extraction.

Fig. 4.1 Target preprocessing.

4.2.1.2 Supervised PCA for Feature Generation

Suppose that we have two sets of training samples: A and B. The number of train-

ing samples in each set is N. Φi represents each eigenvector produced by PCA,

as illustrated in [54]. Each of the training samples, including positive and negative

samples, can be projected onto an axis extended by the corresponding eigenvec-

tor. By analyzing the distribution of the projected 2N points, we can roughly select

the eigenvectors that have more motion information. The following gives a detailed

description of the process.

1. For a certain eigenvector Φi, compute its mapping result according to the two sets

of training samples. The result can be described as λi, j,(1 ≤ i ≤ M,1 ≤ j ≤ 2N).
2. Train a classifier fi using a simple method such as perception or another simple

algorithm that can separate λi, j into two groups, normal and abnormal behavior,

with a minimum error E( fi).
3. If E( fi < θ ), then we delete this eigenvector from the original set of eigenvectors.

M is the number of eigenvectors, and 2N is the total number of training samples.

θ is the predefined threshold.

It is possible to select too few or even no good eigenvectors in a single PCA

process. We propose the following approach to solve this problem. We assume that

the number of training samples, 2N, is sufficiently large. We then randomly select

training samples from the two sets. The number of selected training samples in each

set is less than N/2. We then perform supervised PCA using these samples. By

repeating this process, we can collect a number of good features. This approach is

inspired by the bootstrap method, the main idea of which is to emphasize some good

features by reassembling data, which allows the features to stand out more easily.
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4.2.1.3 SVM classifiers

Our goal is to separate behavior into two classes, abnormal and normal, according

to a group of features. Many types of learning algorithms can be used for binary

classification problems, including SVMs , radial basis function networks (RBFNs),

the nearest neighbor algorithm, and Fisher’s linear discriminant, among others. We

choose an SVM as our training algorithm because it has stronger theory interpreta-

tion and better generalization performance than the other approaches.

The SVM method is a new technique in the field of statistical learning the-

ory [53], [55], [56], and can be considered a linear approach for high-dimensional

feature spaces. Using kernels, all input data are mapped nonlinearly into a high-

dimensional feature space. Separating hyperplanes are then constructed with maxi-

mum margins, which yield a nonlinear decision boundary in the input space. Using

appropriate kernel functions, it is possible to compute the separating hyperplanes

without explicitly mapping the feature space.

In this subsection, we briefly introduce the SVM method as a new framework for

action classification. The basic idea is to map the data X into a high-dimensional

feature space F via a nonlinear mapping Φ , and to conduct linear regression in

this space.

f (x) = (ω ·Φ(x))+ b,Φ : RN → F,ω ∈ F (4.3)

where b is the threshold. Thus, linear regression in a high-dimensional (feature)

space corresponds to nonlinear regression in the low-dimensional input space RN .

Note that the dot product in Equation (4.3) between ω and Φ(x) has to be computed

in this high-dimensional space (which is usually intractable) if we are not able to

use the kernel, which eventually leaves us with dot products that can be implicitly

expressed in the low-dimensional input space RN . As Φ is fixed, we determine ω

from the data by minimizing the sum of the empirical risk Remp[ f ] and a complexity

term ‖ω‖2, which enforces flatness in the feature space.

Rreg[ f ] = Remp[ f ]+ λ‖ω‖2

= Σ l
i=1C( f (xi − yi))+ λ‖ω‖2 (4.4)

where l denotes the sample size (x1, . . . ,xl), C(·) is a loss function, and λ is a

regularization constant. For a large set of loss functions, Equation (4.4) can be min-

imized by solving a quadratic programming problem, which is uniquely solvable.

It is shown that the vector ω can be written in terms of the data points

ω = Σ l
i=1(αi −α∗)Φ(xi) (4.5)

with αi,α
∗ being the solution of the aforementioned quadratic programming

problem. αi and α∗ have an intuitive interpretation as forces pushing and pulling

the estimate f (xi) towards yi the measurements. Taking Equations (4.5) and (4.3)
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into account, we are able to rewrite the whole problem in terms of dot products in

the low-dimensional input space as

f (x) = Σ l
i=1(αi −α∗)(Φ(xi)Φ(x))+ b

= Σ
l
i=1(αi −α

∗)K(xi,x)+ b (4.6)

where αi and α∗ are Lagrangian multipliers, and x are support vectors.

Fig. 4.2 A running person

4.2.1.4 Experiments

Our approach differs from previous detection methods in that (1) it can detect many

types of abnormal behavior using one method and the range of abnormal behavior

can be changed if needed; and (2) rather than detecting body parts ([53]) on the con-

tour, 20 primary components are extracted by DFT. In our system, we do not utilize

the position and velocity of body parts for learning, because the precise position and

velocity of body parts cannot always be obtained, which causes a high rate of false

alarms. In the training process, for example, we put the blobs of normal behavior,

such as standing and walking, into one class and the blobs of abnormal behavior,

Fig. 4.3 A person bending down.
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Fig. 4.4 A person carrying a bar

such as running, into another one. PCA is then employed to select features, and an

SVM is applied to classify the behavior as running or normal behavior. In the same

way, we obtain classifiers for bending down and carrying a bar. The three SVM

classifiers are then hierarchically connected.

After the SVM training, we test the algorithm using a series of videos, as il-

lustrated in Figure 4.2, which shows that a running person is detected while other

people are walking nearby; Figure 4.3, which shows that a person bending down is

detected; and Figure 4.4, which shows that a person carrying a bar in a crowd is

detected.

The algorithm is tested using 625 samples (each sample contains four consecu-

tive frames). The success rate for behavior classification is shown in Table 4.1.

Table 4.1 Results of the classification.

Behavior Success rate

Human Running 82% (107 samples)

abnormal Bending down 86%(113 samples)

behavior Carrying a bar 87%(108 samples)

Human normal behavior 97%(297 samples)

4.2.2 Motion-based Feature Analysis

4.2.2.1 Mean Shift-based Motion Feature Searching

Before a feature can be extracted, we need to decide where the most prominent

one is. In the analysis of human behavior, information about motion is the most

important. In this section, we use the mean shift method to search for the region that

has a concentration of motion information.
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People generally tend to devote greater attention to regions where more

movement is occurring. This motion information can be defined as the differ-

ence between the current and the previous image. Information about the motion

location and action type can be seen in Figure 4.5.

Fig. 4.5 Motion information of human action

The process of the basic continuously adaptive mean shift (CAMSHIFT), which

was introduced by Bradski [190], is as follows.

1. Choose the initial location of the search window and a search window size.

2. Compute the mean location in the search window and store the zeroth moment.

3. Center the search window at the mean location computed in the previous step.

4. Repeat Steps 2 and 3 until convergence (or until the mean location moves less

than a preset threshold).

5. Set the search window size equal to a function of the zeroth moment found in

Step 2.

6. Repeat Steps 2-5 until convergence (or until the mean location moves less than a

preset threshold).

In our problem formulation, attention should be paid to the window location

and size searching steps. Because a single feature is insufficient for the analysis of

human behavior, more features are retrieved based on the body’s structure. The head
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and body size can be estimated according to the method explained in section II.A,

and the region of interest can be defined as shown in Figure 4.6.

Fig. 4.6 Feature selection: The white rectangle is the body location detected and the four small

colored rectangles are the context confined region for feature searching.

Here, four main feature regions are selected according to human movement char-

acteristics, and more detailed regions can be adopted depending on the requirements.

The locations of the search windows are restricted to the corresponding regions, and

the initial size is set to be the size of a human head. For Step 2, the centroid of the

moving part within the search window can be calculated from zero and first-order

moments [191]: M00 = ∑x ∑y I(x,y), M10 = ∑x ∑y xI(x,y), and M01 = ∑x ∑y yI(x,y),
where I(x,y) is the value of the difference image at the position (x,y).

The centroid is located at xc = M10
M00

and yc = M01
M00

.

More information can be inferred from higher-order moments, such as direction

and eigenvalues (major length and width). The general form of the moments can be

written as Mi j = ∑x ∑y xiy jI(x,y).

Then, the object orientation is θ =
arctan 2b

a−c

2
, where a = M20

M00
−x2

c , b = M11
M00

−xcyc,

and c = M02
M00

− y2
c .

4.2.2.2 Motion History Image-based Analysis

The distribution of the difference image is limited to human motion understanding.

For the recognition of action sequences, information about the direction of move-

ment is more important than that of static poses. In this section, we introduce a

real-time computer visual representation of human movement known as a motion

history image (MHI) [192,193], which can help generate the direction and the gra-

dient from a series of foreground images.
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The MHI method is based on the foreground image, and an appropriate threshold

is needed to transform the image into a binary one. If the difference is less than the

threshold, then it is set to zero. The first step is to update the MHI template T using

the foreground at different time stamps τ:

T (x,y) =

⎧

⎪

⎨

⎪

⎩

τ, I(x,y) = 1

0, T (x,y) < τ − δ

T (x,y), else

where I is the difference image, and δ is the time window to be considered.

The second step is to find the gradient on this MHI template. θ (x,y) =

arctan
Gy(x,y)
Gx(x,y)

, where Gy(x,y),Gx(x,y) are the sobel convolution results with the

MHI template in the x and y directions, respectively. The scale of the filter can vary

in a large region according to the requirements. However, the gradient on the bor-

der of the foreground should not be considered, for the information is incomplete

and using it may lead to errors. Then, the regional orientation of the MHI can be

obtained from the weighted contribution of the gradient at each point, where the

weight depends on the time stamp at that point.

4.2.2.3 Frame Work Analysis

Automatic recognition of human action is a challenge, as human actions are com-

plex under different situations. Some simple actions can be defined statically for the

recognition of basic poses, which is an efficient way to provide basic recognition

of action types. However, if no temporal information is taken into consideration,

then it is difficult to describe actions that are more complex. Some researchers have

tried to take into account the temporal dimension of actions. Most of such work is

centered on specific action sequences, such as the analysis of predefined gestures

using the hidden Markov model (HMM) and dynamic programming. In the analysis

of human actions, such models are very limited in terms of their effectiveness in the

recognition of complex action sequences.

In maintaining the accuracy of a recognition system, there is a trade-off between

the complexity of action and the range of action allowed. In contrast to typical ges-

ture recognition applications, intelligent surveillance concentrates on detecting ab-

normal movements among all sorts of normal movements in the training data rather

than accurately recognizing several complex action sequences.

It is not always easy to define what behaviors are abnormal. Generally, two ap-

proaches are used: one is to model all normal behaviors, so that any behavior that

does not belong to the model will be recognized as abnormal, and the other is to

directly model abnormal behaviors. As it is not practical to list all abnormal behav-

iors that may happen in a scene, we prefer the first approach. In this way, a limited

number of typical normal behaviors can be added dynamically into the database one

after another.
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Given a feature space F and the feature evidence X ,X ⊆ F , we try to find a

normal model M to express the probability P(H0|x) of hypothesis H0, where H0 is

defined as the case that the candidate feature x(x∈ X) belongs to abnormal behavior,

and H0 belongs to normal behavior. In addition, types of action H i, i ∈ N can be

recognized using different kinds of action models Mi, i ∈ N.

4.2.2.4 SVM-based Learning

In this part, to simplify the optimization procession, we take the radial basis function

(RBF) as a kernel for Equation (4.6):

K(xi,x) = exp(−γ‖xi − x‖2),γ > 0 (4.7)

where γ is the kernel parameter. Then, the optimized results can be found in the

extended space by parameter γ and loss function C(·).
Once the function is obtained, the classification line and the probability of the

data can be directly calculated. For each action type, we establish an SVM model

to give the probability P(x|Hi) that evidence x,x ∈ X belongs to each hypothetical

action type Hi.

4.2.2.5 Recognition using a Bayesian Network

Generally, the hypothesis that has the maximum probability among all of the models

is selected as the recognized action type. If all of the probabilities are smaller than

a certain threshold value, then the action is recognized as an abnormal behavior.

However, the recognition of actions directly based on the maximum probability

of all of the hypotheses is limited, as some of the poses in different action sequences

are very similar. Therefore, the relationship of the context frame should be incorpo-

rated into the analysis for better results. The ideal probability is

P(Ht
i |x

t ,xt−1, ...)

but it is impossible to take into account all of the motion history information. There-

fore, we simplify the probability as follows:

P(Ht
i |x

t ,xt−1, ...) ≈ P(Ht
i |H

t−1
i ,xt)

All of the motion history information is represented by the previous hypothesis

H
(t−1)
i . This result is independent of the evidence xt . Then,

P(Ht
i |H

t−1
i ,xt) = P(Ht

i |H
t−1
i )P(Ht

i |x
t)
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where

P(Hi|x) =
P(Hi)P(x|Hi)

P(x)

=
P(Hi)P(x|Hi)

∑P(x|Hi)P(Hi)

Therefore, given the starting hypothesis H0
i and transfer matrix P(Ht

i |Ht−1
i ), the

probability can be induced from the previous results and those of the SVM model.

4.2.2.6 Experiments

An action recognition experiment is carried out to evaluate the method. The exper-

iment is based on a database of five different action types, namely, hitting, kicking,

walking, waving, and double waving. The SVM model is trained with about 400

data, and over 280 data are tested. The data are recognized as six action types in-

cluding the type NOT, which means that the models do not know the action type

to which they belong. The recognition results for the training and testing data are

shown in Tables 4.2 and 4.3, respectively. The numbers in the tables are the numbers

of action data (row) that are classified as different actions (column). It can be seen

from the tables that the generalization of the method is acceptable, as the difference

between the testing and the training results is small; however, their accuracy needs

to be improved.

The better results that are obtained using the Bayesian framework based on

similar training and testing data are shown in Tables 4.4 and 4.5, respectively. The

recognition rates of different methods under different situations are shown in Figure

4.7. The figure shows that the Bayesian framework-based method largely improves

the performance of SVM recognition.

The experiment is carried out on a PC running at 1.7 GHz. Taking advantage of

the MHI-based context feature, a speed of about 15 fps can be achieved, which is

efficient for real-time surveillance.

Table 4.2 Training data recognition result

Result NOT Walk Wave DWave Hit Kick

Test

Walk 0 46 0 0 0 2

Wave 2 0 75 10 17 5

DWave 0 0 13 81 5 0

Hit 0 0 6 12 77 5

Kick 0 0 2 0 9 40
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Table 4.3 Testing data recognition result

Result NOT Walk Wave DWave Hit Kick

Test

Walk 0 38 1 0 5 0

Wave 0 0 28 6 9 7

DWave 0 0 6 39 9 4

Hit 0 0 6 10 68 8

Kick 0 0 4 0 6 31

Table 4.4 Training data recognition result improved

Result NOT Walk Wave DWave Hit Kick

Test

Walk 0 48 0 0 0 0

Wave 2 0 87 7 10 3

DWave 0 0 11 85 3 0

Hit 0 0 3 2 91 4

Kick 0 0 0 0 6 45

Table 4.5 Testing data recognition result improved

Result NOT Walk Wave DWave Hit Kick

Test

Walk 0 41 0 0 3 0

Wave 0 0 36 4 6 4

DWave 0 0 4 46 3 5

Hit 0 0 4 0 80 8

Kick 0 0 8 0 0 33

4.3 Rule-based Behavior Analysis

In some cases, rule-based behavior analysis, although simple, demonstrates robust

real-time performance.

It is not easy to track the whole body of a person because of the large range

of possible body gestures, which can lead to false tracking. To solve this problem,

based on tracking only the upper body of a person (Figure 4.17), we propose a rule-

based method that does not vary much with changes in gesture. We take the upper

half of the rectangle as the upper body of a target. It may contain some part of the

legs or may not contain the whole of the upper body. We can obtain solely the upper

body using the clustering method mentioned above. Based on this robust tracking

system, we can obtain the speed, height, and width of the target. With the speed

of the upper body and the thresholds selected by experiments, running motion can

successfully be detected. Also, based on the height and width of the target, we can

detect falling motion through shape analysis.
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Fig. 4.7 Recognition rate comparison. The x-axis represents different action types: walking (1),

waving (2), double waving (3), hitting(4) and kicking (5). The y-axis is the recognition rate (%).

Figure 4.9 shows the detection of abnormal behavior, which includes people

falling down, bending down, and running in a household environment, based on

the tracking results.

4.4 Application: Household Surveillance Robot

Sometimes, abnormal events occur in a room inside a house or in locations that

are outside the field of view of the camera. These events require a different detec-

tion approach. How can they be detected? In contrast to video surveillance, audio

surveillance does not require that a scene be “watched” directly, and its effectiveness

is not influenced by the occlusions that can cause failures in video surveillance sys-

tems. Especially in houses or storehouses, many areas may be occluded by moving

or static objects.

In this chapter, we present a surveillance system installed on a household robot

that detects abnormal events utilizing video and audio information. Moving targets

are detected by the robot using a passive acoustic location device. The robot then

tracks the targets using a particle filter algorithm. For adaption to different lighting

conditions, the target model is updated regularly based on an update mechanism. To

ensure robust tracking, the robot detects abnormal human behaviors by tracking the

upper body of a person. For audio surveillance, Mel frequency cepstral coefficients

(MFCCs) are used to extract features from audio information. Those features are

input into a SVM classifier for analysis. The experimental results show that the

robot can detect abnormal behavior such as falling down and running. In addition,
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Fig. 4.8 Action Recognition Result

a 88.17% accuracy rate is achieved in the detection of abnormal audio information

such as crying, groaning, and gunfire. To lower the incidence of false alarms by the

abnormal sound detection system, the passive acoustic location device directs the

robot to the scene where an abnormal event has occurred, and the robot employs its

camera to confirm the occurrence of the event. Finally, the robot sends the image

that is captured to the mobile phone of its master.



58 4 Behavior Analysis of Individuals

Fig. 4.9 Abnormal behavior detection results.

The testing prototype of the surveillance robot is composed of a pan/tilt camera

platform with two cameras and a robot platform (Figure 4.10). One camera is em-

ployed to track targets and detect abnormal behaviors. The other is used to detect

and recognize faces, which is not discussed in this chapter. Our robot can detect

a moving target by sound localization and then track it across a large field of vi-

sion using the pan/tilt camera platform. It can detect abnormal behavior in a clut-

tered environment, such as a person suddenly running or falling down on the floor.

By teaching the robot the difference between normal and abnormal sound infor-

mation, the computational models of action built inside the trained support vector

machines can automatically identify whether newly received audio information is

normal. If abnormal audio information is detected, then the robot, directed by the

passive acoustic location device, can employ its camera to confirm that the event has

taken place.

A number of video surveillance systems for detecting and tracking multiple

people have been developed, including the W 4 in [162], TI’s system in [163], and

the system in [164]. Good tracking often depends on correct segmentation. How-

ever, among the foregoing systems, occlusion is a significant obstacle. Furthermore,

none of them is designed with abnormal behavior detection as its main function.

Radhakrishnan et al. [165] presented a systematic framework for the detection of

abnormal sounds that might occur in elevators.
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Luo [166] built a security robot that can detect dangerous situations and provide

a timely alert, which focuses on fire, power, and intruder detection. Nikos [167]

presented a decision-theoretic strategy for surveillance as a first step towards au-

tomating the planning of the movements of an autonomous surveillance robot.

Fig. 4.10 The testing prototype of surveillance robot.

The overview of the system is shown in Figure 4.11. In the initialization stage,

two methods are employed to detect moving objects. One is to pan the camera step

by step and employ the frame differencing method to detect moving targets during

the static stage. The other method uses the passive acoustic location device to direct

the camera at the moving object, keeping the camera static and employing the frame

differencing method to detect foreground pixels. The foreground pixels are then

clustered into labels, and the center of each label is calculated as the target feature,

which is used to measure similarity in the particle filter tracking. In the tracking

process, the robot camera tracks the moving target using a particle filter tracking

algorithm, and updates the tracking target model at appropriate times. To detect

abnormal behavior, upper body (which is more rigid) tracking is implemented in

a way that focuses on the vertical position and speed of the target. At the same

time, with the help of a learning algorithm, the robot can detect abnormal audio

information, such as crying or groaning, even in other rooms.
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Fig. 4.11 Block diagram of the system.

4.4.1 System Implementation

In many surveillance systems, the background subtraction method is used to find

the background model of an image so that moving objects in the foreground can

be detected by simply subtracting the background from the frames. However, our

surveillance robot cannot use this method because the camera is mobile and we must

therefore use a slightly different approach. When a person speaks or makes noise,

we can locate the position of the person with a passive acoustic location device and

rotate the camera to the correct direction. The frame differencing method is then

employed to detect movement. If the passive acoustic location device does not detect

any sound, then the surveillance robot turns the camera 30 degrees and employs

the differencing method to detect moving targets. If the robot does not detect any

moving targets, then the process is repeated until the robot finds a moving target or

the passive acoustic device gives it a location signal.

The household robot system is illustrated in Figure 4.12.
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Fig. 4.12 System overview of the house hold robot

4.4.2 Combined Surveillance with Video and Audio

An object producing an acoustic wave is located and identified by the passive

acoustic location device. Figure 4.13 shows the device, which comprises four mi-

crophones installed in an array. The device uses the time-delay estimation method,

which is based on the differences in the arrival time of sound at the various mi-

crophones in the sensor array. The position of the sound source is then calculated

based on the time delays and the geometric position of the microphones. To obtain

this spatial information, three independent time delays are needed; therefore, the

four microphones are set at different positions on the plane. Once the direction re-

sults have been obtained, the pan/tilt platform moves so that the moving object is

included in the camera’s field of view.

The precision of the passive acoustic location device depends on the distances

between the microphones and the precision of the time delays. In our testing, we

find that the passive acoustic location error is about 10 degrees on the x-y plane.

The camera angle is about 90 degrees and much greater than the passive acoustic

location error (see Figure 4.14). After the passive acoustic location device provides

a direction, the robot turns the camera and keeps the target in the center of the

camera’s field of view. Thus, location errors can be ignored.

P (X, Y, Z)Z

2

3
a

y
4

1

0

X

Fig. 4.13 Passive acoustic location device.

In contrast to video surveillance, audio surveillance does not require that the

scene be “watched” directly, nor is its effectiveness affected by occlusion, which can
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Fig. 4.14 Solving the location error.

result in the reporting of false alarms by video surveillance systems. In many houses

or storehouses, some areas may be occluded by moving or static objects. Also, the

robot and human operator may not in the same room if a house has several rooms.

We propose a supervised learning-based approach to achieve audio surveillance

in a household environment [183]. Figure 4.15 shows the training framework of our

approach. First, we collect a sound effect dataset (see Table 4.6), which includes

many sound effects collected from household environments. Second, we manually

label these sound effects as abnormal (e.g., screaming, gunfire, glass breaking, bang-

ing) or normal (e.g., speech, footsteps, shower running, phone ringing) samples.

Third, an MFCC feature is extracted from a 1.0 s waveform from each sound effect

sample. Finally, we use an SVM to train a classifier. When a new 1.0 s waveform

is received, the MFCC feature is extracted from the waveform; then, the classifier is

employed to determine whether the sound sample is normal or abnormal.

Fig. 4.15 Training framework.

4.4.2.1 MFCC Feature Extraction

To distinguish normal from abnormal sounds, a meaningful acoustic feature must

be extracted from the waveforms of sounds.
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Table 4.6 The sound effects dataset

Normal sound effects Abnormal sound effects

normal speech gun shot

boiling water glass breaking

dish-washer screaming

door closing banging

door opening explosions

door creaking crying

door locking kicking a door

fan groaning

hair dryer

phone ringing

pouring liquid

shower

. . . . . .

Many audio feature extraction methods have been proposed for different audio

classification applications. The spectral centroid, zero-crossing rate, percentage of

low-energy frames, and spectral flux [172] methods have been used for speech and

music discrimination tasks. The spectral centroid represents the balancing point of

the spectral power distribution; the zero-crossing rate measures the dominant fre-

quency of a signal; the percentage of low-energy frames describes the skewness

of the energy distribution; and the spectral flux measures the rate of change of

the sound. Timbral, rhythmic, and pitch [173] features, which describe the timbral,

rhythmic, and pitch characteristics of music, respectively, have been proposed for

automatic genre classification.

In our approach, the MFCC feature is employed to represent audio signals. Its use

is motivated by perceptual and computational considerations. As it captures some of

the crucial properties of human hearing, it is ideal for general audio discrimination.

The MFCC feature has been successfully applied to speech recognition [174], music

modeling [175], and audio information retrieval [176]. More recently, it has been

used in audio surveillance [177].

The steps to extract the MFCC feature from the waveform are as follows.

Step 1: Normalize the waveform to the range [−1.0,1.0] and apply a hamming win-

dow to the waveform.

Step 2: Divide the waveform into N frames, i.e., 1000
N

ms for each frame.

Step 3: Take the fast Fourier transform (FFT) of each frame to obtain its frequency

information.

Step 4: Convert the FFT data into filter bank outputs. Since the lower frequencies

are perceptually more important than the higher frequencies, the 13 filters allocated

below 1000 HZ are linearly spaced (133.33 Hz between center frequencies) and the

27 filters allocated above 1000 Hz are spaced logorithmically (separated by a factor

of 1.0711703 in frequency). Figure 4.16 shows the frequency response of the trian-

gular filters.

Step 5: As the perceived loudness of a signal has been found to be approximately

logarithmic, we take the log of the filter bank outputs.
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Fig. 4.16 Frequency response of the triangular filters.

Step 6: Take the cosine transform to reduce dimensionality. As the filter bank out-

puts that are calculated for each frame are highly correlated, we take the cosine

transform that approximates PCA to decorrelate the outputs and reduce dimension-

ality. Thirteen (or so) cepstral features are obtained for each frame using this trans-

form. If we divide the waveform into 10 frames, then the total dimensionality of the

MFCC feature for a 1.0 s waveform is 130.

4.4.2.2 Support Vector Machine

After extracting the MFCC features from the waveforms, we employ an SVM-

trained classifier to determine whether this sound is normal or not [178][179][180].

Our goal is to separate sounds into two classes, normal and abnormal, according

to a group of features. Many types of neural networks are used for binary classifi-

cation problems, including SVMs, RBFNs, the nearest neighbor algorithm, Fisher’s

linear discriminant, and so on. We choose an SVM as the audio classifier because it

has stronger theory interpretation and better generalization performance than neural

networks. Compared with other neural network classifiers, SVM ones have three

distinct characteristics. First, they estimate a classification using a set of linear func-

tions that are defined in a high-dimensional feature space. Second, they carry out

classification estimation by risk minimization, where risk is measured using Vap-

nik’s ε-insensitive loss function. Third, they are based on the structural risk mini-

mization (SRM) principle, which minimizes the risk function, which consists of the

empirical error and a regularized term.
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4.4.3 Experimental Results

To evaluate our approach, we collect 169 sound effect samples from the Internet

[184], including 128 normal and 41 abnormal samples, most of which are collected

in household environments.

For each sample, the first 1.0 s waveform is used for training and testing. The

rigorous jack-knifing cross-validation procedure, which reduces the risk of overstat-

ing the results, is used to estimate classification performance. For a dataset with M

samples, we chose M − 1 samples to train the classifier, and then test performance

using the remaining sample. This procedure is then repeated M times. The final es-

timation result is obtained by averaging the M accuracy rates. To train a classifier

using SVM, we apply a polynomial kernel, where the kernel parameter d = 2, and

the adjusting parameter C in the loss function is set to 1.

Table 4.7 shows the accuracy rates using the MFCC feature trained with differ-

ent frame sizes, while Table 4.8 shows those using MFCC and PCA features trained

with different frame sizes. PCA of the dataset is employed to reduce the number of

dimensions. For example, the number is reduced from 637 to 300 when the frame

size is 20 ms and from 247 to 114 when the frame size is 50 ms. Comparing the

results in Tables 4.7 and 4.8, we find that it is unnecessary to use PCA. The best ac-

curacy rate obtained is 88.17% with a 100 ms frame size. The number of dimensions

of this frame size is 117 and thus dimension reduction is unnecessary.

Nowadays, abnormal behavior detection is a popular research topic, and many

studies have presented methods to detect abnormal behaviors. Our surveillance

robot is for use in household environments, so it needs to detect abnormal behaviors

such as falling down or running.

Table 4.7 Accuracy rates (%) using the MFCC feature trained with 20, 50, 100, and 500 ms frame

sizes.

Frame size 20 ms 50 ms 100 ms 500 ms

Accuracy 86.98 86.39 88.17 79.88

Table 4.8 Accuracy rates (%) using the MFCC and PCA features trained with 20, 50, 100, and

500ms frame sizes.

Frame size 20 ms 50 ms 100 ms 500ms

Accuracy 84.62 78.70 82.84 76.33
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It is not easy to track the whole body of a person because of the large range of

possible body gestures, which can lead to false tracking. To solve this problem, we

propose a method that only tracks the upper body of a person (Figure 4.17), which

does not vary much with gesture changes. We take the upper half rectangle as the

upper body of a target. It may contain some part of legs or lost some part of upper

body. We can obtain pure upper body by using the clustering method mentioned be-

fore. Based on this robust tracking system, we can obtain the speed of the target, the

height and width of the target. Through the speed of the upper body and the thresh-

olds selected by experiments, running movement can be successfully detected. Also,

based on the height and width of the target, we can detect falling down movement

through space analysis.

Figures 4.18 (a)-(d) show the robot moving in the proper direction to detect the

target upon receiving a direction signal from the passive acoustic location device.

Figures 4.18 (a) and (b) are blurry because the camera is moving very quickly,

whereas Figures 4.18 (e) and 4.18 (f) are clear as the robot tracks the target and

keeps it in the center of the camera’s field of view.

Fig. 4.17 Clustering results on the upper body.

Fig. 4.18 Initialization and tracking results.
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We test our abnormal sound detection system in a real-world work environment.

The sounds include normal speech, a door opening, the tapping of keys on a key-

board, and so forth, which are all normal sounds. The system gives eight false alarms

in one hour. A sound box is used to play abnormal sounds, such as gunfire and cry-

ing, among others. The accuracy rate is 83% among the 100 abnormal sound sam-

ples, which is lower than that obtained in previous noise experiments conducted in

real-world environments.

To lower the incidence of false alarms by the abnormal sound detection system,

the passive acoustic location device directs the robot to the scene where an abnor-

mal event has occurred and the robot employs its camera to confirm the occurrence

of the event. In Figure 4.19, we can see the process of abnormal behavior detec-

tion utilizing video and audio information when two persons are fighting in another

room. First, the abnormal sound detection system detects abnormal sounds (fighting

and shouting). At the same time, the passive acoustic location device obtains the

direction. The robot then turns towards the direction whence the abnormal sound

Fig. 4.19 The process of abnormal behavior detection utilizing video and audio information: (a)

The initial state of the robot; (b) The robot turns to the direction where abnormality occurs; (c) The

initial image captured by the robot; (d) The image captured by the robot after turning to direction

of abnormality.
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Fig. 4.20 The robot sends the image to the mobile phone of its master.

originates and captures images to check whether abnormal behavior is occurring.

To detect fighting, we employ the optical flow method, which we have discussed in

the previous chapter [182].

Some abnormal cases cannot correctly be detected by our system. One example

is the case where a person has already fallen before the robot turns to the correct

direction. To solve this problem, the robot sends the image captured to the mobile

phone of its master (Figure 4.20).

4.5 Conclusion

In this chapter, we present the behavior analysis of the actions of individuals and

groups. These cases have one thing in common - the environment is not crowded,

so clear human blobs are available for detailed behavior analysis. A learning-based

approach is demonstrated to be effective in the behavior analysis of individuals.

We develop both a contour- and a motion-based method of behavior analysis.

A rule-based method, because of its simplicity, also works for the classification of

unsophisticated behaviors.

In this chapter, we describe a household surveillance robot that can detect abnor-

mal events by combining video and audio surveillance techniques. Our robot first
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detects a moving target by sound localization, and then tracks it across a large field

of vision using a pan/tilt camera platform. The robot can detect abnormal behaviors

in a cluttered environment, such as a person suddenly running or falling down on

the floor. It can also detect abnormal audio information and employs a camera to

confirm events.

This research offers three main contributions: a) an innovative strategy for the

detection of abnormal events that utilizes video and audio information; b) an initial-

ization process that employs a passive acoustic location device to help a robot detect

moving targets; and c) an update mechanism to regularly update the target model.



Chapter 5

Facial Analysis of Individuals1

In the previous chapter, we presented behavior analysis, which is based on dynamic

information, including background extraction based on a series of frames, blob

detection based on two consecutive frames, and so forth. However, for intelligent

surveillance, we can also explore static information, i.e., facial images. Facial de-

tection is straightforward as it does not depend on whether or not background infor-

mation is extractable. Hence, it is useful in highly cluttered environments, with the

only requirement being sufficient image resolution of the image.

Much research has been conducted into the identification of humans based on

facial images in real time. In addition to facial recognition, the binary classification

of facial images has recently attracted much attention. A successful face classifica-

tion algorithm can significantly boost the performance of other applications, such as

facial recognition, and can also be used as a smart human-computer interface.

Despite being widely investigated in the field of psychology [80] and [81], race

classification has received less attention in computer vision studies compared to

gender or age classification. Gollomb et al. [82] trained a two-layer neural network,

SEXNET, to determine gender from facial images, and reported an average error

rate of 8.1% based on 90 images (45 females and 45 males). Brunelli and Poggio

[83] developed a method based on HyperBF networks, and the results for a dataset

of 168 images showed an average error rate of 21%. Sun et al. [85] used genetic

feature subset selection for gender classification, PCA for feature generation, and

a genetic algorithm for feature selection. They achieved an accuracy rate of 86.3%

based on a database of 300 images. However, it is difficult to evaluate the rela-

tive performance of these systems, as the image databases used in each case are

different. Moghaddam et al. [84] investigated race classification using SVMs for a

database of 1755 facial images from FERET , and reported an accuracy of 96.6%.

Shakhnarovich et al. [91] introduced a unified learning framework for face classifi-

cation, which uses the so-called rectangle features for classification. They tested the

1 Portions reprinted, with permission, from Yongsheng Ou, Xinyu Wu, Huihuan Qian, and Yang-

sheng Xu, A real time race classification system, 2005 IEEE International Conference on Infor-

mation Acquisition. c©[2005] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 71

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 5,

c© Springer Science+Business Media B.V. 2011
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Fig. 5.1 Two detected faces and the associated classification (Asian/non-Asian) results.

system with unnormalized faces taken directly from the face detection system [92],

and achieved a classification rate of 78%.

Our system (see Figure 5.1) shares some properties with that of [91], in that we

do not apply a face alignment algorithm, and test our face classification system in an

unconstrained environment. We have rejected alignment because it diminishes the

robustness and efficiency of the system, as it requires the automatic extraction of

facial features, a process that is not entirely robust in the presence of great variation

in poses, lighting, and quality.

SVM

Classifier 
Feature

Tracking
Face

Detection

Race Classification

and Counting

Asian Face

Images 

Non-Asian Face

Images 

PCA and ICA Training

Fig. 5.2 Block diagram of the system

The overview of our system is shown in Figure 5.2. In the training stage, PCA

and ICA are employed to generate and select features from the images, and the

classifier is trained by an SVM. After obtaining the classifier, we track multiple
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people using distance and color tracking algorithms [86], and then detect faces based

on the tracking results. In other words, we do not detect faces in the whole image but

only in the tracked blobs, which saves time and avoids the detection of the wrong

face. Our system makes two major contributions. (1) We use ICA to map the features

produced by PCA to generate new features, which has proven to be more suitable

for the classifier. (2) We use data fusion techniques to combine different classifiers

and boost the classification rate to a new level.

The remainder of this chapter is organized as follows. Section 5.1 describes the

generation and selection of features from facial images by combining PCA and ICA

algorithms. In section 5.2, we apply a combination of SVM classifiers to boost the

classification rate, and in section 5.3, we present the experimental results. We sum-

marize the chapter in section 5.4.

5.1 Feature Extraction

Feature generation and selection are very important in face classification, as poorly

selected features, such as gender, identity, glasses, and so on, can obviously reduce

the level of performance. In addition, although certain features may contain enough

information about the output class, they may not predict the output correctly because

the dimensions of the feature space may be so large that numerous instances are

required to determine the result. In our system, we use a supervised feature selection

method that combines PCA and ICA algorithms.

5.1.1 Supervised PCA for Feature Generation

There are many feature generation methods for information packing, including sin-

gular value decomposition (SVD), discrete Fourier transform (DFT), and discrete

cosine transform (DCT). The Karhunen-Loeve (KL) transform, also known as PCA,

can generate mutually uncorrelated features while packing most of the information

into several eigenvectors. It is widely used in pattern recognition and in a number

of signal and image processing applications. PCA-based methods have also been

proven to be more powerful in interpreting information from faces than other di-

mension reduction techniques.

In the eigenface method for facial recognition, which was introduced by Turk and

Pentland [87], a set of eigenvectors is computed from training faces, some of which

are then selected for classification according to their eigenvalue. It was reported that

different eigenvectors encode different information, with eigenvectors 1-4 encod-

ing light variations and eigenvectors 10 and 20 encoding information about glasses.

However, no detailed investigation of the relation between eigenvectors and the fea-

tures of a human face has been conducted. In another approach, which is based on

information theory, every feature is considered to encode different information on a

certain scale, such as gender, race, or identity.
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In most previous studies, PCA is implemented in an unsupervised way. That is,

either all of the features generated by PCA are used for the classification task or

some features are selected according to the corresponding eigenvalues. In this chap-

ter, we use supervised PCA as a preprocessing step of ICA. We select the eigenvec-

tors according to their binary classification capability, instead of the corresponding

eigenvalues. Eigenvectors with large eigenvalues may carry common features, but

not the information that allows us to distinguish the two classes. The method is de-

scribed in brief as follows. Suppose that we have two sets of training samples, A and

B. The number of training samples in each set is N. Φi represents each eigenvec-

tor produced by PCA. Each of the training samples, including positive and negative

samples, can be projected onto an axis extended by the corresponding eigenvec-

tor. By analyzing the distribution of the projected 2N points, we can roughly select

the eigenvectors that have more face classification information. The following is a

detailed description of the process.

1. For a certain eigenvector Φi, compute its mapping result according to the two sets

of training samples. The result can be described as λi, j, (1 ≤ i ≤ M,1 ≤ j ≤ 2N).
2. Train a classifier fi using a simple method such as a perception or neural network,

which can separate λi, j into two groups, Asian and non-Asian, with a minimum

error E( fi).
3. If E( fi) > θ , then we delete this eigenvector from the original set of eigenvectors.

M is the number of eigenvectors, 2N is the total number of training samples, and θ is

the predefined threshold. The remaining eigenvectors are selected. The eigenvectors

can also be represented as facial images, which are called eigenfaces.

The evaluation of the eigenvectors is shown in Figure 5.3. The performance of

Eigenvector i is better than that of either Eigenvector 1 or 2.

It is possible to select too few or even no good eigenvectors in a single PCA anal-

ysis process. We propose the following approach to solve this problem. We assume

Fig. 5.3 Relative distinguishing ability of the different eigenvectors.
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that the number of training samples, 2N, is sufficiently large. We then randomly

select training samples from the two sets. The number of selected training samples

in each set is less than N/2. We perform supervised PCA with the selected samples.

By repeating the previous process, we can collect a number of good features. This

approach is inspired by the bootstrap method, the main idea of which is to empha-

size some good features by reassembling data, which allows the features to stand

out more easily.

5.1.2 ICA-based Feature Extraction

As we can see from the foregoing descriptions, the information contained in eigen-

vectors is not absolutely independent. It can confuse the classifier and lessen the

efficiency of the whole system. In traditional algorithms, such as genetic or branch-

and-bound algorithms, features are directly selected using different feature selection

methods. Our method maps the eigenvectors that are produced by PCA onto another

space using ICA, where the mapped values are statistically independent. In this way,

we can provide classifiers with a clearer description of features.

ICA has recently emerged as a powerful solution to the problem of blind signal

separation ([88] and [89]), and its use for facial recognition has been proposed by

Barlett and Sejnowski [90]. The basic idea of ICA is to take a set of observations and

find a group of independent components that explain the data. PCA considers only

second-order moments and uncorrelates the data, whereas ICA accounts for higher-

order statistics and thus provides a more powerful expression of the data than does

PCA.

Figure 5.4 shows a comparison between PCA and ICA in feature extraction for

the face classification task. In the figure, the x-axis represents the index of a certain

Fig. 5.4 Comparison between PCA and ICA.
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feature, and the y-axis represents the corresponding discriminability in performance

evaluation. We perform ICA for the 33 good features produced by PCA, which

yields 33 ICA features that are statistically independent. The distinguishing capa-

bility of both PCA and ICA features is then computed, as shown in Figure 5.4. The

figure reveals that although several ICA features with a lower distinguishing rate are

generated, ICA features with a higher distinguishing rate are also produced. Several

of the latter can thus be selected as the features for use in the classification. It is

clear that the method allows us to collect better features.

5.2 Fusion of SVM Classifiers

Our goal is to separate facial images into two classes, Asian and non-Asian, accord-

ing to a group of features. Many types of learning algorithms can be used for such

a binary classification problem, including SVMs, RBFNs, the nearest neighbor al-

gorithm, and Fisher’s linear discriminant. The widely used SVM method has been

found to have superior classification ability in some studies [84]. Hence, we choose

SVMs as our face classifiers.

The PCA and ICA feature extraction and selection process gives us several sets

of good feature groups. Using different combinations of these groups, we can obtain

a large number, K, of SVM classifiers by learning from a set of training data. Each

of the SVM classifiers has a different classification rate and different features. As

the number of inputs for a SVM model cannot be very large, any individual SVM

classifier has a limited amount of discriminant information. In this section, we ad-

dress how they can be combined to produce a more powerful face classifier with

more features.

Viola and Jones in [92] proposed the AdaBoost algorithm, which initially seems

promising for our problem. However, when we add classifiers or features one by

one, the classification rate does not continuously increase, but varies up and down.

It is thus not always true that using more classifiers (or features) produces better

classification rates. The classification rate is almost flat when we combine the good

features more than 200 times. Thus, the AdaBoost algorithm may be suitable for

rectangular features, but not for our PCA-based ones.

For our problem, we propose a new algorithm, which we call the “Three to One”

or “321” algorithm. It is explained as follows.

1. Work out the classification results Ri for all of the available SVM classifiers in

all of the labeled sample facial images in the set {1,−1}.

2. Combine every three SVM classifiers to form a new classifier by summing their

results, and decide the final result for the new 321 classifier according to the sign

of the result for each labeled sample image.

Rn =

{

1 if (R1 + R2 + R3) ≥ 1

−1 if (R1 + R2 + R3) ≤−1
(5.1)
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where R1, R2, and R3 are the results for a sample facial image of three different

classifiers, and Rn is the result for that facial image for a new classifier, which

was produced by fusing the three initial classifiers.

3. Calculate the classification rate ρ of each new 321 classifier according to

ρ =
nc

nt

, (5.2)

where nc is the number of correctly classified samples, and nt is the total number

of the samples.

4. Remove the new 321 classifier if its classification rate ρ is less than a predefined

threshold ρ∗.

5. Repeat Steps 2-4 with the new 321 classifiers to produce the next level of 321

classifiers until a usable classifier is created or the number of iterations passes a

threshold Nr.

This is an extremely time-consuming selection process as it must cover all com-

binations of the three classifiers in the current level. We need therefore to define

a suitable threshold ρ∗ as a compromise between reducing computation time and

producing good fusion classifiers that perform better.

We propose the use of “321” classifiers rather than “521,” “721,” or even more,

as it would take too much time for a computer to complete the work for the latter

types. For example, if 200 classifiers were available, then it would take a computer

10 minutes to work out the next level of 321 classifiers, whereas it would spend

about 13 days completing the 521 classifiers.

To avoid overfitting, the following rules should be followed.

1. The sample facial images should be different from the samples for training SVM

classifiers.

2. The sample facial images should be representative and well proportioned.

3. The number of sample facial images should be sufficiently large.

4. The number of repeats, Nr, should be decided by the number of samples, and

cannot be too large.

A typical example is shown in Figure 5.5.

In the structure of the example, the 27 SVM classifiers are independently trained,

but some of them may be the same as very strong features may appear several times.

To summarize, we suggest the use of the 321 algorithm in place of other neural

networks as another form of SVM learning, for the following reasons.

1. The 321 algorithm in Equation (5.1) is much faster than most neural network

structures in the training process. If there are K classifiers available, then C3
K

time is needed for training.

2. For 3-input-1-output training, the learning precision of the 321 algorithm is sim-

ilar to that of SVMs.

3. It is likely that overfitting will result if we choose neural networks with complex

structures.
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Fig. 5.5 A “321” classifier structure.

5.3 System and Experiments

The facial classification algorithm has been embedded into an intelligent painting

system, as shown in Figure 5.6. The kernel controller is a PC104, with a Celeron

CPU and 256 MB of RAM. The operating system is Windows 2000. The peripheral

circuits include two sets of 7.2 V NiMH batteries (one for the PC104 and the other

for the loudspeaker), a power regulation circuit, a digital camera to capture images,

and a loudspeaker. The objective application of this system is to greet guests to a

museum and introduce them to exhibits. It selects the language to be used, English

or Chinese, based on facial information analysis.

Fig. 5.6 Intelligent Painting for Face Classification
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5.3.1 Implementation

To estimate the performance of the proposed system, we collect images of human

faces from a large Internet database that contains more than 9000 facial images. The

faces are detected automatically using the frontal face detection system [92]. We

manually label the results. As the faces are extracted from unconstrained pictures or

video, they can be of poor quality. Such faces are rarely completely frontal or may

be weakly aligned. In addition, lighting and image quality vary widely. Figure 5.7

shows some sample facial images from the output of the face detection system.

Fig. 5.7 Sample images extracted from the output of face detection system.

All of the images are resized into a standard image size of 24× 24 pixels. We

divide all of the images in the database into two folders, each of which contains

both Asian and non-Asian facial images. The first folder of the face database is

used for feature extraction, SVM classifier training, evaluation, and testing of the

classifiers in the first step, and the second one is used for training and testing the

fusion classifiers in the second step.

Based on the first data folder, we test different feature extraction methods, in-

cluding PCA and ICA. Table 5.1 presents the results. The initial ones show that the

supervised ICA method outperforms the others, whereas the final ones show that the

PCA + ICA method outperforms the others.

Feature extraction non-Asian Asian Total error

PCA 37.1% 44% 40.9%

Supervised PCA 38.1% 37.4% 37.6%

PCA+ICA 35.8% 38.4% 36.1%

Table 5.1 Sample human control data.

In the second step, we combine different SVM classifiers using the 321 algo-

rithm. For comparison, we test several of the most successful combined classifiers

with the best original SVM classifiers. The results, which are presented in Table 5.2,

show that combining the different classifiers improves the whole classification rate.
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Classifier non-Asian Asian Total error

SVM 22% 24.6% 23.7%

level 1 20.9% 21.5% 20.7%

level 2 18.2% 19.2% 18.7%

level 3 17.3% 16.8% 17%

Table 5.2 “321” testing result.

5.3.2 Experiment Result

In testing the classification process, the FERET database [93] is used as a benchmark

database. The tested facial images are extracted automatically using the frontal face

detection system [92]. In all, there are 750 Asian and non-Asian faces. All of the

facial images are resized into 24×24 pixel images. None has previously been used

to train or test the system. Table 5.3 shows the results.

Classifier non-Asian Asian Total error

Fusion Classifier 16.1% 22.3% 17.5%

Table 5.3 FERET database testing result

5.4 Conclusion

In this chapter, a new real-time face classification system based on static facial im-

ages is presented, which could be an important branch of intelligent surveillance.

We put selected PCA and ICA features into SVM classifiers, and by fusing the clas-

sifiers achieve a good classification rate. Our system can also be used for other types

of binary classification of facial images, such as gender or age classification, with

only little modification.
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Behavior Analysis of Human Groups1

6.1 Introduction

In the surveillance of public areas, human groups should be the major targets moni-

tored because of their highly sociable character. In groups, the behavior of individ-

uals usually depends on that of others. Hence, group behavior can explain a large

number of phenomena, including overcrowding, chaos, stampedes (as a result of a

terrorist attack such as a bomb explosion), fights, and riots.

Some researchers [198, 199] have attempted to deal with the this category of

tasks. They have conducted research into multi-object/-target tracking from different

angles but neglected the relationship within the overlapped people group.

Taking inspiration from the concept of the agent in artificial intelligence, we

develop a multi-agent method to track and analyze groups of people and detect

events. Although the notion of an agent is not new in the area of computer vision,

researchers understand and use the term differently.

For instance, in [201], an agent refers both to the object in the field of view, i.e., a

person, or to the instrument used to track it, i.e., the camera, while in [202], an agent

denotes both the camera and its combination with the backstage processing program

capable of camera control and image processing. In [200], agents are persons or

vehicles in a parking lot, and the authors focus on the person-vehicle relationship.

Finally, in [203], an agent is a virtual entity that is used for human modeling and

simulation.

Much of the research into surveillance systems uses a multi-agent approach.

Adopting the CHHM approach, [204] successfully solved the problem of interac-

tion between two persons. [205] also focused on two-object interaction. [206] used

the pair primitives method to investigate surveillance based on the interrelationship

between two primitives (the word “primitive” means roughly the same as agent as

1 Portions reprinted, with permission, from Yufeng Chen, Zhi Zhong, Ka Keung Lee, and

Yangsheng Xu, Multi-agent Based Surveillance, 2006 IEEE/RSJ International Conference on In-

telligent Robots and Systems. c©[2006] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 81

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 6,

c© Springer Science+Business Media B.V. 2011
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discussed in this chapter). All of the agent or multi-agent approaches mentioned

above can only be employed in the surveillance of a single person or a pair of per-

sons, respectively, and thus are inadequate for modeling the surveillance of people

in public places.

In this section, an agent represents the state of an individual of a group in a

field of view and the agent’s interaction with other individuals. By computing the

interrelationships and interactions of more than two agents, surveillance for those

events that take place which involve groups of people can be realized. This function

constitutes the basis for the realization of intelligent surveillance.

The term “agent” is borrowed from artificial intelligence and game theory [207],

and represents an artificial object that has independent status and actions. In our

surveillance system, an agent records the basic parameters and infers the status of

an object for further group analysis.

Information about agent G could be viewed as a status in terms of time t, where

status Θt is a vector of basic parameters, including location xt ,yt , height ht , and even

the object’s template Tt .

The inferential status of an agent, which is also a part of the vector Θt , is updated

at each step. All of the single agent-wide information can be inferred from the basic

parameters, varying from low-level information such as speed Vt and direction dt to

high-level information such as action type At .

The basic structure of agent-based behavior analysis is shown in Figure 6.1. The

agent is driven by the image data at time t, and all of the information in the previous

steps can be used to help track the status of the next step. Finally, different levels

of certain kinds of events can be detected by statistical analysis of the status of all

agents.

6.2 Agent Tracking and Status Analysis

As seen in the segmentation and tracking chapter, the body of a person is often

occluded by others, and thus detecting the whole body is impossible under certain

situations. The head becomes the best feature for detection and tracking, since it can

usually be seen, even in a crowd.

A hybrid tracking method is used as shown in Figure 6.2. We adopt the contour-

based method [208], which is very efficient in the detection of similar contour fea-

tures after background subtraction. In addition, the template-matching method is

combined with the Kalman filter for tracking as the contour feature cannot always be

detected in the crowd. Each time the head contour appears, as shown in Figure 6.3(a)

6.3(b), the head region is detected and the head image template updated. In case the

contour cannot be detected in the next step, as in Figure 6.3(c) 6.3(d), the image

template from the last step is used to search for the most similar region in the neigh-

borhood.

Once the head’s position is tracked, much basic information about direction and

speed can be derived, and image analysis can be done based on the information to

obtain the person’s height, head template, and action type.



6.3 Group Analysis 83

Fig. 6.1 Surveillance structure.

Moreover, as the parameter varies with the time t, some kinds of agent movement

such as walking, running, jumping, and stopping can be recognized by the vector Θt

or its transformed version.

We use an SVM [209], which has been trained with some selected samples, on

the Harr wavelet coefficients of the status vector to recognize the actions. More

information about the process can be found in the related literature; hence, we do not

go into detail about it here. We further discuss multi-agent analysis in the following

sections.

6.3 Group Analysis

For each moment t, an agent set St = {Θ 1
t ,Θ 2

t ,Θ 3
t ...Θ n

t ...Θ Nst
t },1 ≤ n ≤ Nst can

be retrieved, where Nst is the agent amount, and Θ n
t is a Ng × 1 vector Θ n

t =
(xn

t ,y
n
t ,h

n
t ,V

n
t ,dn

t ...)T .
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Fig. 6.2 Tracking scheme

In contrast to agent analysis, the objective of group analysis is to obtain the

characteristic distribution among the agents in the Ng-dimensional space. We de-

fine a group event as a certain distribution of the subagent set in the substatus

space.

Regarding the data space, the dimension Ng may be very large as many pa-

rameters are used to describe the agent, including the image template, so that

dimension reduction must be performed to simplify the problem. In addition,

some of the parameters in status Θ n
t are independent of each other and have

a different meaning or level of importance. The usefulness of general meth-

ods such as PCA and ICA is thus limited in this application, because such ap-

proaches need a large amount of data for training and treat each dimension the

same way.

For the example shown in Figure 6.4(a), the points of an agent are displayed

in the space extended by the angle and location y, which are selected specifically,

as shown in Figure 6.4(b). Based on the angle dimension, the agent set should be

divided into two subsets {A,D},{B,C}, and based on the location dimension, the

subset should be {A,B},{C,D}. Both schemes have physical meaning, and neither

is obviously better than the other. That depends on the application requirements.

It is better to start the analysis from a certain independent subspace such as a lo-

cation, velocity, or action type. For more complex events, the space can be extended

by these perpendicular subspaces.
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Fig. 6.3 Head tracking

Regarding the dataset, a group event affects a limited number of agents; in other

words, the event is analyzed in certain agent subsets, which can be specified by

supervised learning.

In the event detection phase, the basic technique is to search all of the subset Si
t of

the agent status set St , where Si
t ⊆ St , for the event distribution in a certain subspace.

This is a time-consuming approach, which has a complexity O(2NSt ). The efficiency

of the search approach must be improved while avoiding the loss of the event.

6.3.1 Queuing

Starting from the location space, which is usually more important in a surveillance

system, we search for a queuing event.

Given a distance εk,k ∈ N, we define a function h̄ between each agent that meets

the requirement

∀ Dst(Θ i
t ,Θ

j
t ) < εk

h̄(Θ i
t ) = h̄(Θ

j
t )

∀ h̄(Θ i
t ) = h̄(Θ j

t ) h̄(Θ j
t ) = h̄(Θ l

t )

h̄(Θ i
t ) = h̄(Θ l

t ),
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(b) Comparison of status projected on different axis.The horizon-

tal axis represents the location of Y,the vertical axis represents the

angle.

(a) Four human to classify.
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Fig. 6.4 Subspace analysis.

where Dst() is the distance function in the location space.

Then, the subset Skr
t can be defined as

Skr
t = {Θ i

t ,Θ
j

t ∈ St |h̄(Θ i
t ) = h̄(Θ j

t )},

so that the agent set is divided into several subsets Skr
t , depending on the distance εk.

The distance εk may vary within a small range, taking into consideration the

normal distance between each individual in a queue. It can also be learned from the

supervised agent pair.

For each subset Skr
t , suppose that the agents are distributed in a line

yi
t = axi

t + b
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where xi
t ,y

i
t are components of Θ i

t ,Θ
i
t ∈ Skr

t , and the line parameters a,b can be

derived from linear regression.

a =
n∑(xi

ty
i
t)−∑xi

t ∑yi
t

n∑(xi
t)

2 − (∑xi
t)

2

b =
∑yi

t −m∑xi
t

n

Most importantly, the correlation coefficient r can also be estimated by

r =
n∑(xi

ty
i
t)−∑xi

t ∑yi
t

√

[n∑(xi
t)

2 − (∑xi
t)

2][n∑(yi
t)

2 − (∑yi
t)

2]
,

which can be used to classify the agent subset as linear or nonlinear using the dis-

criminant function learned from selected samples.

6.3.2 Gathering and Dispersing

To extend this idea to a more complex event, we try to detect agents that are gather-

ing and dispersing in a space extended by location space and direction space.

Commonly, for each group Si
t that is gathering or dispersing, there should be

a center of motion Oi
t . The agent that belongs to this group should meet the

requirement

∠(Oi
t ,Θ

n
t )±dn

t ≤ ∂ i
t , (6.1)

where ∠() stands for the direction function from Θ n
t to Oi

t , ∂ i
t is the tolerance,

and the plus (+) represents gathering and minus (−) represents dispersing. Then,

the manifold of the event appears in three-dimensional (3D) space, as shown in the

figures below.

We can search all of the subset Si
t that best satisfies the distribution of the func-

tion, or search all of the center Oi
t to find the agent in the manifold of Figure 6.5.

This may be time consuming as it depends on the image size.

A voting method is designed to search for the center of the event, and then trace

it back to the related agents. According to Equation 6.1, given an agent Θ n
t , a family

of event center Oi
t can be expected to appear in the line of Equation 6.2.

y = dn
t (x− xn

t )+ yn
t , (6.2)

We divide the image into many bins Bn
t , which are chosen based on each agent’s

status Θ n
t according to the distance from the agent to the line, compared with ∂ i

t .

The prominent bins form the event center, and voting agents form the event subset.



88 6 Behavior Analysis of Human Groups

Fig. 6.5 Manifold of gathering and dispersing event. The X and Y axes represent the x and y

directions in location space, and the axis angle stands for the direction parameter of the status.

6.4 Experiments

Experiments are conducted using our method. The system is run on a 1.7 GHz PC

at a speed of about 10 fps to recognize the action of each agent and detect special

group events.
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We have built a small library of five kinds of actions: walking, running, jumping,

squatting, and stopping. Each experiment involves two sequences of different ac-

tions from four different people, and in each sequence, many action segments of

about eight frames are selected as the action models. We then translate the pa-

rameter of the time segments into feature space with the Harr wavelet, which

is then trained by the SVM. Then, actions of different kinds can be recognized

in real time, as shown in Figure 6.6, and fewer than two frames of error are

expected.

Fig. 6.6 Agent analysis of different actions.
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6.4.1 Multi-Agent Queuing

In a multi-agent event, the status of each agent should first be tracked or in-

ferred. Because of the projective effect of the camera, the locations of the agents

are adjusted relative to the space of the physical ground instead of the im-

age space. The maximum relational distance εk is set at about three times the

width of the head, so that the agents are grouped into several subsets. For a

group with more than two agents, the distribution linearity is measured with

the correlation coefficient r, which is learned with the Gaussian model from

some selected groups. Then the queue can be detected and drawn as shown in

Figure 6.7.

Fig. 6.7 Event analysis of a queue.

6.4.2 Gathering and Dispersing

A more complex experiment is carried out to detect a gathering or dispersing

event with many agents, in which both the position and direction of all agents are

considered.

For the detection of a gathering event, a radial is drawn in the direction of the

agent from its position, as shown in Figure 6.8. Then, a window ∂ i
t in size is slipped

over the image to find the maximum value of the radial voting, which is the expected

event center and identified in blue. The method can be extended to find more events

at the same time.
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Fig. 6.8 Event analysis of gathering and dispersing.

6.5 Conclusion

In this chapter, we address the behavior analysis of human groups. We present

a novel surveillance approach that employs a multi-agent algorithm for detecting

interaction for certain purposes in a classical category of surveillance tasks. Two

typical group analysis situations (queuing, gathering and dispersing) are studied as

examples to illustrate the implementation and efficiency of the approach. The ex-

perimental results show that this approach can be used for special surveillance tasks

such as event detection.
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Static Analysis of Crowds: Human Counting
and Distribution1

An important feature of crowd surveillance is the estimation of the number of

persons in the monitored scene. People counting is especially important for crowd

modeling as it not only gives a direct estimation of the current situation in the field

of view but also contributes to other tasks including behavior analysis and crowd

simulation.

In this chapter, we introduce a new learning-based method for the people count-

ing task in crowded environments using a single camera. The main difference be-

tween this method and traditional ones is that the former uses separate blobs as the

input into the people number estimator. First, the blobs are selected according to

certain features after background estimation and calibration by tracking. Then, each

selected blob in the scene is trained to predict the number of persons in the blob.

Finally, the people number estimator is formed by combining trained subestimators

according to a predefined rule. The experimental results are shown to demonstrate

the functions.

7.1 Blob-based Human Counting and Distribution

Anti-terrorism is a global issue, and video surveillance has become increasingly

popular in public places including banks, airports, public squares, and casinos.

However, in the case of crowded environments, conventional surveillance technolo-

gies have difficulty in understanding the images captured as occlusion causes ex-

treme problems.

Several studies have reported on this topic. Davis’s group [211] was among the

earliest ones to conduct extensive research into crowd monitoring using image pro-

cessing. Many potential and nearly all of the open problems of crowd monitoring

1 Portions reprinted, with permission, from Weizhong Ye, Yangsheng Xu, and Zhi Zhong, Robust

People Counting in Crowded Environment, Proceedings of the 2007 IEEE International Confer-

ence on Robotics and Biomimetics. c©[2007] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 93

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 7,

c© Springer Science+Business Media B.V. 2011
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have been identified. Siu [212] estimated crowd volume by counting pixels and

applied a neural network for the classification, while Lin [213] estimated the number

of people in crowded scenes using head-like contours. In this chapter, we use a head

detection algorithm to detect human heads and treat the number of heads as the

number of persons. Nikos [214] developed a crowd estimation system based on ro-

bust background modeling. While the pixel counting technique is adopted herein,

the proposed method is largely based on a novel background technique. Ernesto

[215] used optical flow to identify abnormal behaviors in crowd environments, and

applied an HMM after the feature selection stage.

The foregoing methods can be divided into two categories: detection based and

mapping based. Detection-based methods rely on a detector to count or cluster the

output. The features that the detector uses may include the body, head, skin, or hair.

The advantage of these methods is that they have a high level of accuracy of output

for environments that are not very crowded if the detection algorithm is effective.

The disadvantage is that they require a good detection algorithm and thus are not

scalable for large crowds. Mapping-based methods extract features and map them

onto a value. They use edge points, the background, texture, optical flow, or the

fractal dimension as features. They are scalable to large crowds and give a global

crowd estimation. However, it is hard to make them scene invariant, and retraining

of the system is needed.

We develop a learning-based people counting system that uses separate blobs as

the input into the human number classifier. In so doing, we contribute to three ar-

eas of the literature: 1) rather than applying normal camera calibration techniques,

we use human tracking technology for calibration, which can be fulfilled automati-

cally before system establishment; 2) separate blobs are used for the input into the

human number classifier instead of pixel or head information, which represents an

improvement over detection- and mapping-based methods; and 3) a learning-based

predictor based on an SVM is applied and proven to be effective in the experiments.

The remainder of this chapter is organized as follows. Section 7.1.1 gives a de-

tailed introduction of the system architecture. The proposed algorithm is described

in detail in sections 7.1.3 and 7.1.4, including the calibration by tracking, blob-based

feature input, and learning function setup. Section 7.1.5 describes an experimental

study in which the proposed method is compared with other approaches. The final

section presents the conclusion.

7.1.1 Overview

A number of aspects are considered in the development of the system. 1) We con-

sider camera calibration to be important for this application and have employed

a calibration-by-tracking approach that does not require human interference. The

proposed camera calibration can establish the relationship between the image and

world planes and map the computed image onto a more accurate space. 2) We use

both background information and blob segmentation results for the classification

task. These two information sources can be combined in an optimal way for crowd
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estimation. 3) We also deduce a density map from the people counting results, which

gives a global view of the current situation and provides candidates for abnormal be-

havior analysis.

Fig. 7.1 The proposed system

The architecture of the system can be described as follows. The whole system is

divided into two stages (as shown in Figure 7.1): training and testing. In the training

stage, the input video is first calibrated to establish the correspondence between

the image and the world plane, in which the heights of persons are supposed to be

equal. Thus, the world plane can be transformed into a 2D one. We use a calibration-

by-tracking method to fulfill the task. Then, we apply an improved adaptive

Gaussian mixture model (GMM) [216] for background modeling. After the back-

ground is obtained, a rule-based algorithm is used to select blobs for training to

identify the total number of persons in each blob. Finally, the number of persons in

each blob is combined to get the total number of people in the scene.
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7.1.2 Preprocessing

Camera calibration is important in video surveillance applications. Even if the cam-

era is well placed in a location and the image quality and size of a person are accept-

able, distortions exist. Also, the distance between the camera and a person is not the

same, and persons of different size appear in the image. In the proposed system, we

apply a calibration-by-tracking approach. The calibration is performed in the fol-

lowing way. First, we have a person walk in as straight a line as possible towards the

camera. At the same time, the height and area of the blob of this person in the image

are recorded. Then, we establish the relationship between the height of the blob in

the image and the person’s real height. In this way, the 2D image information can

be mapped onto a 3D map, in which all persons are supposed to be the same height.

Fig. 7.2 Calibration by tracking approach.

In Figure 7.2, I1 is the distance between point O and point A, while I2 is the

distance between point O’ and A’. From the figure, we can easily derive

I1/I2 = tan(α)/tan(β ); (7.1)

When a new image is entered, it is transferred into a new space according to the

relationship between the camera and real world.

7.1.3 Input Selection

With the achievement of the calibration, the correspondence between the image and

world planes is well established. In this chapter, we do not use all pixel information

as the input into the people counting system but use separate blobs for people count-

ing. The reason for doing so is threefold: 1) pixel information inevitably involves

system noise such as human distortion, shadows, and so forth; 2) the separate blob

approach can be used to handle problems when only parts of people are in the scene,

whereas the all-pixel method cannot; and 3) if the blobs are separated, then we can

get the location of each blob. This information is also very meaningful for tasks such

as location-aware surveillance and behavior analysis in the crowd modeling process.
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The task of blob selection for system training involves selecting the blobs that

contain people. Thus, we give up blobs that are relatively small as they are very

likely to be noise caused by background modeling and other processes. We also

develop methods to handle such cases where only part of a person is inside the

scene. The limited pixels are counted as a single person or several persons in a

group. People are always blocked by each other when they draw near to one other.

These cases are partly solved by training the blob according to the location-related

pixel information in the blob, such as the center of the blob, the size of the ex-

rectangle, the distribution of the pixels in the blob, and the shape of the blob itself.

The main difference between the proposed method and others is the input selec-

tion for the classifier. Here, we use segmented blobs as the input into the people

counting classifier. The input selection is rule based, and the details can be seen in

Figure 7.3.

Fig. 7.3 Blob selection procedure.

Size Analysis

The size analysis module is based on the assumption that the size of persons is

confined within a reasonable range. Raw images contain many small blobs, which

may be small parts of the human body. Noise may include small parts of trees and

rivers and some small blobs produced by background modeling. If these blobs are

used as input into the classifier, then the image processing will be computationally

heavy. Thus, we omit blobs that are smaller than a predefined number. The prede-

fined number can be learned or given manually. In this way, we can delete much

noise, such as that noted above.

Shape Analysis

The shape analysis module is based on the assumption that the shape of persons

is similar to an ellipse or related shape. Thus, other objects such as dogs, cats, and

buses can generally be filtered. Taking a bus as an example, when it enters the field

of view, the result obtained using traditional methods indicates a significant number

of people. In addition, in the shape analysis module, we use vertex points as the

input into the classifier, which shows the distribution of the pixels in a blob.

Location Analysis

The location analysis module can handle different cases, i.e., when people are

near or far from the camera. It is also effective for cases where someone has just

entered the environment, and only part of the person can be seen (such as the head

or the leg). If the segmented blob is at the edge of the monitored scene, then the

module judges the location for special processing.
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Blob Coherence

Some cases still happen when one person is segmented into different parts. If the

number of pixels in a blob falls within a predefined pixel number, then they will be

judged to represent more than one person. The number of persons counted may then

be greater, which will result in inaccurate counting. The blob coherence module

combines neighboring blobs, which are very close to each other. These blobs are

likely to originate from a single person. If the blobs are from different persons, then

the system will regard them to be multiple persons, which will not introduce errors.

Typical cases are shown in Figure 7.4.

Fig. 7.4 Different cases of blob selection

7.1.4 Blob Learning

After the blobs are selected as the input into the classifier, they are learned to pre-

dict the number of persons. Thus, the identification problem of the total number of

people can be treated as a multiclassification problem. Here, an SVM is adopted as

the classifier of the human number predictor. The abovementioned tool has demon-

strated satisfying results in gait recognition for a multiclassification task in intelli-

gent shoe applications [217], which are very similar to our experiments.

The blob learning method here is to learn every preprocessed blob to identify

how many persons are in the blob. Before blob learning, the system needs to confirm

whether the input blob represents multiple persons or only one part of a person. The

motivation for using a learning method instead of a traditional pixel counting one is

that the number of persons in one blob cannot simply be deduced from the number

of pixels but is related to the shape, size, and location of the blob.

Input Parameters

The input parameters that we select for the initial experiments are the location of

the blob in the image, including the x- and y-values of the center of gravity of the

blob, the location of a series of vertexes along the convex hull of the blob, and most

importantly, the number of pixels in the corresponding blob. The vertexes of the

blob will be normalized for the input into the classifier. The x-value of the center of

the blob is Gx and its y-value is Gy. The vertexes of the blob can be written as T =
[t(1), t(2), t(3) , ... , t(l)]. The number of pixels in the blob is N. The normalized
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vertexes of the blob can be written as T = [t(x1), t(x2) , t(x3) , ... , t(xm)], where

t(xi) is selected from t(i). The input parameters can finally be described as follows:

I = [Gx,Gy,N,t(x1),t(x2),t(x3), ...,t(xm)] (7.2)

Output Parameters

We now have a multiclassification problem. The output of the classifier is the

number of persons in a blob. Here, we suppose that we have 10 possible results. If

the number of persons is larger than 10, then we use a simple pixel counting method

to fulfill the task, although these situations rarely happen.

Learning Tools

SVMs are popular learning tools for handling nonlinear data. Here, we choose

an SVM as the learning tool to train and test the data.

SVMs perform pattern recognition between two classes by finding a surface at

the maximal distance from the closest points in the training sets. We start with a set

of training points xi that belongs to Rn (i = 1,2, ...,N), where each point xi belongs

to one of two classes identified by the label yi, which belongs to {-1, 1}. Assuming

that the data are linearly separable, the goal of maximum margin classification is

to separate the two classed by a hyperplane such that the distance to the support

vectors is maximized. The hyperplane can be described as follows:

f (x) = ∑αi ∗ yi ∗ x + b (7.3)

In the experiments, we solve a p-class problem with SVMs. There are basically

two approaches: one-vs.-all and pairwise. We adopt the former approach. In this

method, p SVMs are trained and each of the SVMs separates a single class from all

remaining classes.

7.1.5 Experiments

In our experiments, we compare our method with the all-pixel one and demonstrate

that ours is more robust and accurate. We also conduct density map experiments

using the results of people counting.

For the experimental setup, we use a digital camera to collect the data, which are

recorded in a railway station in Hong Kong. The resolution of the video is 320*240

pixels and the duration of the video is 30 minutes. The objects in the video that we

record include only people, not cars or animals. In the 30-minute video, 10 min-

utes are used for training and 20 minutes for testing. Camera calibration is done

independently.

The process of training data collection is described as follows. We design an

interface for users to input the information, including whether the blobs contain

persons. If the answer is positive, then we continue to count the number of people

in the blobs. We collect approximately 1500 blobs of different size and location for

training.
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Blob Selection Result

One set of blob selection results can be seen in the first column of the figure

below. The left image is the raw image with five persons: only the head of one

person is in the field of view, two persons are walking separately, and the other two

are walking very close to each other, so that they are detected as one single blob.

The right image is the resultant image after blob selection. From Figure 7.5, we can

see that the right blobs are selected and the noise is removed.

Fig. 7.5 Blob selection result.

People Counting Result

A people counting experiment is carried out by comparing the result obtained

using our method with that using the all-pixel method. In Figure 7.6, m is the result

of the former method, l is the result of the latter one, and n is the actual number of

persons.
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Fig. 7.6 Comparison of different methods.
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7.1.6 Conclusion

In this section, we present a robust people counting system for crowded environ-

ments. The proposed system is unique in that it adopts a calibration-by-tracking

method for person calibration before people counting starts. Then, most importantly,

separate blobs are used as the input into the person number classifier, which im-

proves the accuracy of the person counting system. In addition, a density map is

produced in real time using the resultant data, which can potentially be used as can-

didates for other systems such as the behavior analysis module and crowd simulation

system.

7.2 Feature-based Human Counting and Distribution

In the case of crowded environments, conventional surveillance technologies have

difficulty in understanding the images captured as the incidence of occlusion is high.

In this chapter, we present a methodology for modeling and monitoring crowds that

is based on the theory of learning from demonstration. Teaching a surveillance sys-

tem several crowd density levels equips it with the ability to draw a density dis-

tribution map. A dynamic velocity field is also extracted for teaching the system.

Thereafter, learning technology based on appropriate features enables the system

to classify crowd motions and behaviors. The goal of our research is to generate a

stable and accurate density map for the input video frames, and to detect abnormal

situations based on density distribution, such as overcrowdedness or emptiness.

Crowd control and management are very important tasks in public places. His-

torically, many disasters have occurred because of the loss of control over crowd

distribution and movement. Examples include the Heysel stadium tragedy in 1985,

the Hillsborough tragedy in 1989, and, more recently, the incident in 2004 when

many people lost their lives at the Festival of Lanterns in Miyun, Beijing. It is ex-

tremely important to monitor the crowdedness of different locations in tourist areas,

such as mountain parks, for the sake of safety. To prevent the problems caused by

large crowds and to be able to respond quickly to emergent situations, the proper

control and management of crowds is vital. Generally speaking, the problem of

crowd control can be divided into two main aspects: real-time monitoring of crowd

status and the design of the environment based on models of crowd behavior.

Crowd density is one of the basic descriptions of crowd status. With density esti-

mation, it is easy to determine the crowd distribution and identify abnormal changes

in a crowd over time. However, crowd density estimation is difficult because many

occlusions occur in crowded environments, and generally only parts of people’s

bodies can be observed. Also, as the number of people increases, identification be-

comes harder. Therefore, many approaches that are based on the detection of body

parts, such as the head, body, or legs, may not work properly. Another difficulty lies

in the generation of a density map. For most applications, a pixel-level density map

is unnecessary; therefore, we must find another way to partition the image cells to
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measure density. Because of the nonuniformity of 2D projections of 3D objects, the

size of the cells will be different in different parts of the image, and thus a reasonable

partition scheme needs to be developed.

The goal of our system is to generate a stable and accurate density map for the

input video frames and to detect some abnormal situations based on density distri-

bution, such as overcrowdedness or emptiness.

7.2.1 Overview

In this section, we present an automatic surveillance system that can generate a

density map with multiresolution cells and calculate the density distribution of the

image using a texture analysis technique. The system has two main parts: density

map calculation (Figure 7.7) and abnormal density detection (Figure 7.8).

There are two phases in the flowchart of the density map calculation (see

Figure 7.7): training and testing.

Fig. 7.7 Block diagram of the density calculation process.
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The objective of the training phase is to construct a classifier that can be used to

calculate the density. First, a series of multiresolution cells is generated by an ini-

tial calibration process that is based on a perspective projection model. To achieve

a uniform texture representation, the size of different cells is normalized to a cer-

tain value. Then, using the texture analysis approach, a texture feature vector that

contains sixteen parameters is calculated for each image cell. Because there is an

inevitable change in scale between image cells, obtaining a characteristic texture

feature representation requires the creation of a group of image cells of different

scale using the Gauss-Laplacian kernel function. By searching for the maximum

point in the Harris-Laplacian space, the characteristic feature vector for each cell

can be calculated. Once it has been achieved, all vectors and the corresponding den-

sity estimations of the sample images are fed into an SVM system.

Our system makes three main contributions. 1) By performing texture analysis

of both the local and global areas in the image, the system can construct a multires-

olution density map that describes crowd distribution. 2) To improve the stability of

the crowd density estimation, a search algorithm is applied in both the image and

the scale space. 3) The density estimation is implemented using the approach of

learning by demonstration.

As there are a large number of instances of abnormal crowds gathering in pub-

lic places, we also implement an abnormal density detection system, as shown in

Figure 7.8. We first create some abnormal simulated density data using Matlab,

and use the SVM approach to detect abnormal situations in real videos taken from

Tiananmen Square in Beijing.

Fig. 7.8 Block diagram of the abnormal density detection process.
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7.2.2 Initial Calibration

The objective of the system is to build a density map. Ideally, the density map should

be a bending surface to indicate the crowd distribution in the image. The most com-

mon method is to define a rectangle whose center is located in a certain pixel in

the image, and then calculate the density in this area pixel by pixel. However, this

method is time consuming, and building a pixel-level density map is unnecessary

for most applications. An alternative solution is to divide the area of interest in the

image into a series of cells, and calculate the corresponding density in each cell.

Another problem is caused by the 2D-3D projection. As Figure 7.9 illustrates, ob-

jects of the same size are smaller in the image when they are further away from the

camera, and thus the cell size should be different to achieve the same texture mea-

surement. A multiresolution density cell model is therefore considered. The cells

may have small overlapping areas, because we want the covered image area to be as

large as possible to satisfy the perspective projection model, which is discussed in

the next section.

The initial calibration involves the procedure of building a multiresolution cell

model based on geometric analysis.

7.2.2.1 Multiresolution Density Cells with a Perspective Projection Model

Fig. 7.9 Multi-resolution density cells indicating the estimated number of people in each cell and

the entire area (In this case, the estimated number of people is 17.4).
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Fig. 7.10 Model of density cells projection.

We present a method that is based on a perspective projection model to generate

a series of multiresolution density cells. There are four conditions assumed in the

model: that all of the people are of a similar size, all of the people are located in the

horizontal plane, the camera only rotates along a vertical axis, and the image center

is the optical center of the camera.

Suppose that there are a number of parallel rectangles representing density cells

in a 3D space. These rectangles are not equidistant but are perpendicular to the

horizontal plane. The height of the rectangles is h and the width is w, as Figure 7.10

illustrates. Under the condition of the perspective projection, the projections of these

rectangles are the density cells in the image.

As Figure 7.11 shows, the camera’s rotation angle is α(π/2 < α < 0), its focal

length is f , and H is the distance from the camera focus to the horizontal plane.

We assume that the rotation angle α is known, but it can easily be calculated by the

vanishing point method [213] or read directly from a measuring instrument.

To ensure the uniformity of the texture measurements, the user needs to define

the area of interest in the input image, together with the height and width (in pixels)

of the person nearest to the camera in the image, and the scalar of the cell height

relative to the person’s height.

The projections of these lines change with the camera rotation angle α . The

distribution of the projections can be calculated by

θi = arctan(
opi

f
µ) (7.4)

θi+1 = arctan(
opi+1

f
µ) (7.5)
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where opi and opi+1 are the lengths in pixels, and µ is the real length of a pixel in

the image plane.

According to the geometric analysis in Figure 7.11, four equations can be

applied:

pi pi+1

sin(α −θi+1)
=

s1

sin(π/2 + θi+1)
(7.6)

s1

h
=

f/cosθi

H/cos(α −θi)
(7.7)

s2

h
=

f/cosθi+1

H/cos(α −θi+1)
(7.8)

Substituting Equations (7.7) and (7.8) into Equation (7.6), we get

s2 =
pi pi+1 cosθi cos(α −θi+1)

sin(α −θi+1)cos(α −θi)
(7.9)

Fig. 7.11 Determination of the cell height.
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In △p0 pi+2o,

poo =
f sin(α −θi+1)

cosθi+1 sin(π/2−α)
(7.10)

po pi+1 =
f

cos(π/2−α)
(7.11)

Using similar triangles, the following equation can be found.

pi+1 pi+2

pi+1 pi+2 + poo
=

s2

po pi+1

(7.12)

By substituting Equations (7.9), (7.10), and (7.11) into Equation (7.12), the equa-

tion that determines the length of pi+1 pi+2 can be derived. We define three variables

to simplify the expression.

I0 = f cosθi sinα cos(α −θi+1)

I1 = f cosθi+1 cosα cos(α −θi)sin(α −θi+1)

I2 = cosθi cos(α −θi+1)sin α cosα cosθi+1

The equation is an iterative equation:

pi+1 pi+2 =
pi pi+1I0

I1 − pipi+1I2

(7.13)

There are three cases, as shown in the following.

1. If −→opi > 0 and −−−→opi+1 > 0, then the iterative equation is Equation (7.13).

2. If −→opi > 0 and −−−→opi+1 < 0, then the iterative equation should be Equation (7.13)

with θi+1 replaced by −θi+1.

3. If −→opi < 0 and −−−→opi+1 < 0, then the iterative equation should be Equation (7.13)

with θi replaced by −θi, and θi+1 replaced by −θi+1.

Fig. 7.12 Determination of the cell width.
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After the distance of the projection of those parallel lines has been calculated, the

area of interest in the image is divided into several rows of different height. Each

row is then divided to make several cells.

As Figure 7.12 shows, by letting wi, wi + 1 denote the cell width in rows i and

i+ 1, the cell sizes can be drawn by the following equations.

f cos(α −θi+1)

(H −h)cos(θi+1)
=

wi

w
(7.14)

f cos(α −θi+2)

(H −h)cos(θi+2)
=

wi+1

w
(7.15)

By substituting Equation (7.15) into Equation (7.14), wi+1 can be calculated by

wi+1 = wi
cos(α −θi+2)cosθi+1

cos(α −θi+1)cosθi+2

(7.16)

Once pi+1 pi+2 has been calculated, then θi+2 can be calculated by

θi+2 = arctan(
opi+2

f
µ) (7.17)

Given the cell width in the first row, the width in the other rows can be calculated

iteratively. It should be noted that we assume that the camera rotates only around

the vertical axis, and thus all the cell widths in a row are the same. Finally, all of the

density cells are generated by geometric analysis based on the perspective projection

model.

7.2.2.2 Normalization of Density Cells

We use the gray level dependence matrix (GLDM) to build the feature vector, which

means that some of the features are sensitive to the cell size. It is thus necessary to

normalize the cell size to achieve a uniform representation of the texture measure-

ments. The normalized size can be neither too small nor too large. Overly small

cells cannot preserve enough texture information, whereas overly large ones usually

induce interpolation of the small image cells, which introduces errors into the tex-

ture feature calculation. In our system, the normalized size is set experimentally to

a value that is a little larger than the smallest cell size.

7.2.3 Density Estimation

The goal of the density estimation is to generate a density map based on the afore-

mentioned multiresolution cells. The density estimation involves the following four

steps.

1. Image preprocessing

2. Feature extraction
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3. Searching for the characteristic scale

4. System training

To decrease the influence of a change in illumination, histogram equalization is used

for the image preprocessing. The features based on the GLDM method are extracted

in each normalized cell. To achieve more uniform texture measurement, we apply

the technique of searching for extrema in the scale space of the image cells, and use

the features of the characteristic scale to form the feature vectors. It can be regarded

as a procedure of feature refining. Finally, the derived features are used in an SVM-

based training system.

7.2.3.1 Feature Extraction

There are many methods for texture feature extraction, as has been stated. Structural

methods are the most easy and efficient to implement. However, spectrum analysis

methods can extract features with prominent physical meaning, and statistical meth-

ods are easy to apply and the extracted features are more stable against disturbances.

Statistical methods are thus the preferred choice for this research.

The GLDM method proposed by Haralick [29] is a classical statistical method

for texture feature extraction. In essence, it is a statistical method that is based on

the estimation of the second-order joint conditional probability density function,

which is the probability of a pair of grey levels (i, j) occurring in a pair of pixels

in an image where the pixel pairs are separated by a distance d in the direction θ .

The estimation uses 2D histograms, which can be written in a matrix known as a

concurrent matrix, or GLDM.

The concurrent matrix can be calculated given a pair of parameters (d,θ ).
Normally, one pixel distance and four directions (0o,45o,90o,135o) are used.

Fig. 7.13 Searching for the characteristic scale of the image in each cell.
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For a pair of parameters (d,θ ), four indicators with certain physical meaning can

be calculated based on the corresponding GLDM as follows.

Contrast:

Sc(d,θ ) =
L−1

∑
i=0

L−1

∑
j=0

(i− j)2 f (i, j|d,θ )

Homogeneity:

Sh(d,θ ) =
L−1

∑
i=0

L−1

∑
j=0

f (i, j|d,θ )

(i− j)2 + 1

Energy:

Sg(d,θ ) =
L−1

∑
i=0

L−1

∑
j=0

f (i, j|d,θ )2

Entropy:

Sp(d,θ ) =
L−1

∑
i=0

L−1

∑
j=0

f (i, j|d,θ ) log( f (i, j|d,θ ))

where f (i, j|d,θ ) is the joint conditional probability density function, and L is the

number of grey levels. Normally, it is unnecessary to use all 256 levels, and in our

system, 32 levels are used for better computational performance.

The feature vector consists of 16 components, including four indicators along

four directions. For each image cell, the feature vector is extracted for the next

search stage.

7.2.3.2 Searching for the Characteristic Scale

Although the use of multiresolution cells reduces the nonuniformity of the texture

measurements, some cells, especially those that are far away from the optical axis,

still exhibit instability.

To arrive at a more robust representation of the texture feature of the image cells,

we present a method in which a 2D search is performed in the scale and feature

spaces. The method is inspired by the scale invariant feature transform (SIFT) al-

gorithm in [96]. The search algorithm includes two phases. First, we search for the

extrema of the Harris response in the image space. Second, the scale space is built,

and we search for the extrema in the scale space. The algorithm is illustrated in

Figure 7.13.
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Image Space Searching

The Harris method [97] is often used to detect corners. In essence, its image

derivative matrix reflects the degree of local density changes in the window. The

Harris response is the function of the two eigenvalues of the image derivative matrix.

A corner point means two large eigenvalues, and an edge means one large and one

small eigenvalue.

The same idea can be applied in the measurement of image texture. Let

(s1,s2, . . . ,s16) denote the GLDM feature vector. We can then define a texture

matrix M using the equation

M =

(

∑L
i=1 s2

i ∑L
i=1 ∑L

j=1 sis j

∑L
i=1 ∑L

j=1 sis j ∑L
j=1 s2

j

)

(7.18)

and can define the Harris response as

R = det(M)−K(trace(M))2 (7.19)

where K is an empirical constant. In each image cell, we define a search window

that is centered in the cell. To achieve better performance, we determine the search

window size by the following equation:

Ls = min(Lcell/5,5) (7.20)

where Lcell is the size of the image cell. We then search for the largest local maxi-

mum Harris response in the search window. If there is no local maximum, then the

largest response is used.

Scale Space Searching

After the Harris search, the GLDM feature vector is calculated for each image

cell and a multiscale space is built. The scale space representation is a set of images

presented with different levels of resolution that are created by convolution with the

Gaussian-Laplacian kernel.

J(X ,s) = L(s)∗ I(X) (7.21)

where X = (x,y) is a pixel in the image, and s is the parameter of the Gaussian-

Laplacian kernel that controls the scaling transformation. The Gaussian-Laplacian

kernel function is expressed as

L(s) = s2(Gxx(x,y,s)+ Gyy(x,y,s)) (7.22)

A set of images with different scales for each cell is built, and the normalized image

cell is regarded as the finest resolution image. The Harris response is then calculated

again to search for extrema in the scale space. If there are none, then the normalized

scale is considered to be the characteristic scale.
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7.2.3.3 System Training

The SVM method [42] is again applied to solving the nonlinear regression estima-

tion problem. First, we calculate the texture feature vector in the characteristic scale

for each cell in all of the sample images. The crowd density for each cell is then

estimated by a human expert. The problem involves establishing the relationship

between the input vector and the output density. This is a typical regression prob-

lem, which can be solved by the SVM method. The expression of the estimated

function is

f (−→x ) =
L

∑
i=1

(α −α∗)K(−→xi ,
−→x )+ b (7.23)

where α,α∗ are the Lagrangian multipliers, and xi are support vectors. We apply a

polynomial kernel K(−→xi ,
−→x ) = (−→xi ·

−→x +1)d , where the kernel parameter d = 2 and

the adjustment parameter C = 12 in the loss function.

7.2.4 Detection of an Abnormal Density Distribution

We have developed an abnormal crowd density detection system that can detect

some typical abnormal density distributions by machine learning. The system is

based on the density map generated by the aforementioned method. The system

flowchart is shown in Figure 7.8, and again involves two stages: training and testing.

Once the density map has been calculated, the crowd density distribution is

known. Crowd density changes can be observed directly from the density map. In

the real world, and especially in large public places, a change in density may indi-

cate potential danger or an emergency, and it is therefore very useful for detecting

abnormal distributions in crowd density.

7.2.4.1 Training Data Created by Computer Simulation

After initial calibration, the size and position of the density cells are determined so

that a vector containing all of the density data can be built. From the changes in the

vector’s components, we can track the variations in the density distribution.

We record some density vectors for abnormal situations, and use them as sample

data. We can then detect similar situations using the machine learning method.

Because of the lack of real density data on abnormal situations, a set of train-

ing data are created by computer simulation. Here, we consider only two abnormal

cases: overcrowdedness and emptiness in a local area of the region under surveil-

lance. About 180 scenes are created, including positive (overcrowded) and negative

(normal) samples.
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Fig. 7.14 Crowd density estimation of frames captured from a testing video in Hong Kong.

7.2.4.2 System Training and Testing

The objective of the training system is to divide the images into two classes, ab-

normal and normal density distribution, according to the calculated crowd density

features. As noted, many types of learning systems that can be used for such a

binary classification problem, including SVMs, RBFNs, the nearest neighbor algo-

rithm, and Fisher’s linear discriminant. The SVM method is chosen for the classi-

fier training because it has stronger theory interpretation and better generalization
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Fig. 7.15 Estimation of the number of people over time.

performance than the other neural networks. SVMs also have such advantages as

very few tunable parameters and the use of structural risk minimization.

To train the system, two steps must be followed. First, a database of positive

and negative samples is created by computer simulation. Second, the samples are

fed into the SVM training system to construct the classifier. A polynomial kernel is

used again, where the kernel parameter d = 2, and the adjustment parameter C in

the loss function is set to 10.

7.2.5 Experiment Results

The proposed system is tested with real videos taken in Hong Kong and Beijing.

For the density map calculation, several video clips taken in Hong Kong are used.

About 70 images extracted from the video are used as samples. The resolution of

the images is 320× 240 pixels, and the whole image area is divided into 21 cells

in the calibration stage. The crowd number for each cell in the sample image is

counted by an expert for initial training and evaluation. The maximum estimation

error for each cell is below 5%, and the total crowd number estimation error is

below 12%.

Figure 7.14 shows some frames from the testing video, in which the estimated

number of people in local cells and the total number of people are displayed.

Figure 7.15 shows the change in the estimated total number of people with respect
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Fig. 7.16 Comparison of the error rate with respect to the number of people with (dotted line) and

without (solid line) applying the searching algorithm.

to the frame number, and clearly shows a change in crowd density in the image

sequence. The cells may have small overlapping areas because we want the cov-

ered image area to be as large as possible. The position of the density cells in each

row may be a little different from what Figure 7.10 shows, because each cell shifts

along the line parallel to the x-axis to cover the whole image area in the best way

possible.

To examine the effectiveness of the searching algorithm, we compare the error

rate curve of the density estimation with respect to the number of people by applying

and not applying the search algorithm, as Figure 7.16 shows. The results reveal that

the error rate becomes larger as the number of people increases, especially when

there is much overlap in the local area, but most of the rates are below 10%. The

search algorithm gives better results when the scene contains a moderate number of

people.

Several video clips taken in Tiananmen Square, Beijing, are used for the abnor-

mal density detection experiment. Figure 7.17 shows people gathering at the right

corner in the image sequence, and the top and middle images show the change in

crowd distribution. The bottom image is a snapshot of the system giving an alert

that a situation of local overcrowding has occurred.

The results indicate that our processing algorithm is effectively able to han-

dle foggy outdoor environments crowded with humans that appear small in the

camera images, as well as indoor environments with significant body occlusion

problems.
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Fig. 7.17 The overcrowded situation detected from a video of Tian’anmen Square (the numbers

are the estimated number of people in each cell).
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7.2.6 Conclusion

We present an approach for calculating a crowd density map from video frames. In

the initial calibration stage, a set of multiresolution density cells is created based

on a perspective projection model. The GLDM feature vector is extracted for each

cell. A scale space is then built and the characteristic scale obtained by searching in

the Harris-Laplacian space. Finally, the feature vectors are fed into an SVM training

system to solve the nonlinear regression problem. An abnormal density detection

system based on multiresolution density cells is also introduced.



Chapter 8

Dynamic Analysis of Crowd Behavior1, 2, 3, 4

8.1 Behavior Analysis of Individuals in Crowds

In many cases, we cannot obtain the background image easily, and if the occlusion is

serious, then it is difficult to segment masses of blobs into single blobs. We therefore

use optical flow to detect abnormal behavior in crowded environments [57], [58].

The velocity of each pixel is calculated using optical flow and then filtered using

a 3× 3 template. A predetermined threshold is used to obtain the binary images.

If the value of the filtered velocity is larger than the threshold, then we set the gray

value of this pixel to 255; otherwise, it is set to 0.

The image on the screen is distorted because of the perspective rule, and thus a

camera model [164] is used and compensation algorithms are employed so that the

length and speed are roughly independent of the depth of a blob from the camera.

After the binary images are obtained, ordinary methods are used to detect abnor-

mal behavior in a very crowded environment.

In this experiment, we aim to detect two types of abnormal behavior using optical

flow: (1) a person running in a shopping mall, and (2) a person waving a hand in

a crowd.

1 Portions reprinted, with permission, from Ning Ding, Yongquan Chen, Zhi Zhong, Yangsheng

Xu, Energy-based surveillance systems for ATM machines, 2010 8th World Congress on Intelligent

Control and Automation (WCICA). c©[2010] IEEE.
2 Portions reprinted, with permission, from Jinnian Guo, Xinyu Wu, Zhi Zhong, Shiqi Yu, Yang-

sheng Xu and Jianwei Zhang, An intelligent surveillance system based on RANSAC algorithm,

International Conference on Mechatronics and Automation. c©[2009] IEEE.
3 Portions reprinted, with permission, from Zhi Zhong, Weizhong Ye, Ming Yang, and Yangsheng

Xu, Crowd Energy and Feature Analysis, Proceedings of the 2007 IEEE International Conference

on Integration Technology. c©[2007] IEEE.
4 Portions reprinted, with permission, from Zhi Zhong, Ming Yang, Shengshu Wang, Weizhong

Ye, and Yangsheng Xu, Energy Methods for Crowd Surveillance, Proceedings of the 2007 Inter-

national Conference on Information Acquisition. c©[2007] IEEE.

H. Qian et al., Intelligent Surveillance Systems, Intelligent Systems, 119

Control and Automation: Science and Engineering 51, DOI 10.1007/978-94-007-1137-2 8,

c© Springer Science+Business Media B.V. 2011
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The detection of a person running in a shopping mall is very difficult using the

ordinary foreground subtraction method. It is very difficult to obtain the background

image in a crowded shopping mall, and even if the background is available, segmen-

tation is extremely difficult.

However, using the optical flow method, we can obtain the velocity of each pixel,

and then the revised algorithm is used to compensate for the distortion of the veloc-

ity image. It is very important to compensate for the perspective distortion of the

velocity image. In the camera image, the people near the camera will be bigger than

the people further away from it, and thus the velocity of the people near the camera

will be faster than their real velocity if the distortion is not revised.

The velocity image is then filtered by a 3× 3 template, and a threshold is set

to obtain the binary velocity image. To remove the noise, the pixels of the binary

image are grouped into blobs. Blobs with small areas are removed. Figure 8.1 shows

how the system detects a person running in a shopping mall. The red circles in the

pictures hereinafter are used to highlight the abnormal region.

We also use the optical flow method to detect a person waving a hand in a crowd.

Figure 8.2 shows the three original consecutive images and three binary images

obtained by the optical flow method. Periodicity analysis [162] is applied to the

images shown in Figure 8.3, and the hand of the person is detected after two periods.

In very crowded regions in which extreme overlapping occurs, obtaining the

background and successful segmentation are difficult. In such cases, the optical flow

approach is effective for the detection of abnormal behavior.

8.2 Energy-based Behavior Analysis of Groups in Crowds

We have elaborated the estimation of crowd density in the previous chapter. How-

ever, density estimation is a static issue, whereas the detection of crowd abnormal-

ities is a dynamic one. The latter involves factors such as direction, velocity, and

acceleration, which are too important to be ignored.

In this section, we address two energy methods, which are based on intensity

variation and motion features, respectively. The results of wavelet analysis of the

energy curves show that both methods can satisfactorily deal with crowd modeling

and real-time surveillance. A comparison of the two methods is then made in a real

environment using a metro surveillance system.

To tackle crowd density problems, researchers have tried to establish precise

models to build virtual environments in which crowd situations are simulated

[134][147][154]. However, pedestrian kinetics in a virtual environment is com-

pletely different from that in the real world, and the image or video quality generated

in a virtual environment is always much better than that obtained from a real one.

Because of these limitations and the tremendous amount of computation involved,

such a method is not useful in actual video surveillance systems. The second method

is tracking, in which the system tries to acquire people’s trajectories by keeping track

of individuals as they enter the monitored scene to detect abnormalities [133][137].

This method has been proven effective for the surveillance of abnormal individuals
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Fig. 8.1 A person running in a shopping mall.

[135][143]. However, it is not so effective in terms of accuracy and real-time opera-

tion in crowded situations where there is great amount of overlapping among pedes-

trians. A third method to estimate crowd density is based on texture [146][150].

In contrast to the foregoing studies, we adopt energy methods. The basic idea

behind this is simple and obvious: energy exists in motion. From this starting point

and based on the assumption that every pedestrian or observed object in the surveil-

lance scene is moving in a velocity within one quantitative grade, crowd motion

means greater energy. After a careful analysis of the existing video surveillance
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Fig. 8.2 Three consecutive images of people waving hands.

approaches, we define two new energy models and address two energy approaches:

one is based on intensity variation, which we call “first video energy”, and the other,

called “second video energy”, is based on motion features [156].

When we obtain the energy curves using these two methods, we can solve the

previous problems. Our approaches concern the overall monitoring of the state of

pedestrians in the scene and the analysis of information about their movements.

Wavelet analysis is capable of simultaneously providing time and frequency infor-

mation, which gives a time-frequency representation of the signal. It can be used to

analyze time series that contain nonstationary power at many different frequencies

[138]. When we regard crowd energy as a 1D digital signal and adopt the discrete

wavelet transform (DWT) for analysis, we can get wonderful results. As we shall

see in the latter part of the chapter, two kinds of abnormalities hidden in crowd

energy can be detected and separated using DWT multiple-level decomposition

technology [145].
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Fig. 8.3 A person waving hand in a crowd.

8.2.1 First Video Energy

The energy approach that we propose for video surveillance is based on a fundamen-

tal principle: wherever there is motion, there is energy. This type of energy is often

referred to as kinetic energy. Assuming that the rate of velocity of a pedestrian or an

object such as a vehicle is set within a certain order of magnitude, it is clear that any

motion with a larger crowd must represent more energy. Now, the remaining prob-

lems are how to define the form of the energy, how to obtain the energy, and how

to carry out crowd surveillance using the parameters acquired. Viewed from the two

perspectives of intensity variation and optical flow motion features, two different

definitions of video energy are put forward and their applications are respectively

discussed in this section.

8.2.1.1 Definition of First Video Energy

The phrase “first video energy” reflects a computer perspective, and the term “video

energy” is suggested to distinguish this type of energy from that used to describe a

static image. In the field of image processing, energy denotes a statistical measure

of an image, which is an image texture [141]. This definition of energy better suits a

partial and static description of an image, but does not suit an overall and dynamic

description of video [148].

A computer takes a single-frame digital image (e.g., a video frame in a frame

sequence) as 3D information, x,y, I, in which I is fixed for a single frame, while a

digital video is stored in a computer as a matrix whose intensity (RGB value or I

value in HSI [hue, saturation, intensity]) varies with time t. Thus, it can be seen as

4D information (x,y, I(t),t), in which I(t) is a function that varies with t. As for the
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video format where the frame rate is constant, t is equal to the n-th frame. Therefore,

I(t) can also be written as I(n). The fundamental difference between image and

video analysis lies in the time variability. In crowd surveillance analysis, or more

generally, motion analysis, motion information is encapsulated in the variable I(n).
Broadly speaking, the kinetic formula for a particle movement system is

E =
N

∑
i=1

miv
2
i (8.1)

The change rate of each pixel in I(n) is represented by the intensity difference

between two consecutive frames of that pixel. If the value of ∆ I(n) is big enough,

then it will be marked as being active, where the change rate of each pixel is equal

to the velocity of the particle. Thus, by imitating Equation (8.1), we can get the

equation for first video energy as follows:

VE1(n) =
N

∑
i=1

w∆ I(n)2
(8.2)

where N is the sum of the pixels in active blocks, and w denotes the weight of the

blocks. As we do not differentiate pixels one by one, w here is the quantity of the

pixels within the blocks.

Figure 8.4 shows how first video energy describes motion and crowd status in a

video clip. The three lower pictures are difference frames, and the colored stick with

a ball head represents the energy of that block of pixels. Different colors indicate

the different motion energies of blocks, while the height of the stick represents the

quantity of kinetic energy of that block.
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Fig. 8.4 First Video Energy (lower three ones) of the 5th, 25th, and 45th frames (from left to right,

upper three ones) in a real surveillance video sequence. Red and high sticks represent active blocks.
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As for the actual surveillance scene, we do not need to analyze the variation in

each pixel, because doing so would be not only inefficient but also unnecessary.

Quartation is exploited to segment difference frames, which creates a mosaic

system. This is a recursive process, in which the final number for quartation is ob-

tained statistically, and is discussed in the next subsection.

In the metro surveillance system in Hong Kong, the frame size is 640×480 (this

is also the most popular frame mode on the market). After K = 5 times of quartation,

the difference frame is divided into smaller blocks, each of which is 20∗15. Hence,

the number of blocks is N = 32 ∗ 32 in Equation 8.2. The adopted storage mode is

HSI, so I(t) is equal to I of HSI [155]. Figure 8.11 shows the curve of first video

energy. Section 4 explains how it is used to monitor crowd scenes.

8.2.1.2 Quartation Algorithm

In computing first video energy, the size of the smallest possible block is the key

parameter. In essence, it is an issue of adaptive image segmentation, which has been

the object of much research and for which a number of algorithms have been pro-

posed [136][142]. However, the sliding window or any other standard technique

of image segmentation involves the use of empirical strategies, whereas in the re-

cursive quartation method, the number of iterations and the proper block size are

determined by a statistical approach, the F test.

The assumptions of the quartation algorithm are as follows. 1) The intensity of

pixels is a stochastic variable and satisfies normal distribution. For most pixels, their

mean is related to the quality of the background. 2) For every quartered block, the

average pixel intensity is a stochastic variable and satisfies normal distribution. The

latter assumption can easily be deduced from the former. In the former assumption,

four more random variables (the means of four new blocks) appear after one former

quartation.

If the quartation algorithm goes on without intensity inhomogeneity, then the

existing segmentation can satisfy the need for more precise energy computation,

which is the termination condition for this recursive algorithm. That is why the

segmentation of each pixel is unnecessary.

The quartation algorithm is described as follows.

STEP 1: Calculate whole variance

As shown in Figure 8.55, the difference frame is divided into four blocks, A, B,

C, and D, each of which is 320×240. For convenience, we use the letters A, B, C,

and D to denote the average intensities of the blocks. If M = (A + B +C + D)/4,

then the whole variance of the difference frame is

Var =
1

N −1

N

∑
j=1

(x j −M)2 (8.3)

5 Zhi Zhong, Ning Ding, Xinyu Wu, and Yangsheng Xu, Crowd Surveillance using Markov Ran-

dom Fields, Proceedings of the IEEE International Conference on Automation and Logistics,

pp. 1822-1828 c© [2008] IEEE
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Fig. 8.5 Recursion step of Quartation Algorithm
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Fig. 8.6 Statistical distribution of k(n). There are 868 frames. Left: k(n) mostly between 3 and 7,

mean is 4.58, Right: k(n) of 550 frames is 5.

In (3), N = 4, and x1,x2,x3, and x4 are A,B,C, and D, respectively.

STEP 2: Calculate variances of blocks

Quartation is performed on A, B, C, and D, respectively. For example, in

Figure 8.5, block D is further divided into four smaller blocks, which are marked

D1, D2, D3, and D4. The variance of blocks A to D, Var(A) to Var(D), can then be

computed.

STEP 3: F test

An F test is any statistical test in which the test statistic has an F distribution

if the null hypothesis is true. Here, we use F to record the variance ratio of the
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two samples. If it is far smaller than 1 (or far greater than 1), then the two samples

have very strong inhomogeneity [149]. In this chapter, A, B, C, and D and D1, D2,

D3, and D4 can be treated as two samples with different variances. Then, F is either

Var/Var(D) or Var(D)/Var, depending on which value is smaller than 1. Suppose

that

F(D) =
Var(D)

Var
(8.4)

Then, we can get F(A), F(B), and F(C). Suppose that F(D) is the smallest term.

That means that among all blocks, block D has the greatest intensity inhomogeneity

in the whole difference frame.

STEP 4: Recursion

If F(D) is less than a fixed threshold, then the inhomogeneity of block D and the

whole difference frame changes greatly, and quartation is repeated on block D. If

F(D) is bigger than the threshold, then the intensity tends to be homogeneous, and

quartation is terminated. The time of executing quartation, k, is then recorded.

STEP 5: Mosaic

The whole difference frame is mosaicked into 2k blocks, and the mean intensity

of every block is calculated.

After Step 5 of the quartation algorithm, first video energy can be calculated, and

the curve can be found. Theoretically speaking, the quartation algorithm finds a lo-

cal optimum. However, after analyzing k statistically, we find that it can satisfy the

precision requirement. To improve the stability and the efficiency of the algorithm,

we analyze the statistical distribution of k(n) of a video captured by a real surveil-

lance system. The results are shown in Figure 8.6, in which the recursion time is

K = 5.

8.2.2 Second Video Energy

Second video energy is another way to model the motion energy of the video and to

detect crowd abnormalities. This method is based on motion features [156], which

can represent the motion status of the scene under surveillance.

8.2.2.1 Motion Feature

In the narrow sense, features refer to the texture of an image [151]. With the de-

velopment of data mining technology, features in the broad sense are specifically

defined as measurements of one or a sequence of images [152]. Here, the Harris

corner is adopted as the static feature [140, 156].

The motion feature described in this paper is obtained through the image feature

related to optical flow. For contrast, the latter is named the static feature hereafter.

In this paper, the corner information is selected as the static feature. There are two

reasons for this choice. First, we want to make sure that the proposed system works
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Fig. 8.7 Frames of a railway station surveillance system. Readers can find overlapping lines in-

creasing from left to right, so does corner information (see [139]).

in real time. Here, we do not adopt the feature in its broad sense, as in most cases, it

is a recessive calculation and therefore requires much calculation time. Second, the

texture in a cluttered environment, for the most part, is represented in the form of

the background, which does not reflect the actual situation of people in motion. As

is shown in Figure 8.7, because of the many outlines of people themselves and their

overlapping contours, there exist a large number of corner features that can easily

be captured and tracked.

This paper adopts the Harris corner as a feature [140]. The Harris corner is

based on the local autocorrelation function, which measures the local changes in

the image with patches that have shifted by a small amount in different directions.

Using a truncated Taylor expansion, the local autocorrelation function c(x,y) can

be approximated as 8.5

c(x,y) = [∆x∆y]C(x,y)

[

∆x

∆y

]

(8.5)

In 8.5,

C(x,y) =

[

∑W (Ix(xi,yi))
2 ∑W Ix(xi,yi)Iy(xi,yi)

∑W Ix(xi,yi)Iy(xi,yi) ∑W (Iy(xi,yi))
2

]

(8.6)

where C(x,y) captures the intensity structure of the local neighborhood. Let λ1,

and λ2 are the eigenvalues of matrix C(x,y). If both eigenvalues are high, then the

local autocorrelation function is sharply peaked, and shifts in any direction will

result in a significant increase. This indicates a corner [111].

It is necessary to calculate C(x,y) at every pixel and mark corners where the

quantity Mc exceeds some threshold. Mc is defined as

Mc = λ1λ2 −κ(λ1 + λ2)
2 (8.7)

It can be derived that

Mc = det(C(x,y))−κ · trace2(C(x,y)) (8.8)
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κ ≈ 0.04 makes the detector a little edge-phobic, which overcomes the staircase

effect, where corner detectors respond to discredited edges. In the literature, values

in the range of [0.04,0.15] have been reported as feasible [111].

By arranging Mc in order of its magnitudes, we obtain a set of static features

of a specific number of a frame (Harris corners). Static features by nature give the

location information of key pixels. The motion features are obtained by tracking the

static features of a series of images using the Lucas-Kanade optical flow approach.

Optical flow methods aim to calculate the motion fields between two image

frames. In this paper, we do not need to compute the whole region of motion as

this conventional method takes much computation. Instead, as shown in the table

below, we use the Lucas-Kanade optical flow approach [113] to track the static fea-

tures of a group of three successive frames, to determine the parameters (shown in

Table 8.1) of a set of feature points whose position is specified by the static fea-

tures. The feature described above is called the motion feature because it is related

to the motion of the object being tracked. As can be seen from the following section,

each motion feature can be regarded as a moving unit for the estimation of crowd

energy.

Motion features are obtained by tracking the corners of a video sequence using

the Lucas-Kanade optical flow approach [144]. Our approach tracks the corners of a

group of three successive frames to determine the parameters (shown in Table 8.1)

of a set of motion features.

Table 8.1 Parameters of motion feature.

Symbol Quantity

x horizontal position of Motion Feature

y vertical position of Motion Feature

∆x derivative of x

∆y derivative of y

v magnitude of the velocity

Angle orientation of the velocity

∆ Angle difference of the orientation

d2x derivative of dx

d2y derivative of dy

a magnitude of the acceleration

Angle2 orientation of the acceleration

8.2.2.2 Definition of Second Video Energy

In the field of image processing, energy is a statistical measure used to describe the

image, which is an image texture [114]. This definition of energy suits a partial,

static description of an image, but does not suit an overall dynamic description of

video [115].

Our definition of energy does not concern the corresponding relation of all of

the points, as they cannot possibly be tracked all of the time. Even if there were the
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possibility of doing so, it would involve an enormous amount of calculation. Our

definition is more holistic. We are concerned about whether the movement in the

monitored scene is normal or abnormal. For this purpose, we define crowd energy

based on the concept of kinetic energy to describe the crowdedness of an environ-

ment. The crowd energy of each frame of a picture is defined as follows:

VE2(n) =
m

∑
i=1

wi(n)v2
i (n) (8.9)

where wi(n) and vi(n) are respectively the weight and velocity of the ith point of

the motion feature. Altogether, the frame has m points of the motion feature.

This way, we can obtain the value of the energy function for every video frame,

which can be used to monitor the scene for abnormalities.

It is necessary to make clear the meaning of wi. First, we take into consideration

only the sum of the velocity squared, i.e., wi = 1. Two problems arise. First, as can

be seen from Figure 8.7, at a given time, the number of motion features of persons

differs. Further, at different times, the number of motion features of the same person

also varies. Hence, the physical implication represented by motion features is not

the same. Therefore, each motion feature should be given a weight. Second, when

overlapping takes place in a monitored scene, the number of motion features tends

to be smaller than in a scene in which persons are sparsely scattered. However,

in actual fact, the overlapping of persons indicates a crowded environment (in the

next section, we show that this phenomenon is related to the first category of crowd

abnormality that we have defined). Therefore, under such circumstances, a greater

weight should be given to motion features in areas in which overlapping occurs and

a smaller weight be assigned to more isolated motion features, as they are usually

irrelevant to pedestrians.

We define wi for the ith motion feature as follows. Within NN (number of

neighbors) space neighbors (the space neighbors of a motion feature are defined by

motion features whose Euclidean distance d is no more than d0 pixels, i.e., d ≤ d0)

of a motion feature, if any one of them also has a similar neighbor (which has a

greater similarity to the ith motion feature, i.e., Si j ≥ S0) of the motion feature, then

we can get

wi =
NN

∑
j=0

Si j,(Si j ≥ S0,S0 ∈ (0,1]) (8.10)

In the metro surveillance system introduced in this chapter, S0 is 0.95, and d0

is 20. Here, 20 is an experiential value. If we choose the ith motion feature as the

center and 2d0 as the diameter, then the circle can cover the profile of a person in

the metro surveillance system.

We adopt a measure similar to that introduced in [116] to calculate the similarity

between two motion features, which is defined as

ST (x,y) =
xT y

‖ x‖ 2 + ‖ y‖ 2 − xT y
(8.11)
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The similarity measure adopted here does not require the normalization of the

two comparative parameters x, y, although many others require normalization, such

as the inner product. This measure can be used for real- and discrete-valued vectors,

which makes it computationally easy and useful for extension in future work. After

adding or subtracting xT y in the denominator of the foregoing equation, and by other

algebraic manipulations, we obtain

ST (x,y) =
1

1 + (x−y)T (x−y)

(xT y)

(8.12)

From 8.12, we can see that the denominator is always larger than 1, which means

ST (x,y) ∈ (0,1]. At the same time, the similarity measure between x and y is in-

versely proportional to the squared Euclidean distance between x and y divided by

their inner product. x is the parameter of the ith motion feature, while x is the pa-

rameter of the neighbor of the ith motion feature.

8.2.3 Third Video Energy

A video is a sequence of varying images. The difference between proximate frames

reflects in part changes in the posture and movement of objects in the field of view.

Motion is a process in which energy is released and exchanged. Different human

behaviors demonstrate different energy features. Therefore, video energy can be

used to describe the characteristics of different kinds of human behavior in the scene

under surveillance. Mining more energy from the video stream is the core of this

system.

Relative to the slow pace of normal behavior, an action of unusually great speed

is considered abnormal. It is clear that an object moving quickly contains more

kinetic energy. Thus, the speed of motion is the feature that we need to consider.

In addition, violent behavior involves complex body movements. How to describe

such complexity is our essential work. Thus, a weighted kinetic energy is proposed.

8.2.3.1 Definition of Third Video Energy

We have explained that motion features can be obtained by tracking corners from a

video stream through an optical flow algorithm. Recently, more accurate optical flow

algorithms have been proposed. For instance, Xiao et al. [129] presented a bilateral

filtering-based approach, which demonstrates a high level of accuracy in building

motion fields. However, the computation time is rather long. Taking into consid-

eration real-time requirements, we use the Lucas-Kanade [144] and Horn-Schunck

optical flow [131] algorithms. We adopt energy-based methods for crowd estimation

with a metro video surveillance system. Here, we review the motion features based

on the optical flow motion field shown in Table 8.1.



132 8 Dynamic Analysis of Crowd Behavior

We extract the kinetic energy from the video to estimate the degree of crowd

density according to the equation below:

E(n) =
W

∑
i=1

H

∑
j=1

wi, j(n) · v2
i, j(n) (8.13)

The parameter vi, j(n) is the velocity of the (ith, jth) pixel in the nth frame

(Width = W,Height = H), and the coefficient wi, j(n) is obtained from the blob area

of the current frame to describe the number of people in the blob. This equation has

been defined and discussed in detail in [127, 128].

In this paper, the same equation is used. The coefficient of kinetic energy wi, j(n)
should be reset for the identification of violent movements, including collision, ro-

tation, and vibration, which occur constantly in the process of human body motion.

As we are concerned with how to describe the discordance in and complexity of

motion, we should analyze the angle component of the optical flow motion field.

8.2.3.2 Angle Field Analysis

The angle component in a motion field (angle field) can be deduced from the fol-

lowing steps.

1) Calculate the horizontal ui, j(n) and vertical vi, j(n) components in the complex

form of every pixel in the current frame, ui, j(n)+ j · vi, j(n).
2) Get the velocity component by the complex modulus (magnitude) of the com-

plex matrix, Vi, j(n) = |ui, j(n) + j · vi, j(n)|. Make a MASK(n) by setting a certain

threshold Vmin for the velocity component matrix.

3) Obtain the angle component by the phase angle of the complex matrix. Use

the MASK(n) to obtain the final angle field, Ai, j(n) = arctan
ui, j(n)

vi, j(n) ·MASKi, j(n). The

mask is used to reduce the amount of noise in the background.

Figure 8.14 shows that the angle separately distributes the normal and the ab-

normal situation. The angle is concentrated in a certain direction when the object is

moving normally in the field of view. When aggressive events occur, the angle field

presents the average distribution. Next, we use two coefficients to describe the angle

discordance.

8.2.3.3 Weighted Coefficients Design

In our algorithm, two coefficients are adopted. The first is ∆Angle, shown in

Table 8.1, which indicates the difference in angle between proximate frames. The

second is designed to represent the inconsistency of the angle in the current frame.

To achieve this, we need a benchmark angle value. There are three kinds of angles

that can be considered as the benchmark. The first is the average direction, which

represents the common direction of movement of each body part. The second is the

direction of motion of the object’s centroid, which shows the general trend in motion
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of the object. The one that we adopt is the third, the direction of the pixel with the

greatest speed. Because it is situated in the region featuring the most conflict, we

should pay attention to it.

We name the coefficient ∆AngleM, which can be obtained from the following

steps.

1) Find the pixel with the greatest speed, and use its angle as the benchmark angle

∠AngleMax.

2) Calculate the difference of all pixels in the flow field with the ∠AngleMax

Eq.(8.14).

∆AngleMi, j(n) = Ai, j(n)−∠AngleMax (8.14)

3) Some element in the matrix of ∆AngleMi, j(n) should round into the range of

(−π ,π). If the value of ∆AngleMi, j is less than −π or bigger than π , then add 2π

or −2π to it. The ∆AngleMi, j(n) is the absolute difference of the benchmark angle.

4) Before application, we should normalize the coefficients in the range of (0,1).
First, calculate the absolute matrix of ∆AngleMi, j(n), and divide the ∆AngleMi, j(n)
by π .

To exaggerate the weight effect for better classification performance, we use two

weight approaches, including (A) Equation (8.15):

wi, j(n) = (1 +
|∆Anglei, j(n)|

π
+

|∆AngleMi, j(n)|
π

)2 (8.15)

and (B) Equation (8.16):

wi, j(n) = (
|∆Anglei, j(n)|

π
·10)2 +(

|∆AngleMi, j(n)|
π

·10)2 (8.16)

Considering Equation 8.13, the weighted kinetic energy wE of the nth frame is

obtained from Equation 8.17 below:

wE(n) =
W

∑
i=1

H

∑
j=1

wi, j(n) · vi, j(n)2 ·MASKi, j(n) (8.17)

8.2.4 Experiment using a Metro Surveillance System

The surveillance of passenger flows at a certain metro station exit is taken as the

case for our research. Figure 8.8 is an image from a video clip captured by the video

surveillance system mounted at the metro station. Shown in Figure 8.8 in the lower

left corner of the image is the crowd energy curve of the frame. To the right is an

image in gray scale marked with motion features. The metro surveillance system

uses the Matlab routine for 1D wavelet analysis in the Haar 5 mode when initiated.
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Fig. 8.8 Interface of the metro video surveillance system.

8.2.4.1 Description of Abnormality

Before describing the tasks of the real surveillance system and evaluating the two

video energy methods, we have to deal with two abnormal crowd phenomena, which

have been defined in [156]. The first is called static abnormality, when the value of

the crowd energy of a frame at a given time greatly exceeds its supposed mean value

at that time. The second is called dynamic abnormality, when there is a sudden

change (mainly a great increase) in crowd energy for a persistent period of time

within a video sequence.

8.2.4.2 Wavelet Analysis

Wavelet analysis can be used to efficiently detect signals on- or offline, especially

transient phenomena and longtime trends in 1D signals [145]. It is the perfect tool to

analyze energy curves. Wavelets can be used to detect in real time jumping, break-

ing, and trends in the crowd energy curves. Usually, a dynamic abnormality is more

meaningful because it always represents very abnormal crowd behavior, such as

fighting, chaos, or gathering.

Below are two sets of images showing the surveillance of a static abnormality

(Figure 8.9) and a dynamic one (Figure 8.10) from the DWT [138]. Here, we choose

second video energy, but the discussion is the same as that for first video energy.

In Figure 8.9, the upper picture is the frame at the time of detection, the middle

one is the crowd energy curve of the video clip, and the lower one is the five-level

approximation decomposition curve (A5) in 1D DWT. At first, a threshold (the

yellow line) is set to detect the static abnormality. This threshold does not directly

use the value of the real-time crowd energy, which considers only the amplitude

of the energy curve, but the impact of the energy, which is an integral concept.
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Hence, the threshold is set at the five-level approximation decomposition plot (for

an explanation of the choice of the five-level approximation decomposition plot,

please refer to [145]). At the same time, this threshold can be adjusted to satisfy

the statistical requirements, which means it is not fixed but adaptive. In a certain

surveillance scene, the threshold will converge at a value.

In Figure 8.10, the upper pictures are the frames at the time of detection, the

middle one is the crowd energy curve of the video clip, and the lower one is the

five-level detail decomposition curve (D5) in 1D DWT [145]. From Figure 8.10, we

can see clearly that the crowd energy jumps from a low value to a high one (yellow

ellipses). This jump is not transient; rather, it is the result obtained from convolu-

tion integral analysis based on the comparison between the crowd energy of a series

of frames and that of the foregoing ones. In effect, as can be seen from the figure,

although the upper right of the picture is not crowded (with only five integral pas-

sengers), there is an obvious jump in the crowd energy when the female passenger

runs through the scene. At that time, the system determines that an abnormal crowd

phenomenon has taken place. Similarly, when a fight bursts out in the monitored

scene, as people in the mob begin to run around, there will be an obvious increase in

the crowd energy. At that time, the surveillance system will send a warning signal to

the security department, which will respond immediately to prevent the fight from

continuing and causing further harm.

Fig. 8.9 The 5-level approximation decomposition curve (A5) in wavelet 1-D figure, from which

we can see clearly that the threshold line points out the static abnormality.
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8.2.4.3 Comparison of Two Kinds of Video Energy

Comparing Figure 8.11 with Figure 8.9 and Figure 8.10, respectively, we can draw

the following conclusions.

First, comparing the curves of the two energies, we find that both curves have

two big wave crests and one small wave crest (in the middle). The same phenomena

also appear in curve D5, which exhibits a high-order property, and small wave curve

A5, which exhibits a low-order property, suggesting that both video energy models

are highly consistent.

Second, for the first wave crest, first video energy is greater than second video

energy, whereas for the other two, the opposite is true. When carefully examining

the surveillance video, we find that when the first wave crest was recorded, although

there were more people, no individual was moving extraordinarily fast. However,

some individuals were moving quickly when the middle wave crest was recorded

(at that time, someone was running across the scene).

In addition, as shown in Figures 8.9 and 8.10, the variance and kurtosis of the

second video energy curve are rather large, which, together with the explanation

given in the conclusion above, suggests that second video energy is sensitive to

speed and easy to detect, but not very noise resistant. First video energy, although

Fig. 8.10 The 5-level detail decomposition curve (D5) in wavelet 1-D figure, from which we can

see the dynamic abnormality are pointed out by the yellow ellipses.
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Fig. 8.11 Curve of Second Video Energy and its A5, D5 1-D wavelet analysis results.

not as speed sensitive, is rather robust, a characteristic that is confirmed by the small

wave components D1, D2, D3, and D4. Theoretically, as second video energy is

based on the optical flow approach, these characteristics are inherent.

8.2.5 Experiment Using an ATM Surveillance System

The framework of an ATM video surveillance system is described by the Matlab

Simulink development platform. As shown in Figure 8.12, the system includes

signal input, result output, and analysis subsystems. The output is used to show

results and alarms. The input includes the following functions:

1) Gaussian background modeling;

2) Adaptive background updating; and

3) Video resolution resizing for expediting the processing speed.

The analysis subsystems perform the following functions:

1) Sensitive regional monitoring;

2) Monitoring for violent behavior; and

3) Logical decision making.
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Fig. 8.12 The framework of Video Energy-based ATM Surveillance System. The system is

described on Matlab and Simulink.

8.2.5.1 Sensitive Area Monitoring Subsystem

To identify abnormal behaviors at ATMs, we first have to know what normal

behaviors are. Under normal circumstances, people queue up at ATMs. When

someone is operating an ATM, other customers remain behind a yellow line. The

strict implementation of this rule can prevent many problems from happening.

Before a customer leaves the ATM booth with his card and cash, he should keep

a safe distance from the others. We can set aside a region within the yellow line

in front of the ATM as the sensitive area, which customers are allowed to enter

one at a time. Often, more than one person at a time is standing at the ATM; for

instance, couples often go to the ATM together, and children tend to stand next to

their parents. To reduce the occurrence ratio of abnormal events, the drawing of a

yellow line is reasonable and acceptable. With object tracking and trail analysis,

the system can detect several typical kinds of abnormal behavior, including fraud,

password theft, and loitering, at ATMs.

The sensitive area monitoring subsystem uses the current frame of the video and

the background from the previous model as the input signal, and then exports object

positions to the logical decision-making subsystem, whose functions can easily be

realized with blob detection tracking. There are three steps in this subsystem:

1) Setting the region of interest (ROI);

2) Foreground extraction; and

3) Blob tracking and labeling.

8.2.5.2 Aggressive Behaviors Detection Subsystem

The real-time identification of violent acts is in high demand. However, detection

methods that are based on details of the posture and body characteristics of the

target do not meet the requirements [118]. In this subsystem, a four-dimensional

(4D) video stream is converted into a 1D energy curve through a novel video energy

mining approach, which is a dimension reduction method.
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Violent acts are not confined to the region being monitored, which requires the

real-time analysis of the whole scene. The input into the subsystem is the current

frame, and the output is the energy value of the frame. The processing functions

include:

1) Optical flow computation;

2) Mask setting;

3) Motion field and angle field extraction; and

4) Energy mining model based on the weighted kinetic energy extraction algo-

rithm, which will be presented in detail.

8.2.5.3 Logical Decision-Making Subsystem

As Figure 8.13 shows, the logical decision-making subsystem identifies the video

content based on the information from the two proceeding subsystems, and deter-

mines the corresponding level of alarm. The decision rules are as follows.

1) Violent act detection possesses the highest weight according to the feature of

the energy curve.

2) The ROI has no more than one blob to prevent interference from other people

waiting behind the yellow line when the customer is operating the ATM.

3) The size of the blob accords with normal human activities. This rule prevents

the ATM from being operated by more than one person at a time.

4) The time that the blob stays in the area should not go beyond the threshold to

prevent malicious operations.

The system defines three levels of alarm to describe the degree of abnormality:

a red alarm indicates a violent event; a yellow one means a minor violation, such

as crossing the yellow line or interrupting the customer operating the ATM; and

an orange alarm indicates a serious violation, which lies between the normal and

violent bounds. The following situations fall into the orange (warning) category:

1) Loitering in the sensitive area;

2) More than one person at the ATM or exceeding the time threshold; and

3) Dramatic fluctuation and fast increase in the energy curve.

8.2.5.4 Experiments

We randomly survey 30 ATM outlets in NanShan district in Shenzhen, a big city in

south China, for installation information and experimental videos of ATM surveil-

lance systems. The position and number of cameras depend on the shape and space

of the ATM booth to meet the requirements of face identification and event record-

ing. A realistic video dataset of robberies and other abnormal events at ATMs is

rather difficult to collect. When we view and analyze clips of actual cases down-

loaded from the network, we find that those cases occur in different scenes, and

that the position of the camera and quality of the video varies considerably with the

position of camera and location. For the comparability of the experimental results,

we imitate those real events and act them out in a simulated location to test our

algorithm.
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Fig. 8.13 Logical Flowchart

A traditional closed-circuit television (CCTV) video surveillance system is

installed in the laboratory to simulate the ATM scene, as shown in Figure 8.16. The

door of the lab is considered the location of the ATM, and a yellow line is drawn

1m away from the door. The camera is placed on top of the wall close to the ATM

to make sure that the customer operating the machine does not block the yellow

line from the camera’s view. The experimental materials, which consist of 21 video

clips running from 20 to 30 seconds each, contain normal situations in the first part

and several typical abnormal events such as fraud, fighting, robbery, and so forth in

the second part.

The details of the experiment and parameters of the system are listed in Table 8.2.

Figure 8.14 illustrates the angle distribution of the normal and abnormal situation

separately. Figure 8.15 shows the performance of the weighted kinetic energy in

describing aggressive behavior in a clip recording four people fighting. As the figure

shows, when an abnormality occurs (around the 269th frame, indicated by the red

line), the original kinetic energy curve [125](oKEn), the energy without weight,

remains stationary, as in the previous normal situation, whereas the weighted kinetic

energy curve fluctuates drastically and rises to a high value within a few frames.

Two high-energy events occur around the 80th and 180th frames. The energy value

of the original kinetic energy curve is close to 2500, and the value of the weighted

one is 2800, giving a proportion of (1 : 1.2). When a real abnormal event occurs, the

proportion increases to (1 : 3 6), which means that the weighted method can restrain

the weight when a high speed but not complex motion happens, but increases the

weight when a notable event occurs.
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Fig. 8.14 Motion Field and Angle Distribution. The left four image is describe Normal Behaviors

and the right four is Abnormal Behaviors. The sub-figure(a) is current frame. The (b) is the optical

flow field. The red point in (b) indicate the pixel with highest velocity. The position mostly located

in head and limbs, and change frequently along with the object posture. The (d) is the zoomed

image from the red box in (b) to show detail around the red point. The (c) is the histogram of angle

field.
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Fig. 8.15 Comparison of Energy Curves. These curves are obtained from different optical flow

algorithm and weight approaches. The comparison result will help to chose the best energy extrac-

tion method. The red line indicates the time when the abnormality occurs. The sub-figure under

the chart shows the snapshot of a clip contained violence.

Table 8.2 System Configuration

Parameters Value

Video resolution 576×720pix

Downsampled resolution 120×160pix

Frame rate 25 f ps

Time threshold of the blob stay 10s

Velocity threshold for Mask 0.01

Software platform

OS Windows XP

Simulation environment Matlab 2007a, Simulink

Hardware platform

CPU Inter D-Core 2140

Memory DDR II 667 2G
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Fig. 8.16 ATM scene platform.

The difference between the weighted and the original curve is greater in the

abnormal part because of the difference in the degree of the direction of motion.

The subfigures (1) and (2) are the energy curves obtained using the Lucas-Kanade

and Horn-Schunck methods, respectively. We choose the Horn-Schunck algorithm

because those curves between the 150th and 200th frames prove to be rather robust

in the normal part. Another comparison is made between two weighted approaches:

(A) Equation (8.15) and (B) Equation (8.16). Notice that, compared to (A), the curve

based on weighted approach (B) performs more robustly in the normal part and is

more sensitive in the real, or abnormal, part, which is what we want. Finally, the

energy extraction approach that we choose is based on the weighted method (B) and

Horn-Schunck optical flow algorithm.

In addition, stationary wavelet transform (SWT) [132] is employed to analyze the

energy curves, and the sym4 of the Symlets wavelet family is used to perform three-

level signal decomposition. In Figure 8.17, the 3rd-level approximation coefficient

of the energy curve shows that more energy is generated when aggressive behavior

occurs. As for the 1st-level detail coefficient (the lowest subfigure), when a 1D

variance adaptive threshold is adopted, the boundary (located in the 271st frame)

between the two parts with different variance is quite close to the frame of the start of

the abnormal event. From these results, it is clear that machine learning approaches

are not required to distinguish the abnormal from the normal situation, as an energy

threshold value is sufficient. In this experiment, the threshold values of the orange

and red alarms are defined as 0.5×104 and 0.7×104, respectively.

Figure 8.18 shows that corresponding alarms respond to the content and the

statistics of the experimental results reported in Table 8.3. The system performs

with a low false negative (FN) and a high false positive (FP) rate, which means
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Fig. 8.17 Wavelet Analysis. The upper sub-figure is the energy curve computer by Horn-Schunck

algorithm and weight approach(B). The 3-level Approximation in the 2nd figure indicate that there

is more energy when violence occur, and the 1-level detail indicate that the energy vary acutely in

the abnormal part.

that it is quite sensitive to abnormal events but sometimes overreacts to normal sit-

uations. Because of the imperfections of the calibration algorithm, false positives

occur mainly in the normal part of the video, when a customer walks close to the

ATM. The false negative rate of nonviolent cases is lower than that of violent ones

because nonviolent crime detection relies mainly on object tracking, which is more

robust than the energy approach for aggressive behavior detection. The system out-

put frame rate is around 9−11 f ps, which satisfies the real-time requirement.

Table 8.3 Experimental Data

Case Clips Frame FP. FN.

Type Num. Num. (%) (%)

Normal 4 2000 3.8 0

Fraud 5 3775 2.7 1.5

Fight 7 4200 2.1 1.7

Robbery 4 1700 3.6 2.3
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The proposed energy-based algorithm demonstrates effective performance in

solving the problem of aggressive behavior detection. The novel weighted method

is not just a description of the entropy of the velocity histogram. It focuses on the

pixel with the maximum velocity in the field and its relationship with other pix-

els, which represents an important feature of aggressive behavior. The system has

been proven to be effective in the detection of nonviolent and violent behavior at

ATMs. To enhance the robustness of the ATM surveillance system, our future work

will concentrate on the following three aspects. First, the energy mining approach

should be improved to describe abnormal situations in certain scenes. Second, a

robust calibration algorithm should be considered to reduce the false positive rate.

Finally, appropriate feature extraction and energy curve analysis methods would

Fig. 8.18 Quad Snapshots of experimental results. The semitransparent yellow region is the sen-

sitive area we defined at beginning. The rectangle on the people means that their motion is being

tracked. The Yellow Alarm indicates that someone is striding over the yellow line when a customer

is operating on the ATM. The Red Alarm warns of the occurrence of violence. The left sub-figure

of Orange alarm indicate more than one customer in the area, and the right sub-figure shows the

interim of violence behaviors.
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provide more valuable information about abnormalities in video. The intelligence

level of the system should be updated by introducing machine learning and fuzzy

decision rules into complex event recognition.

8.3 RANSAC-based Behavior Analysis of Groups in Crowds

In surveillance applications in public squares, the field of view should be as large as

possible. As a result, the traditional Lucas-Kanade optical flow method will intro-

duce significant noise into the video processing.

Fig. 8.19 Optical flow

To filter out the noise in images with a large field of view, we combine optical

flow with foreground detection, as a foundation for various post-processing modules

including object tracking, recognition, and counting. We use a statistical foreground

detection algorithm that is based on a Gaussian model to reduce the level of noise

pollution in the obtained optical flow, as shown in Figure 8.19.

The combination of flow information with the foreground mask allows us to con-

sider only the flow vectors inside the foreground objects (Figure 8.20) in the analy-

sis. The observation noise is reduced as shown in Figure 8.21.

8.3.1 Random Sample Consensus (RANSAC)

The random sample consensus (RANSAC) algorithm is a widely used robust esti-

mator, which has become a standard in the field of computer vision. The algorithm is

mainly used for the robust fitting of models. It is robust in the sense of demonstrating

good tolerance of outliers in the experimental data. It is capable of interpreting and

smoothing data that contain a significant percentage of gross errors. The estimate

is correct only with a certain probability, because the algorithm is a randomized

estimator. The algorithm has been applied to a wide range of model parameter esti-

mation problems in computer vision, such as feature matching, registration, and the

detection of geometric primitives, among others.
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Fig. 8.20 Foreground

Fig. 8.21 Optical flow combined with foreground detection

The RANSAC algorithm easily and effectively estimates parameters of a math-

ematical model from a set of observed data that contains outliers. Repeatedly, it

randomly selects subsets of the input data and computes the model parameters that

fit the sample. It calculates the number of inliers for the model as the cost function.

The process is terminated when the probability of finding a better model is lower

than the probability defined by the user. The key of the problem is to deal with

the outliers, which are not consistent with the supposed model. The data that are

consistent with the supposed model are called inliers.

A simple example of RANSAC is shown in Figure 8.22 [157], namely, fitting a

2D line to a set of observations.
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Fig. 8.22 An example of RANSAC

8.3.2 Estimation of Crowd Flow Direction

The abnormal behavior of crowds is always relative to the direction of crowd flow.

For instance, people may walk the wrong way up a lane, or suddenly decide not

to walk along the usual passage. Crowds can converge abruptly, or disperse acci-

dentally. Here, the RANSAC algorithm is used to effectively model the direction of

crowd flow.

We should define inliers and outliers in our experiments. We define one point as

belonging only to inliers for the estimated model if the angle between their direc-

tions is less than δ (defined by the user); otherwise, the point belongs to outliers.

The optical flow data points including outliers and inliers are shown in Figure 8.23.

The yellow points are inliers while the red ones are outliers.

The details of the processing of the crowd modeling system based on RANSAC

are as follows.

Input: optical flow image with the noise filtered out

Output: draw the direction of crowd flow in the image

i) Repeatedly, draw a sample from the original data. The sample here is the pa-

rameters of two optical flow points. Calculate the parameters of the direction model,

which is consistent with the drawn sample.

ii) Evaluate the quality of the model. Different cost functions can be used here,

according to the number of inliers.

iii) Terminating condition: the probability of finding a better model is less than

h, which is defined by the user.

iv) Finally, with the inliers of the best model, estimate the parameters of the

crowd flow direction model.

The structure of the algorithm based on RANSAC, M, the number of times of

drawing a sample in the RANSAC algorithm, can be determined as follows.
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Fig. 8.23 Optical flow data including outliers and inliers (The yellow points are inliers while the

red points are outliers)

In the RANSAC algorithm, with a probability P, at least one of the M times of

drawing a sample consists of inliers. Suppose that ε is the proportion of outliers in

the original data, and m is the least number of points used to calculate the parameters

of the model. We can then obtain the following equation:

1− (1− (1− ε)m)M = P (8.18)

Then, we can obtain M, which is the number of times of drawing a sample, as

M =
log(1−P)

log(1− (1− ε)m)
(8.19)

The terminating condition of the algorithm: the probability of finding a better model

is less than η . With a probability P, at least one of the M times of drawing a sample

consists of inliers, η = 1−P.

Hence,

M =
log(η)

log(1− (1− ε)m)
(8.20)
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We can make a table of counting M if given the dimensionality m, contamination

levels ε , and confidence probability P (see Table 8.4). We define the confidence

probability P = 0.95, m = 2,4,6,8,10, and ε = 10%,20%,30%,40%,50%. From

the table, we can conclude that M changes greatly with a change in m and ε .

Table 8.4 The Number M of Samples Required for Given ε and m (P = 0.95)

M ε = 10% ε = 20% ε = 30% ε = 40% ε = 50%

m = 2 2 3 5 8 11

m = 4 3 6 11 22 47

m = 6 4 19 24 63 191

m = 8 6 17 51 177 766

m = 10 7 27 105 494 3067

In our work, we aim to estimate the model parameters of the crowd flow

direction. The model should be consistent, with as large a number of data points

as possible. The dimensionality m used here can be defined as two. We need just

two data points to calculate the model parameters. According to Table I, the number

of random samples is correlated with the dimensionality m. If we define the confi-

dence probability P = 0.95, then we can obtain the number of random samples as

M =
log(1−0.95)

log(1− (1− ε)2)
(8.21)

The speed of the standard RANSAC depends on two factors. The percentage

of outliers determines the number of random samples needed to guarantee the 1- h

confidence interval in the solution. The time needed to assess the quality of a hypoth-

esized model is proportional to the number N of the input data points. According

to 8.21 and Table I, we can conclude that the former factor will be favorable in our

experiments.

To reduce the time needed for the model evaluation step, we can use the random-

ized RANSAC with the sequential probability ratio test (SPRT) [158]. The speed of

the randomized RANSAC is increased using a two-stage procedure. First, a statisti-

cal test is performed on d randomly selected data points (d ≪ N). The evaluation of

the remaining N-d data points is carried out only if the first d data points are inliers

for the crowd flow direction model. For more details, see [159–161].

8.3.3 Definition of a Group in a Crowd (Crowd Group)

Defining what constitutes a group in a crowd (crowd group) is a pivotal task. There

are at least two reasons to do so. First, it is useful for the estimation of the direc-

tion of crowd flow, for we can estimate the direction more accurately with a better

crowd group definition. Second, it is the foundation for future work in estimating

the density of crowd groups.
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We can define a crowd group by analyzing the crowd flow direction and position,

and define some people as original members of a crowd group for a specific reason.

Then, we can filter the people who are inconsistent with the original crowd in two

aspects: motion direction and position. The detailed operation is given as follows.

1) Based on the crowd flow direction and position, which we already know, we

define the original crowd as including the people who are close to the crowd flow

direction in the vertical scope.

2) Filter the people who are inconsistent with the crowd flow direction.

3) Filter the outliers in the crowd flow direction who are far away from the great

mass of other people in the crowd. Let the crowd flow direction and position be

expressed as the formula

a× x + b× y + c = 0 (8.22)

For any point (xi,yi), the flow direction is controlled by two parameters: obliq-

uity, θi, and the direction indicator, where FLAGi(FLAGi) = 1 indicates the right

way, and FLAGi = −1 indicates the left way. Crowd flow direction can also be

expressed by the two parameters obliquity θ and direction indicator FLAG.

First, calculate the distance of the point to the line above. We define the point

belonging to the original crowd, if the distance is less than Limit a, as

|a× x + b× y + c|√
a2 + b2

< Limit a (8.23)

Second, calculate the angle φ , which is between θi and θ , as

tanφ =
|tanθi − tanθ |

1 +(tanθi × tanθ )
(8.24)

We take (xi,yi) off the crowd if FLAG = FLAGi or φ is greater than Limit θ .

For point (xi,yi), we calculate the distance between this and every other point

(x j,y j). If the distance is less than Limit d, then it means that point (x j,y j) votes for

point (xi,yi), which we can express as

STANDi j =

{

1 if(xi − x j)
2 +(yi + y j)

2 < Limit d2

0 otherwise
(8.25)

j = 1,2, ..., i− 1, i + 1, ...,N− 1,N; N is the number of the people in the crowd.

We take (xi,yi) off the crowd, if the proportion of the total number of affirmative

votes is less than Limit n, as

∑STANDi j < Limit n×N (8.26)

Finally, we can define a crowd group according to the aforementioned equations.

Threshold values Limit a, Limit θ , Limit d, and Limit n are all obtained by experi-

ments, or can be defined by the user.
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8.3.4 Experiment and Discussion

In our experiments, we aim to estimate the crowd flow direction and define a crowd

group. We have run our system on a diverse set of crowd scenes. To estimate the

crowd flow direction, we need to obtain the optical flow beforehand. In addition, we

use the detected foreground to filter out the noise of the optical flow. Then, we use

the RANSAC algorithm to estimate the parameters of the model. All of the videos

used in our experiments are 320*240 pixels.

First, we run preprocessing to get the filtered optical flow. Then, we carry out the

RANSAC algorithm to classify the outliers and inliers of all of the data. Next, we use

the inliers to develop the model of the crowd flow direction. Figure 8.24 (a) shows

the original video frame taken at the Window of the World in Shenzhen, China,

and Figure 8.24 (b) shows the crowd flow direction estimated by our algorithm.

Figure 8.24 (c) shows the original video frame taken at the Opening Ceremony of

the Beijing Olympic Games, and Figure 8.24 (d) shows the crowd flow direction

estimated by our algorithm.

Fig. 8.24 Estimate the crowd flow direction with the RANSAC algorithm
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We use the estimated model of the crowd flow direction and the information

of the crowd position to define a crowd group. First, we filter out people who are

inconsistent with the crowd flow direction. Then, we filter out the outliers in the

crowd flow direction who are far away from the great mass of other people in the

crowd. Figure 8.25 (a) shows one video frame taken at the Window of the World

in Shenzhen, China. Figures 8.25 (b) and (c) show the semi-finished results of our

algorithm. Figure 8.25 (d) shows the final results of the crowd group definition. The

relative parameters are defined as follows: Limit a = 30; Limit θ = 0.35; Limit d =
50; and Limit n = 0.65.

Combining the crowd flow direction and crowd group definition, our results are

shown in Figure 8.26. Our experiments are conducted using different scenes. The

overall results indicate that our algorithm can estimate the crowd flow direction and

perform crowd group definition well and accurately. Figure 8.26 (a) is taken at a

marketplace; Figure 8.26 (b) is taken at the Window of the World in Shenzhen;

Figures 8.26 (c) and (d) are taken at Shenzhen University; and Figures 8.26 (e) and

(f) are scenes of the Opening Ceremony of the Beijing Olympic Games.

Fig. 8.25 Crowd group definition processing
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Fig. 8.26 Crowd flow direction and Crowd group definition
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