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Preface

As the world’s economy and population ever expands, the question of sustainable 

growth comes to the foreground of matters regarding energy. Even with advanced 

technologies, the exploration of non-renewable sources struggles with its cost and 

engendered environmental impacts, such as carbon emission and ecological dan-

ger. A variety of environmentally and socially responsible and economically vi-

able solutions to energy has recently emerged, addressing energy conservation and 

renewable sources. The energy conservation or “greening effort” has focused on 

the efficient use of electricity at home and industry and fuel-efficient transporta-

tion, attaining certain fruition. It is only recently that the energy expenditure of the 

IT sector has received attention on both the corporate and federal levels, due to the 

explosive growth of Internet and mobile communications. Currently, the number 

of PCs worldwide will surpass 2 billion units by 2014 (Gartner) and more than 

half of the world population will own mobile phones. The transition of user traffic 

toward data-intensive video contributes tremendously to the rise of IT traffic, 

which requires the use of powerful IT systems for high-capacity user devices, 

wired and wireless networks, and data centres. These high-capacity IT systems in 

turn call for high energy expenditure; therefore, the issue of green IT is brought 

forth. The IT sector is unique in that IT is part of the problem but at the same time 

a key to the solution. In many sectors, quantum leaps in energy saving are often 

attributed to innovative applications of IT technology.  

With heightened research and development efforts in green IT and numerous 

reports of technical, policy, and standard issues and solutions through conferences, 

workshops, and journals, it is timely to compile these findings into a book for  

interested readers to find a comprehensive view on Green IT technologies and ap-

plications. Although several books are already published with similar titles, the 

majority of them are essentially non-technical and only deal with the green com-

puting aspect. To the best of our knowledge, this book distinguishes itself from 

others in two important aspects. First, it brings together in a single volume both 

green communications and green computing under the theme of Green IT. Second, 

it focuses on the technical issues of green IT in a survey style to enhance readabil-

ity. The chapters of this book are written by researchers and practitioners who are 

experts in the field. This book will be an excellent source of information for 

graduate/undergraduate students, researchers, engineers, and engineering manag-

ers in IT (EE, CSC, CompEng, Information Science) as well as interdisciplinary 

areas such as sustainability, environment, and energy. 
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Organization of the Book 

The book is organized into three parts: Green Communications, Green Computing, 

and Smart Grid and Applications. 

Part I presents Green Communications in ten chapters. The first two chapters 

introduce an overall mobile communication architecture and energy metrics for 

wireless communications respectively. The beginning chapter describes how mo-

bile communication architectures are evolving in regard to energy efficiency. It 

also illustrates how a comprehensive view of component technologies enables a 

strategy for future energy efficient wireless communications. Chapter 2 provides 

an overview of the metrics for energy efficiency in wireless networks. Then, it ad-

dresses approaches to optimize energy efficiency and explains a tradeoff existing 

between energy expenditure and achieved performance; a cognitive raido network 

is used as an example.  

From the next chapter on, the discussions deal with component technologies, 

starting from the PHY layer to the application layer aspect. The state-of-the-art 

energy aware link adaptation protocols for MIMO-based cognitive systems are 

presented in Chapter 3. In Chapter 4, the management algorithms in energy-saving 

MAC protocol are classified into two categories: asymmetric single-hop MAC and 

symmetric multi-hop MAC. The chapter then discusses characteristics, advan-

tages, and disadvantages of protocols of each category with representative MAC 

protocols. Chapter 5 presents energy efficient routing in Delay-Tolerant Networks 

(DTN) with radios of short range transmission. Performance studies based on 

Markovchains favor algorithms exploiting the information of residual battery en-

ergy. Chapter 6 uses the concept of cooperative relay in reducing the energy con-

sumption in a cellular network, based on a microeconomic approach of incentive 

offering to the relay nodes. Then, the problem is formulated as a multi-objective 

optimization problem with two objective functions of energy and cost. The similar 

cooperative relay concept is further explored in Chapter 7 in the context of wire-

less sensor networks with energy harvesting nodes. An optimal policy is theoreti-

cally established for the decision process for sender and relay node using the  

Partially Observable Markov Decision Process (POMDP) model. Chapter 8 stud-

ies two types of energy efficient parallel packet forwarding architectures: shared 

data structure and duplicated data structure. The focus of the design is to minimize 

the overall power consumption while satisfying the throughput demand. 

The next three chapters discuss energy issues in systems and applications. Chap-

ter 9 examines experimentally the energy expenditures of different components in a 

mobile phone such as screen, CPU, and wireless network interface card. Then, it in-

troduces energy saving techniques for streaming video, dynamic decoding, screen 

control, and some hybrids of these techniques for a system level energy minimiza-

tion. Chapter 10 reports the design of an energy efficient localization algorithm us-

ing two built-in functions in mobile phones: the compass and accelerometer. It also 

shows the implementation and compares its performance with other approaches. 

Part I concludes in Chapter 11 which introduces various energy efficient game 

theoretic frameworks based on the status of available information that can serve to 
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solve diverse wireless network problems. It also describes an application scenario 

for a radio equipped with multiple wireless interfaces. 

Part II presents Green Computing in six chapters, each dealing with various  

energy issues in data centers, computing storage, and optimization techniques. 

Chapter 12 reviews the state-of-the-art data center architectures and addresses the 

issue of their power consumption. It also presents the trade-off between the power 

consumption and the performance of the data center. Chapter 13 also discusses 

energy management in data centers, focusing on scaling-down approaches consid-

ered to enhance energy efficiency. A survey on existing energy management tech-

niques has also been presented, followed by GreenHDFS (Hadoop Distributed File 

System) with its simulation studies. For the optimization of power consumption of 

data centers, Chapter 14 promotes a distributed system approach for high-

performance computing and deals with the multi-objective optimization problem 

for energy consumption and latency given operational conditions such as voltage 

and frequency scaling. Chapter 15 introduces storage technologies in regard to en-

ergy and performance. It surveys component technologies and their power-

management features, followed by system-level technologies and associated dy-

namic power management approaches and challenges. Chapter 16 discusses the 

Environmentally Opportunistic Computing (EOC) concept and its implementation. 

Part III presents Smart Grid and Applications in five chapters. Chapter 17  

describes an overview of the smart grid including its motivation, goals, and bene-

fits. It further discusses the smart grid’s conceptual architecture, key enabling 

technologies, standard efforts, and global collaboration. Chapter 18 discusses re-

search challenges and open problems in building various information systems’ 

elements as well as applications enabled by the smart grid. A potential approach to 

tackle some of those issues is also presented. Chapter 19 introduces an architec-

tural model for the integration of semantic information for smart grid applications, 

which draws from diverse sources ranging from smart meters to social network 

events. Chapter 20 presents a new method of modeling urban pollutants arising 

from transportation networks. Introducing Markov chain to model transportation 

networks, it extends the transition matrix to model pollutant states. Chapter 21 

presents a WSN architecture based on long range radios Long Term Evolution 

(LTE) waveform. Several new green communication applications that become 

possible by the proposed architecture are described, along with field experiment 

results. In concluding the book, Chapter 22 overviews the standardization activi-

ties to reduce the impact of telecommunication on climate change. It also presents 

IT standards for the smart grid as a typical example of using IT to improve the  

environmental friendliness of other industry sectors. 
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Chapter 1

Evolving Communications Architectures: More
Local Is More Green

Preston F. Marshall

Abstract. Current mobile communications architectures have increasing energy

costs on both a unit, and often a per bit, basis. As requirements for bandwidth to mo-

bile devices increases, it is important that the linear growth in energy consumption

be avoided, or mobile communications will become an increasing source of energy

consumption, and visual obstruction. This chapter discusses the potential evolution

of mobile architectures that can be both more responsive to usage growth and pro-

vide lower energy consumption through more localized access to mobile points of

presence. This transition will dependent on a number of technology developments

that can be foreseen in the reasonable future. These technologies include cognitive

radio and networking, interference tolerance , and advanced wireless system archi-

tectures.

1.1 Introduction

Much of the attention on energy savings has focused on large-scale, visible con-

sumers of energy, such as heating, air conditioning, and transportation. While these

are certainly important energy consumers, there are a variety of other energy con-

suming devices and systems that must be considered significant contributors to

overall energy consumption, and therefore, important in any strategy for energy

reduction.

Information technology products are increasing their demand for energy. New

technology in this area is solving many of the fundamental design constraints that

are otherwise imposed by thermal management constraints, thereby enabling these

devices to actually increase their demand for energy as a consequence of newer

Dr. Preston F. Marshall

Information Sciences Institute & Ming Hsieh Department of Electrical Engineering

Viterbi School of Engineering University of Southern California

Los Angeles & Marina del Rey, CA USA

e-mail: pmarshall@isi.edu

pmarshall@isi.edu


4 P.F. Marshall

technology1. New applications are increasing the demand for processing and com-

munications resources exponentially, while technology is reducing the energy per

computer operation or transmitted bit, at best linearly, (if at all in the case of com-

munications)2. Thus, while other technology sectors are examining technology to

reduce absolute energy consumption, the IT area is often looking to improve ther-

mal design, in order to increase the energy that can be utilized in processing and

communications systems, in order to address this growth in demand.

One area where this is particularly true is in wireless communications. The evolu-

tion of the mobile, or cellular phone, from a telephony device to a “smart phone” is

estimated to also result in a 30–50 times increase in user bandwidth usage. Yet, the

energy cost to deliver a bit is not something that can be continually reduced by tech-

nology. Seminal work by Shannon [26] established that there was a minimal amount

of energy required to reliably communicate a bit of information in the presence of

noise. The Shannon capacity relationship is given by:

C = B log2

(
1 +

S

N

)
(1.1)

Where:
C Channel capacity in bits/second

B Bandwidth in hertz

S Total signal energy

N Total noise energy same units as S

No technology can significantly reduce the amount of energy required to transmit

a bit omni-directionally3. The lowest noise power is fixed by the temperature of the

environment, and modern equipment can closely approximate these temperatures.

The bandwidth available is finite, and the spectrum usable for mobile communica-

tions is highly constrained by physics and technology. Modern signal processing is

capable of processing waveforms whose performance is very close to this bounding

limit.

Therefore, it is likely that fundamental improvements in energy consumption will

not be achieved through new technology in the networks’s underlying physical links.

Significant energy savings (orders of magnitude) can only come from changes in the

architecture by which mobile services are delivered. Investigating how these orders

of magnitude savings can be realized is the thrust of this chapter.

1 In other words, instead of learning to use less energy, engineers are learning how to handle

the heat generated by increased energy consumption.
2 Information theory establishes that there is a minimum ratio of signal energy to noise

energy that is required to reliably communicate a bit over a given bandwidth. SInce some

modern equipment is environmental noise-dominated, there is an irreducible amount of

energy required to transmit a bit over a Radio Frequency (RF) link; a value that can not be

reduced through technology.
3 Cellular systems are making extensive use of antenna directionality, primarily to increase

capacity, not to decrease energy consumption.
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1.2 Mobile Communications Service Architectures

Current mobile communications architectures have increasing energy costs on both

a unit, and often a per bit, basis. As the bandwidth requirements of mobile devices

increase, it is important that linear growth in energy consumption be avoided. Other-

wise, mobile communications will become an increasing source of energy demand

and visual obstruction.

This chapter discusses the potential evolution of mobile architectures that can

be both more responsive to usage growth and provide lower energy consumption

through more localized access to mobile points of presence. This transition will

dependent on a number of technology developments that can be foreseen in the

reasonable future. These technologies include cognitive radio and networking, in-

terference tolerance, and advanced wireless system architectures. Fortunately, these

technology opportunities will not only benefit the environment, but will have ca-

pacity, economic, and cost-reduction benefits to both the user and wireless operator

communities.

Mobile access has become one of the most pervasive new technologies that

emerged in the late 20th Century. It is worth considering how the current mo-

bile/cellular architecture evolved. Early cellular systems were focused solely on

voice communications. The interface between them and the Plain Old Telephone

System (POTS) was a unique protocol and standard set that were in use only within

telephone systems, and therefore the entire support structure of the early cellular

was built around the internal methods of the telephone system control.

Early cellular systems were sparsely deployed, and ensuring complete area cov-

erage was a major concern. Therefore, cellular towers were tall, utilized high power

transmitters, and generally were very noticeable and unattractive. The growth of

cellular services has generally followed this model, with infilling between towers

to provide more bandwidth. Additionally, due to the significant cost differences be-

tween wireless and wired services, the use of mobile wireless devices was generally

limited to when a fixed infrastructure service was not available.4

This approach was adequate when the growth of voice cellular bandwidth was

primarily through additional users and usage. Even ten times more users meant a

requirement for ten times the bandwidth, which was accommodated through addi-

tional sites, new frequencies, and advanced technologies that managed the spectrum

more effectively. Doubling of spectral effectiveness, doubling of spectrum, and more

sites accommodated linear voice growth, but is an inadequate strategy to address ex-

ponential data growth.

The problem this cellular architecture faces is that continued growth in bandwidth

demand is not linear with, or driven by increases in the user population. Instead, it

is driven by networking bandwidth, such as social networks, web services, location-

based services, video conferencing and delivery, and the transition of traditional

broadcast media to cellular delivery.

4 Whereas now mobile services are used in residences or workplaces to avoid the incon-

venience of switching between the fixed and mobile service, and to provide a seamless

communications experience.
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Increasingly, mobile users have expectations that mobile devices will be capa-

ble of not just replacing voice telephones, but also can provide many of the ser-

vices of laptop and desktop computers. These functions include high levels of social

networking, video upload and download, high definition television (HDTV) and

graphics-rich news and entertainment. The industry has been satisfying the demand,

generally through extension of the existing architectures, but it is clear that signifi-

cant changes in architecture will be needed to address the exponential growth that

Internet services will necessitate.

Since current equipment is highly efficient in terms of the bits/Hertz achieved

for the power delivered to the receiver, it is unlikely that a significant increase in

capability will be achieved through increased modulation or waveform efficiency. In

the US, the Obama administration is seeking to provide cellular and other broadband

services through an additional 500 MHz of spectrum [10], but even this spectrum is

not a significant increase compared to the required growth in capacity.

Cooper [9] makes an effective case that most of the growth in radio services have

been achieved not through spectrum efficiency, but through spectrum reuse Spec-

trum reuse allows the same spectrum to be reused many times over by separating

users geographically so that adjoining users receive a signal level sufficiently low as

not to cause harmful interference. In a simple model, if the spacing between systems

(or base stations in the cellular architecture) using the same spectrum can be reduced

by half (and thus its interference area reduced by a factor of four) potentially four

times as much bandwidth can be provided to devices within that same service area

and spectrum.

More localized base station access is also a natural evolution of other forces.

Considering the characteristics of early cellular architectures, and current trends,

there are a number of reasons to believe new wireless architectures will have to

evolve, or be developed:

Range. Early cellular voice and data services were expensive, and were typically

used only when the alternative fixed infrastructure was not available. As the cost

of wireless service dropped, these mobile services have become a primary access

mode for voice communications. Therefore it is possible to meet much of the

mobile bandwidth demand with equipment located in very close proximity to the

user’s location. Just as much cellular utilization is while users are at their primary

locations (residence and workplace), wireless access will increasingly be in these

same locations, regardless of the potential availability of fixed infrastructure.

Bandwidth Needs. Users can now purchase unlimited wireless plans that can sup-

port multiple devices, essentially creating an alternative to wired connections,

and placing the entire communications burden on wireless systems.

Location. Large base stations had to be located far from the typical user, forcing

high power and highly elevated deployments. However, once it is possible to col-

locate cellular infrastructure with much of the user population, these undesirable

traits can be mostly eliminated, and the devices can have similar footprints to

existing communications equipment, such as cable modems, and Wi-Fi hubs.
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Backhaul. First and second generation cellular systems (such as Advanced

Mobile Phone System (AMPS) and GSM) were based on telephone switching,

signaling and interoperability standards. Therefore, these base stations required

access to the unique communications infrastructure generally associated with

Telephone Company (TELCO) systems. With the advent of fourth generation

cellular systems (Long Term Evolution (LTE), LTE–Advanced,, and Worldwide

Interoperability for Microwave Access (WiMax)) the transition to Internet-based

architecture is completed, and therefore cellular infrastructure can be provided

through any suitable Internet access method.

Digital Processing Cost. Cellular signaling and control protocols are complex.

In the early generations of base station equipment, processing was a significant

cost driver, comparable to the cost of the analog elements, such as antennas, am-

plifiers, and high performance receivers. The cost of these elements has been

rapidly reduced to the point where the digital control can be provided by inexpen-

sive chips (as in femtocell devices). There is thus a financial incentive to build

extremely low-cost cellular access by forgoing the necessity for higher transmit

power and performance base stations, when users are in close proximity to the

cellular base station.

Usage Patterns. The use of cellular telephones as a primary means of residential

and workplace communications has been a consequence of the major reductions

in cost. Residential “cordless phones” were a transition point, providing mobility

with a small roaming region. The trend is clearly for voice users to abandon the

use of both wired and local wireless services in favor of consolidation/unification

to a single wireless service. The same is possible for broadband access, depend-

ing on cost, rather than technology. Many residences and workplaces use unli-

censed Wi-Fi to provide mobility to a wired Internet service, but this could also

be a transitional modality, just as “cordless phones” were a transition from wired

“landline” telephone service, if the cost of wireless broadband could be suffi-

ciently competitive to the wired access products.

1.3 Evolving Mobile/Cellular Architectures

The convergence of wireless technologies has been accelerating over the last decade.

We can see some of these effects in examining the transition of cellular and wire-

less broadband access architectures. These evidence a transition of access from a

completely centralized model, to one that provides local augmentation of services

via non-tower solutions. For most cellular users, the concept of a cellular tower and

cellular Radio Base Station (RBS) is synonymous; but it is challenging this very

assumption that will be the basis for much of rest of this chapter. One major driver

of this transition is the shift of service focus from voice to broadband data services.

The fundamental change from voice to data is evidenced in the evolution of the

communications architectures. Fig. 1.1 illustrates wireless access architectures of

the 80’s and early 90’s.
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Fig. 1.1 “Stovepiped” Communications Architectures.

In these legacy architectures, the wireless and Internet paths were standalone and

isolated. Interconnection, if any, occurred at deep levels in the TELCO infrastruc-

ture. It is very reasonable to treat these systems as independent, since their only in-

teraction was through common application-level services. The telephony functions

(wired and wireless) are more tightly coupled to each other than the two wireless ser-

vices (telephony and data) were to each other, despite the common delivery mech-

anism. In fact, much of the data delivery is wireless, but using customer premise

equipment, such as Wi-Fi.

In contrast, the architectures that are emerging have wireless architectures that

are highly coupled, as shown in Fig. 1.2. Telephony is no longer the driver of these

architectures, and voice network access is similar to that emerging for terrestrial

access through Voice Over Internet Protocol (VOIP) services.
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Fig. 1.2 Emerging Communications Architectures.

Both cellular voice and data use the Internet as the core distribution mechanism.

While the only interaction between the cellular and premises Internet was in the net-

work core in the stovepipe architecture, in the emerging architecture, the premises

Internet supports mobile devices in parallel with the cellular services. Smart phones

shift seamlessly from the cellular provider infrastructure to that provided in the

premise as an extension of the fixed infrastructure At least one provider automat-

ically shifts its cellular demand to local Wi-Fi to reduce the burden on its wireless

infrastructure [3].
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Even more integrated, the introduction of femtocells makes this access path invis-

ible to network users, as the wireless service now is supported through both its own

access to the Internet, and that provided by the distributed infrastructure supporting

the femtocell devices. The success of this locally augmented architecture is evident

in the rapid explosion of user-deployed femtocells , which were reported to exceed

the number of carrier cells in late 2010 [11]5.

The limiting case of this architecture is to have the cellular base stations elimi-

nated completely, and operate through the femtocells solely. Of course such a solu-

tion, as depicted in Fig. 1.3 is not practical in all conditions, such as coverage in

obstructed urban areas, or remote areas, but we can imagine that most of the traffic

passing over cellular networks is compatible with that vision, and that the role of

these high footprint cellular infrastructure base stations can be limited to the spare

regions where density is not a factor in any case. Statistics show that both cellular

data and voice traffic is not dominated by remote regions, but primarily generated

in residential and work-place locations.

There is a significant difference between this potential future architecture and

the current use of femtocells. Current femtocell deployment is provided to enable

premise owners to enhance their own personal cellular device performance. The ser-

vices provided by these devices are not generally available to other wireless device

users, and importantly, are not serving to offload general traffic from the local cellu-

lar wireless infrastructure. The carriers are not using them with any assumption of

coverage, or as an alternative to building and operating conventional cellular infras-

tructure.

These examples show the necessity to approach the emerging complex, dense,

and highly adaptable wireless systems with much more generality than the current

architectures. The next section discusses the energy consumption implications of

such strategies.

1.4 Energy Implications of Localized Access

The nature of wired and wireless communications is such that wireless communi-

cations require considerably more energy per bit than an equivalent distance wired

connection. This is due to the control of transmission energy within a fixed media

that electrical or photonics communications provides. Therefore backhaul commu-

nications can be made to use much less energy than the wireless modalities. This

chapter will therefore focus on the energy consumption of the wireless elements of

mobile access.

The energy (Path Loss) loss over a distance from transmitter to receiver is given

by [20]:

LPath = Pexp10log10

4πr

λ
(1.2)

5 It was reported that in the US there were more then 350,000 femtocells, compared to

256,000 carrier cells.
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Where:
LPath Path Loss in dB

Pexp Propagation

Exponent

Propagation at 1/rPexp ; typically 2 for

free space, and up to 4 for diffracted

paths

r Range Expressed in the same units as λ
λ Wavelength λ = speed of light/frequency

Reduction in range (r) leads directly to exponential reductions in required trans-

mit energy, which is a major component in the energy budget of high-power, high

duty-cycle wireless devices, such as cellular base stations.
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Fig. 1.3 Potential Future Communications Architectures.
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For a typical cell phone system at 2.0 GHz and with free space (unobstructed)

propagation, the path loss over a 1.5 km distance from a tower to a mobile device

is approximately 102 dB6. If we can reduce the transmission distance of a wire-

less device to 200 meters, we would anticipate a path loss of 84.5 dB in the same

propagation conditions.7

The reduction in range will enable (with an equivalent waveform and modulation)

a total transmit energy reduction of a factor of over 55 times (17.5 dB)8! Of course,

the lower height may have other effects, but it is clear that reduction in range is

the most powerful tool to reduce the energy required to operate cellular systems.

Fig. 1.4 illustrates the energy savings over a range of distances compared to a 1,500

meter distance from the cellular base station.

 1  

 10  

 100  

 1,000  

0 200 400 600 800 1000 1200 1400 

Range of Communications (meters) 

P
ro

p
o
rt

io
n
a
l 
E

n
e
rg

y
 R

e
d
u
c
ti
o
n
 

Fig. 1.4 Potential Transmit Energy Savings by Reduction in Path Loss through Distance from

Base Station.

6 Approximately
1

16,000,000,000
of the transmitted energy reaches the receiver.

7 This also makes the point of why we are not focused on the infrastructure backhaul energy

consumption. As shown, a typical wireless link over 1.5 km has a loss of 1010.2. The same

distance of photonic fiber (Singlemode 9/125m fiber @ 1310nm) has a loss of less than

25%. RF applications inherently have higher energy requirements due to loss of energy

during propagation.
8 It would allow for a 98% reduction in the energy required to transmit the same amount of

information.
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There is another benefit of this energy reduction. Estimates of likely cellular band-

width increases vary widely from 25 to over 100 (see for example, the US Federal

Communications Commission National Broadband Plan [10]). This growth in band-

width is very likely to require a similar increase in transmission energy at both the

handset and tower. A 3G cellular tower today typically transmits up to 6 sectors. 12

to 24 radios may be used per sector for Global System for Mobile Communications

(GSM), although far fewer are typical for broadband.

This is a significant energy consumer, as the efficiency of the transmitters is in

the 30–50% range. A single tower often hosts multiple carriers. With this much en-

ergy consumption, there is a consequent problem of heating, due to the processing

and amplifier inefficiency. Although the power utilized by a small, sparsely loaded

site can run as low as 20–40 watts, a dense, a multi-carrier site may run from 35–

70 kW when fully loaded.Taken across 250,000 towers, the total power could be

as high as 500–1,000 megawatts to power base station transmission of cellular traf-

fic alone, even before build-out of 4G technology or additional “in-building”. By

comparison, a typical US residence has an average power consumption of 1.2 KW9.

Cellular system energy is a significant contributor to per capita energy usage. An

estimate provided by Bell Labs estimates that the global base station greenhouse

gas emissions are on the order of 18,000,000 metric tons [1].

1.5 Technology Needs

The massive decrease in energy usage, as well as the concomitant bandwidth in-

creases will not be achievable merely through the introduction of additional devices

within the current technology framework. It will take additional technology devel-

opment to achieve these objectives. Fortunately, industry has a vested interest in

developing and deploying these technologies, since they are also key to the expo-

nential increase in bandwidth needed to meet the likely customer demand.

1.5.1 Interference Management

The goal of spectrum management has generally been to maximize the degree to

which spectrum dependent device operation is independent, or orthogonal, to other

users. The limited frequency selection and tuning range of cell phones requires that

femtocell devices operate on the same frequencies as the towers, and on the same

general frequency plan. Therefore the femtocells form what is essentially an un-

derlay network. There has been some initial interest in the application of Dynamic

Spectrum Access (DSA) to cellular systems [7, 27]. DSA has typically been consid-

ered regimes in which it avoids any interference to other users, but in this example,

we do not necessarily require that DSA operation by interference-free, but can be

focused on the self-protection of the DSA device from interference.

9 Source: US Energy Administration Residential Average Monthly Bill by Census Division,

and State, 2009.
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Considerable attention has been given to managing the interference between the

femtocell and the tower systems [12]. This focus is an appropriate one when the

relationship is close to one-to-one between cellular base stations and the femto-

cell [11] population. With this density, Femtocell-to-femtocell interference is not

a major consideration, since the probability of interference between two femtocells

is obviously low, due to their low power. However, as the density increases, this

assumption becomes unreasonable. As the spacing of the femtocells approaches a

distance of approximately twice their operating range, the likelihood of some level

of mutual effects between femtocells increases from a possibility to a likelihood.

The problem of solving the interference progresses from a “one-to-many” (a

single base station to a set of independent femtocells) to a “many-to-many” prob-

lem (many femtocells to many femtocells, as well as the base station to femtocells).

As the complexity of finding non-interfering frequency and power combinations in-

creases, the likelihood of finding a perfect, interference-free solution becomes more

unlikely, if not impossible.

1.5.2 Interference Tolerance

A recent advance in RF communications concepts has been the introduction of Dy-

namic Spectrum Access (DSA) [14, 16, 22]. This technology attempts to sense un-

occupied spectrum, and uses that spectrum with an assurance that it will not cause

interference to other users, and will relinquish the spectrum to a more privileged user.

While this process is more flexible and adaptive than manual planning, it retains

the objective of making each spectrum user independent of any other spectrum user.

At some density point, it is unlikely that all of these devices can be de-conflicted,

with finite spectrum and at the required density . The author has advocated a transi-

tion from interference-free to interference tolerant operation as a necessary step to

achieve high spectrum density and network density and scalability [19, 21].

The US FCC Spectrum Policy Task Force proposed interference temperature as

an approach [28] to interference management of underlay networks. It introduced

the concept that regulation should not necessarily be focused on the complete elim-

ination of interference, and this approach was shown to be tractable [4], however,

there was no regulatory or technical momentum to introduce this form of spectrum

sharing or management as a policy initiative.

Recently, the idea of interference tolerance, rather than avoidance did become

a necessary consideration in the design of commercial mobile communications

[2, 5, 12, 23, 24], particularly in the context of emerging LTE/LTE-A architectures.

However, although some of the interference tolerance approaches have been em-

bedded within the cellular 4G system design, they are not an explicit principle, so a

fundamental shift in spectrum policy is not as evident as it would otherwise be. Nor

is this interference tolerance margin accessible by other noncooperative users of the

same spectrum.

The many-on-many spectrum deconfliction problem forces reconsideration of the

absolute necessity to avoid any interference. There are numerous examples that
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demonstrate interference free operation is not an essential condition of wired or

wireless wireless communications. The widely used Ethernet Local Area Network

(LAN) operates on the principle of allowing, and randomizing interference. The

popular Wi-Fi Wireless LAN technology often operates quite effectively in the pres-

ence of high degrees of collisions and interference. Transition from the concept of

interference-free operation to a regime that can address mutual interference is an

essential element of any strategy to support the increase in device density. Interest-

ingly, that very problem, increased density, is both the problem to be addressed,

and also the condition to be leveraged to achieve the energy savings developed

previously.

There is no reason to believe that these interference-tolerant regimes must have

a negative effect on the user experience. The author has shown [21] that even when

the density is increased to relatively high levels of interference probability, the ag-

gregate capacity that is created can be significantly more than is achieved when

interference must be effectively precluded, as shown in Fig. 1.5.10 Note that while

current spectrum management targets interference probabilities are in the region

below 10−4 (equivalent to less than 1 hour of interference effect per year), in this

example, a communications system that is interference tolerant actually operates at

its maximal aggregate capacity at orders of magnitude more interference probability

than would be contemplated, or permissible, in current spectrum management and

policy thinking.

To achieve this range of benefits, physical layer interference must be considered

to be more than a challenge for the electrical engineers that design the physical com-

munications layer. A fundamental shift in communications philosophy will require

research and development at all layers of the communications stack. Fig. 1.6 illus-

trates some of the potential technology needs to achieve this integrated approach to

capacity and interference within modern communications systems.

A necessary advance is that wireless systems and applications must become more

robust to short-term disruption, and capable of segmenting traffic that does not re-

quire immediate delivery. One concept being investigated by the Internet research

community is the concept of Delay Tolerant Networking (DTN) [8]. DTN does not

mean that video must be interrupted. Instead, it argues that wireless systems must

be aware of the delivery needs of each type of information that is presented, and

should be capable of managing interruptions in the delivery more intelligently than

wired Internet Protocol systems11.

Email, E-Book delivery, and software updates are all examples of applications

that can operate reliably without persistent end-to-end connections. Even a ten sec-

ond disruption can cause the current Internet technology, Transmission Control Pro-

tocol (TCP), to abandon a transfer and start all over again. Even short disruptions

are confused with congestion, and cause the transfer rate to be reduced, even after

the full link operation is restored.

10 These results are very situation and scenario dependent, so they should be considered as

examples only. The case shown is for a Time Division Duplex (TDD), Push to Talk (PTT)

mobile radio network.
11 Which, by design, drops any not immediately deliverable packets.
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Fig. 1.5 Interference Probability vs. Aggregate Capacity for Land Mobile Scenario.

To address the interference-tolerance needs of future networks, it is essential that

the wireless networks (rather than their applications) be able to manage wireless re-

sources with the awareness of time-critical and delay tolerant traffic. Interruptions

due to interference or collisions thus can be addressed through diverse routes, with-

out impact on time-critical applications.12 The author has proposed mechanisms by

which DTN concepts can be embedded within wireless systems [15, 18].

The transition necessary to support a high density of devices is a fundamental

technology need for the next generation of wireless systems. The typical design

approach has been to concentrate on performance in the more benign conditions,

and ensure performance was met in these benign conditions. In any other condition,

“best efforts” would be provided to achieve some level of degraded performance, but

these contended regimes were not the focus for the design objectives.

This must be reversed. The benign condition will become increasingly rare, and

not the environment for which performance is stressed. Instead, the nominal case

must become the highly interference-constrained one, and the benign condition con-

sidered a rare, but irrelevant condition. This is a fundamental shift in wireless design

practice; away from focusing the design on environments that are noise limited, to

those that are interference limited.

12 For example, if a software upload transfer had to be interrupted, it would be handled within

the wireless network itself. In contrast, under the Internet’s TCP/IP Protocol, the transfer

would fail after a number of seconds when the endpoint hosts detected the interruption,

and would have to restarted when the connection was restarted.
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Fig. 1.6 Interference Tolerant Communications Requires New Technology throughout the

Network Stack.

1.5.3 Adjacent Band and Co-location Effects

Density has an obvious effect on the likely interference within a channel. It also has

significant effects on the operation of the devices, even if the channel itself is not

shared with other users. This effect is due to the non-linear response of the receiver

front-end, particularly the Low Noise Amplifier (LNA) and the mixer stages of the

receiver. Signals entering the receiver front-end must be low enough in power so that

they do not introduce intermodulation. Intermodulation distortion in these stages

distorts the input signal so much that it may introduce mixing products (referred to

as spurs) onto the same frequencies as the signal that is to be received.

Although specific situations vary, the receivers in most low or moderate duty-

cycle, short range wireless systems are often the dominant energy consumer. Com-

munications engineers have focused on efficient communications waveforms, but

the receiver is often the major consumer of electrical energy. Much of this is re-

quired to create sufficient receiver linearity to ensure that strong signals do not over-

load the receiver, and cause false signal artifacts (referred to as intermodulation

spurs) throughout the range of frequencies that would be mixing13 in the RF and

Intermediate Frequency stages of the receiver.

13 Signal mixing creates artifacts at the sum and difference frequencies. If there are input

signals f1 and f2, they mix to form f1± f2 and f2± f1. Often the more important products

are the third order mixing, which are signals such as 2 f1 ± f2 and as 2 f2 ± f1; which, if f1

and f2 are close in frequency, some of the artifacts will be close to the original signals.
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An example of intermodulation overload is shown in Fig. 1.7. This example

shows the frequency domain of an input signal with a signal amplitude equal to

the Third Order Input Intercept Point (IIP3) of the LNA, and the output spectrum

resulting from the intermodulation. This point is typically in the range of –8 dBm

for low cost consumer equipment.
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(a) Original Input Signal
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(b) Distorted Output Signal

Fig. 1.7 Effect of Third-Order Intermodulation Effects when Input Power (Pin) is equal to

Amplifier IIP3 (PIIP3).

This problem is not an academic one. Some equipment in the US public safety

infrastructure was on frequencies adjacent to high power cellular base stations or

towers by cellular provider NEXTEL. The effect of these allocations was that public

safety receivers in the presence of these base stations were overloaded, and could

not operate due to the intermodulation in their receivers. The US had to perform an

expensive spectrum relocation of both cellular and public safety systems to resolve

this adjacent channel overload-induced interference, even though the systems were

operating on different frequencies [13].

The engineering solution to this problem is to increase the linearity of the receiver

front-end. But increasing the linearity has an essentially linear effect on energy con-

sumption. Enabling the device to tolerate other devices positioned twice as close will

result in at four times more energy input to the linearity constrained stages, which

will then require at least four times more linearity in the receiver RF stages.14 Since

linearity is proportional to energy consumption, this requires a proportional increase

in receiver energy consumption. Conversely, reduction in receiver front-end linear-

ity can provide the opportunity for equivalent reductions in the energy consumption

of the RF components.

14 Typically measured as the intercept point where distortion energy output equals signal

output. Note that if this additional linearity is not provided, the third order effect is such at

that a 6dB increase (4 times) in input energy times 3 (third-order) equals an 18 dB (or 43)

increase in the generated distortion noise, or a factor of 64 times more noise.
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This problem will increase as devices become more densely packed. The current

Frequency Division Duplex (FDD) system used by most cellular providers have

multiple handsets transmit on one frequency (uplink), which is received by the cel-

lular base station tower. All of the handsets receive the single signal from the tower

(downlink)15. Handsets do not have to “listen” to other handsets, and thus do not

have to deal with a wide range of received signal energy.

The up and down links are sufficiently separated in frequency so that low cost

fixed frequency RF filters can isolate the signals, so that no handset is impacted by

even closely spaced adjacent handsets. As we increase the density of the networks,

this simple assumption will no longer be valid. Femtocells will be in close proximity,

and will be subject to overload by adjacent femtocells, and will also have to receive

multiple handset signals of widely different amplitudes.

The author showed that a radio with a sufficient choice of frequencies could have

high confidence in its ability to locate frequencies without adjacent signals that were

capable of causing receiver front-end overload [17]. This operation is dependent on

flexible Radio Frequency (RF) filtering. Unfortunately, the technology to perform

this is not available at the price point needed for large-scale adoption in consumer

products. A number of technologies show promise, such as Microelectromechanical

systems (MEMS) [6, 25], but these have not yet been matured to the point where

they are broadly and economically viable for low-cost RF filtering.

1.5.4 Security Technology Needs

An additional enabling technology is the security required to devolve centralized

service and management functions down to devices that are not under the physical

control of infrastructure providers. The same architectures described here introduce

opportunities for a number of networking and service exploits, such as:

Emulation Attack. Cellular access devices can emulate authorized infrastructure

networks and thereby capture confidential authorization data as devices attempt

to connect.

Man-in-the-Middle Attack. Properly authorized devices can be modified to cap-

ture confidential data as it transits through the network.

Billing Fraud. Billing information is distributed across local devices, so the local

operation is potentially vulnerable to manipulation to delete, modify, clone, or

create improper billing data.

Personal Tracking. Location data associated with the invariant characteristics of

wireless signaling, such as the permanent International Mobile Subscriber Iden-

tity (IMSI) would enable personal tracking to very fine resolutions, due to the

local nature of each point of presence.

15 Different standards enable the tower and handset to separate the received signal(s). Time

Division Multiple Access (TDMA) systems separate the signals by assigning them to in-

dividual time slots. Code Division Multiple Access (CDMA) systems separate the signals

by assigning them independent “spreading codes” which can be isolated by applying each

code to the received signals.
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Specific solutions to these security issues are beyond the scope of this volume, but

these issues are not unique to wireless, and therefore should evolve and be deployed

based on similar needs throughout the Internet.

1.6 Summary

A future consideration is that emerging applications of wireless network may have

significantly more local transport requirements. Applications such as Machine-to-

Machine connectivity, smart grid, and other local control applications will accelerate

these benefits, as in most cases they can provide device-to-device paths that do not

need to transit the cellular infrastructure, while still ensuring the reliability that is

associates with these systems.

The progression to short range wireless access will require a significant change

in the technology, equipment, and the technical and engineering assumptions of

today’s wireless practice. We can identify two major opportunities to reduce the

energy consumption of wireless systems:

1. The first is to locate the cellular infrastructure along existing Internet access

paths, in close proximity to the community which they serve. This will have

an exponential effect on the transmission energy required from the cellular base-

station utility sources, as well as from the mobile devices batteries.

2. The second opportunity is to fundamentally advance current receiver design so

that receivers can adapt their operation, in order to avoid strong signals, rather

than the current design approach, which is to provide high levels of amplifier

linearity in order to achieve immunity to overload effects. Again, this has poten-

tially a linear effect on overall energy consumption in the handset, and thus both

operating time and reduction of energy demand from the charging infrastructure.
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Chapter 2 
Towards Green Wireless Communications: 
Metrics, Optimization and Tradeoff 

Wei Wang, Zhaoyang Zhang, and Aiping Huang* 

Abstract. This chapter provides an overview on the current research progress in 

the green wireless communication field. Three key issues are discussed on green 

wireless communications. First, the metrics and the corresponding evaluation me-

thods are discussed as the basis of energy efficiency optimization for wireless 

networks. Second, several methods are adopted to optimize the energy efficiency. 

For reducing the energy consumption, the methods can be categorized into two 

types, decreasing the equipment usage and adjusting the resource allocation. 

Third, the energy consumption increases and the energy efficiency decreases with 

the increasing transmit data rate. It is necessary to balance the tradeoff between 

energy and performance in practical wireless networks. Finally, the technical chal-

lenges are discussed towards green wireless communications. 

2.1   Introduction 

With the quick development of wireless communication technologies, the network 

scale increases amazingly. In recent years, more and more wireless applications 

are changing the human life. However, the enormous energy consumption in  

wireless networks brings incredible problems to both the energy sources and  

environment.  

For the current energy consumption situation of wireless networks, the green 

wireless communication technologies [1][2] attract large interest from the re-

searchers from both academia and industry. Decreasing the energy consumption in 

wireless networks can not only cut down the cost of communications, but also 

benefit the long-term development of wireless communications. 

In this chapter, we discuss three key issues on green wireless networks, includ-

ing metrics, optimization and tradeoff. The metrics are discussed firstly as the  

basis of energy efficiency optimization for wireless networks. Then, the methods 
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for energy efficiency optimization are presented by two types, decreasing the 

equipment usage and adjusting the resource allocation. Saving energy requires the 

cost of degraded performance, so the tradeoff between energy and performance is 

discussed and an example to balance the tradeoff is provided. Finally, the technic-

al challenges are discussed on these three topics. 

The remainder of this chapter is organized as follows. The metrics of energy  

efficiency are discussed and the evaluation methods are suggested in Section 2.2.  

Section 2.3 provides the strategies for optimizing the energy efficiency, including 

decreasing the equipment usage and adjusting the resource allocation. In  

Section 2.4, the tradeoff between energy and performance is discussed from both 

the information theoretic perspective and a specified example in cognitive radio 

networks. Following this, the technical challenges towards green wireless com-

munications are discussed in Section 2.5. The conclusions are addressed in  

Section 2.6. 

2.2   Metrics and Evaluation of Energy Efficiency 

The energy efficiency metrics [3] are necessary to evaluate how much the wireless 

networks are green, which provides the objective for energy efficiency optimiza-

tion. In this way, the techniques in wireless networks could be evaluated from an 

energy efficient perspective. There have been several definitions of energy metrics 

proposed by some international organizations and companies.  

The International Performance Measurement and Verification Protocol 

(IPMVP) [4] is proposed by IPMVP committee of Efficiency Valuation Organiza-

tion (EVO) in 2007. In IPMVP, the metrics and evaluation methods are proposed 

to measure the energy conservation, as well as the low-cost implementation of 

measurement. Four options for measurement are provided, including partially 

measured retrofit isolation, retrofit isolation, whole facility and calibrated simula-

tion. These measurement methods can be considered as an important reference for 

the measurement and evaluation of energy efficiency in wireless networks. 

To reduce the power consumption and energy costs, Verizon establishes a se-

ries of Telecommunications Equipment Energy Efficiency Ratings (TEEER) [5], 

which defines the formulas of energy efficiency and provides their measurement 

methods at various utilization levels. These metrics are applicable to broadband, 

video, data-center, network and customer-premises equipments. They are provided 

to the manufacturers for energy efficiency improvement. 

The average power saving (APS) can be calculated as 

( )( )/ *APS TEEER Baseline Baseline SystemPower= −         (2.1) 

In the above formula, the baseline parameter presents the average known per-

formance of legacy equipments, and the TEEER parameter is the ratio of energy 

consumption and the corresponding system output. Define TotalP  as the total con-

sumed power, the TEEER can be calculated based on different cases respectively 

as follows. 
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For transport, the transport throughput T  is considered as the system output. 

( )log /TotalTEEER P T= −                          (2.2) 

For switch and router, the forwarding capacity C  is considered as the system 

output. 

( )log /TotalTEEER P C= −                           (2.3) 

For access, let L  to denote the number of access lines, 

( )/ 1TotalTEEER L P= +                             (2.4) 

For power amplifiers, 

( )/ *10TotalOut TotalInTEEER P P=                       (2.5) 

where TotalInP  and TotalOutP  are the input power and the output power of the am-

plifiers, respectively. 

The energy and performance assessment [6] is proposed by Energy Consump-

tion Rating (ECR) Initiative. ECR provides a common expression as the ratio of 

the energy consumption E  and the effective system throughput T  for different 

scenarios in communication networks. 

E
ECR

T
=                                  (2.6) 

Similarly, the Telecommunication energy efficiency ratio (TEER) [7] metric is 

proposed by Alliance for Telecommunications Industry Solutions (ATIS). This 

TEER metric is calculated by the ratio of the useful work to consumed energy. 

A major problem in most of existing energy efficiency metrics is that they are 

designed for parts of wireless networks rather than the entire networks. In addi-

tion, they are not primarily designed considering various factors in different envi-

ronments (e.g. suffered interference, traffic load). Due to the above issues, we 

propose the following considerations on the metrics and evaluation of energy effi-

ciency for wireless networks. 

• The metrics for green communications should consider the carbon emission 

eventually, rather than just the energy efficiency, especially for the cases eva-

luating the green property of entire networks. Actually, the carbon emission is 

not simply linear to the energy consumption, because consuming the energy 

from various sources causes totally different carbon emission. Therefore,  

towards the green wireless networks, the metrics should include the carbon 

emission as an important factor, which is directly related to how much the 

networks are green. 

• The conventional per-bit energy consumption in information theory does  

not always represent the energy efficiency in practical wireless networks.  

The energy efficiency has close relationship to the specified situation.  
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(e.g. interference from other system, traffic load, etc.). For example, some 

protocols and algorithms work well and achieve mentionable energy efficien-

cy when the traffic load is light, and the energy efficiency performance de-

grades quickly with the increasing load. Therefore, it is necessary to evaluate 

the energy efficiency based on the traffic load or the classic scenarios for pro-

viding more practical energy efficiency performance evaluation. 

• To monitor the energy efficiency all over the networks, the modules for pre-

dicting, monitoring, evaluating the energy efficiency and finally decision 

making should be deployed in the equipments including core network, base 

station, relay node and user equipments. The corresponding signaling is also 

necessary for exchanging the energy information and control information be-

tween equipments in the networks. In the layered protocol architecture, the 

new modules should be coordinate to the existed protocols well, which would 

become a major property of green wireless networks. By collecting the infor-

mation about energy, the green equipments can predict the energy consump-

tion caused by different strategies and make the decision for improving the 

energy efficiency of entire networks. 

2.3   Optimization of Energy Efficiency 

In this section, we present the existing approaches that save the energy consump-

tion and optimize the energy efficiency by decreasing the equipment usage and  

adjusting the resource allocation. The energy efficiency optimization schemes  

are illustrated in Fig. 2.1 and the following subsections describe each category  

respectively. 

 

Fig. 2.1 Categorization of energy efficiency optimization 
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2.3.1   Decrease the Equipment Usage 

The communication equipments can be turned off or reconfigured for saving ener-

gy when the traffic load is not heavy in the networks. The most usual methods for 

decreasing the equipment usage include turning the base station off, changing the 

state of the base station to IDLE and decreasing the number of antennas and fre-

quency carriers [8][9]. 

1. Turn the base station off 

If the coverage areas of multiple base stations are overlapped and the traffic 

load of the overlapping area is relatively light, it is possible to turn off a part of the 

base stations for saving energy consumption. 

Using this kind of methods, the energy conservation can be maximal because 

we can save all the energy that was supposed to be consumed by the base stations 

if they are not turned off. However, the base station is allowed to be turned off on-

ly when its coverage area can be covered by other working base stations. For the 

partly overlapping case, which base station is turned off should be determined ac-

cording the traffic distribution. In order to avoid the coverage hole after turning 

off some base stations, the base stations nearby should be reconfigured to com-

pensate the coverage hole. In addition, the neighbor relation information needs to 

be updated to decrease the handover delay. 

2. Change the base station state to IDLE 

When there is no active user in the coverage area of the base station, the state of 

the base station turns to IDLE, in which only the least necessary functions are re-

served. Alternately, the discontinuous reception (DRX) can be adopted instead of 

the state transition. Using DRX, the energy is also saved by decreasing the trans-

mission of unnecessary reference signal (RS). It is noted that the users have to 

measure the control channel more frequently for overcoming the possible syn-

chronization problems caused by insufficient RS. It is noted that this method is on-

ly suitable for the case that there is no active user in the cell. 

3. Decrease the number of antennas and carriers 

In almost all previous wireless communication systems, the number of active 

antennas is always fixed. The user equipment can obtain the number of antennas 

from the control information. The cyclic redundancy code (CRC) of physical 

broadcast channel (PBCH) is generated according to the antenna configuration of 

the corresponding base station, so the user would not receive the information from 

the base station successfully if the antenna configuration changes without notify-

ing the user. 

The system information (SI) update notification is one of the feasible methods 

for the notification of the number change of antennas. The new number of anten-

nas can be obtained by the user at the next update period. For both saving energy 

consumption and satisfying the traffic requirement, the number of antennas should 

be adjusted frequently. When the number of antennas changes, the user should ob-

tain the information and reconfigure immediately. However, it is difficult to 

change the number of antennas and update the user's configuration synchronously, 

which causes that the user can not decode the information from the base station. In 
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order to synchronize the antenna information at the based station and the user 

equipment, a default configuration is adopted for PBCH if the information can not 

be decoded successfully when the number of antennas changes. In this way, the 

related parameters can be reconfigured based on the updated number of antennas 

without the synchronization problem. 

The similar method can be adopted for the case that the frequency carrier con-

figuration is adjusted. By either the SI update notification or the detection of con-

figuration change, the transmission on some carriers can be stopped for energy 

saving. 

2.3.2   Adjusting the Resource Allocation 

The energy efficiency can be optimized by adjusting the resource allocation. One 

kind of adjustment is decreasing the equipment energy consumption, and the other 

kind is increasing the allocated resource. 

1. Decrease the energy consumption of equipments 

Having some nodes stay in sleep mode is an efficient way to decrease the ener-

gy consumption of nodes. In the sleep mode, the nodes just remain the minimum 

necessary functions so that the energy can be saved. In [10], the nodes in the net-

works are divided into multiple disjoint sets, which sleep in turn. Only the nodes 

in one of the sets work, while the other nodes sleep for energy saving. A distri-

buted algorithm is proposed in [10] for easy implementation. IEEE 802.15.4 [11] 

is the first communication standard which adopts the node sleeping scheme. Fur-

thermore, the slot-based sleeping strategies TRAMA [12] and SERENA [13] 

schedule the nodes into sleeping according to the traffic. 

By energy efficient routing and scheduling, the energy can be saved from a 

network perspective. In [14], the route with the lowest energy consumption is se-

lected, and in [15], the route with the largest residual energy is selected. Consider-

ing both energy consumption and residual energy, the tradeoff between the above 

two factors is balanced in [16]. In [17], a packet scheduling algorithm is proposed 

considering the battery properties. 

Another way to decrease the energy consumption of equipments is decreasing 

the transmitted information, including data aggregation and unnecessary informa-

tion avoidance. Data aggregation is investigated mainly in wireless sensor net-

works. LEACH [18] and MLDA [19] are the classic data aggregation approaches. 

LEACH aggregates data based on clustering, in which the data from the whole 

cluster are aggregated at the cluster head node. MLDA establishes a tree for  

determining the data aggregation strategy. For avoiding the unnecessary transmis-

sion, the connected dominating set is adopted in [20]. 

2. Increase the allocated resource 

Besides decreasing the energy consumption of equipments, decreasing the 

transmit data rate can increase the energy efficiency too. With the constraint of de-

lay requirement in most practical scenarios, the energy efficiency can be improved  
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by increasing the allocated radio resource, which also decreases the data rate in 

each unit resource. By data rate splitting, the nodes choose appropriate channels 

from the radio resource pool and transmit with lower data rate per channel. 

The node cooperation can also improve the energy efficiency because the coop-

eration between nodes can increase the utilization of given resources, e.g. more 

power, more space freedom, etc. There are usually two types of node cooperation. 

One is cooperative relaying [21]. In most cases, the relay nodes are nearer to the 

destination than the source node, which provides additional channels with better 

channel quality essentially. The other is virtual multiple input multiple output 

(VMIMO) [22]. Because of the equipment size and hardware complexity limita-

tion, most of current user equipments have only one antenna. For improving the 

transmission and energy efficiency, the user with single antenna transmits the in-

formation from not only itself but also the nearby users. In this way, its own an-

tenna and the antennas from other nodes compose multiple antennas for VMIMO 

transmission. 

For minimizing the energy consumption, one or more appropriate nodes are se-

lected for node cooperation, and the transmit data rates between nodes are ad-

justed for load balancing. The energy consumed by nodes is composed by two 

parts. One part is the energy used for data transmission, which is related to the da-

ta rate. The other part is consumed by the equipment circuit and control signaling 

exchange. Even if the node does not transmit any data, the latter part of energy can 

not be saved. In that case, it is not always a good choice to utilize all the available 

nodes for cooperation. 

2.4   Tradeoff between Energy and Performance 

In this section, we discuss the tradeoff between energy and performance from the 

information theoretic perspective firstly. The energy can be saved with the de-

graded performance. Then, the energy-optimal sensing-transmission tradeoff is 

presented as an example to show the relationship between energy and  

performance. 

2.4.1   Information Theoretic Perspective 

The Shannon formula for band-pass channel in information theory is written as 

0

log 1 b
E R

C W
N W

⎛ ⎞
= +⎜ ⎟⎝ ⎠                            

 (2.7) 

where W  is the channel bandwidth, R  is the data rate of transmission, 
b

E  is 

the energy consumption per bit and 0N  is the power spectral density of thermal 

noise. Define /R Wη = , the following formula can be obtained. 
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The relationship of energy and performance based on (8) is shown in Fig. 2.2. It 

can be obtained that for a fixed mount of data, the energy consumption decreases 

with the decreasing data rate. 

 

Fig. 2.2 The relationship between energy and performance 

There exist the packet delay constraints in some cases, especially for the real-

time services. In those cases, the data rate could not be too slow. It is obvious that 

there is a tradeoff between energy consumption and transmission performance. 

One of the methods to balance the tradeoff is adopting as slow data rate as possi-

ble on the condition that the delay requirement of the traffic is satisfied. 

2.4.2   Energy-Optimal Sensing-Transmission Tradeoff in 

Cognitive Radio Networks 

In this subsection, we take the energy consumption for both spectrum sensing and 

data transmission in cognitive radio networks as an example for the tradeoff be-

tween energy and performance. The performance of cooperative spectrum sensing 

depends on the cooperative strategies, which affects the energy consumed during 

cooperative spectrum sensing. The merit of cooperative spectrum sensing mainly 

lies in the sensing diversity gain provided by multiple secondary users (SUs). 

With the increasing number of cooperative SUs, the sensing performance is im-

proved, which means that the environment information can be provided more  

accurately to discover more spectrum opportunities. In this case, the energy con-

sumption of transmission can be saved when more spectrum bands are available.  
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On the other hand, the cooperative spectrum sensing with a large number of  

SUs induces a lot of extra communication overhead that causes more energy  

consumption.  

There have been a few publications on the sensing-transmission tradeoff but not 

from the energy perspective. In [23], a tradeoff between the sensing duration and 

the transmission duration is investigated for maximizing the throughput. The tra-

deoff is designed for each single user and the length of both the sensing duration 

and the transmission duration are not the same for different users. 

A few schemes of energy-efficient spectrum sensing are newly proposed. Spec-

trum sensing in cognitive sensor networks is studied in [24] to minimize the ener-

gy consumed subject to the constraints on both detection probability and false 

alarm probability. In [25], a cluster-and-forward based spectrum sensing scheme is 

proposed to save energy. The above works focus on the energy consumption only 

for sensing and reporting local sensing results. Actually, the performance of spec-

trum sensing has significant effect on the transmission. It is necessary to investi-

gate the energy consumption of sensing, reporting and transmission jointly. 

In [26], an energy-optimal cooperative strategy for cooperative spectrum sens-

ing is proposed in the network scenario shown in Fig. 2.3. The energy consump-

tion includes three parts. For sensing, if the i-th SU has been chosen to participate 

in cooperative spectrum sensing, it implements the spectrum sensing independent-

ly first, which consumes the energy sE . The SU reports its local sensing results 

to the fusion center, which consumes energy riE  for user i . It is reasonable to 

assume that the signal detection energy sE  for each SU is identical, however, 

riE  for different SUs might be diverse from each other on account of path loss, 

shadow, etc. When the final decision of the fusion center shows that the channel is 

available, the transmission consumes energy tE . Hence, the total energy con-

sumed is given by 

( )( )
is r t

i

E I i E E E= + +∑                          (2.9) 

where ( )I i  indicates whether the i-th SU reports the sensing information to the 

fusion center. 

When the SU transmits with a stable transmission rate, the transmitting power 

of SU could decrease by reducing the total false alarm probability  so that the 

energy consumption during transmission could also decrease. However, choosing 

the set of SUs to obtain the minimal  might not make sure that the total ener-

gy is minimal as well, because for some SUs the false alarm probabilities are low 

enough but the reporting procedure consumes quite large energy. 

 

FQ

FQ
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Fig. 2.3 Network scenario 

To treat all SUs equally, let all of them achieve the same detection probability 

dP  for protecting PUs. Because dP  decreases when the number of cooperative 

users increases, the threshold iλ  for user i  can be decreased, which also reduces 

the false alarm probability 
if

P  and increases the available spectrum opportunities 

for transmission. Choosing SUs with low enough false alarm probabilities may re-

duce FQ  and promotes the reduction of energy consumption. However, some of 

those SUs might have to consume a relatively large amount of energy to report 

their sensing decision.  

 

Fig. 2.4 Performance comparison for difference balance strategies of the sensing-transmission 

tradeoff [26] 
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To find which SUs should cooperate for spectrum sensing, a heuristic algorithm 

is proposed in [26] for a sub-optimal solution. The basic idea of the heuristic algo-

rithm is selecting the cooperative SUs one by one. When one more SU is added, 

the SU corresponding to the minimal total energy consumption is selected. This 

energy consumption is compared to that without the new SU. The procedure of 

calculating the energy consumption and adding another SU is repeated till the val-

ue of energy consumption can not be reduced. 

This suboptimal heuristic algorithm with low complexity chooses the SUs con-

sidering both low false alarm probability and low reporting energy. The proposed 

algorithm achieves almost the same performance as the optimal exhaustive algo-

rithm, as shown in Fig. 2.4. Moreover, compared with the conventional coopera-

tive sensing with all SUs participating in cooperative sensing, the proposed algo-

rithm has a significant gain on energy efficiency, which indicates the importance 

of the tradeoff between energy and performance. 

2.5   Technical Challenges 

The energy efficient strategies have been investigated by lots of researchers as in-

troduced above. However, there are still more technical challenges left in pursuing 

the green wireless communication. In this section, we present some of those chal-

lenges with additional implementation issues. 

• Unified evaluation standard for green wireless networks. In order to  

decrease the energy consumption of wireless networks, the primary problem 

is establishing the metrics to evaluate the energy efficiency for different key 

techniques. For different purposes, the energy efficiency should be analyzed 

using their corresponding metrics respectively. An appropriate general me-

trics for energy efficiency is needed considering different purposes and dif-

ferent energy sources for the hybrid traffic cases.  

Lots of green metrics and evaluation methods for wireless networks have 

been proposed by different organizations and corporations recently. A uni-

fied green standard can provide an aim for all modules to make the entire 

networks greener. Adopting the common aim can avoid the conflict between 

different modules in the networks or different processes during the wireless 

transmission. 

• Energy efficiency optimization protocols for green wireless networks. 

To design a protocol for evaluating and optimizing the energy efficiency in 

wireless networks, the primary issue is compatibility. The protocol design 

should not only increase the performance of energy efficiency decisions but 

also change existed protocols as less as possible for avoiding the conflict to 

other mechanisms in the current network protocols.  
More generally, the energy consumption during equipment production is 

also considered. The energy efficiency of communication equipment is opti-
mized by considering both production and utilization during its whole service 
life of the equipment. It is possible that the advanced equipments which  
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provide better energy efficiency performance during communications may 
need different producing method with more energy consumption. Therefore, it 
is reasonable to optimize the energy efficiency considering both production and 
utilization. 

• Tradeoff between energy and performance for practical wireless net-
works. Some fundamental researches [27][28] on the tradeoff between 
energy and performance provide the state-of-the-art methods to balance the 
tradeoff, but the scenarios are simple compared with practical wireless net-
works. More research efforts are still needed for more practical networks, 
e.g. multi-cell cellular networks, hierarchical networks, multi-hop wireless 
networks. 

By sensing the transmission environment, the equipments can obtain 
more information about the transmission channel condition and traffic re-
quirement, which benefits the energy efficiency improvement. In addition, 
the sensing process for obtaining the related information also causes energy 
consumption. With different system overhead and energy consumption, the 
correctness and precision of the information from sensing are different. 
Therefore, the energy consumption during both sensing and transmission 
should be considered when optimizing the energy efficiency. 

• Green emerging wireless networks. In cognitive radio networks [29], the 
spectrum dynamics is a major issue. For spectrum sensing, the energy can be 
saved by avoiding unnecessary sensing. In addition, for the transmission en-
vironment with dynamic spectrum, the new energy-erformance tradeoff is 
also necessary to investigate.  

In hierarchical cellular networks [30], the energy consumption is affected 
by the power control strategies of different networks. Joint power control 
between networks is a feasible method to improve the energy efficiency. 
The base stations which have the overlapping coverage area can also sleep 
in turn to save energy.  

In wireless Internet of Things (IoT) [31], the large amount of equipments 
is the main challenge for energy consumption. The protocol design for IDLE 
state has higher energy saving requirement for intelligent IoT equipments, 
especially for the equipments which do not work in most of the time. The in-
terference and conflict between equipments also need to be avoided in a dis-
tributed manner for decreasing the energy waste. 

2.6   Conclusions 

We provide an overview on green wireless communication in this chapter. Three 
key issues of green wireless communications are presented. First, several energy 
efficiency metrics are introduced. Based on these existing metrics, we discuss 
some further considerations, including the carbon emission concern and the prac-

tical implementation. Second, the current energy efficiency optimization methods 
are categorized into two types. One is decreasing the equipment usage, and the 
other is adjusting the resource allocation. Third, the fundamental energy-

performance tradeoff is discussed. Following this, we present one of our research 

works on balancing the energy-optimal sensing-transmission tradeoff for cognitive  
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radio networks as an example. Finally, we discuss some open research problems 
on metrics, optimization and tradeoff toward green wireless communications. In 
addition, the technical challenges for several green emerging wireless networks 
are also discussed for future study. 
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Chapter 3 
Energy-Aware Link Adaptation for a MIMO 
Enabled Cognitive System 

Eren Eraslan, Babak Daneshrad, Chung-Yu Lou, and Chao-Yi Wang* 

Abstract. Circuit designers have put substantial effort to reduce the energy con-

sumption of specific blocks in wireless communication devices. However, much 

more significant increase in energy efficiency can be achieved at the system level 

by proper choice of transmission parameters. Choosing the best mode to transmit 

given the channel conditions in a wireless link is referred to as link adaptation. In 

this chapter, we present the state-of-the-art on link adaptation protocols for emerg-

ing Multiple-Input-Multiple-Output (MIMO) systems, and we provide a novel en-

ergy-aware fast link adaptation protocol which provides orders of magnitude gain 

in energy efficiency of the communication link. 

3.1   Introduction 

A MIMO enabled Cognitive System is a very potent concept. Cognitive systems 

are aware of their surroundings, and can be opportunistic in their transmission. 

MIMO based communication systems provide significant improvement in capac-

ity by increasing the robustness of the link (space-time block codes - STBC), 

and/or by improving the spectrum efficiency (spatial multiplexing - SM). Hence, 

MIMO techniques found their way in every high-speed wireless communication 

standards, such as IEEE802.11n, IEEE802.16e to name a few. Most of the laptops 

nowadays have more than one antenna, and cellular base stations are equipped 

with even more than that. A secondary impact of integrating MIMO into a radio is 

that it has a multiplicative impact on the number of modes available to close the 

link, i.e. satisfying the throughput and delay requirements of the application. In 

order to optimize an objective function, a MIMO radio can change the system  

parameters such as: number of spatial streams, number of transmitter/receiver  

antennas, modulation, code rate, and transmit power. Hence, it has a large selec-

tion of modes to choose from. A mode-rich cognitive radio can thus sense its  
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surroundings and choose the best mode for a given environmental condition to op-

timize an objective function. This problem is generally referred to as the link ad-

aptation problem.  

Past work dealing with the link adaptation problem has mostly focused on 

maximizing the throughput or decreasing the error rates for robustness without 

considering the energy consumption of the link. We contend, however, that mini-

mizing the energy consumption of a mobile wireless link is as critical, if not more 

critical than maximizing its throughput. 

The issue of energy saving is very significant in wireless communications since 

most of the devices operate on batteries, and hence the total number of bits that 

can be transmitted/received by a wireless link is finite. Power consumption of 

wireless communication components is approximately 50% of the total power 

consumption in modern smart-phones [1]. However, battery technology has not 

evolved as fast as needed to meet the ever increasing energy needs of today’s mo-

bile applications. Maximizing the energy efficiency of the link will directly  

increase the up-time of the battery or decrease the battery capacity needed for 

similar up-time performance. Given that hundreds of millions of laptops and cell 

phones are sold each year, a reduction in the battery requirement would also have 

a huge environmental impact.  

In this chapter, we will present energy-aware link adaptation strategies which 

aim at minimizing the total energy consumed to successfully transfer information 

bits (Joule/bit) subject to Quality of Service (QoS) constraints such as packet error 

rate and minimum throughput. We will show that the energy-aware link adaptation 

strategy can deliver orders of magnitude reduction in the total energy consumption 

of a link compared to static strategy by choosing the most energy efficient mode 

(in terms of Joules/bit)  given the channel conditions. In arriving at the energy sig-

nature of a wireless node we take into account both the versatility provided by the 

MIMO processing, modulation, code rate, receiver algorithms, bandwidth, data 

converter power, and transmit power. Orders of magnitude reduction in the total 

energy draw of a radio without impacting the QoS constraints of the overarching 

application will go a long way towards reducing the energy footprint of our ever 

increasing appetite for wireless data communications.  

The organization of the chapter is as follows. We first present the state-of-the-

art in the link adaptation solutions both for maximizing throughput and minimiz-

ing energy consumption. Then, we present energy consumption models for the 

transmitter/receiver blocks, and novel methods for predicting the performance of 

the link. With accurate modeling of the packet error rate performance and the en-

ergy consumption of the link, we then formulate the energy-aware link adaptation 

problem and provide a highly practical fast responsive algorithm. Simulation re-

sults on the performance of the algorithms are presented for a realistic channel 

scenario to show that significant gain in energy efficiency can be achieved by a 

well designed link adaptation protocol which takes the energy consumption into 

account. 
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3.2   Existing Work on Link Adaptation 

Traditional Single-Input-Single-Output (SISO) radios have only a limited number 

of modes. Therefore, link adaptation has rather trivial search space and the poten-

tial gain associated is limited. There is a rich body of work addressing the link ad-

aptation problem for maximizing the throughput in SISO systems [2] – [5]. On the 

other hand, link adaptation for MIMO systems is more challenging since they 

have a large number of operating modes.  Most of the research done for MIMO 

link adaptation has focused on techniques for maximizing the throughput or de-

creasing error rates. MIMO techniques however come with additional power con-

sumption due to the complex baseband algorithms and duplication of tx/rx chains. 

Hence, there exists a trade-off between the throughput performance and the energy 

consumption of the radio. It is desirable to analyze this trade-off and develop an 

energy-efficient link adaptation algorithm that maximizes the number of success-

fully transmitted bits per unit energy (bit/J). 

Link adaptation papers in the literature can be classified into 4 groups: 

• Switching between spatial multiplexing and diversity to decrease Bit-Error-

Rate (BER) for fixed rate MIMO systems. 

• Medium Access Control (MAC) layer based polling techniques for maximizing 

the throughput. 

• Physical (PHY) layer metric based techniques for maximizing the throughput. 

• Limited work on maximizing the energy efficiency for SISO and MIMO 

We will elaborate upon each of these groups in the ensuing subsections. 

3.2.1   Switching between Spatial Multiplexing and Diversity to 

Decrease Bit-Error-Rate (BER) for Fixed Rate MIMO 

Systems 

Link adaptation can be used for decreasing the error rates for robustness. In [6], 

Heath and Love presented an adaptive antenna selection scheme to improve the 

BER performance of a MIMO system. In [7], Heath and Paulraj proposed a simple 

way for switching between spatial multiplexing (SM) and transmit diversity for a 

fixed rate system. They showed that the Demmel Condition number of the channel 

matrix is a sufficient metric to decide for the crossover point where spatial multi-

plexing starts outperforming the diversity. This metric essentially characterizes the 

suitability of the MIMO channel for SM. It was proven that the BER can be de-

creased significantly by switching between SM and diversity. However, this work 

was limited to fixed rate uncoded narrow-band MIMO systems.   
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3.2.2   Medium Access Control (MAC) Layer Based Polling 

Techniques for Maximizing the Throughput 

When the aim is to maximize the throughput of a link, one approach to link adap-

tation is to do the adaptation at the MAC Layer based on observed PER statistics. 

The AutoRate Fallback (ARF) link adaptation protocol [8] and its variants [9] – 

[12] have been widely used in legacy WLANs for maximizing throughput. In the 

basic form of ARF, all the possible modes are sorted in terms of their rates and the 

radio automatically switches to a lower rate after two consecutive packet errors 

and switches to a higher rate after a number of successful packet transmissions 

(typical number is 10). Some modifications are made on this basic algorithm in 

order to make it more robust. For example, in [11], a number of neighbor modes 

(neighborhood is defined in terms of their rates) are probed in a window, and the 

link adaptation algorithm switches to the higher performance mode based on the 

PER statistics of the probed modes. These algorithms are very simple to imple-

ment, however they require probing of modes and hence they are inherently slow 

in converging to the optimum mode especially in highly dynamic channels.  

3.2.3   Physical (PHY) Layer Metric Based Techniques for 

Maximizing the Throughput 

In order to make the adaptation faster, PHY layer metrics have been considered. In 

[13], Muquet et al. simulated the WiMAX system with a specific channel model 

(pedestrian A) for various modes and determined the SNR thresholds for switch-

ing from one mode to another. However, SNR information alone is not sufficient 

for determining the performance of MIMO modes. In [14], the authors proposed 

an SNR table lookup method with an additional dimension which considers the 

determinant of the channel matrix for switching between the space time coding 

and spatial multiplexing modes. Similarly, a channel condition number assisted 

SNR thresholding method is used in [15] where the MAC Layer statistics are also 

employed to update the switching thresholds in response to the channel changes. 

A major problem with these types of look-up table methods is that they require ex-

tensive simulations in order to characterize the performance of the system. It is not 

practical to simulate all channel models for all possible modes and packet sizes. In 

addition, the radio performance in real life might be quite different from its simu-

lated performance. 

Given that it is neither practical nor accurate to tabulate the performance of the 

modes, it is desirable to mathematically model the performance of the system. 

However, there is no accurate closed form solution for PER in MIMO-OFDM sys-

tems for an arbitrary mode, packet size and channel realization. As a consequence, 

some recent works have focused on the accurate PER prediction problem [16] – 

[18]. For a linear receiver (i.e. MMSE), the post-processing SNR (PPSNR) can be 

leveraged to arrive at accurate estimates of the system’s uncoded BER. However, 

determining the PER of a coded system from the uncoded-BER is not straightfor-

ward, and is an open area of research. In [16], 4 different link quality metrics 
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(MMIBM, MIESM, EESM, Raw-BER) are investigated and it is shown via simu-

lations that they have a strong relationship to the PER in a convolutional coded 

MIMO-OFDM system. All four methods use PPSNRs of individual subcarriers 

and spatial streams, and combine these PPSNRs in different ways. The authors 

then obtain the mapping from their respective metrics to the PER using simula-

tions and curve fitting techniques for a specific packet size. In [17], the uncoded-

BERs of all subcarriers and spatial streams are averaged to calculate the overall 

uncoded-BER. This is very similar to the Raw-BER metric used in [16].  

Relationship between uncoded-BER and coded-BER in convolutional coded 

systems is analyzed in [17], and it is shown via simulations that the logarithm of 

the coded BER is a linear function of the logarithm of the uncoded-BER. Parame-

ters of this linear mapping are found via simulations and tabulated for different 

code rates. It was shown that this relationship is very accurate in terms of predict-

ing the coded-BER. They also provide direct mapping from uncoded-BER to PER; 

however it is again for a specific packet size. A different approach for calculating 

the PER is proposed for 802.11n in [18] based on the assumption that number of 

bit errors per error event is approximately equal to the free distance of the code. It 

is still an open problem to find a better closed form mapping from either uncoded-

BER or coded-BER to the PER for all packet sizes in a coded MIMO-OFDM  

system. 

3.2.4   Limited Work on Maximizing the Energy Efficiency for 

SISO and MIMO 

There are only few papers that address the energy-aware link adaptation problem 

for MIMO. None of the papers that are mentioned above considers the energy 

consumption of the system. They focus solely on maximizing the link throughput 

or decreasing the error rates. However, error rate prediction methods in these 

works are still valid for energy-aware link adaptation.  

In their pioneering work [20], Cui and Goldsmith formulated the link adapta-

tion problem for minimizing the energy required for transmitting certain amount 

of information. They modeled the energy consumption of the baseband and radio 

frequency (RF) circuits as well as the transmit energy which is consumed by the 

power amplifier (PA). A SISO, single carrier, narrowband, coded/uncoded M-

QAM or M-frequency shift keying system operating in AWGN channel was as-

sumed. It is shown that that MQAM is more energy efficient than MFSK at short 

ranges and the performance difference is more pronounced with coding. Interest-

ingly, for short ranges, uncoded MFSK outperforms coded MFSK in terms of en-

ergy efficiency. The results of this paper might not be applicable to MIMO and 

more realistic channel scenarios. However, it is an important work in terms of its 

energy consumption models.  

The authors extended the energy-aware link adaptation problem to MIMO  

systems in [19]. However, the underlying system was still a single carrier, nar-

rowband system with one or two antennas at either the transmitter or receiver. 

Contrary to the traditional belief that MIMO systems are more energy-efficient 

than SISO, it was shown that in short range-fixed rate applications a SISO system 
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can beat both 2x1 and 2x2 Alamouti based MIMO systems as far as the energy ef-

ficiency is concerned. This result is due to the fact that circuit energy dominates at 

short distances. They don’t provide any practical link adaptation algorithm for real 

systems and all analysis and simulations were done for the average performance in 

a Rayleigh channel.  

Bougard et al. in [21] proposed link adaptation for WLANs to minimize the en-

ergy consumption of the broadband link. The energy consumption model focused 

on the power amplifier and ignored other sources of energy draw associated with 

the baseband digital and radio frequency (RF) components. The optimization 

problem was formulated based on an idealistic channel capacity expression. First 

the PPSNRs were calculated for all spatial streams and subcarriers. Then, the 

AWGN capacity of the system was calculated. The assumption was that the PER 

is equal to 1 if the capacity of the channel is less than a threshold, and assumed to 

be 0 otherwise. These thresholds were determined via simulations.  

In [22], Kim and Daneshrad formulated the energy-efficient link adaptation 

problem as a convex optimization problem. In this work, the BER expressions are 

derived for Maximum Likelihood (ML) and Zero Forcing (ZF) detectors assuming 

an independent frequency selective channel. Both STBC and SM modes were in-

cluded in the search space. Additionally, bandwidth and transmit power are  

included as optimization parameters. The BER expressions are derived for the av-

erage performance in fading channels. However, it is desirable to respond to the 

Rayleigh fading channel fast enough so that the link chooses the most suitable 

mode for a given realization of the channel. In [22], trends and guidelines are pro-

vided for short and long range applications. These trends give very useful insights 

for a first order guideline. However, the underlying system is uncoded and MAC 

is not considered.  

3.3   Energy-Aware Fast Link Adaptation 

In the previous section, we presented the existing work on the topic of link adapta-

tion, both for maximizing throughput and maximizing energy efficiency. In this 

section, we present an energy-aware link adaptation protocol which picks the op-

timum transmission mode for maximizing the energy efficiency of the link given 

the instantaneous channel conditions and QoS constraints.  We first describe the 

system model, and then provide an error rate prediction method for a commonly 

used transmission method. A complete energy consumption model of a wireless 

link is provided based on state-of-the-art implementations of individual blocks 

both at the transmitter and the receiver side. Finally, we present a fast energy-

aware link adaptation protocol. 

3.3.1   System Description 

We consider a generic MIMO-OFDM system (Fig. 3.1) where the transmitter is 

equipped with NT antennas, and the receiver uses NR antennas. For each subcarrier, 

the NR ×1 received signal can be expressed as 
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Fig. 3.1 A generic MIMO-OFDM system 

TP= +y Hx n  (3.1)

where x is the NT ×1 transmitted signal vector, H is the NR ×NT channel matrix, 

and n is the NR ×1 additive Gaussian noise vector with zero mean and covariance 

matrix N0 I . Time and subcarrier indices are omitted for simplicity. PT is the 

transmit power per antenna. Energy of the transmitted signal vector is normalized 

to unity, i.e. 
*

E ⎡ ⎤ =⎣ ⎦xx I .  

The receiver can estimate the transmitted signal vector x by applying Mini-

mum-Mean-Square-Error (MMSE) filter to the received signal vector y, ˆ =x Wy . 

Using the orthogonality principle, ( ) *
E ⎡ ⎤− =⎣ ⎦Wy x y 0 , The MMSE solution can 

be derived as 

1

* *01

TT

N

PP

−⎛ ⎞
= +⎜ ⎟⎝ ⎠W H H I H  (3.2)

At the output of the MMSE decoder, the post-processing SNR (PPSNR) kζ  for 

the k
th

 spatial stream for each subcarrier is calculated as 

( )

( ) ( )

2

,

2
*

0, ,
1,

WH

WH WW
T

T k k

k N

T k l k k
l l k

P

P N

ζ

= ≠

=

+∑  
(3.3)

where the ( )
,k l

…  denotes the (k,l)
th

 entry of the matrix.  

 

 

 

ˆ =x WyTP= +y Hx n

PPSNR



44 E. Eraslan et al.

 

The PPSNR simply indicates the ratio of the signal power to the residual inter-

ference + noise power after MMSE decoder. This residual noise + interference 

signal is well approximated as Gaussian [17] for MMSE decoders; therefore the 

uncoded-BER can be calculated using PPSNR values as it will be explained in 

next section. 

3.3.2   Error Rate Prediction for BICM-MIMO-OFDM Systems 

In the latest high-throughput wireless communication standards, such as 

IEEE802.11a/b/g/n (WLANs) or IEEE802.16 (WMANs), the dominant transmis-

sion technique is OFDM with bit interleaved coded modulation (BICM). In 

BICM-OFDM systems, information bits are encoded (convolutionally), punctured, 

interleaved and modulated using OFDM modulation. The main advantage of 

OFDM over single-carrier schemes is its ability to cope with channel dispersions 

induced by multipath propagations in the channel. Channel equalization for 

OFDM can be very efficiently performed by simply inserting sufficient guard in-

tervals between OFDM symbols without costly equalization filters.  

As it is mentioned earlier, estimation of the instantaneous PER of the link is the 

most critical task in the link adaptation process, since the optimum mode is chosen 

solely based on the estimated PER. However, there is no exact closed form PER 

expression for BICM-MIMO-OFDM systems. In this section, we present PPSNR 

based PER estimator, which can predict the PER quite accurately. 

It was shown that the output of MMSE decoder can be approximated as Gaus-

sian [17], therefore the uncoded-BER for a spatial stream at a subcarrier can be 

calculated using the AWGN channel BER expressions as follows. 

The uncoded-BER of the k
th

 spatial stream at the n
th

 subcarrier is [23] 

( ),
,

k n
b uncoded k nP Qα βζ− ≈  (3.4)

where ,k nζ  is the post-processing SNR for the k
th

 spatial stream and the n
th

 sub-

carrier. α and β are the modulation dependent parameters and can be found in 

Table 3.1. 

Table 3.1 Parameters for calculating uncoded-BER 

Modulation BPSK QPSK 16QAM 64QAM

α  1 1 3/4 7/12 

β  2 1 1/5 1/27 

 
To compute the overall uncoded-BER, we can directly average the uncoded-

BERs of individual subcarriers and spatial streams. The overall uncoded-BER is 

expressed as 
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Fig. 3.2 Packet Error Rate prediction process  

,

1 1

1 SS SCN N

k n

b uncoded b uncoded

SS SC k n

P P
N N

− −

= =

= ∑∑  (3.5)

where NSS is number of spatial streams, and NSC is the number of data subcarriers. 

Coded-BER is defined as the BER at the output of Viterbi decoder, and is a  

linear function of the uncoded-BER in the log domain [17], 

( ) ( )ln lnb coded b uncodedP u P v− −= +  (3.6)

where u and v are listed in Table 3.2 as a function of the code rate. 

Table 3.2 Coefficients of log-linear approximation for calculating coded-BER  

Code Rate 1/2 2/3 3/4 5/6 

u 9 6.4 5 4 

v 15 12 10 8.5 

 

Finally, the relationship ( )1 1
L

b codedPER P −= − − is used to calculate the PER 

for a given mode, where L is the packet length in number of bits. Figure 3.2 shows 

all the steps involved in the PER estimation process. 

3.3.3   Energy Consumption Model 

Accurate modeling of the energy consumption of the radio has a significant impact 

on the energy savings achieved by the energy-aware link adaptation. In [24] – 

[26], the authors focused on minimizing the transmission energy without taking 

other sources of RF and baseband energy consumption into account. Minimizing 

only the transmission energy (power amplifier energy consumption) might be rea-

sonable in long range applications, since it is the dominant source of energy con-

sumption for long transmission ranges. However, in many indoor and short-range 

scenarios, the RF circuit and baseband energy consumption can become compara-

ble, or even dominate the transmission energy. In this section, we present more in-

clusive and accurate energy consumption models for RF and baseband portions of 

a candidate MIMO-OFDM radio.  
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The total energy consumption of a link includes both the transmitter and  

receiver energy consumptions which consist of three major components  

(see Fig. 3.3):  

• RF energy consumption.  

• MIMO decoder energy consumption. 

• Baseband energy consumption. 

For the RF energy consumption modeling, a direct conversion RF transceiver is 

assumed whose power consumption is a function of PT, NT, NR and bandwidth 

(BW) according to the model presented in [20], [22]. 

( )
( )

_ _

_ _

RF T T RF T RF T T

RF oper

RF R RF R R RF

p N P b BW c N
E T

b BW c N c

⎛ ⎞⋅ ⋅ + ⋅ + ⋅⎜ ⎟= ⋅⎜ ⎟+ ⋅ + ⋅ +⎝ ⎠
 (3.7)

ERF in above equation is the total transceiver RF energy consumption where 

RF T T
p N P⋅ ⋅  represents the total power consumption of the power amplifier (PA), 

( ) ( )_ _ _ _RF T RF T T RF R RF R R RF
b BW c N b BW c N c⋅ + ⋅ + ⋅ + ⋅ +  represents the total 

power consumption of the other RF components, and is proportional to NT, NR and 

BW. The coefficient values for the RF power consumption model are summarized in 

Table 3.3. The coefficients in Table 3.3 were obtained from already published link 

adaptation works [20], [22] or based on the actual implementation data [27], [28]. 

Toper denotes the total time needed to transmit L information bits, i.e. the packet du-

ration, which includes both the data and the preamble portions of the packet. 

The MIMO detector energy consumption, EMIMO, is assumed to be proportional 

to the number of arithmetic operations, OMIMO, involved in detecting L bits  

(Eq. 3.8). Table 3.3 provides OMIMO for the MMSE algorithm. The coefficient 

MIMO
e  is obtained from the results of an ASIC [27]. 

MIMO MIMO MIMOE e O= ⋅  (3.8)
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Fig. 3.3 Transceiver block diagram for energy consumption modeling 



3   Energy-Aware Link Adaptation for a MIMO Enabled Cognitive System 47

 

Table 3.3 Coefficients for energy consumption model 

 Value Description 

RFp  さ-1áPAPR Coefficient related to power amplifier (PA) power 

consumption. さ is the PA efficiency. PAPR is the 

peak-to-average power ratio. さ =0.35, PAPR = 

9.51, 9.76, 9.8, 9.83dB for BPSK, QPSK, 

16QAM, 64QAM respectively. 

_RF Tb  1.3·10
-8

 Coefficient related to transmitter RF components 

whose power consumption is proportional to 

BW·NT. (for example, DAC) 

_RF Rb  1.8·10
-8

 Coefficient related to receiver RF components 

whose power consumption is proportional to 

BW·NR. (for example, ADC) 

RFc  0.100 Coefficient related to RF components, e.g. low 

pass filter, whose power consumption is constant 

_RF Tc  0.042 Coefficient related to transmitter RF components 

whose power consumption is proportional to NT, 

e.g. mixer at the transmitter 

_RF Rc  0.061 Coefficient related to transmitter RF components 

whose power consumption is proportional to NR, 

e.g. mixer at receiver 

_BASE Tb  4.09· 10
-9

 Coefficient related to transmitter baseband signal 

processing power consumption 

_BASE Rb  1.62· 10
-9

 Coefficient related to receiver baseband signal 

processing power consumption excluding MIMO 

detector power. 

MIMOe  8.1 oJ  / million instructions Coefficient related to MIMO detection power 

consumption. 

MIMOO  1

2 2

3

5 2

4 9

2

R SC R T

SC T SC R T

SC T

L N q N N N

N N N N N

N N

/© © - © ©
- © - © ©
- ©

 

Number of arithmetic operations for MIMO de-

tector. 

 

The baseband signal processing energy, EBASE, at the transmitter and receiver 

excluding the MIMO detector energy consumption is assumed to be linearly pro-

portional to the bandwidth (Eq. 3.9) [22] since the operating clock frequency 

scales linearly with bandwidth. Finally, the total energy consumption, ETOTAL, is 

obtained by summing the energy consumptions of the RF, baseband and the 

MIMO detector. 

( )_ _BASE BASE T T BASE R R operE b N b N BW T= ⋅ + ⋅ ⋅ ⋅  (3.9)

TOTAL RF BASE MIMOE E E E= + +  (3.10)
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The energy consumption model we presented here is of a candidate radio; how-

ever the link adaptation protocol that we develop in the next section is capable of 

working with any valid energy consumption model.  

3.3.4   PPSNR Based Fast Link Adaptation Protocol 

Past work dealing with the link adaptation problem has mostly focused on  

maximizing the link throughput subject to QoS constraints. This throughput 

maximization problem can be formally written as 

maximize     ( )1 operPER L T−  

subject to     targetPER PER≤  
(3.11)

where PERtarget is the target PER which is usually determined by the application. 

When our objective is to communicate L bits across a channel, then maximiza-

tion of throughput will reduce the total transmission time, but it won’t necessarily 

maximize the energy efficiency for the transmitted bits. The objective of energy-

aware link adaptation on the other hand, is to maximize the number of success-

fully received bits normalized by the total energy consumption of the link, which 

is equivalent to minimizing the total energy consumed in the link per successfully 

received bit. Energy-efficiency maximization is formulated as 

maximize     ( )1 TOTALPER L E−  (bit/J) 

                            subject to     targetPER PER≤  

                                                targetTH TH≥   

(3.12)

where TH indicates the instantaneous throughput and THtarget is the target through-

put. Energy Efficiency is defined as the number of successfully transmitted bits 

per unit energy consumption: 

 ( )1 TOTALEnergy Efficiency PER L E⋅ = −  (3.13)

The wireless channel changes rapidly due to the mobility of both the transmit-

ter/receiver and the surrounding objects. As a result, the channel observes small-

scale fading (fast-fading) in addition to the path loss and shadowing effects. Some 

link adaptation work [22] in the literature aims at finding the optimal mode based 

on the average error rate performance discarding the fast variation in the channel. 

However, significant performance improvements can be achieved if the link  
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adaptation algorithms are designed to take into account the instantaneous (or short 

term) channel conditions rather than making decision based on the average behav-

ior of the channel in the long term. We call the latter approach fast link  

adaptation. 

The PPSNR based fast link adaptation protocol for MIMO-OFDM systems is 

summarized as follows (See Fig. 3.4): 

• Send a channel sounding packet to estimate the NR x NT channel matrix, H, for 

each subcarrier. The sounding packet is sent using all transmit antennas with 

the highest possible transmit power, and all the antennas are enabled for recep-

tion at the receiver side. This enables us to estimate all possible channels be-

tween each transmitter/receiver antenna pairs. It should be noted that we need 

only the preamble portion of this packet to get the channel estimates. The data 

portion of the packet can either be empty or BPSK modulated with lowest code 

rate to ensure reception. 

• Based on the estimated channel matrices, the PER’s and the resulting through-

puts for all available modes are calculated using the method presented in the 

previous section. 

• The modes that do not satisfy the target throughput and/or target PER QoS con-

straints are removed from the search space. 

• Energy efficiencies for the remaining handful of modes are calculated based on 

the predicted PER values using Eq. 3.13. Among the modes that satisfy the 

QoS constrains, we choose the one that has the maximum predicted energy ef-

ficiency number. 

• If none of the available modes satisfy the QoS constraints, the algorithm 

chooses the mode that has the highest predicted throughput value. If all the pre-

dicted PER’s are equal to 1, which means that the channel capacity is below the 

application’s requirement, the algorithm forces both the transmitter and the re-

ceiver to enter to sleep mode to save energy. A second implementation choice 

in such a case could be letting the application to decide on whether relaxing the 

QoS constraints or stopping the transmission. 

• Transmitter uses the chosen mode by the link adaptation algorithm during the 

sounding period. The sounding period is defined as the duration between two 

sounding packets.  

• Whole process is repeated when the next sounding packet is transmitted at the 

end of a sounding period. 
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Fig. 3.4 Energy-Aware Fast Link Adaptation Protocol 

It is important to note that due to ambient background noise and transceiver 

non-idealities, the calculated PPSNR values might be noisy. As such, the PER 

prediction will inherently be off by some random amount. Due to the rapid fall in 

the BER curve with increasing SNR, it is thus important to stay on the conserva-

tive side by simply introducing a few dBs of negative bias to the calculated 

PPSNR values. In addition, the channel sounding period should be adjusted ac-

cording to the mobility in the channel (coherence time of the channel) so that the 

channel does not change significantly between two sounding packets. 

3.4   Performance Evaluation 

3.4.1   Simulation Setup 

Channel Model: The transmitted signal is affected mainly by path loss, shadow-

ing and fast fading in a wireless channel (See Fig. 3.5). Path loss and shadowing 

effects are known as large-scale effects and they change slowly over time. How-

ever, fast fading is due to the mobility in the environment and changes  

dramatically in a very short time. 
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We considered the simplified path loss model in [23], and log-normal shadow-

ing in our simulations. For fast fading, we used Jakes’ Doppler model in [29]. 

Each channel between tx-rx antenna pair assumed to have independent fast fading. 

Path Loss

Fast Fading 

(Jakes’ Doppler Model)

Log-normal

Shadowing

Channel

 

Fig. 3.5 Channel Model used in simulations 

Simulation Parameters: The system parameters that are used in the simulation are 

listed in Table 3.4. Most of the modulation related values are similar to those used 

in the 802.11n standard. 

Table 3.4 Simulation Parameters  

Parameter Value Description 

NT 1,2,3,4 Number of transmitter antennas 

NR 1,2,3,4 Number of receiver antennas 

NSS 1,2,3,4 Number of spatial streams 

q 1,2,4,6 
Constellation size 

q=1 : BPSK, q=2 : QPSK, q=4 : 16QAM, q=6 : 64QAM 

NSC 52 Number of data subcarriers 

BW 20 MHz Bandwidth 

PT 5 – 20 dBm Transmit power (in steps of 3 dB) 

L 1 KByte Packet size (information bits) 

fc 2.4 GHz Carrier frequency 

fD 6 Hz Doppler frequency (indoor mobility) 

σψ2 
4 dB Log-normal shadowing variance 

Tsound 1/24 sec Sounding period 

Tsilence 200 μsec Silence period between the packets (due to MAC Layer Tasks) 

 
We simulated a File Transfer application, which required all the lost packets to 

be retransmitted until successful reception. We define a target time for transmis-

sion of the whole file. The link adaptation algorithm calculates the target  
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throughput based on the remaining file size and the remaining time to transmit. 

We assumed that the file size is 8Mbytes, and the total target time to finish the 

transmission is set to 11 seconds. 

3.4.2   Results 

Here we present simulation results of a realistic link scenario. We assumed that 

the receiver node goes away from the transmitter for the first 3 seconds, and then 

it approaches to the transmitter.  

Four different protocols were simulated as shown in Table 3.5, and the energy 

efficiency is plotted over time in Fig. 3.6. 

Table 3.5 Simulated Protocols and Results  

Protocol Name Description Total energy 

consumed to 

transmit 8MB 

Average 

throughput 

QoS 

Outage 

MAC Based LA – max 

TH 

Uses PER statistics. Tries to max-

imize the throughput. 

32.48 Joules 13.6 Mbps 58.3% 

PHY Based LA – max 

TH 

PPSNR based fast link adaptation 

with the objective of maximizing 

throughput. 

19.13 Joules 20.6 Mbps 2.70% 

PHY Based LA – max 

Efficiency 

PPSNR based fast link adaptation 

with the objective of maximizing 

energy efficiency. 

11.54 Joules 13.9 Mbps 

 
5.53% 

4x4 QPSK, Rate ½ -

Fixed mode 

A fixed mode. No link adaptation. 

Uses 4x4 QPSK, Rate ½ code, 

highest possible PT  (20dBm) 

43.02 Joules 13.8 Mbps 0% 

 
The MAC based protocol that we simulated is very similar to the one described 

in [11]. We define 6 neighbor modes, 3 have lower rate than the current mode and 

3 have higher rate, and all neighbor modes are probed along with the currently 

used mode. In each cycle, 60 packets are sent with the neighbor modes (10 for 

each mode) and 240 packets are sent with the currently used mode. For the next 

cycle, the MAC based link adaptation algorithm switches to the higher perform-

ance mode based on the PER statistics of the probed modes in the current cycle. 

The second protocol is the PPSNR based fast link adaptation protocol that we 

described in the previous section. Its objective is to maximize the throughput. First 

thing to note here is, if we compare these two protocols PPSNR based protocol 

achieves 51% throughput improvement over the MAC based protocol. This is be-

cause the PHY based protocol responds very quickly to changes in channel, since 

it sounds the channel and predict the performance beforehand. On the other hand, 

a MAC based protocol is inherently slow since it needs to build PER statistics. 

The MAC based protocol suffers from packet losses due to rapid changes in the 

channel, and thus it does not satisfy the target PER constraint 58% of the time. 
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MAC Based LA - max TH

Efficiency = 1.97 Mb/J, Energy Consumption = 32.4823J.

PHY Based LA - max TH

Efficiency = 3.34 Mb/J, Energy Consumption = 19.1339J.

PHY Based LA - max Efficiency (1dB BO)

Efficiency = 5.55 Mb/J, Energy Consumption = 11.5404J.

4x4 MCS 9

Efficiency = 1.49 Mb/J, Energy Consumption = 43.0227J.

 

Fig. 3.6 Energy Efficiency vs Time (upper plot), and received SNR for antenna 1 vs Time 

(lower plot). Lower plot shows the received SNR @ antenna 1 when all 4 transmit antennas 

are used with maximum transmit power. 

Third protocol is the same PPSNR based protocol, but with the objective of 

maximizing the energy efficiency. Energy efficiency (Mb/Joule) is plotted over 

time in Fig. 3.6. As can be seen, the PHY based energy-aware link adaptation al-

gorithm consumes 11.5 Joules to complete the transmission of an 8 MB file. It is 

4x more energy efficient than the fixed 4x4 QPSK Rate ½ mode. Here we show 

the performance of a reasonably well performing fixed mode for representation 

simplicity, however we observe that the PPSNR based energy-aware protocol 

achieves orders of magnitude improvement in energy efficiency compared to 

poorly chosen fixed modes while satisfying the QoS constraints. It satisfies the 

QoS constrains (target PER < 5%) 94% of the time. 

It is also important to note here that the PHY based protocol with the objective 

of maximizing the energy efficiency is 66% more efficient than the one with the 

objective of maximizing the throughput. This is due to the fact that the latter pro-

tocol does not consider energy consumption of the link, and hence chooses en-

ergy-inefficient modes while focusing on maximizing the throughput.  
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3.5   Conclusion 

In this chapter, we first presented a comprehensive overview of the existing link 

adaptation works. Then, a detailed energy consumption model of a wireless link is 

provided based on state-of-the-art implementations of functional transceiver 

blocks. We analyzed the error rate prediction of MIMO-OFDM systems, and pro-

posed a link adaptation protocol to maximize the energy efficiency of future 

MIMO-OFDM radios. 
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Chapter 4 

Energy Efficient MAC 

Tae Rim Park and Myung J. Lee* 

Abstract. In short range and low-rate wireless networks, energy saving has been 

one of the hottest issues. Compared to high-rate networks designed for multi-

media data streaming, the low-rate networks mainly focus on monitoring and  

control applications. In most of the applications, nodes are expected to operate on 

battery. For saving energy in those types of networks, medium access control 

(MAC) protocols have been considered as one of the most essential and actively 

researched areas. In this chapter, we investigate the energy saving MAC issues 

and protocols of short range and low rate wireless networks.  

4.1   Energy Saving in Wireless Networks 

Prospecting the future might be very difficult challenge for almost everyone. 

However, it is quite persuasive that wireless devices will be spread and change our 

ambient life style continually. We can easily see similar anticipations from various 

media around us. For example, Wireless World Research Forum consisting of 

more than 100 engineers representing industry and research community forecasted 

that 7 trillion wireless devices would be serving 7 billion people by the year 2020 

[1]. The fulfillment of the vision is expected to come from fast market growth of 

short range and low rate wireless networks usually called sensor networks. 

However, it would be impossible to be realized without technological ad-

vancement. Especially, energy saving has been considered one of the prominent 

hurdle in wireless communication and networking community, today. Almost all 

wireless devices changing our life style such as small environmental and health-

care sensors, smart phones and even tablet PCs are operated on battery, and spend 

the energy to communicate with the world. It is natural that users of the devices 

want to use their devices as long as possible without charging or changing the bat-

tery. The trouble comes mainly from the slow advancement of battery technology. 

While most technologies for the devices are evolving very rapidly, the energy 

density of batteries crawls merely a factor of 3 over the past 15 years [2].  In some 

                                                           
Tae Rim Park · Myung J. Lee 

Samsung Adv. Inst of Tech. 

e-mail: taerim.park@samsung.com, lee@ccny.cuny.edu 



58 T.R. Park and M.J. Lee

 

small devices such as environmental sensors, replacing or recharging battery is ex-

tremely difficult. In addition, the cost and form factor of small devices make it dif-

ficult to adopt a large capacity battery. This might be a major factor of confining 

lifetime of an application. Moreover, if the batteries are replaced, the waste brings 

about environmental pollution. According to US Environmental Protection 

Agency, people in US purchase nearly 3 billion dry-cell batteries every year to 

power radios, toys, cellular phones, watches, laptop computers, and portable 

power tools [3]. This is the reason why green technologies are required for low 

rate and short range wireless communications.  

A good approach to showing the energy consumption of the low rate wireless 

communication is to refer data of IEEE 802.15.4 devices. IEEE 802.15.4, the first 

international standard designed for low-power and low-rate wireless communica-

tion has been widely used not only for researches but for various real applications 

[4][5]. For example, a transceiver cc2420, currently the market leader supporting 

the standard drains 17.4 mA when it is in the transmission mode, but drains more 

in the receive mode [6]. Even when it is not actively receiving a frame, it con-

sumes 19.7 mA only by sampling wireless channel for a possible reception. If a 

device is operated on two AA batteries of 1600 mAh, the life time of the device 

might be only 3.4 days even without considering energy consumption of other 

modules such as a micro controller and sensors [7]. If the devices are deployed 

with this condition in a large structure or a hostile territory, the life span of the 

sensor network may be a key failing factor of the project. Recently developed 

Bluetooth low energy (LE) has the similar order of power consumption. Including 

the Bluetooth LE transceiver, detailed data for power consumption of competing 

technologies are summarized in [8]. 

For the life time of nodes, energy harvesting or scavenging from ambient envi-

ronment is a proactive way of solving the problem. Recently, researches to im-

prove the efficiency of energy harvesting have been actively conducted in the 

fields of thermal, motion, vibration and electromagnetic radiation. Energy sources 

and their corresponding energy densities of up-to-date technologies are introduced 

in [2].  In most cases, however, these harvesting technologies can only be used in 

limited situations because of the time and location constraints the number of us-

able sources. Moreover, not only the efficiency of the harvesting modules but en-

ergy source itself except outdoor ambient light
1
 may not be enough for today’s 

wireless devices. Although harvested energy can be used for data processing and 

communication after accumulated for an extended time period, this also  

curtails application space.  

Another approach to extending device life time may lean on ultra low power 

circuit technologies to reduce energy consumption in the devices [9]. The first  

step for this is to understand energy expenditures in components of communica-

tion technology. Most of all, the wireless signal requires certain energy to be  

transmitted over the transmission medium. The signal energy is composed of two 

                                                           
1 Source energy density of outdoor ambient light is roughly 100 mW/cm2. When the effi-

ciency is 10%, 10mW/cm2 is harvested form ambient light. Power of indoor light is three 

orders of magnitude smaller than that of outdoor light [2]. 
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parameters: transmission power and duration. The transmission power is deter-

mined by the selected value for a power amplifier of the transmitter. The other pa-

rameter, transmission duration, is controlled by defined modulation and coding. 

The selected modulation and coding determines a nominal bit rate R (bit/s). Thus, 

the energy to transmit a frame which is L bits of data is a function of three  

parameters: data rate R, power Pamp of a signal amplifier, and frame length L. In 

Fig 4.1, the energy of a frame is presented where P0 is the attenuated signal power 

at a given distance from a transmitter and t0 is the transmission time determined by 

R and L. 

 

Fig. 4.1 Energy per frame  

In order to successfully detect a frame at the receiver, the energy of each bit 

composing the frame should be higher than the required level at the receiver. With 

the attenuated signal power P0, the energy per bit in the received signal is defined  

0
b

P
E

R
=  

The required power to attain a desired bit error rate is derived as a function of 

Eb and N0, where N0 is the noise power spectral density in W/Hz. In order to con-

trol the required energy, a transmitter has three options: modulation, coding and 

transmission power control. Although the consumed energies (areas in Fig.4.1) are 

equal, controlling modulation and coding requires careful consideration of energy 

expenditures resulting from selected algorithms. In Fig 4.2, we compare BERs of 

4 modulation algorithms. 
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Fig. 4.2 Bit error rate versus Eb/N0   

If only modulation and coding are controllable while transmission power is 

fixed, the best option is to use the highest modulation and coding algorithms satis-

fying given BER requirement. For example, assume that the required BER is 10
-5,

 

and if Eb/N0 of a received signal using QPSK is 30 dB then, the expected BER is 

much smaller than 10
-5

. Assume also adaptive modulation is possible, and the 

transmission power is fixed. If the transmitter changes the modulation to 16QAM, 

then Eb/N0 would be reduced to 27dB, still meeting the BER requirement (refer to 

Fig.4 2)
2
. Adopting 64 QAM, Eb/N0 becomes 25.3 dB, so it cannot fulfill the BER 

requirement. Thus, under the assumed fixed power budget, 16QAM is the most 

energy efficient option in this example. 

However, if the transmission power can be controlled, the situation permits dif-

ferent solutions. In this case, using BPSK is the most efficient method in view of 

only signal energy. This result may be different when energy consumption of 

other components in communication devices is counted. Also, relatively low 

channel utilization of wireless channel is another issue. 

Unfortunately, in many simple devices, adaptive modulation and coding are not 

supported [4][6][10][11]. In practice, power control is used only in limited cases 

since power control may change network topology, which in turn will have impact 

on higher layer performances like routing and transport. A concern is also on the 

                                                           
2 When transmitting the same information, if the signal powers of QPSK and 16 QAM are 

equal, the bit duration of QPSK is twice longer than that of 16QAM. 
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reduction of the signal margin, which may hamper the signal quality in dynamic 

noisy wireless environments. 

For power consumption, other components than power amplifier deserve some 

explanations. Beside the issue of efficient channel utilization, transmit and receive 

circuitry spend energy for modulation/demodulation and coding/decoding. An  

internal architecture of a network device is presented in [12], which shows that 

power consumption of modulation and coding block is 151mW and that of  

demodulation and decoding block is 279mW. The detailed discussion about  

designing protocol regarding modulation and coding is presented in [13].  

The topics we have discussed so far focus on the energy consumption when the 

transmission and reception occur. However, in reality, the wireless channel is 

shared by more than one network devices, and a frame is transmitted when an 

event in the device happen. Since the event happen randomly in each node, the ex-

act transmission times of other devices are hard to estimate. If the transmission is 

not properly coordinated, the data frames may be transmitted at the same time 

from more than one node. Consequently, the frame cannot be decoded correctly at 

the intended receiver, and retransmission is required. Moreover, if a node is not 

expected to receive a frame for a certain time period, it may be able to turn off  

receiving circuits to save energy. Thus, in addition to determining the proper 

modulation, coding, and power level, transmission should be coordinated among 

network nodes within their radio coverage. Medium access control layer takes 

charge of those operations in the protocol stack. That is the reason why MAC has 

taken much attention for energy saving. In the next chapter, we investigate MAC 

functions and related energy saving issues.  

4.2   Medium Access Control 

MAC is located as a sublayer in the second layer, data link layer (DLL) when a 

network protocol stack is classified into 7 layers following the open system inter-

connection (OSI) model. The DLL defines functions to reliably exchange data be-

tween two nodes. Strictly, MAC defines methods to coordinate access order 

among network nodes. In practice, however, the term MAC is frequently used as 

representing name of the second layer. One possible reason is that the access co-

ordination is the most important issue in networks using shared medium. Also,  

explaining the other second layer functions in the view of MAC algorithm is ac-

ceptable since the MAC function is woven with the other functions. Thus, we also 

refer DLL as MAC unless otherwise mentioned in this chapter. In order to discern 

the original MAC functions, we use the term access control.   

As introduced briefly in the previous section, functions in the MAC more or 

less affect energy consumption of a network node. When the assessment of func-

tions is necessary for implementation, it is beneficial to divide the functions into 

low level operational blocks [14]. Time synchronization might be a good example. 

If the function is designed as an independent component block, it might be easily 

accessed and implemented. However, if the purpose of classification is for discus-

sion of the energy saving algorithms, high level conceptual blocks are more  
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helpful. We divide MAC into three high level conceptual blocks: link control,  

access control and power management. Among them, we focus on the access con-

trol and power management. The link control contains functions of error control 

(automatic repeat request), flow control, modulation control, code control and 

power control. In the networks we have been focused, the impact of the error con-

trol and flow control are relative low because of low data rates. Also, as men-

tioned in the previous section, modulation, code and power control are seldom 

used in those networks.   

4.2.1   Access Control 

Access control has been studied extensively over the years, and a plethora of pro-

tocols have been devised. Based on the fundamental coordinating domain for indi-

vidual access, they are classified into TDMA, FDMA, CDMA and SDMA. Time 

division multiple access (TDMA) protocols divide the time axis and determine ac-

cessing order by schedule or competition. Thus, whole sharing frequency band-

width among nodes is utilized by one node at a time. Frequency division multiple 

access (FDMA) protocols divides the available frequency bandwidth into a num-

ber of sub-channels. Then, it allows nodes individual access by assigning the sub-

channels. Code division multiple access (CDMA) protocols spread signals over 

the frequency bandwidth. It enables nodes individual access by assigning different 

codes. Space division multiple access (SDMA) protocol utilize spatial signal dif-

ferences created from multiple antennas. However, we only focus TDMA since 

other access protocols require relatively complex hardware for handling narrow 

bandwidth channels or signal processing.  

One of the traditional ways of classifying TDMA is classifying them into con-

trolled access and random access. In controlled access usually called TDMA, 

nodes pre-negotiate the transmission time before the transmission. Thus, usually, a 

centralized controller in the network coordinates the access. Guaranteed time slot 

service in IEEE 802.15.4 is a good example. Fixed time duration is announced by 

a beacon from a coordinator, and exclusive access for only one node is agreed 

among nodes in the network. Point Coordinate Function in IEEE 802.11 uses dif-

ferent type of a control method [15]. In the protocol, a node called station (STA) 

can transmit a data frame only on the polling from a central coordinator, access 

point (AP)
3
. These control access protocols are free from collision because of the 

nature of the control used. Thus, these are favored especially when applications 

require low packet error rate and low latency such as in VOIP and automatic  

control.  

 

 

                                                           
3 IEEE 802.11 working group provides more advanced methods. HCCA (Hybrid coordination 

function Controlled Channel Access) in IEEE 802.11e enables to change the random access 

mode to the controlled access mode similar PCF on the request from AP. Power Save Multi-

Poll (PSMP) reduces polling overhead with one aggregated polling frame [16]. 
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Random access protocols allow fully distributed operation. On the random 

packet arrival, a node estimates network and channel condition and determines the 

access time. ALOHA protocol is the first protocol in this category. In the pure 

ALOHA, a node immediately transmits a frame when it comes from the upper 

layer. Since there is no coordination, the latency of waiting for the transmission 

time is minimized, and transceiver architecture becomes extremely simple. IEEE 

802.11 and IEEE 802.15.4 adopt an advanced version of the algorithm, carrier 

sense multiple access and collision avoidance (CSMA/CA). Although two stan-

dard protocols are slightly different, CSMA/CA is most widely used random ac-

cess protocol. Nodes adopting CSMA/CA regulate channel access probability by a 

backoff mechanism in which they randomly select transmission time slots within 

bounded number of slots. Especially, the probability of access is changed adaptively 

by extending the time slot bound. In addition, nodes sense carrier on the medium be-

fore transmission not to intervene on-going transmission of other nodes.  

However, carrier sensing over the wireless medium is not always complete be-

cause the transmitted signal attenuates as a function of distance. For example, if 

two transmitters are located at the outside of sensing distance of each other, and 

there is a receiver in the transmission distance of both transmitters, one of the 

transmitters becomes a hidden terminal of the other transmitter. In this case, sens-

ing the carrier before transmission is useless. Especially, when size of a frame is 

large, the collision probability increases; consequently, more energy is spent for 

transmitting and retransmitting the frame. IEEE 802.11 adopts virtual carrier sens-

ing in which RTS and CTS frames are exchanged before data frame transmission. 

Request to send (RTS) and clear to send (CTS) are short control frames. They 

have intended receiving nodes respectively, but every node overhears the frames 

and takes information on the frames without filtering. A node having data to 

transmit fills in RTS frame the time duration required to finish the data transmis-

sion. The intended receiver of the RTS responds with CTS after writing the same 

time duration down on that. Thus, the nodes that have received RTS or CTS know 

about on-going channel activity although it is not physically sensible. However, 

even with this RTS/CTS handshake collision still exists. When a CTS is transmit-

ted, another node which has not received the first RTS may initiate its own data 

transmission by transmitting another RTS. Then, two data transaction can proceed 

independently and be collided. Another problem of RTS/CTS handshake is that 

the overhead for control frame exchange is considerable. Especially, when sizes of 

data frames are small, relying on retransmission after possible collision without 

the RTS/CTS control frames is a better choice.  

The selection of proper access control depends on the required performance of 

applications. Interestingly, performance measures such as throughput, packet error 

rate, latency and energy consumption affect each other. Especially, energy con-

sumption in low rate applications has a trade off relation with latency. Thus, in  

order to select an access control method, it is essential to estimate the energy con-

sumption of access methods in consideration under a certain level of latency 

bound. The Energy consumption can be a function of traffic, a number of compet-

ing nodes and protocol parameters such as beacon interval and back off times. 

Usually, random access protocols have better energy consumption and latency 
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when the traffic and the number of nodes are small because controlled access pro-

tocols have extra energy consumption for time synchronization and additional la-

tency to wait for assigned access orders. However, as the traffic and the number of 

nodes increase, the performances of the random access protocols quickly drop be-

cause of collision and retransmission. Refer to [19] for the selection of a 

CSMA/CA protocol and a fixed access time protocol. 

4.2.2   Power Management 

Power management function is designed to minimize energy consumption of ac-

tivities for transmission and reception in a wireless device. It resides in the man-

agement plane. Different from access control functions and link control functions 

residing in the data plane, a power management algorithm is not independently 

operated, but operated with other functions. In some protocols where the access 

time is controlled, the power management functions are tightly woven with access 

control functions, and it may be difficult to clearly discern the power management 

functions.  

The first discussion of power management is to investigate energy consumption 

for communication activities. In order to identify the exact sources of inefficient 

energy expenditure, actual energy consumption pattern is analyzed in [18]. The 

authors presented four sources of power consumption; namely, collision, over-

hearing, control packet overhearing, and idle listening. Among those, they  

reported that idle listening, which is channel sensing activity to be ready for a pos-

sible incoming frame, is the major power drainer. As shown in [19], 90% of time 

is used for idle listening in many applications. The power level for idle listening is 

same as that of frame reception or similar in many low power devices [6][10][11]. 

Thus, the frame transmission and reception methods should be designed in energy 

efficient manners to reduce idle listening time. 

A possible approach to solving this problem is defining a specific role of a  

network device. For example, a small sensor may be designed to transmit frames 

to a coordinator located within one hop range without receiving any data frame. In 

this case, the device does not need to spend energy for monitoring channel (idle 

listening) for possible incoming frames. IEEE 802.15.4 supports this type of de-

vices with the name of a Reduced Function Device (RFD) [4]. The RFD joins the 

network as a member but does not support the functions of a network coordinator. 

Its communication is allowed only with a Full Function Device (FFD), mostly a 

coordinator. The CSMA/CA algorithm of IEEE 802.15.4 requires monitoring the 

channel only at the last slot of chosen backoff slots. If a RFD sensor device is de-

signed for transmission only, it can minimize energy consumption even for trans-

mission by turning off the radio while decreasing the backoff counter until the last 

slot. However, this type of approach is hardly generalized. Even small sensor de-

vices are required to have the receiving function to reconfigure control parameters 

or to request on-demand data transmission. Moreover, in multi-hop sensor  

networks, frame reception is an essential function for relaying frames.  
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Another interesting approach to solving the idle listening is to use low power 

radio only for monitoring communication channel [9] [19] [20] [21]. The method, 

usually called a wake-up radio reasons that the high quality signal and high power 

processing are not required to simply detect incoming frames4. In the system, a 

network node adopts two radios: a low power wake-up radio and a high power 

main radio. The main radio supports high speed data transmission and reception. It 

is more energy efficient than the wake-up radio when it is used for large data ex-

change. But, it consumes much larger energy for monitoring channel. Thus, the 

system attempts the main radio to sleep when it is not involved in any frame ex-

change. Usually, the wake-up radio consumes extremely small energy (in the  

order of uW) and is used only to transmit binary information or the destination ad-

dress to trigger the main radio of a designated node. Nodes wait for incoming 

frame only with the wake-up radio. If a node has a frame to transmit, it transmits 

the wake-up request with the wake-up channel first then, transmits the data frame 

through the main radio.  

One of the problems is the additional cost. For many sensor applications where 

low hardware cost and small form factor are the key success indicator, the in-

creased cost can become a main hurdle of the method. The second problem is the 

technology for the low power wake-up radio itself. Beside the problem how to 

align coverage of the two radios, making a stable ultra low power wake-up radio is 

still challenging. The state of the art researches are introduced in [9][20].  

The most common approach is designing a power management function in a 

MAC protocol with a single radio. The function controls when to turn on or off the 

radio circuitry in a device. The goal of the power management algorithm is to as-

sign as much sleeping time (turning off the radio) as possible while meeting the 

application requirements. In the algorithm design, the latency should be handled 

very carefully because a device cannot receive any frame while it is sleeping, dif-

ferently from the algorithms using a wake-up radio. Therefore, the design of algo-

rithms and protocols for power management differs in order to meet application 

requirements and characteristics. In the next section, we present details of power 

managements in MAC. 

4.3   MAC Protocol Classification with Power Management 

Functions 

As we have presented in previous sections, energy saving is one of most important 

issues in low rate and short range networks. For that, the MAC layer, specifically 

power management function takes a critical role in energy saving. An optimal 

power management function is to minimize idle listening by turning on the re-

ceiver only when it is directly related to packet transmission or reception. How-

ever, in the distributed environment, packet transmission and reception occurs in a 

random manner. Significant number of MAC protocols has been proposed to  

address the optimal usage with network specific characteristics such as traffic  

                                                           
4 Only energy detection is considered because waveform detection is defeating the purpose 

of using ultra-low power wake-up radio.  
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patterns, topology and latency bound. In [22], more than 70 sensor network MACs 

are already listed. Although different techniques can contribute to better perform-

ance under specific traffic and environmental condition, some MAC protocols 

support similar functions. Thus, categorizing and analyzing the MAC protocols 

are essential to understand, adopt or even design a new energy efficient MAC for 

a new application. For this purpose, we classify energy saving MAC protocols into 

two groups based on the characteristics of target networks: MACs for asymmetric 

single-hop networks and MACs for symmetric multi-hop networks.  

Asymmetric single-hop networks are basic forms of wireless networks. Repre-

sentative MAC examples of this type of networks are IEEE 802.11 power saving 

mode and IEEE 802.15.4 beacon mode. Usually, this type of networks consists of 

a coordinator and devices located within one hop communication range of the co-

ordinator. The coordinator is a network controller having more processing power 

and energy.  

On the other hand, symmetric multi-hop networks are an extended form of net-

works. When an application requires the coverage greater than one hop range of a 

node, it is natural to use multi-hop network technology. For the purpose, the first 

candidate may be using multiple asymmetric single-hop networks and connecting 

those clusters with wireless or wired links. The other method is to design a sym-

metric multi-hop network. The latter is the common approach for low power and 

low rate sensor networks with small symmetric sensor devices. Several example 

MACs are found in [18][19][23-26]. The networks usually consist of devices 

without a specific coordinator having more resources than other devices, although 

there may exist different roles such as sink and source in view of applications.  

For both groups of MAC protocols for asymmetric single hop networks or 

symmetric multi-hop networks, a key of MAC layer energy saving is how to 

minimize unnecessary energy consumption. Turning on the radio circuitry only 

when it involves frame transaction activity is the best policy. Therefore, an energy 

saving MAC algorithm should support a function to buffer frames for sleeping re-

ceivers at the transmitter and a function to retrieve the buffered frames at the re-

ceiver. Although the retrieving function may be performed non-periodic manner 

for some applications, this function is usually performed periodically in the con-

sideration of latency bound. We call this period a wake-up interval.  

4.3.1   MAC for Asymmetric Single-Hop Networks 

For asymmetric MACs, it can be assumed that a coordinator is supported by a 

power supply or a large capacity battery, and turns on the radio all the time for in-

coming frames. Unless the channel time is scheduled for specific devices, a device 

may transmit a frame without any concern when a frame is generated. Thus, the 

energy saving for asymmetric MACs focuses on finding what the best strategy of 

receiving a buffered frame is. The asymmetric single-hop MAC protocols are clas-

sified again into synchronous MACs and asynchronous MACs based on the meth-

ods of timer management in a device. The synchronous MACs further sub-divide 

into automatic delivery and transmitter notification.  
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Fig. 4 3 Asymmetric protocol classification  

4.3.1.1   Automatic Delivery 

Automatic delivery is adopting the merits of fixed time access control algorithms 

for energy saving purpose. In those algorithms, a transmitter and a receiver syn-

chronize their clocks, and then assign a specific time duration between them. In 

asymmetric network, the synchronization process is relatively simple since all 

nodes can hear a broadcast frame from a coordinator and adjust their timers. The 

frame transmission happens only in the assigned time duration. Thus, a device can 

turn off the radio circuitry and save energy at other times.  

A good example of automatic delivery is found in IEEE 802.11. In the stan-

dard, an access point (AP), a controller and gateway of a network, provides net-

work services to nodes named stations (STAs). It turns on its radio all the time and 

waits for the incoming frames. For a downlink frame, the transmission depends on 

whether a STA wants power saving support or not. If a STA is in the active mode 

where a STA always turns on its receiver circuitry, the AP directly transmits the 

frame to the STA. But, if a STA is in power saving mode, then it buffers the frame 

until the transmission is allowed. Currently, IEEE 802.11 supports three power 

saving modes: power saving mode (PSM), unscheduled-automatic power save de-

livery (U-APSD), and scheduled-automatic power save delivery (S-APSD). 

Among them, S-APSD belongs to the synchronous automatic delivery. The exam-

ple time line of S-APSD is presented in Fig.4.  In S-APSD, a schedule is agreed  
 

 

Fig. 4 4 Example timeline of scheduled automatic power saved delivery  
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upon between an AP and a STA. Then, the STA wakes up at every pre-scheduled 

time. The AP buffers a frame destined to the STA if a packet is arrived before the 

scheduled time. When the time comes, it transmits the buffered frame assuming 

the STA is awake. A random access method should be used during the defined 

time duration since the independent access right is not supported in the S-APSD.  

Another example of automatic delivery can be found in IEEE 802.15.4. In the 

beacon mode of the protocol, a coordinator provides a synchronization service by 

periodically broadcasting a beacon frame. Thus, all devices have a common time 

line, and the time line is divided into fixed time intervals, also known as beacon 

intervals. The beacon interval is divided into two time periods: an active period 

and an optional inactive period. The active period is divided further into a Conten-

tion Access Period (CAP) and an optional Contention Free Period (CFP). This 

time structure called the superframe is illustrated in Fig 4.5. 

 

Fig. 4.5 Superframe structure in the beacon mode of IEEE 802.15.4.  

The automatic delivery happens at the CFP. In order to use the time slot, a de-

vice requests or is assigned Guaranteed Time Slot (GTS) by exchanging the con-

trol frames during the CAP period. Then, at the assigned time slot, a frame is 

transmitted only by the device requested the slot.  

Ideally, automatic delivery is the best energy saving algorithm because it does 

not have any control frame exchange in the scheduled active duration. However, 

one of the fundamental problems of automatic delivery is from the inherent feature 

of synchronous protocols. If the clocks of the transmitter and the receiver are not 

synchronized by external devices such as GPS, the devices have to spend extra en-

ergy for synchronization. For example, in order to synchronize the scheduled time 

for S-APSD or GTS, a STA or a device in the networks needs to be periodically 

resynchronized, so that it periodically receives a beacon and re-adjusts its timer. In 

addition, each device has to wake-up slightly earlier than the scheduled time for a 

margin of tolerance. In practice, oscillators exhibit a slight random deviation from 

their normal operating frequency. This phenomenon is called clock drift or clock 

skew, and it is due to impure crystals and several environmental conditions like 

temperature and pressure. The clock drift in sensor networks is reported in the 

range between 1 and 100 PPM [27][28].  
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4.3.1.2   Transmitter Notification 

The second category of the synchronous MAC protocols is transmitter notifica-

tion. In these MAC protocols, a common active duration among a coordinator and 

all devices is agreed upon. At the beginning of each active time, the coordinator 

notifies the existence of buffered frames for all devices. Then, a device upon  

receiving a buffered frame notification, requests the frame transmission to the co-

ordinator by transmitting a request frame. If a device received empty buffer notifi-

cation explicitly or implicitly, it turns off the radio and saves energy.  

This notification may be used in a slightly different way. If a device wants a 

long sleep, the time drift will be considerably large, and the device may not be 

able to get a notification mostly payload in a beacon frame in the expected time. In 

this case, the device may turn on the receiver until it receives a beacon without 

keeping synchronized time information. Although this type of operation is defined 

in IEEE 802.15.4 as a non-beacon tracking, we do not consider this method since 

this asynchronous communication requires fairly large energy consumption at 

each attempt for reception. Therefore the usage is very limited.  

An example of transmitter notification MACs is power save mode (PSM) in 

IEEE 802.11. In the protocol, a STA requests power management service to an 

AP. Then, the AP buffers all frames toward the STA. An AP of IEEE 802.11 peri-

odically broadcasts a beacon to announce information about its capabilities,  

configuration, and security information. In PSM, in addition to these information, 

the AP notifies the STA whether a frame is buffered or not using the beacon. If a 

STA receives the beacon indicating a buffered frame, it transmits PS-Poll frame to 

request the buffered frame. After receiving the poll frame, the AP assumes that the 

STA is ready, and transmits the buffered frame. Also in IEEE 802.15.4, the similar 

operation is possible in the beacon mode named indirect transmission. Fig.4.6  

illustrates IEEE 802.11 PSM. 

 

Fig. 4.6 IEEE 802.11 Power Save Mode 

This notification benefits in two ways. Most of all, a device can resynchronize 

without extra efforts. As mentioned before, automatic delivery MAC requires  

additional efforts to be synchronized. The other benefit is that a device is sure  

of the buffer status and can go to sleep without waiting for possible frames. The  
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coordinator is also sure about status of a receiver since it is requested explicitly. 

This reduces channel time waste that can be caused by transmitting frames to a 

device sleeping or moving. However, comparing to automatic delivery, it has the 

overhead for notification (beacon in PSM) and request (PS-Poll in PSM). Other is-

sues are from the feature that the notification is announced only by the AP. First, 

in order to contain buffer status of all associated nodes, the required length of bea-

con becomes problematic. In practice, a beacon in IEEE 802.11 has a bit map 

(TIM element) for associated STAs. Second, each STA cannot have its own opti-

mized schedule (wake-up interval). Last, the common schedule may increase  

contention rate when after the beacon especially if the number of buffered frames 

increase. 

4.3.1.3   Receiver Query 

Different from previous two categories of MAC protocols, receiver query is a  

receiver oriented asynchronous algorithm. Without any agreed schedule, a device 

just announces to a coordinator that it is in the power saving mode repeating wak-

ing-up and sleeping. Then, the coordinator buffers any frame to the device. The 

device usually periodically wakes up and inquires of the coordinator about a buff-

ered frame. If there exists any buffered frame, the coordinator transmits the frame. 

Otherwise, a short control frame is transmitted to inform the empty buffer state. 

Unscheduled-automatic power save delivery (U-APSD) in IEEE 802.11 is a 

good example of the receiver query. The protocol itself does not define a periodic 

wake-up interval for the query.  However, periodic inquiry is essential because of 

latency bound. In the protocol, the trigger frame is used to query the buffered 

frame. Also, any uplink data frame can be utilized as the query. If no data fame 

exists, a device uses a null frame as a trigger frame. If queried, the AP transmits a 

buffered frame. If no frame is buffered, a null data frame is transmitted. 

 

Fig. 4.7 Example time line of unscheduled-automatic power save delivery  

The best merit of receiver notification is that no agreed schedule between a  

coordinator and a node is required. This results in no extra effort for synchroniza-

tion such as periodic beacon frame transmission and reception. In addition, com-

pared to transmitter notification in asymmetric MAC, every device can optimize 
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its own wake-up interval based on traffic characteristic and latency bound. On the 

other hand, receiver notification requires active participation (query transmission) 

of devices. Thus, if the utilization is low and the number of devices adopting the  

algorithm is large, it would impose unnecessary channel time.  

4.3.2   MAC for Symmetric Multi-hop Networks 

In symmetric multi-hop networks, all devices are assumed to be operated on bat-

tery power. Thus, all devices repeat waking-up and sleeping to save energy. Here, 

designing efficient receiving methods becomes important since all devices partici-

pate in relaying frames in multi-hop networks. Equally important issue is how to 

transmit a frame to the device repeating waking-up and sleeping. Similar to 

asymmetric single-hop MACs, the symmetric multi-hop MAC protocols are clas-

sified into synchronous MAC and asynchronous MAC based on the clock  

management method of a device. However, in the multi-hop networks, automatic 

delivery is not considered because it is impractical for a transmitter to synchronize 

with all the receivers’ different active durations without counting explicit control 

frame exchanges with all the receivers. Also, transmitter notification is performed 

in different ways because every neighbor can be a transmitter of a power saving 

receiver. The asynchronous MACs need also different algorithms and they are 

sub-divided into transmitter sweep and receiver notification as shown in Fig.4.8. 

Symmetric

Synchronous Asynchronous

Transmitter sweep Receiver notificationTransmitter notification

 

Fig. 4.8 Symmetric protocol classification  

4.3.2.1   Transmitter Notification 

Transmitter notification enables communications among energy saving nodes in 

multi-hop networks by globally synchronizing all active durations of the network 

nodes. During the active duration, a node transmits a beacon to ascertain the exis-

tence of active duration and to resynchronize clocks. In the active duration, any 

device having a frame to transmit notifies this by transmitting a control frame such 

as RTS. The device receiving the RTS replies with CTS, and the data frame  

is transmitted right after the CTS or at time duration dedicated to data frame trans-

mission. Differently from asymmetric single-hop networks, every node can  
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contend to transmit a beacon at the beginning of a common active duration. Also, 

an additional frame such as RTS is required separately to notify the existence of 

data to a destination since the node transmitting a beacon and having a data frame 

to transmit may be different.  

Sensor MAC (SMAC) is a widely known sensor network protocol adopting 

transmitter notification [18]. In the initialization stage of a network, all devices are 

in active mode. A device having the smallest value5 for synchronization broad-

casts its own schedule periodically in a sync frame. This divides time lines into 

periodic blocks consisting of a short active duration and a long inactive duration. 

A device that has received a sync frame follows the schedule in the received 

frame. After then, it also competes to broadcast its sync frame at the beginning of 

the every active duration. And, this schedule is propagated to whole network. The 

active duration is subdivided into three sub-durations for sync, RTS/CTS, and  

data. In the duration for sync, a device broadcasts and receives a sync frame. The 

transmission attempt is with probability to reduce collision rate. If a device has a 

data to transmit, it first exchanges RTS and CTS frames, which enables the de-

vices involved in this transaction to stay on to exchange data in the active duration 

for data. On the other hand, the other devices turn off the radio to save energy  

until the next time for a sync frame. The example time of SMAC is presented in 

Fig.4.9. 

 

Fig. 4.9 Example timeline of SMAC  

A merit of transmitter notification is that the active duration can be used as the 

same way of non-power saving mode. If the active duration is scheduled for suffi-

cient time and the reservation with RTS/CTS is not used, frames can be relayed to 

several hops within the same active duration. Also, broadcast can be implemented 

very easily. However, it is a difficult task to have a common schedule among all 

network devices. Especially when more than one device start transmitting a sync 

in the initialization stage, it makes nodes belong to different schedule groups. In 

[18], border nodes of two different schedules solve the problem by having both 

periodic active durations of the two groups. Another problem of transmitter notifi-

cation is that the time for beacon transmission and the margin for synchronization 

are required compared to asynchronous protocols.  

                                                           
5 The timer value might be set with randomly generated one or predetermined one based on 

the policy of an application.  
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4.3.2.2   Transmitter Sweep 

MAC protocols classified into Transmitter sweep enable communications among 

network devices adopting energy saving algorithm without synchronization. What 

motivated this class of protocols is the considerable overhead for synchronization 

and the very low traffic rate. That is, if the number of transmissions is very small 

compared to the number of periodic wake-ups, it will be more efficient to spend 

more resources (i.e., overhead) for transmission than for periodic wake-up and 

channel probing. In transmitter sweep, devices periodically wake up and check 

whether there is any transmission activity on the channel or not. If any activity is 

recognized, a device stays awake until the data is received. On the other hand, 

when a device has a frame to transmit, it notifies this with long preamble or a 

stream of control frames to wake the destination node up. If this notification occu-

pies the channel longer than one wake-up interval, all the devices within a hop 

transmission range will wake up and be ready to receive a frame from the  

transmitter.   

The first protocol in this category is BMAC [23]. In the protocol, a transmitter 

broadcasts a preamble longer than one wake-up interval, and the data transmission 

follows. To receive the data, devices periodically wake up and check whether 

there is on-going preamble or not. If the preamble is detected, devices keep receiv-

ing until the transmission is completed with data. This ensures devices to have the 

minimum periodic active duration. In this way, the life time of devices becomes 

maximized when the traffic is very low. However, this approach has also some 

drawbacks. The preamble wakes up all neighbors though they are not the intended 

destinations. In addition, although the destination already recognizes preamble 

transmission at the beginning, the transmitter and the receiver have to transmit and 

receive the long preamble for the entire wake-up interval.   

XMAC is designed to resolve the problem [24]. In the protocol, short control 

frames named short preamble are transmitted until the destination replies with an 

early Ack. If the early Ack is received, a data frame is transmitted. Since the short 

preamble has the destination address, other devices can turn off the radio circuitry 

while the transmitter attempts to wake the destination up. However, the time dura-

tion to detect short control frame is longer than that of preamble. We presented the 

example time line of XMAC in Fig.4.10. 

 

Fig. 4.10 Example timeline of XMAC.  
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By minimizing the active duration, transmitter sweep maintains better energy 

efficiency than transmitter notification when the data rate is low. Interestingly, 

energy efficiency of BMAC is the best if the traffic rate is extremely low [7]. 

However, by the asynchronous feature of transmitter notification, energy con-

sumption for transmission is considerably large. Also, the channel occupancy time 

reduces channel utilization.  

In order to reduce this transmission overhead, local synchronization is proposed 

in [26][29]. In these protocols named WiseMAC and SCP-MAC respectively, 

wake-up time information of neighbors is logged in a device’s own time line after 

exchanging a data frame. Then, while keeping its own schedules for receiving, the 

device starts transmission just before the expected active time of the receiver. This 

local synchronization reduces transmission overhead considerably, but it requires 

high complexity of MAC HW and SW. In addition, if a node is expected to re-

ceive frames from a number of nodes, the overhead for potential contention should 

be tamed gently.  

Another interesting approach considering channel contending overhead is pro-

posed in [30]. In the protocol named Z-MAC, a timeline is divided into slots when 

traffics in the network increase. Then, by the defined rule, a privilege to access the 

channel earlier than other nodes is assigned to one node similar to controlled ac-

cess protocols. Since Z-MAC is defined on top of BMAC, the energy consumption 

of Z-MAC is comparable to BMAC, but the throughput is higher.  

4.3.2.3   Receiver Notification 

Receiver notification is another class of asynchronous MAC protocols to effi-

ciently use the wireless channel. Compared to the transmitter sweep which is initi-

ated by a transmitter, the transmission of receiver notification is initiated by a  

receiver. In receiver notification, each device notifies its schedule whenever it en-

ters its periodic active duration. A device having data to transmit turns on the  

radio circuitry and waits for the notification. If the notification is received, it con-

siders that the receiving device is in the active duration, and transmits an RTS 

frame. If a CTS is received, it transmits the buffered data frame.   

Examples of receiver notification are IEEE 802.15.5 asynchronous energy sav-

ing (AES) mode [31], RI-MAC [32], and RICER [25]. The example timeline of 

IEEE 802.15.5 AES is presented in Fig.4.11. In AES, each device broadcasts a 

wake-up notification (WN) frame to notify the length of active duration. A device 

having data to transmit waits for the WN of destination. If the active duration of 

the destination announced by WN is long enough, a data frame is transmitted. If 

not, an extension request (EREQ) is transmitted to request an extension of the ac-

tive duration. If the request is confirmed by an extension reply (EREP), the device 

transmits a data.  
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Fig. 4.11 Example time line of IEEE 802.15.5 asynchronous energy saving mode  

A merit of receiver notification is that channel time can be used efficiently. 

Compared to transmitter sweep, the other nodes can transmit data frames while a 

device is waiting for a beacon of a destination. In addition, the active duration can 

be extended flexibly to accommodate traffic burst. However, a problem is that the 

contention happens inside of the active duration of a receiver. Note that in trans-

mitter sweep, the contention is resolved before the active duration of a receiver. 

Another issue is that the broadcasting is not possible in receiver notification since 

the active durations of devices are not synchronized.  

4.3.3   Summary 

In this section, we have focused on the power management techniques. Table 4.1 

summarizes the discussed protocols. For more detailed performance comparison 

and other issues related the protocols, we recommend to read [33][34].  

Table 4.1 Summary of discussed power management protocols  

Asymmetric Symmetric 

Synchronous Asynchronous Synchronous Asynchronous 

Automatic 

Deliver 

Transmitter 

Notification 

Receiver 

Query 

Transmitter 

Notification 

Transmitter 

Sweep 

Receiver 

Notification 

IEEE 

802.11 

S-APSD, 

IEEE 

802.15.4 

GTS 

IEEE 

802.11 

PSM,  

IEEE 

802.15.4 

beacon-

indirect 

IEEE 802.11 

U-APSD 
SMAC 

BMAC, 

XMAC, 

(SCP-MAC, 

WiseMAC, , 

Z-MAC6

IEEE 

802.15.5 

AES, RI-

MAC, 

RICER ) 

 



76 T.R. Park and M.J. Lee

 

4.4   Conclusion 

In this chapter, we have discussed energy efficiency in wireless communication. 

Then, we have presented major functional blocks in MAC protocols and explained 

why MAC protocols take critical roles to achieve energy efficiency. In order to 

compare the power management algorithms in MAC protocols proposed for en-

ergy saving, we classified them into two categories: asymmetric single-hop MAC 

and symmetric multi-hop MAC. The asymmetric single-hop MAC is sub-divided 

into automatic delivery, transmitter notification and receiver query, and the sym-

metric multi-hop MAC is classified again into transmitter notification, transmitter 

sweep, and receiver notification. Characteristics, merits and demerits of each sub-

category are discussed with representative MAC protocols. All protocols are de-

signed to achieve energy efficiency. Under the given network topology, the per-

formance of the protocols is determined by traffics, environmental condition and 

system characteristics such as clock accuracy. Therefore, it is recommended to se-

lect a proper approach based on the understanding of application requirements and 

system characteristics.  
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Chapter 5 

Energy-Efficient Routing in Delay-Tolerant 
Networks* 

Zygmunt J. Haas, Seung-Keun Yoon, and Jae H. Kim* 

Abstract. The lifetime of a wireless network is significantly affected by the energy 

consumed on data transmission. One approach which allows reduction of the 

transmission energy consumption is the new networking paradigm - the Delay 

Tolerant Networks (DTNs). The topology of DTNs consists of nodes with short 

transmission range, thus allowing the reduction of energy consumption. However, 

this short transmission range leads to sparse network topologies, raising the 

challenge of an efficient routing protocol. Epidemic Routing Protocol (ERP), in 

which data packets are replicated on nodes that come in contact, is one of such DTN 

routing protocols. The basic ERP exhibits the shortest delay in packet delivery, but 

this short delay comes at the expense of large energy consumption. In our past 

publications, we have proposed a number of new variants of ERP for DTN - the 

Restricted Epidemic Routing (RER) protocols - which allow to efficiently tradeoff 

between the energy consumption of a single packet and the packet delivery delay. In 

this chapter, we extend our study to determine and to compare the overall lifetime of 

a network when the various RER protocols are used. 

5.1   Introduction 

In an intermittently connected mobile ad-hoc network, packets are relayed from 

the source node to the destination node, while relying on the mobility of nodes and 
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on the future contingency of encounters among the network nodes. This, in 

general, results in long delays. Delay Tolerant Network (DTN) is an intermittently 

connected network that can tolerate some degree of packet delivery delay, while 

using a short-range transmission to conserve energy. Several protocols have been 

proposed for DTNs. Epidemic Routing [1] uses packet flooding method which 

involves packet replication and packet propagation to increase the number of 

copies of the packet that is destined to the destination node. When there are 

multiple copies in the system, the probability for the destination node to receive 

one of the copies increases, and hence the average delivery time decreases. 

However, Epidemic Routing also results in excessive expense of resources such as 

the energy consumption for multiple packet transmissions and the network 

capacity. 

There have been several publications proposing different ways to overcome the 

drawback of the Epidemic Routing protocol [2 − 9]. For example, SWIM [2, 3] 

uses an anti-packet which is created by the destination node and propagated 

throughout the system using Epidemic Routing. When a node receives an anti-

packet, it is notified that the destination node has received the data packet, and the 

node deletes the local copy of the data packet, thus preventing unnecessary future 

transmissions. The Spray and Wait routing scheme [4] employs a different way to 

reduce the total number of copies in the system. Since it is impossible for the 

nodes to know the number of copies in the system, the packet could contain the 

information of how many times it can be transmitted. In our past work [5] we 

proposed and evaluated several schemes using different methods of restricting the 

Epidemic Routing protocol. We derived the analytical models for these Restricted 

Epidemic Routing (RER) schemes using various Markov chain models. For these 

schemes, we were able to find the most efficient tradeoff between energy 

consumption and delivery time delay. These works, however, were focused only 

on conserving node energy for a single routing attempt. 

Node energy can be conserved by reducing the number of copies at the expense 

of longer delivery delay [5 − 7]. When the battery capacities of the nodes are 

limited, after several attempts of Epidemic Routing, some of the nodes’ batteries 

may become depleted faster than others. This reduces the number of active nodes 

and the average number of copies in the system. Hence the probability of the 

destination node to receive a copy decreases as well. This could be improved by 

using the residual battery energy information, a concept that is similar to the 

energy-aware routing in ad hoc networks, where nodes are forced to consume 

energy evenly [10 − 12]. 

There have been other approaches to improve the efficiency of energy 

consumption as well. The gossip based algorithm [13, 14] controls the packet flow 

by transmitting packets to only a fraction of encountered nodes based on a certain 

probability. Utility-based replication controls the packet flow by transmitting 

replicated packets only to selected nodes. The selective transmissions could be 

based on the history of past encounters [15, 16], on current nodes’ resource [17, 

18, 19], or on the anticipated destination location [20]. 

Coding-based protocols also reduce energy consumption during packet routing 
in DTNs. For example, with erasure-coding [21], to reduce energy consumption 
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during a packet transmission, packets carry only partial information. Network-
coding [22] was used to combine multiple different packets to reduce the number 
of transmissions. In such coding-based and network-coding protocols, the 
destination node has to receive more than one packet to recover the whole data. 

The remainder of this chapter is organized as follows. First, we analyze the 
Epidemic Routing protocol and its performance, and we define the lifetime of a 
network that uses Epidemic Routing in Section 5.2. In Section 5.3, we consider 
several Restricted Epidemic Routing schemes and determine how much these 
schemes can extend the network lifetime. In Section 5.4, we propose a scheme that 
uses residual battery information. Our simulation and evaluation results are 
discussed in Section 5.5. We conclude our work in Section 5.6. 

5.2   The Lifetime of the Epidemic Routing Protocol 

Nodes in a DTN are usually powered by non-rechargeable batteries, thus each node 
has only limited amount of energy before it becomes inactive. Typically, during 
multiple attempts of Epidemic Routing, before the last node’s battery becomes 
depleted, there will be a time period when the number of active nodes decreases 
(gradually, in practical scenarios) to zero. In this period, the packet delivery 
probability will also decrease gradually to zero. As the usefulness of a network is 
limited by some minimal delivery probability, hence, practically, the lifetime of a 
network should be defined somewhere in this “gradually decreasing” time period. 

5.2.1   The Unrestricted Epidemic Routing Scheme 

First, we analyze the Unrestricted Epidemic Routing (UER) protocol in order to 
calculate the average number of copies in the system and the packet delivery 
probability as a function of time. We represent the network as N mobile nodes, in 
addition to a stationary destination node. We characterize the encounter between 
any two particular nodes in the network as a random process that occurs with the 
rate λ [events/sec]. We further assume that the time between each encounter is an 
exponentially distributed random variable T with parameter λ. Since we modeled 
the encounter process as Poisson arrivals, no more than one encounter can occur at 
the same time. Using these assumptions, we represent the UER scheme as a 
Markov chain, shown in Figure 5.1. 

A1 A2 A3 A4 Ak Ak+1 AN-3 AN-2 AN-1 AN

(N-1)λ 2(N-2)λ 3(N-3)λ k(N-k)λ (N-2)2λ (N-1)λ(N-3)3λ

B1 B2 B3 B4 Bk Bk+1 BN-3 BN-2 BN-1 BN

λ 2λ 3λ 4λ kλ (k+1)λ (N-3)λ (N-2)λ (N-1)λ Nλ

(N-1)λ 2(N-2)λ 3(N-3)λ k(N-k)λ (N-2)2λ (N-1)λ(N-3)3λ  

Fig. 5.1 The transition diagram of the UER Markov chain model for number of packet 

copies 
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In Figure 5.1, a state Ak represents that there are k copies in the system, but 

none of them has yet reached the destination node. A state Bk indicates that there 

are k copies in the system, and at least one of them has reached the destination 

node. Suppose that there are k copies in the system, then the transition rate from a 

state Ak to a state Bk is kλ. Since there are (N-k) nodes that have not received a 

copy of the packet, the transitional rate from state a k to a state (k+1) is k(N-k)λ 
for both states, Ak and Bk. Using the above argument, we calculate the probability 

of the system being in a state k state as: 

 

                      ,       (2 ≤ k ≤ N)     (5.1)  

                                                                      

  

                                                      ,   (2 ≤ k ≤ N)    (5.2) 

 

(5.3) 

 

Using these probabilities, we calculate the expected number of copies of the 

packet in the system and the cumulative distribution function of the time by which 

the destination node received a copy of the packet.  
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Fig. 5.2 The average number of copies and the delivery probability, versus time 
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Figure 5.2 shows an example result of the average number of copies in the 

system and the probability of the destination node having received the packet, 

versus time. The total number of nodes in the system is N = 50, and the total area 

is a 1000[m] by 1000[m] closed (torus-shape) with the encounter rate λ = 

0.4043[events/sec]. After 130[sec] from the time of a packet creation, the average 

number of total copies of the packet in the system reaches 47 and the average 

packet delivery probability by this time is 90%. 

5.2.2   The Variance of Energy Consumption in UER  

We measure energy in Energy Units [EU], and we suppose that the total capacity 

of a battery of each node is 40[EU], where a single packet transmission requires 

1[EU]. Then, with Time-To-Live (TTL) of a packet set to 130[sec], the average 

amount of energy used to transmit 47 copies in the system plus the energy to 

transmit a copy to the destination node is 47[EU]. Suppose a packet is created at 

an arbitrarily chosen node every 150[sec]. Then, the maximal (ideal) lifetime of 

the network would be approximately 106[min] (50·40[EU] ·150[sec] / 47[EU] ≈ 

6383[sec]). 

However, this ideal lifetime holds only if the batteries of all the nodes become 

depleted at the same time. It is obvious that a source node transmits  more copies 

than other nodes, since it carries the packet longer than any other node. After the 

source node (referred to here as the “1
st
 node”) creates a packet, the second copy is 

created when the source node encounters another node (2
nd

 node) and transmits a 

copy of the packet. Now, the third copy can be transmitted either by the 1
st
 node or 

the 2
nd

 node. Since either node is equally likely to transmit the third copy, the 

expected number of transmission by both, the 1
st
 node and the 2

nd
 node, is 1/2. 

Following the same argument, the n
th

 copy of the packet can be transmitted by any 

of the (n-1) nodes and, thus, the expected numbers of transmissions of each of the 

nodes equals 1/(n-1). Hence, when there are total of C copies in the system, we 

can derive the expected value of the total number of transmissions of the n
th

 node 

(TRn) as: 

 
TRn =                     (1 ≤ n ≤ C-1).                                                                (5.4) 

 

Eq. (5.4) shows that the energies consumed by the nodes are not equal. During 

multiple attempts of UER, some nodes will end up having their batteries depleted 

sooner than other nodes. When a node’s battery becomes depleted, there is one 

less active node for the next UER routing and, thus, all the rates in the Markov 

chain decrease. Consequently, the packet delivery probability at the destination 

node decreases as well. In summary, as time goes by, the delivery probability 

decreases.  
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5.2.3   Defining the Lifetime of an Epidemic-Routed Network 

Figure 5.3 shows the simulation results of the delivery probability during multiple 

routing attempts of the UER scheme. Included in the figure is also the “ideal 

expectation” curve, which corresponds to the case when the batteries of all the 

nodes are equally depleted. In this latter case, all the nodes die simultaneously. 

The network consists of 50 nodes in a 1000[m] by 1000[m] closed (torus-like) 

area. The encounter rate is set at λ = 0.004043[events/sec], TTL is 130[sec], and a 

packet is created at an arbitrarily chosen node every 150[sec]. The simulation 

results are averaged over 1000 runs of 100 trials each (for the total of 100,000 

trials), and all confidence intervals are 95%. As we have seen in Figure 5.2, with 

theses parameters, the delivery probability is 90% when all the nodes are active. 

As the nodes consume their battery energy, the number of active nodes decreases 

gradually, and after 39 routing attempts the delivery probability at the destination 

node drops below 80%. The ideal lifetime of the network is 43 routing attempts. 

(50·40[EU] / 47[EU] = 43), which is equivalent to about 107.5[min] (43·150[sec] 

= 6450[sec] ≈ 107.5[min]). At this time, the UER delivery probability at the 

destination node is only approximately 60%, which typically would be considered 

too small to be useful. In UER, even after the ideal lifetime, there are some 

(active) nodes which are left with some residual energy. However, since a network 

with so low packet delivery probability would typically be of no benefits for most 

applications, this residual energy cannot be used and is effectively lost.  
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Fig. 5.3 The delivery probability for multiple routing attempts of the UER scheme 

In order to define a lifetime of an ER network, we first need to set two delivery 

probabilities. The first one is the Target Delivery Probability (TDP), which is 

defined as the average delivery probability (by some time, TTL) when all the 
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nodes are active. The second one is the Minimum Delivery Probability (MDP), 

which is defined as the threshold of the packet delivery probability below which 

the network ceases to be useful. Hence, the lifetime of the network (referred to as 

the “MDP lifetime”) is defined as the time period (in units of time or number of 

packet routing attempts) until the delivery probability at the destination node 

drops below the minimum delivery probability. In this chapter, for exemplary 

purpose, we set the TDP to 90% and the MDP to 80%. Figure 5.3, for instance, 

shows that the MDP lifetime of the UER scheme is approximately 97.5 min (39 

·150[sec] = 5850[sec]). The difference between the ideal lifetime and the MDP 

lifetime of this UER example network is 10 min (600[sec]). 

In the next section, we will introduce three different variations of the UER 

scheme, which we referred to as the Restricted Epidemic Routing (RER) schemes: 

the Exclusion (EX scheme) scheme, the Limited Time (LT scheme) scheme, and 

the Limited Number of Copies (LC scheme) scheme. We will see how these RER 

schemes allow increasing the ideal lifetime and the MDP lifetime of a DTN. 

5.3   Extending the Lifetime with RER Schemes  

In our previous work, we derived the tradeoff functions for several RER schemes 

to evaluate their efficiency in reducing the number of copies of a packet at the 

expense of an increase in the delivery delay (for a particular level of the delivery 

probability). By reducing the number of copies, consequently the total energy 

consumption for a single routing attempt is reduced as well, and hence one could 

expect the lifetime of the network to extend too.  
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Fig. 5.4 The energy-vs-latency tradeoff of the RER schemes (90% delivery probability) 
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Three graphs in Figure 5.4 depict for each RER scheme the tradeoff functions 

between the number of copies and the delivery time delay with 90% delivery 

probability. From this tradeoff, we can estimate the required number of copies to 

obtain the required level of TDP (equal to 90% in our exemplary case) within the 

time of TTL. Suppose that a packet is created every 150[sec] and we do not want 

to have multiple packets being routed in the system at the same time. Then, the 

TTL should not exceed 150[sec]. In Figure 5.4 at 150[sec], the points for each 

scheme where the corresponding vertical lines cross the tradeoff curves are the 

minimum number of copies required. The required numbers of copies are 31 

copies for LC scheme, 33 copies for LT scheme, and 37 copies for EX scheme. 

These results will be used in the sequel to show how to extend the lifetime for 

each one of the RER schemes. 

5.3.1   The Exclusion Scheme (EX Scheme) 

The Exclusion (EX) scheme excludes some of the nodes from participating in the 

epidemic routing. Before the source node encounters another node and copies the 

packet, it decides based on some criteria (e.g., randomly) which nodes are to be 

excluded from the epidemic routing process. Thus, the EX scheme is merely the 

UER scheme, except that the total number of nodes being used in the Epidemic 

Routing is reduced to a certain value of M that is smaller than N. Consequently, 

the Markov chain model for EX scheme is the same as in Figure 5.1, except that 

the transition rates from the states and the total number of states decrease.  
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Fig. 5.5 Average number of copies for EX scheme with different values of M 

In order to determine the required number of nodes to be used (M) in the EX 

scheme (as to satisfy the condition that TDP=90%), first we use the Markov chain 

model for the EX scheme to evaluate the number of copies in the system at 
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150[sec]. As we have seen at the beginning of this Section, the EX scheme with 

37 copies in the system at 150[sec] yields the required TDP level.   

Next, Figure 5.5 shows that when the total number of nodes being used is 

limited to M = 40, the average number of copies in the system grows to 37 at 

150[sec]. (Note that, as opposed to Figure 5.4, Figure 5.5 shows the dynamic 

nature of the epidemic routing process.) Hence, in order for the EX scheme to 

satisfy the TDP=90% requirement, the total number of nodes to be used during the 

epidemic routing should be set M = 40. Assuming that every node has initial 

energy capacity of 40[EU], since the average number of copies at 150[sec] for the 

EX scheme is 37, the ideal lifetime of the EX scheme is approximately 135 min 

(50·40[EU]·150[sec] / 37[EU] ≈8108[sec]). 

5.3.2   The Limited Time Scheme (LT Scheme) 

The Limited-Time (LT) scheme has two different timers. One is the same TTL as 

in the other RER schemes, and the other (referred to as the Propagation Time 

Limit (PTL)) is set to the time until when the nodes that carry a packet are allowed 

to copy it onto other nodes. Typically, TTL > PTL. After PTL expires, all the 

nodes just carry the packet until TTL. Of course, a node will transmit its copy of 

the packet to the destination node at any time that it encounters the destination 

node. The Markov chain model for LT scheme is exactly the same as in Figure 

5.1. Hence, until the time of PTL, the average number of copies in the system will 

be also the same as in the UER scheme. Between PTL and TTL, the number of 

copies does not change. 

The behavior of the LT scheme makes it simple to find the value of PTL for the 

LT scheme that satisfies the TDP (=90%) requirement. As discussed at the 

beginning of the Section 5.3, the LT scheme requires 33 copies in order to satisfy 

the TDP = 90% requirement. The corresponding PTL is the time when the average 

number of copies in the system reaches 33, as shown in Figure 5.6. 
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Fig. 5.6 The average number of copies for the LT scheme as a function of time 
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As one can see in Figure 5.6, the average number of copies in the system 

becomes 33 at 85[sec]. Therefore, the PTL should be set to 85[sec]. Assuming that 

the initial energy capacity of every node in the network is 40[EU], since the 

average number of copies at 150[sec] for the LT scheme is 33, the ideal lifetime of 

the LT scheme is approximately 151.5[min] (50·40[EU]·150[sec] / 33[EU] 

≈9091[sec]). 

5.3.3   The Limited Number of Copies Scheme (LC Scheme) 

The LC scheme restricts the Epidemic Routing by limiting the total number of 

copies that can be transmitted to other nodes in the system. In order to limit the 

total number of copies, each copy of a packet is associated with a number, which 

we refer to as permits. A “permit” is a right to transmit a copy of the packet to 

another node and each transmission deletes one permit from the transmitting node. 

Permits can be forwarded with a packet to a receiving node. Thus, if the source 

node sets the number of permits to m, then upon encounter of another node, the 

source can transmit a copy of the packet (thus decreasing the number of remaining 

permits to m-1), in addition to forwarding some, all, or none of the remaining m-1 

permits to the other node.  

For expositional purposes, it is easier to refer to permits as copies of the packet. 

Thus, when a node forwards p permits to another node, we will refer to as the 

node transmitting p (additional) copies of the packet onto the other node. 

However, it is understood that a packet is transmitted only once. Thus, for 

example, if a node with k copies encounters another node, it transmits a copy of 

the packet onto the other node, thus reducing the number of its copies to k-1. The 

transmitting node then can forward onto the other node any number between 0 and 

k-1 additional copies, which the receiving node can use to transmit copies to other 

encounter nodes, or to forward some of the “unused” copies to nodes onto which it 

had transmitted a copy of the packet already.   

The LC scheme is substantially different from the UER scheme and, 

consequently, another approach is needed to analyze the LC scheme. We use a 2-

dimensional Markov chain to model the number of nodes in the system which 

received (at least one) copy of the packet. Figure 5.7 is an example of such a 2-

dimensional Markov chain for the LC in which the total number of copies in the 

system is limited to 12. This is accomplished by initially setting the parameter m 

to 12. 

In Figure 5.7, the x- and the y-axis indicate, respectively, the number of nodes 

in the system which received a copy (i.e., at least one copy) and the number of 

nodes that are still able to transmit a copy of the of the packet onto another node 

(i.e., such a node needs to have at least two copies of the packet). A state in the 

Markov chain in Figure 5.7 is labeled with a sequence of numbers, separated by 

the signs “/”. Each position in the sequence indicates a node which carries at least 

one copy of the packet, and the actual number in the position indicates the number 

of copies that such a node carries. For instance, in the state [6/2/2/1/1], there are 5 



5   Energy-Efficient Routing in Delay-Tolerant Networks 89

 

nodes carrying at least one copy of the packet: one of the nodes has 6 copies, 

which means it still can propagate 5 copies onto other nodes;  two other nodes, 

each with 2 copies, which means that each of these nodes can copy the packet onto 

one other node each; and two nodes with just one copy, meaning that these two 

nodes cannot transmit onto other nodes anymore. The next state is determined by 

the number of nodes carrying more than one copy and the assumption that each 

node has the same probability of encountering another node. Using the probability 

of being in a particular state, we can derive the average number of nodes that can 

still transmit onto other nodes (nk), when there are k nodes with copies in the 

system. Eventually, we translate this 2-dimensional Markov chain into a Markov 

chain model similar to the one in Figure 5.1 (with two rows of m states each). The 

transitional rates from a state k to a state (k+1) now becomes nk (N-k)λ for both 

states, Ak and Bk. 
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Fig. 5.7 The 2-D transition diagram of Markov chain model for LC scheme (m=12) 

In order to determine the required value of the parameter m that limits the total 

number of copies in the LC scheme, while satisfying the TDP =90% condition, we 

use a similar method to the one we used in determining the value of M for the EX 

scheme. As stated at the beginning of Section 5.3, this TDP condition is met for 

the LC scheme when there are 31 copies at 150[sec] in the LC scheme (this value 

is derived with the assistance of the above 2-D Markov chain model).  
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Fig. 5.8 The average number of copies for the LC scheme with different values of m 

Figure 5.8 shows that when the total number of copies is set to m = 36, the 

average number of copies in the LC scheme becomes 31 at 150[sec]. In summary, 

in order for the LC scheme to satisfy the TDP (=90%) condition, the total number 

of copies that can be propagated in the system should be limited to 36 copies. 

Assuming that the initial energy of the batteries of the nodes is 40[EU], and since 

the average number of copies at 150[sec] in the LC scheme is 31, the ideal lifetime 

of this LC scheme is approximately 161[min] (50·40[EU]·150[sec] / 31[EU] 

≈9677[sec]). 

5.3.4   The MDP Lifetime of the RER Schemes 

So far, we have considered how the RER schemes can extend the ideal lifetime of 

a DTN. Figure 5.9 depicts the simulation result of the MDP lifetime of the LC 

scheme, together with the scheme’s ideal lifetime for comparison. The simulation 

results were averaged over 1000 runs of 100 trials each (for the total of 100,000 

trials), and all confidence intervals are 95%. 

According to Figure 5.9, the MDP lifetime of LC scheme is approximately 

130[min] (52·150[sec] = 7800[sec]), which is 32.5[min] longer than the MDP 

lifetime of the UER scheme. We have seen that the ideal lifetime of the LC 

scheme is approximately 161[min], which is about 55[min] longer than the ideal 

lifetime of the UER scheme. Clearly, the LC scheme extended both the ideal 

lifetime and the MDP lifetime, as compared with the UER scheme. Nevertheless, 

the gap between the ideal lifetime and the MDP lifetime of the LC scheme 

increased by 22.5 min (from 55[min] to 32.5[min]). The LT scheme and the EX 

scheme also show a similar trend; i.e., both RER schemes extend the ideal lifetime 

and the MDPE lifetime as compared with the UER scheme, although the 

differences between the ideal lifetime and the MDP lifetime increase as well. 
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Fig. 5.9 The delivery probability for multiple-routing attempts for the LC scheme 

5.4   Exploiting Residual Battery Information 

In general, the performance of Epidemic Routing depends mostly on the number 

of active nodes in the system. Hence, decrease in the number of active nodes 

results in poorer performance, which means a drop in the delivery probability. The 

ideal lifetime of a routing scheme is possible only when all nodes’ batteries 

become depleted at the same time, which practically is impossible to achieve. 

However, it is possible to control the nodes’ energy consumption to some degree, 

as to come closer to this goal.  

Suppose two nodes encounter and one node transmits its packet to the other node. 

By sharing the information regarding their residual battery energy, the nodes can 

decide how many packets should be exchanged. Moreover, when the nodes transmit 

not only the packets, but also permits to replicate the packet in the future, it would 

make sense for the node with larger residual battery energy to accept more permits. 

Thus, the residual energy information could serve as an indicator for current and for 

future energy use.  For example, in the LC scheme, when a node transmits a packet 

copy to another node, these two nodes can control the number of permits that should 

be transferred from the transmitting to the receiving node. Indeed, the LC scheme 

can easily exploit the residual energy information in its operation, allowing overall 

improvement in the network lifetime. It is worth noticing that it is more difficult to 

use the residual energy information in the other RER schemes. 

5.4.1   The LC Scheme with Residual Battery Information 

Normally in LC scheme, when a node transmits a copy of a packet to another 

node, it divides its permit load, passing half of the permit load onto the receiving 
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node. In that way, the two nodes end up with the same number of permits to 

replicate the packet in the future. However, if the nodes are aware of their residual 

battery energy information, they can divide the number of permits according to 

their residual battery energy, instead. A simple way to divide the permit load is to 

split the number of permits in proportion to the residual battery energy. As a 

result, the node with more residual battery energy will end up generating and 

transmitting more copies of the packet. We refer to this scheme as the Limited 

number of copies with Battery information (LCB) scheme. 

Since the LCB scheme is a variant of the LC scheme, in order to find the value 

of the parameter m that limits the total number of copies for a single-packet 

routing, we use a very similar method that we used for calculation of the 

parameter m in the LC scheme. Hence, to achieve the TDP=90%, the total number 

of copies of a packet that can be generated in the system should be set to 36 

copies, where the average number of copies at TTL (=150[sec]) is 31. Similarly to 

the LC scheme, the ideal lifetime of the LCB scheme is also approximately 

161[min] (50·40[EU]·150[sec] / 31[EU] ≈9677[sec]). 

5.5   Simulation Results and Performance Comparison  

The simulations were performed for a 1000[m] by 1000[m] closed (torus-like) 

area, with N=50 mobile nodes plus one destination node. The destination node 

was stationary and placed in the middle of the area. The transmission range of all 

the nodes was set to 25[m]. The direction and the velocity of each mobile node 

were uniformly distributed random variables, with the direction being distributed 

from 0º to 360º and the velocity from 20[m/s] to 50[m/s]. These settings resulted 

in the encounter rate λ of 0.004043. A node was chosen arbitrarily to create a new 

packet every 150[sec]. The lifetime of the network was defined by setting TDP to 

90% and MDP set to 80%. In order to satisfy the TDP, the TTL parameter of the 

packets in the UER scheme was set to 130[sec], while for the other RER schemes 

the TTL parameter was set to 150[sec]. The initial battery capacity of every node 

was 40 [EU] at the start of every simulation run. The restricting parameters for the 

RER schemes were set based on the derivations in Section 5.3. 

5.5.1   The MDP Lifetime 

Figure 5.10 shows the simulation results of the packet delivery probability as a 

function of the number of routing attempts. The red vertical lines indicate the 

corresponding MDP lifetimes of each scheme. The packet delivery probabilities 

for all the schemes are initially at the TDP level of 90% from 0 [sec] to 3000 [sec]. 

After 4500[sec], the packet delivery probability of the UER scheme starts to 

decrease and the rate drops below the MDP at approximately 5850[sec]. As can be 

observed, the EX scheme has the shortest MDP lifetime from among the RER 

schemes, followed by the LT scheme, and then the LC scheme. The LCB scheme 

has the longest MDP lifetime.  
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Fig. 5.10 The lifetimes of the UER and the RER schemes 

 

The LC scheme has longer MDP lifetime than the LT scheme and the EX 

scheme since it transmits fewer copies per packet routing. Interestingly, even 

though the LCB scheme is very similar to the LC scheme, the LCB scheme results 

in much longer MDP lifetime than the LC scheme. Another finding is that the 

delivery probability of the LCB scheme decreases sharply after it drops below the 

MDP, and that then the delivery probability becomes lower than the other 

schemes. In this sense, the LCB scheme is a better approximation to the concept of 

ideal lifetime than the other schemes. Indeed, for the LCB scheme, the nodes 

consume almost equivalent amount of energy, most of the batteries are depleted 

close to the MDP lifetime, and after this time most of the nodes become inactive. 

5.5.2   Evaluation of Lifetime for Each Scheme 

The MDP lifetimes are listed in Table 5.1 and compared with the ideal lifetime for 

each scheme. The difference between these two lifetimes for each scheme is also 

shown in the table. E(n) indicates the average number of transmission per node, 

and σ(n) indicates the standard deviation of the number of transmission per node. 

The last column is the coefficient of variation values calculated as σ(n) / E(n). 

The results in the table demonstrate that the LCB scheme has the longest MDP 

lifetime, and that its MDP lifetime is closer to its ideal lifetime than any other 

scheme. With the exception of the LCB scheme, although the rest of the RER 

schemes have longer lifetime than the lifetime of the UER scheme, the difference 

between the ideal lifetime and the MDP lifetime of each one of these RER 

schemes is larger than the corresponding difference of the UER case. Results for 

E(n) shows that small number of transmission per node increases the lifetime due  

to smaller consumption of battery energy. However, the results in the table also  
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Table 5.1 The ideal lifetimes and MDP lifetimes for the considered routing schemes 

Scheme 
Ideal 

lifetime (α) 

MDP 

lifetime (β)
α-β E(n) σ(n) σ(n) /E(n) 

UER 6383[sec] 5850[sec] 533[s] 0.93 1.360 1.462 

EX 8108[sec] 6450[sec] 1658[s] 0.71 1.206 1.699 

LT 9091[sec] 7500[sec] 1591[s] 0.66 1.187 1.798 

LC 9677[sec] 7800[sec] 1877[s] 0.61 1.213 1.988 

LCB 9677[sec] 9250[sec] 427[s] 0.61 0.904 1.482 

 

demonstrate that reducing the coefficient of variation of the number of 

transmission per node tends to bring the MDP lifetime closer to the corresponding 

ideal lifetime. 

As a final remark, we point out that we expect the above trends to be significantly 

stronger when the network parameters, such as for example the mobility patterns of 

the nodes, are more heterogeneous than in the cases that we simulated here.  

5.6   Conclusion 

In this chapter, we first discussed various studies on energy-efficient routing in 

Delay-Tolerant Networks (DTNs), pointing out that although the Epidemic 

Routing scheme allows for fastest delivery of a packet to its destination, it is also 

the most wasteful in energy. We then introduced various Restricted Epidemic 

Routing (RER) schemes, whose purpose is to trade off latency for energy. We 

modeled a DTN as a Markov Chain and evaluated its performance as a function of 

time. This transitional solution allows us to derive the limiting parameters for the 

RER schemes and to calculate the respective lifetimes of those schemes.  

We pointed out that most of the studies on energy-efficient DTN routing 

focused on single-packet routing, following the understanding that minimizing the 

energy required for a single-packet routing would correspond to overall energy-

efficient routing as well and, thus, extend the overall network lifetime. However, 

our main observation has been that the lifetime of a network is also strongly 

influenced by the way that the nodes deplete their batteries. For example, if the 

energy is unevenly depleted from the network nodes, some nodes will die quickly, 

resulting in premature inability of the network to route new packets, and thus in a 

short network lifetime. Therefore, optimizing the energy of single-packet routing 

would not, in general, result in maximal network lifetime. 

To study the effect of multi-packet routing on the network lifetime, we 

introduced the Minimum Delivery Probability (MDP) parameter, which represents 

the lower bound on the acceptable performance of the network, below which the 

network could be considered useless. We then computed the MDP lifetimes of the 
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various RER schemes, which we defined as the time duration until when the 

delivery probability edges below the MDP.  

We also defined the notion of the Ideal Lifetime, which is the maximum 

lifetime of a network running a particular routing protocol. The Ideal Lifetime 

occurs when all the nodes run out of energy at the same time. 

In an attempt to “emulate” the ideal lifetime, we modified the Limited Number of 

Copies scheme to include a provision by which nodes with larger amount of residual 

energy transmit more often than nodes with lesser residual energy. We termed this 

scheme the LCB (Limited number of Copies with Battery information) scheme. 

An interesting result was that the Exclusion scheme, the Limited Time scheme, 

and Limited Number of Copies scheme did not extend the MDP lifetime as much 

as they extended their corresponding ideal lifetimes. The difference between the 

MDP lifetime and the ideal lifetime was even larger than that of the Unrestricted 

Epidemic Routing scheme. However, the LCB scheme outperformed all the other 

schemes in terms of both, the ideal lifetime and the MDP lifetime. 

Based on these results, we postulate that the average number of transmissions 

alone is not the only factor in extending the network lifetime. Rather, we speculate 

that decreasing the variance of the number of transmissions across the network 

nodes and across multiple routings may play a crucial role in maximizing the 

network lifetime. Indeed, use of the information of residual battery energy is one 

such a method that decreases this variance. A future direction of this work could 

be to study the extension of the network lifetime by examining how the variance 

of the number of transmission could be minimized through other approaches and 

for other routing schemes that were not discussed in this chapter. 
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Chapter 6

Relay Selection Strategies for Green
Communications

Nicholas Bonello

Abstract. This chapter presents a microeconomic-based ‘green’ radio framework,

in which a network operator contracts with one of its inactive end-users, with the

specific intention of reducing the transmitted power of its source nodes and the

costs incurred in providing the service. The proposed approach bears comparison

with a tender process, where each inactive end-user submits a tender to the oper-

ator, describing the energy- and cost-savings that may be provided if selected to

relay data to the intended destination. The operator will then associate additional

measures to each submitted tender that quantify the downsides which may result

from cooperating with that specific end-user. Finally, there is the tender evaluation

and selection procedure, which may be compared with solving a multi-objective

optimization problem. Our results disclose that the proposed framework can attain

up to 68% energy savings and up to 65% cost savings over the direct transmission

benchmarker.

6.1 Introduction

The global concern on environmental issues has lately triggered a growing inter-

est in perceiving environmentally conscious solutions for the wireless sector, which

must materialize in a reality dominated by an ever-increasing drive for substantial

cost-reductions and demands for high transmission-rate services. Along these lines,

the focus of this chapter lies on a perfectly competitive commercial firm, which

operates a network to provide diverse wireless communications services to its sub-

scribers. It is assumed that at a specific instant, an end-user d requests a service ne-

cessitating R bps/Hz. With the ever-increasing mobile penetration rates evidenced

in our current times, it is realistic to conjecture that at the same instant, a signifi-

cant proportion of the operator’s clientele is inactive and owns a somewhat similar
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technology to that maintained by the intended destination node d. The network op-

erator is considering shifting some of its responsibilities towards its customer d to

one of its inactive end-users, with the specific intention to reduce its carbon foot-

print by minimizing the transmit power at its source nodes, thus reducing the energy

consumption, and to minimize the costs incurred in delivering the service. An in-

active end-user may strategically be at a better position to offer the same type of

service than the operator itself, due to reasons such as a superior channel quality,

closer proximity to the destination node, etc.

The concept of ‘shifting responsibilities’ may be compared to that of cooperation,

wherein a relaying end-user is allocated part of the responsibilities of the network

operator; i.e., the transfer of data. Recent work such as [1, 2] investigated the use of

cooperation between mobile terminals in the deployment of energy-efficient wire-

less communication systems, which have lately been grouped under the umbrella

of the so-called ‘green’ radio frameworks [3]. Power-minimization techniques have

also attracted the attention of many researchers, for instance in the context of wire-

less sensor networks, thereby forming a body of literature that is certainly too large

to be reviewed thoroughly in a single paragraph. As it was mentioned in [4], the dis-

tinctive feature of this prior work lies in its emphasis on the uplink communications,

thus addressing the designs for energy-efficient schemes for the battery-powered

nodes whilst ignoring the more resource abundant central node(s). On the other

hand, in ‘green’ radio frameworks, it is the network operator with its high energy-

consuming source nodes that steal the limelight, which essentially forces a shift in

our focus from the uplink to the downlink communications. Power-minimization in

our ‘green’ radio framework is discussed in Section 6.3, following a brief descrip-

tion of the underlying transmission schemes in Section 6.2.

In this chapter, cooperation between the source nodes and the end-users is treated

as being an instance of outsourcing [5, 6]. The process of outsourcing derives its ori-

gin from the classical economic principle of ‘division of labour’, whereby an orga-

nization contracts with a third-party service provider to fulfill some of its responsi-

bilities. However, an investigation of practical outsourcing mechanisms for ‘green’

communications certainly cannot stop on the energy-savings issues but must also

address the inherent economic implications. In all respects, one may hypothesize

that the operator’s concerns on environmental issues are undoubtedly not wholly

altruistic, since energy use effectively translates into costs [7]. It is therefore under-

standable that any revenue-seeking network operator will be reluctant to adopt any

‘green’ strategy if this entails a substantial increase in the costs incurred. On the

other hand, one cannot expect a node to relay data to the intended destination with-

out receiving any financial incentive. After all, the relay node under contract will

undoubtedly have to bear certain expenses to provide its services to the network op-

erator. These issues will be tackled in Section 6.4, by employing techniques similar

to those used in cost-minimization problems in microeconomics.

Our approach assumes that each potential relay node will be submitting a tender

to the operator, describing the energy- and cost-savings (i.e., the accrued benefits)

if contracted. To each submitted tender, the operator will associate additional mea-

sures that quantify the downsides that may result from outsourcing to that specific
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node. Our attention will be focussed on two potential disadvantages. Firstly, it is

argued that in contrast to direct transmission, the operator is now dependent on a

third-party which may or may not deliver the savings pledged in the submitted ten-

der. Accordingly, Section 6.6 derives a criterion that quantifies the risk undertaken

by the operator in trusting a particular node. Secondly, outsourcing to a node may

inflict interference on other nearby active end-users as discussed in Section 6.7.

Subsequently, Section 6.8 describes the tender evaluation and selection procedure,

by which the operator will determine the winning tender—from the set of Pareto-

optimal solutions—that strikes the best compromise between the benefits and the

potential drawbacks of outsourcing. The results presented in Section 6.9 disclose

up to 68% energy savings and up to 65% cost savings over the direct transmission

scenario (i.e., no outsourcing), whilst minimizing the risk taken as well as the inter-

ference inflicted on other active end-users in the network.

6.2 System Model and Transmission Schemes

The wireless network is modeled by the standard directed graph model (cf. [8],

amongst others) described by G = {N, L}, containing a finite nonempty set N =
S ∪ M representing the nodes (corresponding to the vertices of G), and a collection

L of ordered pairs of distinct nodes describing the directed links (identifying the

edges of G). The set of nodes N can be further decomposed into two separate finite

and nonempty sets: the set S ⊂ N of stationary source nodes, which are operated

and maintained by a revenue-seeking network operator, and the set M ⊂ N of

mobile terminals exploited by the network subscribers. A directed link (a, b) ∈ L
between a pair of adjacent nodes {a, b} ∈ N describes the outgoing link from node

a or equivalently, the incoming link to node b. The parameter h(a,b) denotes the

channel gain associated with each directed link (a, b) ∈ L.

It is assumed that at a specific instant, an end-user operating node d ∈ M re-

quests a specific service from a source node i ∈ S. Assuming direct transmission

of P(i,d) watts on link (i, d) ∈ L, the spectral efficiency (in bps/Hz) experienced by

the intended destination node d is given by [9]

R(i,d) = log2

(
1 +

h(i,d)P(i,d)

ΓN(i,d)

)
, (6.1)

where Γ represents the signal-to-noise ratio (SNR) gap to capacity, which de-

pends on the specific modulation scheme and the desired bit error ratio (BER),

whilst N(i,d) represents the total interference and the additive white Gaussian

noise (AWGN) on link (i, d). The term h(i,d)/ΓN(i,d) will be replaced by α(i,d),

in order to simplify the notation. Alternatively, source node i may opt to involve

one of the inactive end-users j ∈ M , j �= d, in the provision of the same service

of R(i,d) bps/Hz to the intended destination node d. A standard two-phase coop-

erative protocol [10] will be considered, wherein the first phase, the source node
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selectively multicasts data to a previously inactive end-user j and to the intended

destination node d. The spectral efficiencies for nodes {j, d} ∈ M during this first

phase of the cooperation are formulated by R̃(i,j)|d∈M = log2(1 + α(i,j)P̃(i,d))/2

and R̃(i,d) = log2(1 + α(i,d)P̃(i,d))/2, where P̃(i,d) denotes the transmitted power

by the source node during the first phase of cooperation. Node j will then decode

the data received from source node i during the first cooperative phase and then

forwards the data to the original destination node d during the second cooperative

phase. Subsequently, node d will combine the two data streams received during the

two ensuing cooperative phases using maximum ratio combining, thus attaining

R(i,d)|j∈M =
1

2
log2

(
1 + α(i,d)P̃(i,d) + α(j,d)P(j,d)

)
, (6.2)

where P(j,d) is the transmit power used by the relaying end-user during the sec-

ond cooperative phase. The one-half multiplicative term for R̃(i,j)|d∈M , R̃(i,d) and

R(i,d)|j∈M results from the fact that the spectral efficiencies in question are real-

ized after two time slots, where each time slot corresponds to one phase of the

cooperative protocol. For notational convenience, subscripts will be omitted and

the spectral efficiency experienced by the end-user d will be denoted by R, which

can either be achieved by cooperating with another end-user j—thus obtaining

R = R(i,d)|j∈M —or else via direct transmission, in which case R = R(i,d).

6.3 The ‘Green’ Solution

This section addresses one facet of the proposed ‘green’ radio framework, which is

that of power (and thus energy) minimization. In this regard, the aim of the network

operator is to contract that particular relay node j—from its pool of inactive end-

users—that minimizes the power vector P = [P̃(i,d), P(j,d)], P ∈ R
2
++, where R++

denotes the set of positive real numbers. With the aid of the equations for R̃(i,j)|d∈M ,

R̃(i,d) and R(i,d)|j∈M , one can formulate a linear program as follows:

min{P} P̃(i,d) + P(j,d)

s.t.
P̃(i,d) + P(j,d)

2
<

2R − 1

α(i,d)
,

P̃(i,d) ≥
22R − 1

α(i,j)
, (6.3)

Pmin
(j,d) ≤ P(j,d) ≤ Pmax

(j,d),

α(i,d)P̃(i,d) + α(j,d)P(j,d) = 22R − 1,

where Pmin
(j,d) and Pmax

(j,d) represent the minimum and maximum power for the relay-

ing node, respectively. Let f0(P) denote the objective function of (6.3) with optimal
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value f0(P
∗), which will be referred to as the ‘green’ solution in the forthcoming

discourse. Furthermore, it is assumed that each of the currently inactive node j ∈ M
can be uniquely and unambiguously identified by the pair (α(i,j), α(j,d)). Clearly,

the network operator would not like to expend any efforts on those currently inactive

nodes that cannot provide a feasible solution P ∈ D0, where D0 represents our

feasible region. This necessitates the identification of a number of constraints to

be imposed on α(i,j) and α(j,d)—constituting our so-called initial relay selection

rules—which enable the quick exclusion of those nodes that cannot contribute to any

energy-savings over the scenario without outsourcing. These rules can be derived by

first reformulating the equality constraint of (6.3) to

P̃(i,d) =
22R − 1

α(i,d)
−

α(j,d)

α(i,d)
P(j,d). (6.4)

Subsequently, by comparing (6.4) with the first constraint of (6.3) and then replacing

P(j,d) with Pmax
(j,d), we obtain

22R − 1 − α(j,d)P
max
(j,d)

α(i,d)
<

2(2R − 1)

α(i,d)
− Pmax

(j,d). (6.5)

Therefore, given R and a source-to-destination channel gain value1 α(i,d), one can

eliminate all currently inactive nodes that violate the constraint

α(j,d) >
2R(2R − 2) + 1 + α(i,d)P

max
(j,d)

Pmax
(j,d)

. (6.6)

Examining the intersection point of (6.4) with the first and second constraints

of (6.3), one can derive a strict lower bound value on α(i,j), which is formulated

by

α(i,j) >
α(i,d)(2

2R − 1)(α(j,d) − α(i,d))

2α(j,d)(2R − 1) − α(i,d)(22R − 1)
, (6.7)

given that the corresponding α(j,d) satisfies α(j,d) > 2α(i,d)(2
R − 1)/(22R − 1).

If α(j,d) is strictly smaller than the right-hand side of the latter inequality, then the

inequality represented in (6.7) will provide a strict upper bound value on α(i,j) (due

to the sense reversal). Additionally, replacing P(j,d) in (6.4) by Pmin
(j,d) and exploiting

the second inequality constraint of (6.3) gives

α(i,j) ≥
(22R − 1)α(i,d)

22R − 1 − α(j,d)P
min
(j,d)

, (6.8)

for all corresponding values of

1 We recall that the channel gain value α(a,b), ∀ (a, b) ∈ L, subsumed the term ΓN(i,d) (cf.

Section 6.2).
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α(j,d) ∈

(
2R(2R − 2) + 1 + α(i,d)P

min
(j,d)

Pmin
(j,d)

,
(22R − 1)

Pmin
(j,d)

)
, (6.9)

where (· , ·) identifies an open interval. Consequently, if source node i ∈ S fails

to locate a single inactive node j ∈ M with a pair of (α(i,j), α(j,d)) values con-

forming to the initial relay selection rules laid out by the constraints represented

in (6.6), (6.7) and (6.8), then problem (6.3) is infeasible (i.e., f0(P
∗) = +∞) and

thus the network operator cannot outsource. In the forthcoming discourse, it will be

assumed that the set M ′ ⊂ M denotes the set of nodes that fulfill the initial relay

selection rules. Any node j ∈ M ′ will be referred to as being an ‘eligible’ or a ‘po-

tential’ relay node; i.e., a node that is eligible to out-service/relay or equivalently, a

potential contractor.

6.3.1 Closed-Form Solutions

The closed-form solution of the optimization problem represented in (6.3) can be

determined by first formulating the Lagrangian:

L (P , µ, s) = f0(P ) + µ0

(
P̃(i,d) + P(j,d) +

2 − 2R+1

α(i,d)
+ s2

0

)

+µ1

(
22R − 1

α(i,j)
− P̃(i,d) + s2

1

)
+ µ2

(
P(j,d) − Pmax

(j,d) + s2
2

)

+µ3

(
α(i,d)P̃(i,d) + α(j,d)P(j,d) + 1 − 22R

)
, (6.10)

with the Lagrange multiplier vector µ ∈ R
4 and vector s =

[
s2
0, s

2
1, s

2
2

]
representing

the slack variables. We are here using s2
k rather than sk in order to signify that

the slack is positive and in particular, we note that s2
0 is strictly positive since the

corresponding constraint is never binding. The feasible region of (6.3) is a convex

set formed by linear constraints and so, the constraint qualification will inevitably

be met [11]. Consequently, the necessary and sufficient conditions for P ∗ to solve

the minimization problem of (6.3) is that ∃µ∗ such that the Kuhn-Tucker first order

conditions (FOCs) are satisfied [12, 13]. These conditions effectively translate into

∂L (P ∗, µ∗, s)

∂P̃(i,d)

= 1 + µ∗
0 − µ∗

1 + µ∗
3α(i,d) = 0, (6.11)

∂L (P ∗, µ∗, s)

∂P(j,d)
= 1 + µ∗

0 + µ∗
2 + µ∗

3α(j,d) = 0, (6.12)

∂L (P ∗, µ∗, s)

∂sk

= 2skµ∗
k = 0, ∀ k ∈ [0, 2], (6.13)

together with the constraints on the primal variables formulated in (6.3). The

marginal FOCs represented in (6.13) are commonly referred to as the
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complimentary slackness conditions, which are satisfied when either: (a) µk = 0
and sk > 0, which implies that the constraint associated with µk is inactive;

or (b) µk �= 0 and sk = 0 and so the corresponding constraint is binding; or

else (c) µk = sk = 0, thus implying a liminal constraint [14].

The optimization problem represented in (6.3) has two solutions. The first so-

lution occurs when µ∗
k = 0 and s2

k �= 0, ∀ k ∈ {0, 2}, whilst s2
1 = 0. Using

the first and second marginal FOCs represented in (6.11) and (6.12), we obtain

µ∗
1 =

(
α(j,d) − α(i,d)

)
/α(j,d) and µ∗

3 = −1/α(j,d). The optimal transmit power

vector P ∗ can be calculated by taking into account that s2
1 = 0 and then applying

the equality constraint represented in (6.4), thus yielding

P̃ ∗
(i,d) =

(
22R − 1

)
/α(i,j) (6.14)

and

P ∗
(j,d) =

(
22R − 1

) (
α(i,j) − α(i,d)

)

α(i,j)α(j,d)
, (6.15)

where P ∗
(j,d) ≥ Pmin

(j,d). It is also worth pointing out that the constraint formulated

in (6.8) is binding when P ∗
(j,d) = Pmin

(j,d). The second solution occurs when µ∗
k = 0

and s2
k �= 0, ∀ k ∈ {0, 1}, whilst s2

2 = 0. By applying the Kuhn-Tucker FOCs, we

obtain µ∗
2 = (α(j,d) − α(i,d))/α(i,d), µ∗

3 = −1/α(i,d) and the allocated powers of

P ∗
(j,d) = Pmax

(j,d) and P̃ ∗
(i,d) = (22R − 1− α(j,d)P

max
(j,d))/α(i,d). The derived Lagrange

multipliers will be further exploited in Section 6.6.

6.3.2 Partitions in the Feasible Region

Summarizing the analysis presented in Section 6.3.1, the minimum value function

f0(P
∗) obtained for the previously described first and second solutions of (6.3) is

represented by

M1 :=
22R − 1

α(i,j)α(j,d)

[
α(i,j) + α(j,d) − α(i,d)

]
(6.16)

and

M2 :=
[
22R − 1 + (α(i,d) − α(j,d))P

max
(j,d)

]
/α(i,d), (6.17)

respectively. Let us proceed by defining Mmin := min{P
∗∈P∗} f0(P

∗), where

P∗ ∈ R
2
++ represents the set of optimal solutions of (6.3) for any pair of (α(i,j),

α(j,d)) in the feasible region, as determined by the previously derived constraints

represented in (6.6), (6.7) and (6.8). The function Mmin is realized at the inter-

section point of M1 and M2. Equating (6.16) with (6.17) will in fact show that

the end-user j ∈ M ′ capable of providing the most energy-efficient solution to the

network operator is characterized by having (α(i,j), α(j,d)) satisfying
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α(j,d) =

(
22R − 1

) (
α(i,j) − α(i,d)

)

α(i,j)P
max
(j,d)

(6.18)

for any given value of α(i,d). From (6.18), one can proceed to define the function

Ω(α(i,j), α(j,d)) :=
(
22R − 1

) (
α(i,j) − α(i,d)

)
− α(i,j)α(j,d)P

max
(j,d), (6.19)

which essentially divides our feasible region D0 into two partitions; where each

partition contains one of the aforementioned solutions to (6.3). In our forthcoming

discourse, we will refer to an eligible relay node j ∈ M ′, which is characterized

by a pair of channel gain values (α(i,j), α(j,d)) that leads to Ω(α(i,j), α(j,d)) < 0,

as being ‘located in the first partition’ (of the feasible region D0). Comparably, an

eligible relay node associated with Ω(α(i,j), α(j,d)) > 0 is said to be ‘located in the

second partition’. It will become evident from our forthcoming discussions that the

location of an eligible relay node with respect to the two partitions of D0 does not

only influence the amount of energy-savings granted to the operator but will also

affect the per-watt reimbursements given (cf. Section 6.4.2), the predisposition of

a potential relay node towards cooperation (cf. Section 6.5) as well as the robust-

ness of the underlying algorithm (cf. Section 6.6). We can summarize the value of

f0(P
∗), ∀ P ∗ ∈ P∗, by

f0(P
∗) =

⎧
⎨

⎩

M1 for Ω(α(i,j), α(j,d)) < 0,
Mmin for Ω(α(i,j), α(j,d)) = 0,
M2 for Ω(α(i,j), α(j,d)) > 0.

(6.20)

For the sake of simplifying our analysis, let us consider a straightforward numerical

example by modeling the channel gain for any generic link (a, b) ∈ L by α(a,b) =
K/d 3

(a,b), where parameter d(a,b) denotes the distance between two nodes {a, b} ∈

N in meters whilst constant K = 1 × 106. An end-user d ∈ M , located 500 m

from the source node i ∈ S, is requesting a service from the network operator with

R = 0.04 bps/Hz. It is further assumed that there is a pool of inactive end-users,

each identified with a pair (α(i,j), α(j,d)), and located on the line-of-sight between

the source and destination nodes. Fig. 6.1 portrays the variation of P(j,d) and f0(P
∗)

versus d(j,d) in this specific scenario. The source node will first employ the initial

relay selection rules formulated in (6.6), (6.7) and (6.8) in order to identify which of

the currently inactive nodes will be eligible to participate in the ensuing cooperation

by providing a feasible solution to (6.3). It can be observed from Fig. 6.1 that any

end-user that is approximately located between 43 m to 471 m from the source node

can contribute to a feasible solution P ∈ D0. Subsequently, source node i can locate

that particular intermediate node j which can contribute to the most energy-efficient

solution over the direct transmission scenario by applying (6.20), thus locating that

node with f0(P
∗) = Mmin (if available) or with the closest f0(P

∗) to Mmin.
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Fig. 6.1 The variation of the transmitted power by the relay P ∗

(j,d) and the minimum value

function f0(P
∗) versus the relay-to-destination distance d(j,d). Here, it is assumed that:

(i) the intended destination is located 500 m from the source node and R = 0.04 bps/Hz

and (ii) there is a pool of inactive end-users located on the line-of-sight between the source

and destination.

A central question to our forthcoming discussion is the following: How to en-

sure that the now-derived ‘green’ solution is also cost-minimizing? This question

will be answered by applying techniques similar to those used in cost-minimization

problems in microeconomics, as detailed in the next section.

6.4 The Least-Cost Solution

Simplistically speaking, a relay node under contract will incur two types of costs.

Firstly, there are the variable (and thus nonsunk) costs, which constitute those out-

put sensitive costs resulting from the utilization of energy expended during relaying.

Additionally, one must not overlook the opportunity costs; i.e., the forward-looking

costs that may result from the sacrificed opportunities by the node whilst offering its

relaying services or from the potential transmission or reception delays for its own

data. In view of these arguments, we will introduce a mechanism where an inactive

end-user is allowed to ask for a nonnegotiable reimbursement of c(j,d) monetary

units (m.u.) per-watt of transmitted power, if selected to relay data to the intended

destination d. In practice, these reimbursements may be realized in the form of
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degressive charging; i.e., the more an end-user offers its services as a relay, the

less that end-user pays for its own data transfer. Subsequently, one can formulate

the total costs2 incurred by the network operator by

C(i,j,d) = c(i,d)P̃(i,d) + c(j,d)P(j,d), (6.21)

where c(i,d) represents the total costs to operate and maintain the source node,

per unit watt of transmitted power. Subsequently, one can proceed to formulate

the cost-minimization problem and employ similar techniques to those presented

in Section 6.3, in order to identify that solution P which minimizes the new ob-

jective C(i,j,d) as well as satisfies all the constraints formulated in (6.3), given the

fixed prices of c(i,d) and c(j,d). However, we are not intrigued by the actual cost-

minimizing solution per se; we would be more concerned with the restrictions that

must be imposed on c(j,d) to guarantee that the least-cost solution and the ‘green’

solution are one and the same. In other words, the least C(i,j,d) value in (6.21) should

ideally be attained when the transmit powers P̃(i,d) and P(j,d) in (6.21) correspond

to the previously derived ‘green’ solution. This problem will be tackled from a mi-

croeconomic perspective, to which we lay the foundations in Section 6.4.1. Then,

in Section 6.4.2, we derive strict upper bounds on the value of reimbursement c(j,d)

as a function of c(i,d). It is assumed that the value of c(j,d) is determined by the

relay node; however, any node asking for a reimbursement that is higher than the

aforementioned upper bound value will effectively be out-pricing itself compared to

its competitors and thus will be treated as being ineligible to out-service.

6.4.1 Microeconomic Setting

For the sake of simplifying our discourse, let us first consider a simple preliminary

example to introduce the underlying concepts and related terminology. Consider

a revenue-seeking firm with a two-input one-output technology described by the

commonly employed Cobb-Douglas production function [15], formulated by Q =
f(K, L) =

√
KL, where Q, K and L denote the output quantity produced by

the firm and the input factor demands of capital and labor. Fig. 6.2 illustrates an

isoquant and isocost map, which conveniently displays a family of isoquants for

output quantities Q2 > Q1 > Q0. We also show the so-called isocost function

dictating the total costs incurred, hereby formulated by TC = rK + wL, where

TC, r and w denote the total costs and the given fixed input prices of capital and

labor respectively. It can be observed from Fig. 6.2 that points corresponding to the

input combinations A and C may be deemed to be technically efficient for producing

Q0 units of output, however they are not cost-minimizing since they correspond to a

higher level of cost than the isocost line passing through the least-cost solution point

B. In other words, by moving from point A to B or from C to B, the firm can produce

2 Strictly speaking, the terminology of ‘total costs’ refers to the total power dependent costs;

i.e., we are excluding the fixed costs as well as those variable costs that bear no dependence

on the transmitted power.
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Fig. 6.2 An isoquant and isocost map for the preliminary example introduced in Sec-

tion 6.4.1, in which we consider a revenue-seeking firm with a two-input, one-output tech-

nology described by the Cobb-Douglas production function [15]. This map shows a family of

isoquant curves for output quantities Q2 > Q1 > Q0 as well as the isocost lines, which are

formulated by TC = rK + wL, where TC represents the total costs incurred, whilst r and

w denote the given fixed input prices of capital and labor respectively. The least-cost solution

for producing Q0 units of output corresponds to the input combination point B.

the same output of Q0 units whilst reducing the total costs from TC1 to TC0. It can

be easily shown that the least-cost solution B is located at that point where the slope

of the isocost line is equal to the slope of the isoquant. Furthermore, the negative of

the slope of the isoquant is equal to the marginal rate of technological substitution

of labor for capital [16]; i.e.,

MRTS{L,K} :=
MPP{L}

MPP{K}
, (6.22)

where

MPP{L} :=
∂Q

∂L
and MPP{K} :=

∂Q

∂K
(6.23)

denote the marginal physical product (MPP) of labor and of capital respectively.

In this example, the slope of the isocost line is equal to −w/r and consequently,

the least-cost solution is located at that point where the ratio of marginal physical

products is equal to the ratio of input prices.

Against this background, a network operator may also be considered to be a firm

with two input factor demands, corresponding to the transmission power used by
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the source node and the transmission power outsourced to the selected contractor.

Similarly to the simple example described above, we can also identify the produc-

tion function for the network operator’s two input, one output technology, which

formulates the relation between the output of the firm (i.e., the spectral efficiency

experienced by the intended destination d) with respect to the input factor demands.

In effect, the production function of the network operator is represented in (6.2),

whilst the reformulation of (6.4) corresponds to the isoquant line, from which we

observe that

MRTS{P(j,d),P̃(i,d)}
:=

MPP{P(j,d)}

MPP{P̃(i,d)}

=
α(j,d)

α(i,d)
. (6.24)

Up to this point, the only noticeable difference between the scenario in question

and the previously described example is that our isoquant is a linear function; i.e.,

∆MRTS{P(j,d),P̃(i,d)}
= 0. Using technical microeconomic phraseology, this con-

dition would imply that the network operator can perfectly substitute one of the

input factor demands for the other. In simpler terms, if for the sake of the argument

we have MRTS{P(j,d),P̃(i,d)}
= 2.5, this would imply that the network operator can

perfectly replace 1 watt of outsourced power to the relay with 2.5 watts of power at

its source node—given that P ∈ D0—and the output R will remain unchanged. In

this context, we speak about a ‘perfect’ substitution since in this case, the elasticity

of substitution φ, formulated by

φ :=
∆(P̃(i,d)/P(j,d))

∆MRTS{P(j,d),P̃(i,d)}

(6.25)

is infinite, since ∆MRTS{P(j,d),P̃(i,d)}
= 0. We can also reformulate the total out-

put sensitive costs for the network operator delineated by (6.21) to

P̃(i,d) =
C(i,j,d)

c(i,d)
−

c(j,d)

c(i,d)
P(j,d), (6.26)

which corresponds to the isocost line. Both the isocost and the isoquant lines are

depicted in Fig. 6.3. Table 6.1 summarizes the microeconomic terms used in this

chapter, together with their definitions and corresponding equations.

6.4.2 Strict Upper Bounds on the Value of Compensation

As a direct consequence of the linearity of our isoquant, the least-cost solution in

this case is a corner point solution rather than an interior solution, such as the input

combination point B (cf. Fig. 6.2) for the previously described example. More ex-

plicitly, we should aim for the lower corner point solution such that the least-cost so-

lution coincides with the ‘green’ solution as desired. Consequently, the slope of our
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Table 6.1 Microeconomic terminology used in this chapter

Terminology Definition [13, 16] Equation

Production Function Specifies the maximum output quantity produced

by a firm (i.e., the network operator) given its in-

put quantities (i.e., transmit powers).

(2)

Isoquant Line/Curve Displays all input combinations

(P(j,d), P̃(i,d)) producing a given level of

output R by the firm.

(4)

Isocost Line/Curve Displays the set of input combinations yielding

the same total costs C(i,j,d) for the firm.

(26)

Marginal Physical Product (MPP) The extra amount of output that can be produced

by a firm when utilizing one additional unit of

a specific input whilst keeping the levels of the

other input(s) constant.

(23)

Marginal Rate of Technological

Substitution (MRTS)

The rate at which the available technology allows

for the substitution of one input by another.

(24)

Elasticity of Substitution (φ) A measure of how quickly the

MRTS{P(j,d),P̃(i,d)}
changes whilst mov-

ing along the isoquant.

(25)

isoquant line must be always less (i.e., more positive) than the slope of our isocost

line. The specific condition translates to a constraint on the price of reimbursement,

which is formulated by

c(j,d) <
α(j,d)

α(i,d)
c(i,d). (6.27)

However, we note that this constraint does not necessarily guarantee that the least-

cost solution is also lower than the costs incurred for direct transmission, which

constitute our budget constraint. In order to ensure the latter, it is important to also

compare intercepts; more specifically, the intercept of the isocost line with the in-

tercept of the first inequality constraint of (6.3); i.e.,

C(i,j,d)

c(i,d)
< 2

(
2R − 1

α(i,d)

)
. (6.28)

By replacing C(i,j,d) with (6.21), with P̃(i,d) and P(j,d) substituted by their respec-

tive optimal3 solutions, one obtains the following strict upper bound on the price of

reimbursement

3 Given that constraint (6.27) is satisfied, the adjective ‘optimal’ alludes to both the ‘green’

solution and to the least-cost solution, since both solutions would be identical.
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Fig. 6.3 The isoquant map (not to scale) for the network operator, displaying three isoquant

lines for producing the same output of R bps/Hz, each assuming different channel gain val-

ues α(j,d). Two isoquant lines correspond to solutions P
∗ of (6.3) that are located on the

boundary of the feasible region D0. The other isoquant line shown corresponds to that solu-

tion of (6.3) leading to Mmin. The figure also shows the isocost line, which is formulated

in (6.26). We remark that the constraints shown in the figure are those formulated in (6.3).

The quantities of transmitted power shown on the axis are measured per ‘period’, where one

period corresponds to the time duration of one phase of the cooperation protocol described in

Section 6.2.

c(j,d) <

(
2(2R − 1) − α(i,d)P̃

∗
(i,d)

α(i,d)P
∗
(j,d)

)
c(i,d). (6.29)

We recall from Section 6.3.2 that the feasible region D0 is divided in two partitions

and so, the power-minimization problem and the cost-minimization problem will

both have two separate solutions, one for each partition. Replacing P̃ ∗
(i,d) and P ∗

(j,d)
in (6.29) by their respective values for each partition will lead to the following strict

upper bounds on the per-watt compensation provided to a relaying node:

c(j,d) <

(
2α(i,j)(2

R − 1) − (22R − 1)α(i,d)

α(i,d)[α(i,j) − α(i,d)](22R − 1)

)
α(j,d)

︸ ︷︷ ︸
k1(α(i,j) ,α(j,d))

c(i,d) (6.30)

for Ω(α(i,j), α(j,d)) < 0 and
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c(j,d) <

(
2R(2 − 2R) − 1 + α(j,d)P

max
(j,d)

α(i,d)P
max
(j,d)

)

︸ ︷︷ ︸
k2(α(j,d))

c(i,d), (6.31)

for Ω(α(i,j), α(j,d)) > 0 and a given α(i,d) and Pmax
(j,d), where Ω(α(i,j), α(j,d)) is

formulated in (6.19). We further note that the strict upper bound value for the per-

watt compensation for that node with f0(P
∗) = Mmin can be calculated using

either (6.30) or (6.31), given that (α(i,j), α(j,d)) satisfies the relationship formu-

lated in (6.18). It is also worth mentioning that the strict upper bounds formulated

in (6.30) or (6.31) are slightly tighter than those of (6.27). This is due to the fact

that intercept of the isoquant line represented in (6.4) is higher than the intercept of

the first constraint of the power-minimization problem in (6.3). Consequently, one

can still formulate an isocost line with a gradient that satisfies (6.27) but with an

intercept that is higher than that of the first constraint of the power-minimization

problem. We remark that the intercept of the latter prescribes the costs incurred for

the direct transmission scenario whilst the intercept of the isocost line dictates the

total costs incurred when outsourcing (cf. Figs. 6.2 and 6.3).

6.4.3 Further Ramifications

Albeit the simplicity of the upper bounds formulated in (6.27), (6.30) and (6.31),

there are implicated some rather interesting ramifications. We commence by inves-

tigating the case when the per-watt compensation demanded by an eligible relay

violates the aforementioned upper bounds. This context is depicted by the isoquant

and isocost map of Fig. 6.4, in which the input combination points A and C identify

the least-cost and the ‘green’ solution respectively.4 It can be observed that by mov-

ing along the isoquant from point A to C, the network operator will be adopting a

‘greener’ strategy whilst incurring higher costs, which is clearly undesirable. Let us

now proceed with the more desirable case when c(j,d) satisfies the aforementioned

upper bounds. Firstly, we observe that the slope of the isoquant given in (6.24) has

an absolute value that is always higher than unity, as transpires from constraint (6.6).

Secondly, it can readily be demonstrated that both k1

(
α(i,j), α(j,d)

)
in (6.30) and

k2

(
α(j,d)

)
in (6.31) are also larger than unity, for all values of (α(i,j), α(j,d)) sat-

isfying the initial relay selection rules of (6.6), (6.7) and (6.8). As a consequence,

the network operator can still afford paying c(j,d) > c(i,d) and attain coincident

least-cost and ‘green’ solutions as well as cost-savings over the direct transmission

scenario. The reason behind this somewhat surprising statement revolves around the

fact that MRTS{P(j,d),P̃(i,d)}
> 1. Based on this rationale, the transmit power from

a relay node may be valued higher than the transmit power from a source node, since

the network operator can perfectly substitute a quantity of x1 watts of power at its

source node with x2 watts of outsourced power to the relay, where x2 < x1 and

[x1, x2] ∈ D0.

4 Points A and C do not match due to the violation of (6.27).
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Fig. 6.4 The isoquant and isocost map (not to scale) for the network operator, where the slope

of the isoquant line is greater than the slope of the isocost line, which is clearly undesirable

since the least-cost solution will not coincide with the ‘green’ solution. In fact, the input

combination point A is the least-cost input bundle whilst the input combination point C is the

green solution. By moving along the isoquant line, the network operator will be adopting a

‘greener’ strategy at the expense of higher costs.

For a more complete picture, one must also investigate the strict upper bound

value on the reimbursements provided to a relay; i.e., c+
(j,d)P

∗
(j,d) m.u., where c+

(j,d)
denotes the strict upper bound value on the per-watt compensation as determined

by (6.30) and (6.31). We will revisit the simple example introduced in Section 6.3.2,

where we consider an end-user d requesting a service of R = 0.04 bps/Hz. Without

loss of generality, let us assume that c(i,d) = 1 m.u. per-watt of transmitted power.

In fact, it can be observed from (6.27), (6.30) and (6.31) that c(i,d) can effectively

be treated as a scaling factor and consequently, our results may be scaled accord-

ingly for any other value of c(i,d). Fig. 6.5 illustrates the value of c+
(j,d)P

∗
(j,d) for any
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Fig. 6.5 The strict upper bound value on the reimbursements provided to a relay; i.e.,

c+
(j,d)

P ∗

(j,d) m.u., where c+
(j,d)

represents the strict upper bound value on the per-watt com-

pensation as determined by (6.30) and (6.31). We also show a hypothetical case of having

variable costs equal to, twice and five times the variable costs of the source node. We recall

from our discussion of Section 6.4.2 that the per-watt compensation provided to a relay may

be higher than the per-watt costs of the source node.

potential contractor that can contribute to a feasible solution P ∈ D0. We remark

that this figure must be interpreted in conjunction with the minimum value function

f0(P
∗) shown in Fig. 6.1, in order to determine whether the financial reward being

offered to a cooperating end-user really reflects the aforementioned benefits (cf.

Section 6.1) gained by the network operator from outsourcing. Accordingly, it can

be observed that maximum compensation is being provided to the relay node leading

to f0(P
∗) = Mmin and that the higher the energy-savings relished, the higher is

the compensation paid to the relaying node. Consequently, it may be argued that

the strict upper bounds formulated in (6.27), (6.30) and (6.31) constrain that node

interested in offering its services to adopt a value-based pricing strategy; i.e., the

price asked by an eligible relay node will very much depend on the value that the

network operator places on receiving the ensuing relaying service.

ComparingP ∗
(j,d) inFig.6.1withthecorrespondingcompensationvaluec+

(j,d)P
∗
(j,d)

in Fig. 6.5 will also shed some light on the predisposition of the inactive nodes
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towards offering their service as a relay. For the sake of simplifying our arguments

better, let us consider two eligible relay nodes: one located in the region corresponding

to Ω(α(i,j), α(j,d)) = 0 whilst the other located in the region Ω(α(i,j), α(j,d)) > 0.

Moreover, let us assume that these two nodes have the same opportunity costs. By

observing P ∗
(j,d) in Fig. 6.1, one can also deduce that these two nodes will also have

the same variable costs, since the transmit power used by these nodes—if selected to

cooperate—will be the same; i.e., P ∗
(j,d) = Pmax

(j,d). Consequently, one may say that

these two nodes in question will incur the same costs to offer their services as a re-

lay. However, the node located in the partition Ω(α(i,j), α(j,d)) > 0 will receive a

lower reimbursement value than the node with Ω(α(i,j), α(j,d)) = 0. Clearly, a node

in the second partition Ω(α(i,j), α(j,d)) > 0 cannot expect to receive the same com-

pensation as a node with Ω(α(i,j), α(j,d)) = 0, even if they both have to compensate

for the same costs, since the latter node is granting much more energy-savings to the

network operator than the former one. In other words, the former node will not be

pricing its service competitively if it asks for the same compensation as a node with

Ω(α(i,j), α(j,d)) = 0. Let us elaborate slightly further and hypothesize that the to-

tal costs incurred by a node to relay data for the intended destination d are equal to

kc(i,d)P
∗
(j,d), where k = 1, 2 and 5. Superimposing kc(i,d)P

∗
(j,d) on c+

(j,d)P
∗
(j,d) in

Fig. 6.5 clearly shows that the reimbursement provided to some of the eligible relays

located in the region with Ω(α(i,j), α(j,d)) > 0 is not even enough to offset the costs.

In this regard, it is plausible to suggest that some of the eligible relays located in the

second partition of our feasible region may be more reluctant to cooperate that the

nodes in the first partition of the feasible region.

6.5 Modeling Pricing Strategies

As we briefly alluded to in Section 6.4, eligible relay nodes are allowed to determine

the per-watt compensation c(j,d) that they would like to receive, if contracted to offer

their relaying services. Against this backdrop, the per-watt compensation requested

by a potential relay node j to relay data to destination d is modeled by

c(j,d) = c+
(j,d) − ρ − ǫj , ∀ j ∈ M ′, (6.32)

where the slack variable ρ ∈ R++ is a time-invariant parameter determined by the

network operator, which essentially determines the amount of cost-savings gener-

ated by the network operator when outsourcing to relay node j over the direct trans-

mission scenario.5 In light of the discussions of Section 6.4.2, we remark that if the

per-watt compensation c(j,d) of (6.32) requested by node j ∈ M ′ violates the con-

straints formulated in (6.30) or (6.31), then that specific node j will automatically

be disqualified from further consideration. We recall from Section 6.4.2, that if node

5 Here, it is implicitly assumed that the network operator is aiming for a ‘green’ strategy

that is also cheaper than direct transmission, hence ρ is strictly positive. It is also assumed

that the value of ρ has been disclosed to all potential contractors.
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j ∈ M ′ demands a per-watt compensation c(j,d) that violates the constraints for-

mulated in (6.30) or (6.31), then cooperating with this relay is even more costly

than direct transmission. If the requested c(j,d) value also violates the constraint

represented in (6.27), then the cost-minimizing input combination is not a ‘green’

solution. The parameter c+
(j,d) in (6.32) retains the same definition as that described

in Section 6.4.3, which can be calculated locally by the eligible relay node j. Then,

variable ǫj in (6.32) denotes an independent and identically distributed random vari-

able (r.v.) that caters for the variability of the opportunity costs for our pool of el-

igible relay nodes M ′. The latter costs may for example depend on the remaining

battery power level of the node and/or specific user-defined settings. In this light,

one can interpret (6.32) as being a value-based pricing strategy (i.e., c+
(j,d) − ρ),

together with a r.v. ǫj modeling the variability of the end-users.

As it was also alluded to in Section 6.4.2, it is anticipated that eligible relay

nodes in the second partition of the feasible region may show reluctance to coop-

erate, whilst potential relays located in the first partition will be willing (or at most

indifferent) to offer their services. We emulate this disparate behavior exhibited by

the eligible relay nodes across the two partitions by sampling ǫj from two different

distributions. More explicitly, we let

ǫj ∼

{
N (0, σ2) for Ω(α(i,j), α(j,d)) ≤ 0,

SN (0, ω2, ψ) for Ω(α(i,j), α(j,d)) > 0,
(6.33)

where j ∈ M ′. The distribution N (0, σ2) refers to the standard Normal distribution

with zero mean and variance σ2, whilst SN (0, ω2, ψ) corresponds to the so-called

skew-Normal distribution [17], with zero location, scale parameter ω ∈ R++ and

shape parameter ψ ∈ R. The expected value of a r.v. Z ∼ SN (0, ω2, ψ) is then

given by [17]

E{Z} = ω λ

√
2

π
, (6.34)

whilst the third and fourth standardized moments of Z are formulated by [17]

γ1{Z} =
4 − π

2
λ3

(
2

π − 2λ2

) 3
2

(6.35)

and

γ2{Z} =
8(π − 3)λ4

(π − 2λ2)2
, (6.36)

where

λ =
ψ√

1 + ψ2
. (6.37)
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It can be readily demonstrated that the skewness γ1{Z} is a monotonically increas-

ing function of ψ whilst the kurtosis γ2{Z} is a strictly increasing function of |ψ|,
where |·| denotes the modulus operator. Additionally, it can be observed from (6.34)

and (6.37) that increasing the shape parameter ψ, also increases the expected value

E{Z}. Consequently, the aforementioned reluctance manifested by potential con-

tractors in the second partition can be modeled by an asymmetrical distribution;

more explicitly, by a positively-skewed and heavy-tailed (i.e., high kurtosis) distri-

bution, which can be achieved by appropriately modifying the shape parameter to

ψ ∈ R++. Elaborating slightly further, it can also be inferred from Fig. 6.5 that

not all potential contractors in the second partition will exhibit the same degree of

reluctance towards cooperation. In view of the preceding discussions presented in

Section 6.4.2, it can be argued that eligible relays with Ω(α(i,j), α(j,d)) > 0 that are

closer to the source node will be more reluctant to cooperate than those potential re-

lays in the same partition that are closer to the node with Ω(α(i,j), α(j,d)) = 0.

Inevitably, we must seek for a parameter which can quantify—at least to some

extent—the amount of reluctance towards cooperation exhibited by an eligible relay

node located in the second partition. Both Ω(α(i,j), α(j,d)) of (6.19) and k2

(
α(j,d)

)

of (6.31) may serve this purpose. Here, we will focus on the latter by first noticing

from (6.6) and (6.31) that

lim
α(j,d)→α

−
(j,d)

k2

(
α(j,d)

)
= 1, (6.38)

where α−
(j,d) denotes the strict lower bound value on α(j,d) as identified by (6.6).

Therefore, the eligible relay node that manifests the most reluctance to cooperate is

located in the region Ω(α(i,j), α(j,d)) > 0 and having a channel gain value α(j,d)

leading to k2

(
α(j,d)

)
≈ 1. Subsequently, we can model deviations in the character-

istic behavior of potential relay nodes by modifying the shape parameter ψ for the

skew-Normal distribution of (6.33) to ψmax/k2

(
α(j,d)

)
, where the shape parameter

ψmax > 1 is chosen to model high reluctance by virtue of the high skewness and

kurtosis. On the other hand, an eligible relay node j ∈ M ′ in the second partition

and closer to that node with Ω(α(i,j), α(j,d)) = 0, will be characterized by a higher

value of k2

(
α(j,d)

)
and consequently, it will be associated with a lower value of the

shape parameter ψ, which will subsequently lead to a lower value of E{ǫj} and a

more symmetrical distribution with lower skewness γ1{ǫj} and kurtosis γ2{ǫj}. At

this stage, it is worth adding that when ψ = 0, the skew-Normal distribution turns

into the standard Normal distribution with variance ω2. In this light, one may view

the skew-Normal distribution as a generalization of the standard Normal distribu-

tion, which caters for non-zero skewness [17].
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6.6 Sensitivity to Perturbations

Let us assume that all potential contractors would have submitted their tender for the

provision of their relaying service at time t. The tender submitted by a potential relay

node j ∈ M ′ will specify its pair of channel gain values (α(i,j), α(j,d)) as well as

the demanded per-watt compensation c(j,d), which respectively quantify the energy

and cost-savings that will accrue from outsourcing to that specific node j ∈ M ′.

Let us further assume the network operator would have selected as well as initiated

cooperation with the winning bidder by the time t + δt. Up to this stage of our

analysis, we are implicitly assuming that for any generic link (a, b) ∈ L, the channel

gain α(a,b) at time t+δt is exactly the same as its estimate at time t, where the latter

will be denoted by α̂(a,b). For this specific reason, we have completely disregarded

the notion of α̂(a,b) in our previous discourse, since it was implicitly assumed that

α(a,b) = α̂(a,b). In this section, we will relax this assumption and consider a more

realistic scenario of having some mismatch (although small) between α(a,b) and

α̂(a,b); i.e., α̂(a,b) = α(a,b) + δα(a,b), where

|δα(a,b)| ≪ min{α(a,b), α̂(a,b)}, δα(a,b) ∈ R. (6.39)

The mismatch δα(a,b) may result from any geographical displacement by nodes

taking place between time t and t + δt, from fluctuations on the channel or simply

due to imperfect estimation of the channel. In practice, this new reality of having

α̂(a,b) �= α(a,b) implies that the energy and cost-savings promised on a submitted

tender with timestamp t, might not accrue after the ensuing cooperation commenc-

ing at time t + δt. In this section, we will develop a criterion, referred to as the

sensitivity criterion, which can be calculated by the network operator in order to

determine how much trust to put in an eligible relay node to deliver what it has

promised in the submitted tender.

When α̂(a,b) �= α(a,b), our optimization problem of (6.3) is said to be perturbed

and consequently, a perturbation may be added to the underlying constraints as fol-

lows:

P̃(i,d) + P(j,d) +
2 − 2R+1

α(i,d)
+ s2

0 = ξ0, (6.40)

22R − 1

α(i,j)
− P̃(i,d) + s2

1 = ξ1, (6.41)

P(j,d) − Pmax
(j,d) + s2

2 = ξ2, (6.42)

α(i,d)P̃(i,d) + α(j,d)P(j,d) + 1 − 22R = ξ3. (6.43)

We define f0(P
∗, Ξ) to be the minimum value function of the optimization problem

of (6.3), subject to the perturbation vector Ξ = [ξ0, ξ1, . . . , ξ3]. The optimal value

of f0(P
∗,0) = f0(P

∗) corresponds to the previously considered scenario with

α(a,b) = α̂(a,b). We know that f0(P
∗,0) is differentiable and that strong duality
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holds.6 Consequently, the optimal dual variables µ∗
k derived in Section 6.3.1 can

shed light on the sensitivity of the optimal value with respect to perturbations by

applying the following result, which states that [18]

µ∗
k = −∂f0(P

∗,0)

∂ξk

, ∀ k ∈ [0, 3]. (6.44)

This result suggests that a small positive (negative) perturbation ξk would relax

(tighten) the corresponding constraint represented in (6.40) to (6.43), which would

yield to a decrease (increase) in the optimal value f0(P
∗) by µ∗

kξk [18]. We will

derive the aforementioned sensitivity criterion starting from ∆f∗, which is defined

by

∆f∗ := f0(P
∗, Ξ) − f0(P

∗). (6.45)

In this light, ∆f∗ quantifies how sensitive (or robust) the optimal value f0(P
∗) is

to perturbations.

Let us proceed by calculating ∆f∗ for each of the two solutions of the per-

turbed version of (6.3). From our analysis of Section 6.3.1, we observe that con-

straints (6.41) and (6.43) will be binding for the first solution (i.e., when Ω(α̂(i,j),
α̂(j,d)) < 0). Using (6.39), (6.44) and the values for the Lagrange multipliers

derived in Section 6.3.1, we obtain

∆f∗
Ω<0 = −µ∗

1ξ1 − µ∗
3ξ3,

≈

(
α̂(i,d) − α̂(j,d)

)
ξ1 + ξ3

α̂(j,d)
=: ∆̂f

∗

Ω<0. (6.46)

The perturbation values ξ1 and ξ3 can be calculated by comparing the perturbed and

unperturbed versions of their respective binding constraints at the optimal solution

P ∗. For instance, the unperturbed version of (6.41) would imply that

(22R − 1) − α̂(i,j)P̃
∗
(i,d) = 0, (6.47)

where α̂(i,j) = α(i,j). Introducing fluctuations on the channel gain value in (6.47)

by allowing α̂(i,j) = α(i,j) + δα(i,j) and then comparing (6.47) with (6.41) yields

ξ1 = δα(i,j)P̃
∗
(i,d). The perturbation ξ3 can be calculated using a similar method,

thus giving ξ3 = −(δα(i,d)P̃
∗
(i,d) + δα(j,d)P

∗
(j,d)). Replacing the values of ξ1 and ξ3

in (6.46) leads to

∆̂f
∗

Ω<0 =

(
α̂(i,d) − α̂(j,d)

)
δα(i,j)P̃

∗
(i,d) − δα(i,d)P̃

∗
(i,d) − δα(j,d)P

∗
(j,d)

α̂(j,d)
. (6.48)

6 Strong duality holds when the optimal primal objective is equal to the optimal dual objec-

tive, thus resulting in a zero duality gap.
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We observe that (6.48) still depends on unknown mismatch values and thus cannot

be calculated by the network operator. Let us tackle this issue by first focusing on

the polarity of the mismatch values. Firstly, we note that ∆̂f
∗

Ω<0 > 0 indicates that

the previously considered case with Ξ = 0 has presented an optimistic opinion

as to what energy and cost savings can be supplied by an eligible relay j ∈ M ′.

On the other hand, ∆̂f
∗

Ω<0 < 0 suggests that a potential relay under consideration

may contribute to even more energy and cost savings at time t + δt than the ones

calculated at time t.7 The latter scenario may appear to be more desirable than the

former; however, one can hypothesize situations in which the latter scenario will

also be detrimental. For instance, an eligible relay associated with ∆̂f
∗

Ω<0 < 0 may

be considered to be inadmissible because there can be bids submitted by other el-

igible relays which may appear to be more competitive (when in fact they aren’t).

As we will discuss in more detail in Section 6.8, the winning tender will be selected

from one of the solutions located on the Pareto-optimal frontier. In this light, an eli-

gible relay associated with ∆̂f
∗

Ω<0 < 0 might not be deemed to be a Pareto-optimal

solution (even though it may be), and thus is excluded from further consideration. In

this light, we will treat both scenarios as being equally undesirable and for this spe-

cific reason, we are more interested in the absolute value of ∆̂f
∗

Ω<0. Subsequently,

using (6.48) and applying the triangle inequality, we obtain

∣∣∣∆̂f
∗

Ω<0

∣∣∣ ≤
[
|α̂(i,d) − α̂(j,d)||δα(i,j)| + |δα(i,d)|

]
P̃ ∗

(i,d) + |δα(j,d)|P
∗
(j,d)

α̂(j,d)
. (6.49)

Let us denote the strict upper bound value of (6.49) by
∣∣∣∆̂f

∗

Ω<0

∣∣∣
+

. Then, if we

assume that the fluctuations of each channel gain value do vary much from each

other such as they can be effectively treated as a constant, we obtain

∣∣∣∆̂f
∗

Ω<0

∣∣∣
+

∝

[
|α̂(i,d) − α̂(j,d)| + 1

]
P̃ ∗

(i,d) + P ∗
(j,d)

α̂(j,d)
. (6.50)

Similarly, we can calculate ∆f∗ for the second solution of the perturbed version

of (6.3), which gives

∆f∗
Ω≥0 = −µ∗

2ξ2 − µ∗
3ξ3 ≈

(
α̂(i,d) − α̂(j,d)

)
ξ2 + ξ3

α̂(i,d)
. (6.51)

The perturbation ξ2 in (6.51) is always equal to zero since constraint (6.42) is inde-

pendent from the channel gain parameters; thus we obtain

∆̂f
∗

Ω≥0 =
ξ3

α̂(i,d)
= −

(δα(i,d)P̃
∗
(i,d) + δα(j,d)P

∗
(j,d))

α̂(i,d)
=: ∆̂f

∗

Ω≥0. (6.52)

7 The scenario leading to ∆̂f
∗

Ω<0 = 0 would then correspond to the case with almost no

fluctuations on the channel gain parameters; i.e., Ξ ≈ 0.
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Taking the absolute value of (6.52) and subsequently applying the triangle inequality

yields to

|̂∆f
∗

Ω≥0|≤
|δα(i,d)|̃P ∗

(i,d) + |δα(j,d)|P ∗
(j,d)

α̂(i,d)
=: |̂∆f

∗

Ω≥0|+. (6.53)

By assuming constant mismatch terms, we obtain |̂∆f
∗

Ω≥0|+ ∝ f0(P )/α̂(i,d).

Summarizing the two results for each solution, we define the aforementioned sensi-

tivity criterion for the tender submitted by an eligible relay node j ∈ M ′ by

Sj :=

⎧
⎨

⎩

([
|α̂(i,d) − α̂(j,d)| + 1

]
P̃ ∗

(i,d) + P ∗
(j,d)

)
/α̂(j,d) for Ω < 0,(

P̃ ∗
(i,d) + P ∗

(j,d)

)
/α̂(i,d) for Ω ≥ 0.

(6.54)

If a relatively high Sj value is associated with a tender submitted by an eligible re-

lay node j, this would indicate that the previously calculated value of f0(P ) may be

highly sensitive to any perturbation; which would subsequently imply a higher prob-

ability that the energy and cost-savings predicted by the network operator at time t
might not accrue at time t + δt. We on purposely emphasize the words ‘may’ and

‘might’ for two main reasons: (i) Sj is based upon the upper bound value of the ∆̂f
∗
,

which would shed light on the worst-case sensitivity to perturbations and (ii) the ab-

solute values of the mismatch terms are assumed to be comparable, which may not

always be the case in reality.

6.7 Interference Criterion

The network operator would also like to ensure that collaboration with relay node

j does not disturb other currently active end-users, which may be also generating

revenue for the operator by exploiting one of its offered services. We will assume

that the network operator owns the technology to identify and locate these users,

which we will refer to as vulnerable users (VUs). This generic framework can also

be extended to include VUs associated with other independent network operators,

sharing the same frequency bands in the same geographical area. In this context, it

may be assumed that all network operators share the location information of their

respective VUs for their mutual benefit. Subsequently, the operator will also take

into account the interference inflicted on the VUs by an eligible relay j, by associ-

ating another criterion Ij , defined by Ij := P ∗
(j,d)/d

2

(j,v), d(j,v) = 1
V

∑V

v=1 d(j,v),

to each submitted tender. The criterion Ij will be referred to as the interference cri-

terion, whilst V and d(j,v) denote the number of VUs and the distance (in meters)

between the VU with index v ∈ [1, V ] and a potential contractor j.
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6.8 Compromise Programming

Let each submitted tender be represented by vector T j =
[
f0(P

∗), C(i,j,d), S j , Ij

]
,

T j ∈ T , where T denotes the set of all tenders received by the network operator.

The next step in the development of our framework would be to evaluate the tenders

submitted by all potential contractors willing to provide their relaying services to

the operator, subject to adequate reimbursements. In this regard, the network op-

erator must seek that potential relay node which: (a) is associated with the lowest

optimal value f0(P
∗), thus leading to the ‘greenest’ transmission strategy; (b) min-

imizes the total costs C(i,j,d) incurred;8 (c) minimizes the sensitivity of f0(P
∗) and

C(i,j,d) on potential perturbations, which implies that the submitted tender enjoys

the highest level of trust amongst all candidates; as well as (d) minimizes the in-

terference inflicted on the aforementioned VUs. Ideally, the winning tender would

correspond to that tender z that minimizes all the four objectives (aka the utopia

point). However, it is highly unlikely that the network operator will receive such

a tender; especially when considering that some of these objectives may actually

be conflicting to each other. Note our emphasis on the word ‘may’ since we can-

not determine a-priori those criteria that will be always conflicting, since some of

our objectives are dependent on randomly generated parameters. A case in point is

C(i,j,d), which depends on c(j,d), where the latter will be modeled on (6.32) and thus

dependent on the r.v. ǫj . Another example is the interference criterion Ij , which is

dependent on d(j,v), which may be treated as another r.v. since we will later assume

a random topology for the position of nodes (cf. Section 6.9).

We will treat this problem as a multi-criterion optimization problem, which will

be solved by the following two steps. Firstly, we determine the Pareto-optimal set

containing all those solutions (i.e., tenders)—within the decision space T —whose

corresponding objective vector components in T j cannot be all simultaneously im-

proved.9 We will denote the entire set of Pareto-optimal solutions by T ∗. The win-

ning tender would then correspond to that solution T j ∈ T ∗ that is the closest to

z, which is determined by minimizing some distance metric. In our case, we have

opted for the commonly-used Tchebycheff metric (aka the L∞-metric) defined by:

L∞(T j , z) :=
4

max
k=1

|tk − zk|

tmax
k − zk

, (6.55)

where tk and zk denote the kth objective in T j ∈ T ∗ and z, respectively, whilst

tmax
k represents the worst value obtainable for the kth objective in any tender

T j ∈ T . This method is generally know as compromise programming [19, 20] or

the method of global criterion, and would correspond to the well-known min-max

method when used with the distance metric of (6.55).

8 The total costs would depend on P
∗ and on the demanded per-watt compensation c(j,d),

as shown in (6.21). Note that we can only substitute P
∗ in (6.21), if and only if c(j,d)

satisfies certain constraints. We have detailed this specific point in Section 6.4.2.
9 The Pareto-optimal solutions are sometimes referred to as being non-inferior, admissible

or efficient and their corresponding objective vector T j is said to be non-dominated.
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6.9 Simulation Results

We consider scenarios where the end-users are uniformly distributed across a square

having an area of 200 × 200 meters squared. This area is serviced by one source

node i ∈ S positioned on one of the corners of the square. We have considered

downlink spectral efficiencies of R = 0.04 bps/Hz, 0.20 bps/Hz and 0.50 bps/Hz.

The per-watt compensation value c(j,d) demanded by a node was modeled according

to (6.32) as detailed in Section 6.5, with parameters ρ = 10−6, σ2 = ω2 = 0.12/ρ
and ψmax = 8. The total number of VUs was set to V = 20. All the reported results

have been averaged over half a million simulation runs.

Fig. 6.6 displays the average percentage energy-savings provided by the proposed

‘green’ radio framework in comparison to the scenario without outsourcing. It can

be observed that our framework will be providing approximately 68% energy sav-

ings (on average, over the scenario without outsourcing) when R = 0.04 bps/Hz

and Nu = 250 inactive end-users. It must be emphasized that not all the Nu-

number of inactive end-users will be eligible to participate in the ensuing coop-

eration. For example, some of the inactive end-users may be located behind the in-

tended destination, others may violate the initial relay selection rules of (6.6), (6.7)

and (6.8). Other inactive end-users may be reluctant to cooperate or else may have

high opportunity costs. These end-users will be asking for a per-watt compensa-

tion value c(j,d) that violates the strict upper bounds derived in Section 6.4.2 and
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Fig. 6.6 The average percentage energy savings (in comparison with the scenario without

outsourcing) that will accrue from the deployment of our framework, versus the number of

inactive end-users Nu.
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Fig. 6.7 The average percentage cost savings (in comparison with the scenario without out-

sourcing) versus the number of inactive end-users. The total number of VUs was set to

V = 20.

thus their submitted tender will be subsequently disqualified. We also report that the

average number of nodes submitting a competitive tender was equal to 50, 47 and

31 nodes when R = 0.04 bps/Hz, 0.20 bps/Hz and 0.50 bps/Hz respectively, and

with Nu = 250. Fig. 6.7 illustrates the average percentage cost savings versus the

number of inactive end-users. It can be observed that outsourcing with Nu = 250 in-

active end-users will yield cost savings of approximately 65%, 46% and 23% when

R = 0.04 bps/Hz, 0.20 bps/Hz and 0.50 bps/Hz respectively.

All our results reported in Figs. 6.6 and 6.7 were determined via compromise pro-

gramming with respect to all four objectives (i.e., power/energy, cost, sensitivity and

interference). Fig. 6.8 illustrates the average energy and cost savings obtained after

tackling the multi-criterion optimization problem with respect to the energy and cost

objectives only. It can be verified from Fig. 6.8 that these savings are higher than the

ones reported in Figs. 6.6 and 6.7. For example, outsourcing with Nu = 250 inactive

end-users will yield approximately 70% energy savings and 65% cost savings when

R = 0.20 bps/Hz, which represent a respective increase of approximately 8 and

20 percentage points over the energy and cost savings shown in Figs. 6.6 and 6.7.

However, the selected bidder will (on average) be inflicting more interference on the

VUs and its tender will be less robust to potential perturbations. For example, it was

observed that when R = 0.50 bps/Hz and Nu = 250 inactive end-users, the average

sensitivity and interference criteria were respectively increased by approximately

70 and 75 percentage points over the same criteria attained after optimizing with
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Fig. 6.8 The figure shows the average percentage energy and cost savings (in comparison

with the scenario without outsourcing) versus the number of inactive end-users Nu. It can be

observed that the savings are higher than the ones reported in Figs. 6.6 and 6.7, in which we

have considered all four objectives (i.e., transmit power, cost, sensitivity and interference).

respect to all four objectives. The latter point implies that our predicaments depicted

in Fig. 6.8 are less likely to materialize (in practical scenarios with nonzero pertur-

bations on the constraints) than the energy and cost savings reported in Figs. 6.6

and 6.7. In this regard, the network operator may opt for higher savings by trusting

less predictable nodes, which inflicts more interference on the VUs or else, select

nodes that offer a better tradeoff between the four objectives.

6.10 Conclusions

In this chapter, we have exploited outsourcing for the provision of an energy- and

cost-efficient solution for the so-called ‘green’ radio frameworks. Our approach may

be compared to a tender evaluation and selection procedure, whereby a network op-

erator solves a multi-objective optimization problem to determine the winning ten-

der that strikes the best compromise between the benefits (energy and cost savings)

and the drawbacks (potential broken promises by contractors and added interfer-

ence) of outsourcing. Our results show that the proposed framework can attain up

to 68% energy savings and up to 65% cost savings over the scenario without out-

sourcing, whilst still managing to keep the aforementioned potential downsides to a

minimum.
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Chapter 7

Cooperative Relay Scheduling in Energy
Harvesting Sensor Networks

Huijiang Li, Neeraj Jaggi, and Biplab Sikdar

Abstract. This chapter studies relay scheduling in wireless sensor networks with en-

ergy harvesting and cooperative communications capabilities. Sensor networks are

increasingly deployed in inaccessible and remote regions for applications such as

environmental monitoring, relief operations, and defense. In such networks, energy

harvesting and cooperative communication paradigms are used simultaneously to

design energy-efficient relay scheduling strategies. The following scheduling prob-

lem is formulated to maximize the network utility: Given an estimate of the current

network state, should a source sensor node transmit its data directly to the destina-

tion sensor node, or should it use a relay sensor node to help with the transmission?

An upper bound is obtained on the performance of an arbitrary scheduler. Schedul-

ing policies are then developed to choose the appropriate transmission mode de-

pending upon the available energy at the sensors as well as the states of their energy

harvesting and data generation processes. Two separate scenarios are considered

where the state of the relay node is either fully or partially observable at the source

node, and the scenarios are modeled using a Markov Decision Process (MDP) and a

Partially Observable Markov Decision Process (POMDP) respectively. It is shown

that the POMDP can be transformed into an equivalent MDP. Optimal scheduling

strategies are evaluated using value iteration algorithm, and various insights towards

optimal relay scheduling are discussed. Simulation results are used to show the per-

formance of the proposed strategies.
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7.1 Introduction

Technological advances in the design of low-cost, low-power sensor devices with

sensing, processing and wireless communication capabilities, usually on a sin-

gle chip, has facilitated the wide-spread deployment of wireless sensor networks

(WSNs). WSNs have found wide application in a variety of fields including but not

limited to environmental and infrastructure monitoring, military and emergency ap-

plications, and medical applications such as diagnostic techniques, health and stress

monitoring, management of chronic diseases, patient rehabilitation etc. [1, 2, 3, 4].

Most of these applications require small and low-cost devices with long operating

lifetimes. In addition, the major hurdle for the wide adoption of the Body Sensor

Network (BSN) technology is the limited energy supply.

Compared to computing and communication technologies, the relatively slow

rate of progress in the battery technology does not promise battery driven WSN

nodes in near future [5]. Batteries are often seen to be the heaviest part of mod-

ern handheld electronic devices, as a lithium-ion battery could take up to 36% of

the total weight of a Motorola V180 cell phone [6]. The lack of suitable electrode

materials and electrolytes, and difficulties in mastering the interface between them

are the main reasons that slow down the advance of battery technology [7]. The

lithium-ion battery is the most popular type of battery for portable devices. Com-

pared to Ni-MH and Lead-acid batteries, lithium-ion cell has higher energy den-

sity, power rate and cycle life, and is relatively green since recycling is feasible

although costly. However, to support the advances in microelectronics, miniature

power sources such as solid-state, lithium-based, thin-film batteries, are required.

Many wireless sensor network applications require the network to operate for sev-

eral months to years without battery replacement. Such requirements are difficult

to meet with current batteries which have low capacity and current, resulting from

the limited volume of active materials and low energy efficiency [6]. Other battery

quality issues such as self-discharging and performance degradation subject to ex-

treme temperature conditions also impact wireless sensor network applications. In

addition, battery manufacturing often involves unsustainable resources with safety

being a potential concern. For example, currently compounds of lithium-ion batter-

ies such as LiCoO2 and LiMn2O4 are from ores, which are not renewable energy

resources [7].

Thus, design of sustainable and green batteries suitable for long-term wireless

sensor networks operation is a challenging research area requiring collaboration

among a range of disciplines [7]. Meanwhile, energy harvesting from external

sources, which has been around in large scale applications such as harvesting energy

from the water wheel and windmill, is becoming a promising way to realize energy

efficient sensor nodes. However, energy harvesting leads to new challenges such as

time-varying and correlated harvesting rates. Cooperative communications can be

used to design energy efficient communication strategies in such energy constrained

networks. It has been shown that cooperative diversity gains can be achieved in dis-

tributed networks where nodes help each other by relaying transmissions [8], result-

ing in either higher network capacity or lower energy consumption with the same
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capacity. In this chapter, energy harvesting and cooperative communications are

used simultaneously to design energy-efficient relay scheduling strategies in sensor

networks. The rest of the chapter is organized as following. Section 7.2 presents an

overview of the state-of-the-art energy harvesting options and background on coop-

erative communication background. Section 7.3 formulates the problem of energy

efficient scheduling in sensor networks with both energy harvesting and cooperative

communication capabilities and Section 7.4 concludes the chapter.

7.2 Energy Harvesting and Cooperative Communication

7.2.1 Energy Harvesting

The process of deriving energy from renewable energy sources, converting it into

consumable electrical energy is called energy harvesting or energy scavenging.

In wireless sensor networks, energy can be harvested to power small, low-power

MEMS devices. Most common sources of energy harvesting are mechanical vibra-

tion, solar and thermal energy [9].

7.2.1.1 Vibration

The harvesters transduce the vibrational energy into electrical energy using one of

three methods: electromagnetic (inductive), electrostatic (capacitive) and

piezoelectric.

Electromagnetic energy harvesting [9, 10] follows the principle of electromag-

netic induction, wherein voltage is generated across a conductor when it moves

through a magnetic field. Electrostatic generators transform mechanical work into

electric energy by manual or other power. Detail introduction and review of elec-

trostatic energy harvester can be found in [11]. Electromagnetic systems require

no input voltage source to initiate power generation but may require transformers

since typical voltage generated is between 0.1 and 0.2 V. Wafer-scale fabrication

techniques limit the implementation of MEMS electromagnetic devices [6]. Elec-

trostatic devices could be integrated into microsystems but require an additional

voltage source to initially charge the capacitor.

Piezoelectric transduction has received the most attention. Piezoelectric material

is capable of generating electrical charges in response to mechanical pressure, force

or vibration. Review articles [12, 6] show that piezoelectric energy harvesting, with

comparably large power densities, is the simplest way due to the inherent ability of

piezoelectric devices to detect vibrations and convert to voltage directly. [13] builds

a system by using piezoelectric harvesters built into a shoe to collect energy from

heel strikes. One simple implementation is to tap power from pressure by a uni-

morph strip made from piezoceramic composite material. The other is to use a stave

made from a multilayer laminate of PVDF (polyvinyli-dineflouride) foil. The stave

is very thin and the shape of it is chosen to conform to the footprint and bending
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distribution of a standard shoe sole. The performance of piezoelectric energy trans-

duction is also compared [13] with a system where vibration energy is harvested

through a standard electromagnetic generator. It shows that although the power gen-

erated by the piezoelectric systems is limited, it could be integrated in the least

invasive way and is able to serve as power supply for applications with low-power

and low-duty-cycle such as a 12-bit RFID system integrated onto a jogging sneaker.

Various methods of converting energy from different vibrations with piezoelectric

harvesters have been investigated. For example, for unmanned air vehicles, en-

ergy harvesting from aeroelastic vibrations is involved. [14] presents a time-domain

piezoaeroelastic modeling of a generator wing with embedded piezoceramics. With

an aim to reduce the computational cost, frequency-domain piezoaeroelastic analy-

sis of a generator wing with continuous electrodes is also studied in [14].

Piezoelectric energy harvesting from ambient vibration energy can potentially

supply 10-100’s of µW. Low power output challenges both the logic circuit de-

sign and efficient power delivery circuits. [15] proposes a bias-flip rectifier circuit

to improve the power extraction capability. For most wireless sensor network ap-

plications with piezoelectric energy harvesting, the storage of harvested energy is

necessary. [12] provides a review of such storage architectures. [16] proposes that

the energy generated could be stored with capacitors or rechargeable batteries. The

usage of capacitors is discussed in [17, 18]. The use of nickel metal hydride batteries

is considered in [19] and is shown to be preferable than capacitors. Lithium-based

batteries are shown to be ideal in energy harvesting systems [20, 21, 22]. The thin-

film lithium-based batteries could be directly embedded into an energy harvesting

package with piezoelectric materials creating a self-charging, multifunctional de-

vice [22, 23].

The capacitive, inductive or piezoelectric energy conversion from vibration to

electricity is mainly based on linear oscillators where the mechanical oscillators

are designed to be resonantly tuned to the dominant ambient frequency. In many

applications the ambient vibrations have energy distributed over a wide frequency

spectrum. Devices designed with single resonant frequency may not be robust to

variations in the excitation frequency. [19] looks at a random vibration scenario in

an automobile compressor, and experimentally investigates the possible power gen-

erated. Wide band excitation with harmonic excitation is considered in [24, 25].

Energy harvesting under unknown or random excitations is formulated first with

linear random vibration theory to obtain closed-form expressions in [26]. An elec-

tromechanical system with stationary Gaussian white noise based excitation is for-

mulated in [27]. The characteristics of vibration energy’s frequency spectrum may

not always allow for frequency tuning. [28] proposes a non-resonant oscillator ap-

proach which could achieve potentially 400% power harvesting gain compared to

linear model. A bistable toy-model oscillator is realized using an inverted pendulum

made of a four-layer piezoelectric beam.
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7.2.1.2 Solar Energy

Solar photovoltaics (PV) is one of the fastest growing power-generation technolo-

gies in the world. Solar cell or photovoltaic cell converts solar light directly into

electrical energy using photovoltaic effects. When photons striking a PV cell are ab-

sorbed, electricity is generated. Solar energy harvesting achieves the highest power

density according to [29]. However, the solar energy supply could be location de-

pendent and is highly time varying. A solar energy harvesting system involves com-

ponents with different characteristics including the solar panel and the energy stor-

age modules. A solar energy harvesting system implementation should take into

account factors such as availability of light source, characteristic of the photovoltaic

cell used, the chemistry and capacity of the batteries if used as energy storage, the

power supply requirements, and different application behaviors [29, 9]. Novel solar

cell comparisons can be found in [6].

To integrate the solar energy harvesting function into MEMS system, improving

the energy conversion efficiency is important. In June 2010, a Silicon Valley based

company, SunPower, claimed the new solar cell efficiency of record 24.2%. [30]

presents that for day-integrated, above-bandgap direct sunlight, the Si wire arrays

can achieve an absorption efficiency as high as 85%. It also shows that the light

absorbed can be collected with a peak external quantum efficiency of 0.89. Although

the absorption rate is not equivalent directly to sunlight-to-electricity conversion

efficiency, the absorption enhancement and collection efficiency enable smaller size

cells and may potentially increase the PV efficiency owing to an effective optical

concentration of up to 20 times.

As the solar panel size is of concern, micro-solar power system has recently re-

ceived more research attention since the energy harvesting is more challenging un-

der limited energy storage capacity and energy utilization efficiency compared to

well-addressed macro-solar power system [31]. Several micro-solar power systems

have been developed by different research institutes. Heliomote [32] from Univer-

sity of California, LA, is a wireless sensor node with solar energy harvesting module

where two AA sized NiMH rechargeable batteries are used to store the energy. A

harvesting aware protocol is demonstrated and graphical interface is available to

monitor the network operation. Long lifetime is one of the primary objectives of

many solar energy harvesting systems and the battery life usually limits the sys-

tem due to frequent charging and discharging. University of California, Berkeley,

presents Prometheus (Perpetual Self Sustaining Telos Mote) [33], which adopts a

two-stage energy storage system to slow down the deterioration of the battery. In

the design of Prometheus, both a supercapacitor and a Lithium rechargeable battery

are used and the supercapacitor serves as the primary buffer for energy charging

and discharging. Trio [34], a large-scale outdoor test bed with solar energy harvest-

ing which integrates Prometheus is also from UC Berkeley. The comparison and

analysis of Heliomote and Trio can be found in [31].

To operate with high conversion efficiency, maximum power point tracking

(MPPT) is desired. The maximum power point (MPP) is the point on the I-V curve

where the power output at the given level of source light intensity is maximized.
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MPPT is used to adjust the operating point of the solar panel to achieve optimal

output. In micro-scale energy harvesting system, the maximal energy drawn from

PV modules is very limited (i.e., hundreds of milliwatts) [35] due to the small size

of the cells which constraints the power consumption of MPPT to a few milliwatts.

[36] considers a system with approximate MPPT which does not require a mi-

crocontroller unit to reduce the overhead. [37] is a solar energy harvesting system

with built-in MPPT using only one supercapacitor for energy storage. The system is

shown to achieve higher efficiency than Heliomote and Prometheus, but the control

unit to run MPPT might potentially consume more power. [35] proposes a solar en-

ergy harvester using a pilot-cell as the reference for MPPT which does not consume

extra power but is subject to static characterization of the panel. DuraCap [38] is a

solar-powered energy harvesting system which aims to maximize the MPPT over

a variety of solar panels. More discussion on solar energy harvesting system with

MPPT can be found in [39].

7.2.1.3 Thermal Energy

Thermoelectric generators are solid-state power sources which convert temperature

differences (gradients) directly into electrical energy using Seebeck effect. Thomas

Johann Seebeck found that a voltage is produced across a circuit made from two dis-

similar metals, with junctions at different temperatures. Solid-state thermoelectric

generators have the advantage of long operation time, low maintenance and high re-

liability [9]. However, low energy conversion efficiency and operational temperature

of the material in thermocouple modules limit the commercialization of thermoelec-

tric generators. Thus, most research on thermal energy harvesting has focused on

materials [40, 41, 42]. Thermoelectric devices comparison is further discussed in [6].

Although thermoelectric generators are the primary way for harvesting energy

from heat, the requirement of large temperature gradient may result in limited per-

formance in MEMS device. Instead of temperature gradient, temperature variation

can also be converted to energy by using pyroelectric effect. [43] compares the pros

and cons of using thermoelectric and pyroelectric generators.

7.2.2 Cooperative Communication

The idea of cooperative communication was first brought out and studied using

a discrete memoryless three-terminal relay network by van der Meulen [44] and

Cover and El Gamal [45]. The channel capacity between the the source and the des-

tination, the strategies on the relay, energy efficiency and distribution among the net-

work, and other aspects of relay networks have been the focus of intensive research

[46, 47, 48, 49, 50]. The most commonly studied cooperative strategies are amplify-

and-forward (AF) and decode-and-forward (DF). With AF, the relay node amplifies

the source’s transmission and retransmits it to the destination. The amplifier gain

might depend on the estimated channel coefficient between the source and the relay.
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The destination can decode the information by combining both the received signals.

With the DF strategy, the relay node receives and decodes the source’s transmission,

then re-encodes and transmits it to the destination. The destination then combines

the reception from the sender and the reception from the relay to decode the data.

Cooperative communication as virtual MIMO in which individual sensor nodes

with single antenna cooperate to form multi-antenna transmitters or receivers has

also been actively studied. [51] investigates the effect of propagation parameters on

energy and delay efficiency of virtual MIMO scheme and develops a semi-analytical

approach measuring the energy consumption of both virtual MIMO and SISO based

sensor networks taking into account the extra training overhead. [52] proposes a

threshold-based distributed MIMO system to achieve the maximum throughput and

maintain stable queues at the same time by dynamically deciding the size of co-

operative clusters. Cooperative communication introduces many opportunities for

cross-layer design and optimization. Addressing the throughput, delay and energy

efficiency of a wireless network with cooperative communication, [53] proposes

a Medium Access Control (MAC) protocol, CoopMAC. The design of [53] is to

be compatible with IEEE 802.11 MAC layer. Additional control signals are ex-

changed for each station to store the information about the relay candidates. The

RTS/CTS mode defined in IEEE 802.11 is extended to include a Helper ready To

Send (HTS). [54] is CSMA/CA based, in which two-hop paths are first searched

as a non-cooperative network and then cooperative-routing is proposed to integrate

the cooperative gain into the route. Besides RTS/CTS, Relay-Start (RS) and Relay-

Acknowledgement (RA) are also broadcast to set up the link. [55], based also on

IEEE 802.11 MAC layer DCF algorithm, chooses the relay with the best link quality

and four-way handshake among the source, the relay and the destination is proposed

with additional Cooperative RTS (C-RTS) and Cooperative CTS (C-CTS) defined.

Energy efficiency of cooperative communication has been investigated. [56] pro-

poses a relay selection scheme to minimize the total energy consumption of the

transmission process. In [56], multiple relays acquire the channel state information

(CSI) when the source is broadcasting information. It shows that the energy con-

sumption for data transmission can be decreased by using more relays, however the

overhead of obtaining CSI increases as the number of relays increases. [57] shows

the energy saving possibility with virtual MIMO. [58] studies the energy efficiency

of single-relay cooperative communication networks and proposes a relay selection

strategy in which the relay selected is with the least distributively evaluated sig-

nalling overhead . [59] assumes an information fusion center in densely deployed

sensor networks. Evaluating the trade-off between energy efficiency and system re-

liability, the architecture of the fusion center is analyzed and the problem of whether

sensors should cooperatively communicate with the fusion center or not is studied.

Scheduling of relays has been studied from different aspects. [60] focuses on the

relay selection schemes to achieve the sub-optimal signal-to-noise ratio (SNR) but

with complexity linear in the number of relays. [61] considers the optimal relay

assignment problem in an ad-hoc network where multiple source-destination pairs
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compete for relays. Polynomial time algorithm has been developed to find relay for

every pair and the minimum capacity among all pairs is maximized. [62] considers

the scheduling problem in a basic three-node cooperative network. The scheduler

proposed decides the role of one node as either a source or a destination or a relay

under the criteria of fairness, real-time channel adaption and computational com-

plexity. It shows that the combination of selecting the source in a round-robin way

and deciding the relay according to normalized instantaneous signal-to-nose ratio

can be a practical solution.

Wireless sensor networks integrating cooperative communication and energy har-

vesting capability is promising, which addresses the energy supply limitation con-

cern of wireless sensor networks and utilizes the spatial diversity and environment

energy. [63] considers that multiple sensors capable of energy harvesting voluntarily

serve as cooperative amplify-and-forward relays. The fundamental constraint is that

only the harvested and stored energy at those nodes can be used to relay. The num-

ber of relays needed to achieved the maximum spatial diversity is studied as well

as the transmission power relays should use to achieve certain level of reliability.

The energy harvesting at a sensor is assumed to be a stationary and ergodic process

with mean specified in the unit of J/sec. The performance of the system is studied

in terms of symbol-error-rate (SER). [64] designs data link automatic repeat request

(ARQ) protocol with cooperative communications in energy harvesting sensor net-

works. One or multiple relays are requested to retransmit the data to the receiver

when the information first transmitted from the source is not successfully received

by the receiver. Relays selection conforms to the rule that at each sensor the average

energy consumption rate does not exceed the energy generation rate.

7.3 Optimal Scheduling for Relay Usage in Sensor Networks

with Energy Harvesting

In this section, wireless sensor networks with energy harvesting capability is con-

sidered and the problem of scheduling cooperative, relay based communications is

addressed. Time-slotted source-relay-destination system is considered, where a sen-

sor (the source) has the option to have another sensor (the relay) help to transmit

its data to the destination. All sensor nodes under consideration are equipped with

energy harvesting capability.

From an energy efficient perspective, the source may achieve the same bit error

rate (BER) for a lower transmission power if it uses a relay, as compared to a direct

transmission. However, this increases the power consumed by the relay and as a

result, the relay sensor may not have energy to report its own data in the future.

The energy harvesting capability at sensor node also adds a new dimension to the

power distribution in the network. Thus, at any given instant of time, the problem

of interest is for the source to determine whether to transmit data on its own or

cooperatively with the relay in order to maximize the long term ratio of the data that

is successfully delivered, to the total data that is generated.
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In order to deduce an energy efficiency optimal scheduler, in addition to its own

state information (e.g. current battery level, battery recharge and event occurrences),

the source also needs to know the state information at the relay. An upper bound on

the performance of an arbitrary scheduler is first derived. Then two scenarios with

different system observabilities are considered. In the ideal, fully observable system,

it is assumed that the source can always obtain complete knowledge about the cur-

rent status at both the source and the relay. The transmission scheduling problem is

then formulated as a Markov Decision Process (MDP). However, this is unrealistic

and in a more practical system it is reasonable to assume that when a relay transmits

or relays data, the headers of the packets may include the relay’s state information.

In periods without data transmission at the relay, conveying the state information of

the relay in real time represents a significant overhead. Thus, in a partially observ-

able system, where the source has to base its decision on stale state information, the

scheduling problem to determine the optimal decision is formulated as a Partially

Observable Markov Decision Process (POMDP). It will be shown that the POMDP

can be decomposed into an equivalent MDP, the solution of which also gives the

optimal solution for the POMDP.

7.3.1 Basic Metric and Methodology

7.3.1.1 Quality of Coverage

Activation of sensors varies the topology of the wireless sensor network. Thus, cov-

erage and connectivity are common measurement of the performance of wireless

sensor networks scheduler. [65] investigate wireless networks where sensors have

long sleep time. The network performance is measured as the probability that any

given location is not monitored by any active sensor. The performance of the net-

work is also measured as the probability that the length of the time interval during

which any location that is not covered by any active sensor is limited to some ex-

tent. Taking into account that the sensing range and the transmission range of sen-

sors could be different, [66] designs a scheduling algorithm for sensor activation

such that ensure the area is covered to a given percentage and all active sensors are

connected. [67] measures the time-average utility to find an near-optimal activation

scheme in a sensor network with energy harvesting to provide better quality of cov-

erage. The scheduler in [68] does not active or de-active sensor but considers that

a sensor goes into de-active mode if it does not have enough energy to detect and

handle events and quality of coverage is used as the metric. For the scenario we

consider in the following sections, we do not discriminate the transmission range

and sensing range and consider similar Quality of Coverage as in [68].

7.3.1.2 MDP

Due to the random nature of both the recharging processes and the event occurrence

process, the scheduling question outlined above is a stochastic decision problem.

Markov decision process models have gained notable reputation over diverse fields
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including communications engineering. The reader is referred to [69] for detailed

study of MDP models. A MDP model consists of decision epochs, states, actions,

rewards for actions chosen at different epochs, and transition probabilities which

determine the next state based on current state and the action taken [69].

[70] applied MDP model to study the activation problem in wireless sensor net-

works with energy-harvesting sensors. In the scenario [70] considered, the sensor

has the flexibility to stay alive or asleep. Staying alive the sensor can observe any

new event but might waste the energy when there is no event for a while. Since the

recharging and discharging process is a stochastic process, to maximize the overall

events reported, an optimal activation problem is modeled as a MDP and analyzed.

[68] considers transmission strategies in Body Sensor Networks (BSNs) which

consists of sensors located around human body and equipped with energy harvest-

ing capability. Transmission strategies with different energy consumption and cor-

respondingly different packet error rates are available in the system considered in

[68]. The goal is to minimize the probability that the sensor has no enough energy

to detect and report an event while maximized the chance of correct transmission.

The problem is addressed as a Markov decision process in which the recharging

process and event process are modeled as stochastic processes, an instant time de-

cision on transmission strategy costs different energy consumption determining the

next system state and the reward is the successful transmission probability.

In our case, time is divided into slots also referred to as decision epochs. The deci-

sion of whether to use a relay or not at a particular slot, together with the recharging

processes, determines the available battery levels at both the source and the relay at

the next slot. Time-averaged quality of coverage is the objective we are optimizing,

and the reward is defined to reflect instant successful event reports. Since the deci-

sion is made frequently (every time slot), the average reward optimality criterion is

preferred [69] and value iteration is adopted. The MDP formulation of the problem

addressed is in Section 7.3.3.

7.3.2 An Upper Bound on the Performance

In the perspective of this chapter, a discrete time model is assumed where time is

slotted in intervals of unit length. Each slot is long enough so that a source node and

a relay node can either cooperatively transmit one data packet for the source, or both

can transmit one of their own packets. At most one data packet is generated at a node

in a slot. Each sensor has a rechargeable battery and an energy harvesting device.

The energy generation process at each sensor is modeled by a correlated, two-state

process with parameters (qon,qo f f ). In the on state (i.e. when ambient conditions are

conducive to energy harvesting), the sensor generates energy at a constant rate of c

units per time slot. In the off state, no energy is generated. If the sensor harvested

energy in the current slot, it harvests energy in the next slot with probability qon

and no energy is harvested with probability 1−qon. On the other hand, if no energy

was harvested in the current slot, no energy is harvested in the next slot with prob-

ability qo f f , and energy is harvested with probability 1−qo f f , 0.5 < qon,qo f f < 1.
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It is assumed that the energy generated during a recharge event is available at the

end of the slot. The two-state model can account for harvesting methods such as

vibration-based event-driven harvesting, as well as solar harvesters. More compli-

cated harvesting models can be accommodated by increasing the number of states

in the Markov model.

The data packets that the sensors report to a sink are also generated according

to a correlated, two-state process with parameters (pon, po f f ) with 0.5< pon, po f f <
1 where in the on state an event (i.e. data packet) is generated in each slot, and

no events are generated in the off state. It is assumed that an event is generated

and detected at the beginning of a time slot. The average duration of a period of

continuous events, E[N], is

E[N] =
∞

∑
i=1

i(pon)
i−1(1− pon) =

1

1− pon

, (7.1)

and the steady-state probability of event occurrence, πon, is

πon =
1− po f f

2− pon− po f f

. (7.2)

Similarly, the average length of a period without events and its steady-state probabil-

ity are 1
1−po f f

and πo f f = 1−πon, respectively. Also, the average length of a period

with energy harvesting and the steady-state probability of such events are 1
1−qon

and µon =
1−qo f f

2−qon−qo f f
, respectively. Finally, the expected length of periods without

recharging and its steady-state probability are 1
1−qo f f

and µo f f = 1− µon, respec-

tively. The parameters corresponding to the source and relay nodes are denoted with

a superscript of s and r, respectively (e.g. ps
on).

To develop our models, a three-node network with one source, one relay and

one destination node is considered. A source sensor has two transmission modes: 1)

direct mode in which a packet is transmitted directly from the source to the desti-

nation and δ s
1 units of energy is consumed at the source; 2) relay mode, consuming

δ s
2 units of energy, in which the packet is transmitted by the source and relayed by

the relay sensor. A relay sensor also has two transmission modes: own-traffic mode

and relay mode. In the own-traffic mode, the relay sensor transmits its own packet

to the destination consuming δ r
1 units of energy while in the relay mode the relay

sensor’s own traffic is discarded if any and δ r
2 units of energy is consumed to relay

another sensor node’s packet. Let δ1 > δ2 where the superscript is dropped (s or r

to indicate source and relay sensors, respectively) to indicate that the relation holds

for both source and relay sensors. Assume that the sensors are working in real-time

monitoring scenarios. Thus no retransmission is attempted for errors and packets

are not buffered. Also, a sensor is considered available for operation if it has enough

energy to transmit or relay a packet.

The communication strategy of a sensor pair {source, designated relay} is gov-

erned by a policy Π that decides on the transmission mode to be used for reporting
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events. The action taken by the sensor pair in time slot t is denoted by at with

at ∈ {0,1,2,3,4} denoting {no transmission, no transmission}, {direct, no trans-

mission}, {relay, relay}, {direct, own-traffic}, and {no transmission, own-traffic},

respectively. The basic objective of the decision policy Π is to maximize quality of

coverage, defined as follows. Let Eo(T ) denote the number of events that occurred

in the sensing region of a sensor over a period of T slots in the interval [0,T ]. Also,

let Ed(T ) denote the total number of events that are detected and correctly reported

by a sensor over the same period under policy Π . The time average of the fraction of

events detected and correctly reported by both the source and relay nodes represents

the quality of coverage and is given by

U(Π) = lim
T→∞

E
s
d (T )+E

r
d (T )

E s
o (T )+E r

o (T )
. (7.3)

A transmission action can be successfully taken only if the corresponding sensor

has enough power (δ1 for direct/own-traffic mode and δ2 for relay mode) and an

event occurs at the beginning of the slot. Let Ti with i ∈ {0,1,2,3,4} denote the

number of time slots in which action i is successfully taken over the period [0,T ],
under the optimal policy ΠOPT . Then events reported by source and relay nodes will

be E s
d (T ) = T1 + T2 + T3 and E r

d (T ) = T3 + T4 respectively. As T → ∞, the number

of events occurring in the interval [0,T ] satisfies

lim
T→∞

E s
o (T )

T
= π s

on =
1− ps

o f f

2− ps
on− ps

o f f

(7.4)

lim
T→∞

E r
o (T )

T
= π r

on =
1− pr

o f f

2− pr
on− pr

o f f

. (7.5)

Let the available energy at the sensor at the beginning of slot t be Lt and assume

that the initial energy level is L0. The expected energy level of the source sensor and

the relay sensor at time T are given by

E[Ls
T ] = Ls

0 − (T1 + T3)δ
s
1 −T2δ s

2 + T µ s
oncs, (7.6)

E[Lr
T ] = Lr

0 − (T3 + T4)δ
r
1 −T2δ r

2 + T µ r
oncr. (7.7)

Using the fact that E[Ls
T ] ≥ 0 and δ s

1 > δ s
2

lim
T→∞

T1 + T3 + T2

T
≤

µ s
oncs

δ s
2

. (7.8)

Additionally, since T1+T2+T3
T

≤
E s

o (T )
T

,

lim
T→∞

T1 + T3 + T2

T
≤ min{

µ s
oncs

δ s
2

,π s
on}. (7.9)
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Using the fact that E[Lr
T ] ≥ 0, T2 ≥ 0 and T3+T4

T
≤ E r

o (T )
T

, it can also be shown that

lim
T→∞

T3 + T4

T
≤ min{

µ r
oncr

δ r
1

,π r
on}. (7.10)

Finally, combining Eqns. (7.9) and (7.10), the performance of the optimal policy

and thus any arbitrary policy is bounded by

U(ΠOPT ) = lim
T→∞

E s
d (T )+E r

d (T )

E s
o (T )+E r

o (T )

≤
min{ µs

oncs

δ s
2

,π s
on}+ min{ µr

oncr

δ r
1

,π r
on}

π s
on + π r

on

. (7.11)

7.3.3 MDP Formulation

The problem of developing the optimal scheduling problem is fairly challenging due

to the number of variables involved and their complex interactions. In this section it

will show that the problem may be modeled as a MDP, thereby the optimal policy

can be obtained1.

Denote the system state at time t by Xt = (Ls
t ,E

s
t ,C

s
t ,L

r
t ,E

r
t ,C

r
t ) where Ls

t ,L
r
t ∈

{0,1,2, · · · ,K} represents the energy available in the sensors at time t, and Es
t ,E

r
t ∈

{0,1} equals one if an event to be reported during time interval [t, t +1) occurred at

time t and zero otherwise. Also, Cs
t ,C

r
t ∈ {0,1} equals one if the sensor recharged

during time interval [t − 1, t) and zero otherwise. (i.e. it is assumed that the sensor

does not know at time t if it will recharge during interval [t,t + 1)). The battery

capacity of the sensor is assumed to be K. The action taken at time t is denoted by

at ∈ {0,1,2,3,4} as described in Section 7.3.2. The next state of the system depends

only on the current state and the action taken. Thus the system constitutes a Markov

Decision Process [69].

Let θ s and θ r denote the reward gained by the system for each source sensor

and relay sensor event that is successfully reported. The values of θ s and θ r may be

chosen to reflect the importance of the observations of each sensor. Alternatively,

θ s and θ r may also be made equal to the probability that a transmitted packet is

received without errors, in order to account for channel errors. The reward function

R(Xt ,at) is then given by,

R(Xt ,at) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

θ s if at = 1 or 2,Es
t = 1

θ s + θ r if at = 3,Es
t = Er

t = 1

θ r if at = 4,Er
t = 1

0 otherwise.

(7.12)

1 Readers are referred to [69] for an introduction to MDPs.
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Let gs
t and gr

t be the amount of energy gained by the source and relay sensors in

the interval [t,t + 1) respectively. Then,

gs
t =

{

cs w.p. Cs
t qs

on +(1−Cs
t )(1−qs

o f f )

0 otherwise
(7.13)

gr
t =

{

cr w.p. Cr
t qr

on +(1−Cr
t )(1−qr

o f f )

0 otherwise
(7.14)

where w.p. stands for “with probability”. Let ls
t and lr

t be the amount of energy spent

by the source and relay sensors in the interval [t, t + 1) respectively. Then,

ls
t =

⎧

⎨

⎩

δ s
1 if at = 1 or at = 3

δ s
2 if at = 2

0 otherwise

(7.15)

lr
t =

⎧

⎨

⎩

δ r
1 if at = 3 or at = 4

δ r
2 if at = 2

0 otherwise.

(7.16)

To complete the MDP formulation, the system state at time t + 1 is given by

Xt+1 = (Ls
t+1,E

s
t+1,C

s
t+1,L

r
t+1,E

r
t+1,C

r
t+1), (7.17)

where

Ls
t+1 = max{min{Ls

t + gs
t − ls

t ,0},K} (7.18)

Lr
t+1 = max{min{Lr

t + gr
t − lr

t ,0},K} (7.19)

Es
t+1 =

{

1 w.p. Es
t ps

on +(1−Es
t )(1− ps

o f f )

0 otherwise
(7.20)

Er
t+1 =

{

1 w.p. Er
t pr

on +(1−Er
t )(1− pr

o f f )

0 otherwise
(7.21)

Cs
t+1 =

{

1 w.p. Cs
t qs

on +(1−Cs
t )(1−qs

o f f )

0 otherwise
(7.22)

Cr
t+1 =

{

1 w.p. Cr
t qr

on +(1−Cr
t )(1−qr

o f f )

0 otherwise.
(7.23)

The objective is to maximize the average reward criteria over an infinite hori-

zon. The optimal solution can be computed by using value iteration [69]. Since the

induced Markov chain is unichain, from Theorem 8.5.2 of [69], there exists a deter-

ministic, Markov, stationary optimal policy ΠMD which also leads to a steady-state
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transition probability matrix. Considering the average expected reward criteria, the

optimality equations are given by [71]

λ
∗ +h ∗ (X)= max

a∈{0,1,2,3,4}

[

R(X ,a)+
(K,1,1,K,1,1)

∑
X ′=(0,0,0,0,0,0)

pX ,X ′(a)h∗(X ′)

]

,

∀X∈{(0,0,0,0,0,0), · · · ,(K,1,1,K,1,1)} (7.24)

where pX ,X ′(a) represents the transition probability from state X to X ′ when action

a is taken, λ ∗ is the optimal average reward and h∗(i) are the optimal rewards when

starting at state i = (0,0,0,0,0,0), · · · , (K,1,1,K,1,1). For the purpose of evalua-

tion, the relative value iteration technique [71] is used to solve Eqn. (7.24).

7.3.4 POMDP Formulation

For the partially observable system, the decision problem is first formulated as a

POMDP, and then the equivalent MDP formulation is presented, the detailed process

can be found in [74].

7.3.4.1 System States and Observations

The system state at time t is denoted by Xt = (Ls
t ,E

s
t ,C

s
t ,L

r
t ,E

r
t ,C

r
t ), as in Section

7.3.3, except that the variable Er
t ∈ {0,1} is defined similarly for the relay but equals

one if the event process is on during time interval [t − 1,t). Note that while Er
t , Cs

t

and Cr
t are based on the interval [t − 1,t), Es

t is based on the interval [t, t + 1). The

state of the relay at time t is defined in terms of the previous slot since that is the

latest information the source may have about the relay. Assume that the battery at a

sensor has a finite capacity K. Denote the set of actions described in Section 7.3.2

by A = {0,1,2,3,4}. The action taken at time t is denoted by at ∈ A .

The system observation at time t at the source sensor is denoted by Yt . The source

is assumed to always have full information about itself. If the action taken at time

t − 1 is 2,3 or 4, then the relay was active, and the observation matches the state

and equals Xt . However, if the action taken was 0 or 1, the relay was inactive. Thus

the state of the event and energy generation processes at the relay are not known,

along with the energy level at the relay (due to the possibility of recharging). Thus

the observation Yt is characterized by,

Yt =

{

Xt if at−1 ∈ {2,3,4}
(Ls

t ,E
s
t ,C

s
t ,φL,φE ,φC) if at−1 ∈ {0,1}

where φω denotes that a variable ω is unknown.

7.3.4.2 POMDP Transformation

In the presence of only partial observations, the optimal action depends on the cur-

rent and past observations, and on past actions. Existing work has shown that a
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POMDP may be formulated as a completely observable MDP with the same finite

action set [71, 72, 73]. The state space for the equivalent MDP comprises of the

space of probability distributions on the original state space. Thus in the general

case, the state space of the equivalent MDP may become uncountable or infinite. In

this case, the structure of the POMDP leads to a countable state space for the equiv-

alent MDP, guaranteeing the existence of an optimal solution to the average cost

(reward) optimality equation [73]. As a result, the solution to the equivalent MDP

with complete state information provides the optimal actions to take in the POMDP,

and with the optimal reward.

Denote the state space of the equivalent MDP as Δ , and its state at time t as Zt .

Then Zt ✂ Δ is a information vector of length |X |, whose i-th component is given

by,

Z
(i)
t = Pr[Xt = i|yt , · · · ,y1;at−1, · · · ,a0], i ∈ X . (7.25)

Zt satisfies I ′Zt = 1, where I ′ denotes a row vector of length |X | with all elements

equal to 1, and X denotes the state space of system state Xt .

It can be shown [74] that the state space of the equivalent MDP is countable and

that the state at time t, Zt , can be represented in the form Zt =(Ls
t ,E

s
t ,C

s
t ,L

r,Er,Cr, i),
representing the following: (a) the relay had no transmissions in the past i slots; (b)

the state of the relay when it last transmitted was (Lr, Er, Cr); (c) the current state

at the source is (Ls
t , Es

t , Cs
t ).

The POMDP is then transformed to an equivalent MDP with state space Δ and

the optimality equations for this MDP are given by [73]:

Γ ∗+h∗(Z) = max
a∈A

[

R̄(Z,a)+ ∑
y∈Y

V (y,Z,a)h∗(
T̄ (y,Z,a)

V (y,Z,a)
)

]

, ∀Z ∈ ∆ .(7.26)

where h∗(Z) is the optimal reward when starting at state Z, T̄ (y,Zt ,at) represents

the probability of event {Xt+1 = i,Yt+1 = y} given past actions and observations,

V (y,Zt ,at) is interpreted as the probability of Yt+1 = y given the past actions and

observations, and R̄(Z,a) = Z′[R(i,a)]i∈X is the reward function which will be dis-

cussed in Section 7.3.4.3. These equations can be solved using the relative value

iteration algorithm [71], however, exact closed-form expressions for h∗ and Γ ∗ may

not exist, particularly for finite K.

7.3.4.3 Equivalent MDP Reward Function

Recall that θ s and θ r denote the rewards gained by the system for each source sensor

and relay sensor event that is successfully reported, respectively. For the partially

observable system, the reward associated with the states Z ∈ ∆ of the equivalent

MDP, denoted as R̄(Z,a), is the same as that of the optimal reward for the original
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POMDP [73]. Then, the reward function of the equivalent MDP at time t is given

by,

R̄(Z,a)

=

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

θ s if at =1,Es
t =1,Ls

t ≥δ s
1

θ sPr[Lr
t ≥δ r

2 |L
r
t−i =Lr] if at =2,Es

t =1,Ls
t ≥δ s

2

θ s+θ rPr[Lr
t ≥δ r

1 ,Er
t =1|Lr

t−i =Lr,Er
t−i =Er] if at =3,Es

t =1,Ls
t ≥δ s

1

θ rPr[Lr
t ≥δ r

1 ,Er
t =1|Lr

t−i =Lr,Er
t−i =Er] if at =4

0 otherwise.

(7.27)

7.3.5 Simulation Results

This section explores the impact of various parameters on the performance of the

proposed schedulers using simulations presenting the results when only a single

three-node-group (i.e. source, relay and destination) is present in the network. Net-

works with multiple groups are further considered in [75]. All simulations were run

for a duration of 5000000 time units and physical layer aspects such as bit errors

were not considered. All figures show the quality of coverage (unless noted other-

wise) defined as the ratio of the number of events successfully reported to the total

number of events generated.

Figure 7.1 demonstrates the effect of the event generation process on the perfor-

mance of a fully observable system with MDP formulated policy, along with the

theoretical upper bound from Section 7.3.2, and all parameters are specified in the

caption. In all the four cases, the recharge process parameters and transmission en-

ergies are the same for both the source and the relay sensors. Since pon and po f f are

constrained in the range (0.5,1.0), the four choices of (0.6,0.6), (0.6,0.9), (0.9,0.6)

and (0.9,0.9) in Figure 7.1 give an indication of the performance in diverse settings

of low-low, low-high, high-low and high-high correlation probabilities at the relay.

For each of the four cases, the parameters ps
on and ps

o f f of the event generation

process of the source node are varied from 0.55 to 0.95. The quality of coverage de-

creases as ps
on increases, since an increase in ps

on increases both π s
on and the average

length of periods with continuous packets, while decreasing π s
o f f and the interval

between bursts of traffic. With a relatively higher (close to 1) pr
on and lower (close

to 0.5) pr
o f f , as in Figure 7.1(c), the event generation rate at the relay node increases,

thereby reducing the energy available at the relay for helping the source sensor. Thus

the quality of coverage degrades in this case, and in contrast, improves with a lower

pr
on and higher pr

o f f (Figure 7.1(b)).

In Figure 7.1, the theoretical bound is tighter when ps
on is low and ps

o f f is high.

For an intuition behind this observation, it is noted that the bound in Eqn. (7.11)

uses two approximations: (a) to achieve the first term in its numerator, the term
T1+T3

T

δ s
1−δ s

2
δ s

2
is omitted during derivation, and, (b) the second term in the numerator

of Eqn. (7.11) neglects the term T2
T

δ r
2

δ r
1

during derivation. When ps
on is low and ps

o f f

is high, π s
on < µs

oncs

δ s
2

. The source sensor has enough energy and tends to transmit the

packet directly and the relay spends most of its energy and time slots on its own
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(a) pr
on = 0.6, pr

o f f = 0.6 (b) pr
on = 0.6, pr

o f f = 0.9

(c) pr
on = 0.9, pr

o f f = 0.6 (d) pr
on = 0.9, pr

o f f = 0.9

Fig. 7.1 Effect of pon and po f f on the quality of coverage (z-axis) of a fully observable

system and the theoretical upper bound. Parameters used: qs
on = qr

on = 0.85, qs
o f f = qr

o f f =

0.7, cs = cr = 1, δ s
1 = δ r

1 = 2, δ s
2 = δ r

2 = 1, θ s = θ r = 1, K = 20.

traffic. Consequently, T2 is small and the approximation error from the second term

is very small, and the bound is thus tight. On the other hand, as π s
on increases, the

first term of the numerator of Eqn. (7.11) is determined by
µs

oncs

δ s
2

which introduces

an error corresponding to the term T1+T3
T

δ s
1−δ s

2
δ s

2
in Eqn. (7.8). Also, when π s

on is large,

the packet generation rate at the source is high, resulting in a low battery level at the

source and a higher use of the relay to transmit the source’s traffic. Thus the fraction
T2
T

increases and the error introduced by the second term in the numerator of Eqn.

(7.11) also increases, and the bound becomes looser.

Similar set of results are evaluated to explore the impact of the recharge process

on the performance. For those results, the event generation process parameters and

the transmission energies were the same for both the source and relay sensors. It was

observed that the quality of coverage increases as qs
on increases and qs

o f f decreases,

i.e. when the steady state probability of recharging and the average length of contin-

uous recharging slots of the source node increase. The rate of increase in the quality

of coverage with qs
on is approximately linear when qs

o f f is close to 0.5 and approxi-

mately exponential when it is close to 1. Also, as qr
on increases and qr

o f f decreases,

the quality of coverage increases in general. The theoretical bound is tighter when

both qs
on is small (close to 0.5) and qs

o f f is large (close to 1). The intuition behind

the results is similar to that given for Figure 7.1.
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(a) pr
on = 0.6, pr

o f f = 0.6 (b) pr
on = 0.6, pr

o f f = 0.9

(c) pr
on = 0.9, pr

o f f = 0.6 (d) pr
on = 0.9, pr

o f f = 0.9

Fig. 7.2 Effect of pon and po f f on the quality of coverage (z-axis) of a partially observable

system and a fully observable system. Parameters used: qs
on = qr

on = 0.85, qs
o f f = qr

o f f = 0.7,

cs = cr = 1, δ s
1 = δ r

1 = 2, δ s
2 = δ r

2 = 1, θ s = θ r = 1, K = 20.

Figure 7.2 demonstrates the effect of the event generation process on the per-

formance for a partially observable system formulated as POMDP, compared with

results of a fully observable system. All parameters are specified in the caption. In

all the four cases, the recharge process parameters and the transmission energies are

the same for both the source and the relay sensors. The four choices of (0.6,0.6),
(0.6,0.9), (0.9,0.6) and (0.9,0.9) give an indication of the performance in diverse

settings of low-low, low-high, high-low and high-high correlation probabilities at

the relay. For each of the four cases, the parameters ps
on and ps

o f f of the event gener-

ation process at the source node are varied from 0.55 to 0.95. Overall, the quality of

coverage is higher when the relay has a lower pr
on and higher pr

o f f . The percentage

of relay usage in the four cases are shown in Table 7.1. The table shows the overall

quality of coverage (QoC) defined earlier along with the individual QoCs defined

as the following: Source QoC is the ratio of the number of packets transmitted to

the number of packets generated by the source and Relay QoC is the ratio of the

number of packets transmitted (its own) to the number of packets generated by the

relay. Relay usage is defined as the ratio of the number of source packets transmit-

ted using the relay to the total number of packets transmitted by the source. For

cases (0.6,0.6) and (0.9,0.9), the steady-state probabilities of the event occurrence

at the relay (π r
on) are the same (1/2), but as the length of continuous events at the

relay (E(N), defined in Eqn. (7.1)) increases, the source tends to transmit the traffic
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Table 7.1 Relay usage summary. (Parameters used: qs
on = qr

on = 0.85, qs
o f f = qr

o f f = 0.7,

ps
on = 0.85, ps

o f f = 0.7, cs = cr = 1, δ s
1 = δ r

1 = 2, δ s
2 = δ r

2 = 1, θ s = θ r = 1, K = 20)

(pr
on, pr

o f f ) (0.6,0.6) (0.6,0.9) (0.9,0.6) (0.9,0.9)

QoC 0.5662 0.7309 0.4510 0.5179

Source QoC 0.5945 0.7765 0.4934 0.4932

Relay usage 0.3372 0.7477 0.0000 0.0000

Relay QoC 0.5284 0.5793 0.4157 0.5507

directly as long as it has enough energy. When both E(N) and π r
on are low ((0.6,0.9)

case), the relay is used intensively by the source. The reason behind this is that

when the reward for transmitting one source packet equals that of transmitting one

relay packet, from Eqn. (7.27) The system reward is maximized when the relay has

enough energy such that the relay and the source could transmit their own traffic, re-

spectively, in the same slot. Thus, intuitively, as the traffic rate at the relay increases,

the relay tends to use its energy for its own traffic. The QoC of a fully observable

system is slightly higher than that of the partially observable system. The difference

is larger when pr
o f f is higher. This is so because when pr

o f f is higher, the relay has

more energy available most of the times, and thus can be used more often for its

own transmissions or for relaying transmissions. In the MDP case, the sensor has

complete information about the relay’s state and can utilize the relay fully, whereas

in the POMDP case, the source is not able to utilize the relay fully due to partial

state information availability, resulting in larger performance difference.

7.4 Conclusion

Harvesting ambient energy sources has been a promising and green way to address

the limited onboard battery capacity which constrains many wireless sensor network

applications in remote or inaccessible areas. Cooperative communication has been

shown to increase energy efficiency. In this chapter, energy-efficient relay schedul-

ing strategies are designed for energy harvesting sensor networks. Given the knowl-

edge of the current network state, in order to maximize the long-term utility of the

network, the problem of whether a source sensor should transmit its data directly or

cooperatively with a relay has been formulated as a MDP or POMDP respectively,

depending on whether the system is fully or partially observable. An upper bound

on the performance of arbitrary strategy is obtained. Simulation results are used

to show the performance of the proposed strategies, and various insights towards

optimal relay scheduling are discussed.
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Chapter 8

Energy-Efficient Parallel Packet Forwarding⋆

Weirong Jiang and Viktor K. Prasanna

Abstract. As the Internet traffic continues growing rapidly, parallel packet forward-

ing becomes a necessity in Internet infrastructure to meet the throughput require-

ment. On the other hand, energy/ power consumption has been a critical challenge

for Internet infrastructure. It has been shown that two thirds of power dissipation

inside a core router is due to packet forwarding. This chapter studies the problem of

energy-efficient parallel packet forwarding in Internet Infrastructure. According to

whether the data structure is shared or duplicated among multiple engines, two types

of parallel packet forwarding systems are discussed. For the system with shared

data structure, we study how to partition the data structure and map onto multi-

ple engines, so that the worst-case energy/ power consumption is minimized. For

the system with duplicated data structure, we formulate as an optimization problem

how to distribute traffic load onto multiple engines to minimize the overall power

consumption while satisfying the throughput demand.

8.1 Introduction

The Internet infrastructure consists of routers and switches to achieve interconnec-

tivity. Its primary function is to forward packets, where the header information (such

as the destination IP address) extracted from each packet is looked up in the for-

warding table inside the routers/ switches. With the network traffic growing rapidly,

the throughput requirement becomes difficult to meet by using a single packet for-

warding engine. For example, current backbone link rates have been pushed beyond

OC-768 (40 Gbps) rate, which requires a throughput of 125 million packets per
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second (MPPS) for minimum size (40 bytes) packets. Employing multiple packet

forwarding engines has been a standard in today’s routers/switches. As depicted in

Figure 8.1, in such a system, multiple packet forwarding engines process the net-

work traffic in parallel. For each incoming packet, the dispatcher will decide which

forwarding engine will be assigned to process the packet. When the traffic assigned

to an engine is higher than the processing capacity of the engine, a queue is needed

to buffer the packets.

Dispatcher

Queue #1 Forwarding Engine #1

Queue #2 Forwarding Engine #2

Queue #M Forwarding Engine #M

Network Traffic

Fig. 8.1 Conceptual model of a parallel packet forwarding system.

8.1.1 Challenges

Most research in parallel packet forwarding is on balancing the traffic among these

engines to achieve high throughput [8, 4, 29]. Little of them take power or energy

consumption into account. On the other hand, as routers achieve aggregate through-

puts of trillions of bits per second, power consumption has become an increas-

ingly critical concern in backbone router design [30, 10]. Some recent investiga-

tions [23, 7] show that power dissipation has become the major limiting factor for

next generation routers and predicts that expensive liquid cooling may be needed

in future routers. As shown in Figure 8.2, the capacity of backbone routers used to

double every 18 months until 5 years ago. Today, terabit routers with 10–15 kW are

at the limit due to the power density. As a result, a thirty-fold shortfall in capacity

by 2015 is foreseen as compared to the historical trend for single rack routers [23].

Recent analysis by researchers from Bell labs [23] reveals that, almost two thirds of

power dissipation inside a core router is due to packet forwarding engines.

8.1.2 Related Work

Various techniques including data structure, hardware, system or network-level op-

timization [10, 13, 12, 7, 26] have been proposed to reduce the power consumption

of routers and/or switches.

In [22] clock gating is used to turn off the clock of unneeded processing engines

of multi-core network processors to save dynamic power when there is a low traf-

fic workload. A finer-grained clock gating scheme is proposed in [12] to lower the
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Fig. 8.2 Router capacity limited by power [23].

dynamic power consumption of pipelined forwarding engines. In [18] the more ag-

gressive approach of turning off these processing engines is used to reduce both

dynamic and static power consumption. Dynamic frequency and voltage scaling are

used in [16] and [25], respectively, to reduce the power consumption of the process-

ing engines.

Chabarek et al. [7] enumerate the power demands of two widely used Cisco

routers. The authors further use mixed integer optimization techniques to deter-

mine the optimal configuration at each router in their sample network for a given

traffic matrix. Nedevschi et al. [26] assume that the underlying hardware in net-

work equipment supports sleeping and dynamic voltage and frequency scaling. The

authors propose to shape the traffic into small bursts at edge routers to facilitate

sleeping and rate adaptation.

Though reducing the power consumption of the Internet infrastructure has been a

topic of significant interest, little of the existing work focuses on the parallel packet

forwarding systems.

8.1.3 Organization

The rest of this chapter is organized as follows. Section 8.2 introduces the back-

ground on parallel packet forwarding systems which can be classified into two

types: heterogeneous and homogeneous systems, based on whether the data struc-

ture is shared or duplicated among multiple engines. Section 8.3 considers the het-

erogeneous system and discusses the solution to partitioning and mapping the data

structure onto the multiple pipelined packet forwarding engines to achieve energy

efficiency. Section 8.4 focuses on the homogeneous system and develops a theo-

retical framework to minimize the overall power consumption while satisfying the

throughput demand. Section 8.5 summarizes this chapter.
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8.2 Background

8.2.1 Data Structure for Packet Forwarding

The entries in the forwarding table are specified using prefixes. The kernel of packet

forwarding is IP lookup i.e. longest prefix matching. The most common data struc-

ture for IP lookup is some form of trie [28]. A trie is a binary tree, where a prefix is

represented by a node. The value of the prefix corresponds to the path from the root

of the tree to the node representing the prefix. The branching decisions are made

based on the consecutive bits in the prefix. A trie is called a uni-bit trie if only one

bit at a time is used to make branching decisions. Figure 8.3 (b) shows the uni-bit

trie for the prefix entries in Figure 8.3 (a).
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Fig. 8.3 (a) Prefix entries; (b) Uni-bit trie; (c) Fine-grained trie-to-pipeline mapping.

Given a uni-bit trie, IP lookup is performed by traversing the trie according to the

bits in the IP address. The information about the longest prefix matched so far, which

is updated when meeting a node containing a prefix, is carried along the traversal.

Thus, when a leaf is reached, the longest matched prefix along the traversed path is

returned. The time to look up a uni-bit trie is equal to the prefix length.

8.2.2 Pipelined Packet Forwarding Engines

Pipelining can dramatically improve the throughput of trie-based solutions. A

straightforward way to pipeline a trie is to assign each trie level to a separate stage.
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Each stage contains a block of static random addressable memory (SRAM) that

stores the trie nodes. As a result, a lookup request can be issued every clock cycle

[3]. But such a simple scheme results in unbalanced memory distribution across the

pipeline stages. In an unbalanced pipeline, the global clock rate is determined by the

access time to the “fattest” stage. Since it is unclear at hardware design time which

stage will be the “fattest”, we must allocate memory with the maximum size for each

stage. Such an over-provisioning results in memory wastage and excessive power

consumption [2]. Some proposed solutions [2, 19] balance the memory distribution

across stages at the cost of lowering the throughput. In [14], a fine-grained node-

to-stage mapping scheme is proposed for linear pipeline architectures. It is based

on the heuristic that allows any two nodes on the same level of a trie to be mapped

onto different stages of a pipeline. The heuristic is enabled by storing in each node

the distance value to its child nodes. When a packet is passed through the pipeline,

the distance value is decremented by 1 when it goes through each stage. Only when

the distance value becomes 0, the child node’s address is used to access the memory

in that stage. Balanced memory distribution across pipeline stages is achieved, while

a high throughput of one packet per clock cycle is sustained. Figure 8.3 (c) shows the

mapping result for the uni-bit trie in Figure 8.3 (b) using the fine-grained mapping

scheme.

8.2.3 Parallel Packet Forwarding

A parallel packet forwarding system consists of multiple engines. The number of

engines is denoted P. According to whether the data structure is shared or duplicated

among the multiple engines, parallel packet forwarding systems can be classified

into two types. When the data structure is shared, each engine contains a different

subset of the forwarding table. The full forwarding table is partitioned into P subsets

and mapped onto the P engines. Any incoming packet is mapped to only one subset,

and thus processed by the engine containing that subset. We call such a system

to be heterogeneous. Essential to the heterogeneous system is how to perform the

partitioning and mapping, which guides the construction of the dispatcher. When

the data structure is duplicated, each engine contains the same forwarding table.

An incoming packet can go through any of these engines. We call such a system

to be homogeneous. Essential to the homogeneous system is the dispatcher that

distributes incoming traffic load to the multiple forwarding engines. The basic goal

of the dispatcher is to fully utilize the capacity of the multiple engines to maximize

the overall throughput.

8.3 Energy-Efficient Multi-pipeline Architecture

8.3.1 Motivation

Ternary Content Addressable Memories (TCAMs), where a single clock cycle

is sufficient to perform one IP lookup, are popular in today’s routers. However,
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TCAMs do not scale well in terms of clock rate, power consumption, or chip den-

sity [14]. Taylor [30] estimates that the power consumption per bit of TCAMs is on

the order of 3 micro-Watts, which is 150 times more than for Static Random Access

Memories (SRAMs). On the other hand, SRAM-based pipeline architectures have

been developed as a promising alternative to TCAMs for high performance packet

forwarding engines in next generation routers [3, 14, 6]. However, most SRAM-

based solutions still suffer from high power consumption [32], which comes mainly

from two sources. First, the size of the memories to store the search structure is

large. Second, the number of accesses to these large memories (i.e. the pipeline

depth), is large. The overall power consumption for one IP lookup can be expressed

as in Equation 8.1:

Poweroverall =
H

∑
i=1

[Pm(Si, · · · )+ Pl(i)] (8.1)

Here, H denotes the number of memory accesses, i.e. the pipeline depth, Pm(.) the

function of the power dissipation of a memory access (which usually has a positive

correlation with the memory size), Si the size of the ith memory being accessed,

and Pl(i) the power consumption of the logic associated with the ith memory ac-

cess. Since the logic dissipates much less power than the memory in these architec-

tures [19,12], our main focus is on reducing the power consumption of the memory

accesses. Note that the power consumption of a single memory is affected by many

other factors, such as the fabrication technology and sub-bank organization, which

are beyond the scope of this paper. According to Equation 8.1, to reduce the worst-

case power consumption, we should bound the number of memory accesses, as well

as minimize the memory size for each access.

To reduce the memory size, we exploit chip-level parallelism by partitioning the

forwarding table and allowing IP lookup be performed on only one of the partitions.

We map the partitioned forwarding table onto multiple SRAM-based pipelines to

ensure each pipeline requires the same amount of memory. We propose a two-phase

partitioning scheme, including an effective method called height-bounded split, to

partition a routing trie into several height-bounded subtries. As a result, all the IPs

traverse the subtries in a bounded number of memory accesses. The partitioning

scheme is enabled by using small TCAMs as part of the index table in the dispatcher.

8.3.2 Algorithms

First, we define the following terms.

Definition 1. The depth of a trie node is the directed distance from the trie node to

the trie root. The depth of a trie refers to the maximum depth of all trie leaves.

Definition 2. The height of a trie node is the maximum directed distance from the

trie node to a leaf node. The height of a trie refers to the height of the root. In fact,

the depth of a trie is equal to its height.
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Definition 3. The size of a trie is the number of nodes in the trie.

In the worst case, the number of memory accesses needed for an IP lookup is

equal to the trie height. We propose a holistic scheme to (1) partition a full routing

trie into many height-bounded subtries, and (2) map those subtries onto multiple

pipelines so that each pipeline contains equal numbers of trie nodes. By these means,

each IP lookup is completed through a bounded number of accesses on small-size

memories, so that power efficiency is achieved according to Equation 8.1.

Our scheme consists of two phases: prefix expansion and height-bounded split,

as illustrated in Figure 8.4 (a) and (b).

8.3.2.1 Prefix Expansion

Several initial bits are used as the index to partition the trie into many disjoint sub-

tries. The number of initial bits to be used is called the initial stride, denoted I. A

larger I can result in more subtries of smaller height, which can help balance the

memory distribution among pipelines as well as across stages when mapping sub-

tries to pipelines. However, a large I can result in size (prefix) expansion, where the

sum of the sizes (number of prefixes) of all subtries is larger than the size (number

of prefixes) of the original trie. In core routers, the majority of prefixes has lengths

between 16 and 24 [11]. I < 16 does not result in much size (prefix) expansion.

8.3.2.2 Height-Bounded Split

After prefix expansion, we obtain K = 2I subtries, whose heights can vary from 1 to

32− I. We must partition these subtries further, to reduce the height of the resultant

subtries, with minimum overhead. Meanwhile, we must map those subtries onto

multiple pipelines to achieve a balanced memory allocation among those pipelines.

In other words, given D pipelines (denoted Pi, i = 1, · · · ,D) and K subtries each of

which has Wi nodes (i = 1,2, · · · ,K), we must ensure that each pipeline (except the

last pipeline) contains BP =
⌈

∑K
i=1 Wi

D

⌉

nodes.

The above problem is a variant of packing problem [17], and is NP-hard. We de-

velop a heuristic that allows a subtrie to be split and mapped onto different pipelines.

First, we sort those subtries obtained from prefix expansion, in decreasing order of

size. Then we traverse those subtries one by one. Each subtrie is traversed in the

post-order. Once the height bound, denoted BH , is reached, a new subtrie is split.

After the number of nodes mapped onto a pipeline exceeds the size bound of the

pipeline, BP, we map the rest of nodes onto the next pipeline. Algorithm 1 shows

a recursive implementation of the height-bounded split, where size(Pi) denotes the

number of nodes mapped onto the i th pipeline.
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Fig. 8.4 Partition the trie shown in Figure 8.3 (b) and map onto 2 pipelines. The value of the

height bound is BH = 3.

8.3.3 Implementation Issues

After height-bounded splitting, the resulting subtries may be rooted at different

depths of the original trie. For the subtries rooted at the depth of I, we use an index

SRAM (called SRAM A). For the rest of the subtries, we need an index TCAM and

an index SRAM (called SRAM B). The TCAM stores the prefixes to represent the

subtries. The two index SRAMs store the information associated with each subtrie:

(1) the mapped pipeline ID, (2) the ID of the stage where the subtrie’s root is stored,

and (3) the address of the subtrie’s root in that stage. Figure 8.5 shows the index

table used to achieve the mapping shown in Figure 8.4.

The index table resides in the dispatcher. An arriving input IP searches the index

SRAM A and the index TCAM in parallel. I initial bits of the input IP are used

to index the SRAM A. Meanwhile, the entire input IP searches the index TCAM

and obtains the subtrie ID corresponding to the longest matched prefix. Then, the IP

uses the subtrie ID to index the SRAM B to retrieve the associated information. The

result obtained from the SRAM B has a higher priority than that from the SRAM A.

The number of entries in the SRAM A is 2I , while the number of entries in the index

TCAM and SRAM B is at most 232−BH .
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Algorithm 1. Height-bounded split: HBS(n, i)

Require: n: a node;

Require: i: the ID of the pipeline for n to be mapped on.

Ensure: i: the ID of the pipeline for the next node to be mapped on.

1: if n == null then

2: Return i.

3: end if

4: i = HBS(n.le f t child, i)
5: i = HBS(n.right child, i)
6: if size(Pi) < BP then

7: Map n onto Pi.

8: else

9: Map n onto Pi+1.

10: end if

11: if n.height >= BH then

12: Mark n as a subtrie root.

13: end if

14: Return i+1.
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Fig. 8.5 Index table for the mapping shown in Figure 8.4

8.3.4 Performance Evaluation

We conducted simulation experiments on the 8 real-life backbone routing tables

collected from [27] on 11/30/2007. Their information is listed in Table 8.1. For

ASIC implementation, we used CACTI 5.3 [5] and an accurate TCAM model [1]

to evaluate the performance of SRAMs and TCAMs, respectively. The number of

pipelines was D = 4, and the initial stride for prefix expansion was I = 12.
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Table 8.1 Representative Routing Tables

Routing table Location # of prefixes

RIPE-NCC Amsterdam, Netherlands 243474

LINX London, UK 240797

SFINX Paris, France 238089

NYIIX New York, USA 238836

DE-CIX Frankfurt, Germany 243732

MSK-IX Moscow, Russia 238461

PAIX Palo Alto, USA 243731

PTTMetro-SP Sao Paulo, Brazil 243242

8.3.4.1 Selection of Height Bound

How to set an appropriate height bound is an issue worth discussing. Using a small

height bound can reduce the number of memory accesses for IP lookup, but it may

also result in a large number of subtries, which requires a large table to index those

subtires. A subtrie whose height is h may be split into O(2h−BH ) subtries, whose

heights are bounded by BH .

We conducted experiments with various values of the height bound to evaluate such

a trade-off. As Figure 8.6 shows, a smaller height bound resulted in a larger number

of TCAM entries in the index table. The architecture achieved the lowest power con-

sumption1 when the value of the height bound was 16. In the following experiments,

the height bound was BH = 16, and the pipeline depth was H = BH + 1 = 17.

8.3.4.2 Architecture Performance

We mapped the 8 routing tables onto a 4-pipeline 17-stage architecture. As Figure

8.7 shows, our partitioning and mapping scheme achieved a balanced memory allo-

cation among the 4 pipelines. To perform the node-to-stage mapping, we used the

same scheme as [14], to achieve balanced node distribution across stages within each

pipeline. The results are shown in Figure 8.8. The first several stages of a pipeline

could not be balanced, since there were few nodes at the top levels of any subtrie.

According to Figure 8.8, each stage contained fewer than 16K nodes. Thus 14

address bits were enough to index a node in the local memory of a stage. The

pipeline depth was 17, and the first stage was dedicated for the subtrie roots. Thus

we needed 4 bits to specify the distance for each node. Assuming each node needed

15 bits as the pointer to next-hop information, the total memory needed to store

243732 prefixes from the largest routing table DE-CIX in this architecture was

(13 + 4 + 15)× 214 × 17× 4 ≈ 34 Mb = 4.25 MB, where each stage needed 64

KB of memory. According to CACTI 5.3 [5], a 64 KB SRAM using 65 nm tech-

nology needed 0.8017 ns to access and dissipated 0.0235 nJ power. For DE-CIX,

there were 986 entries in the index TCAM. According to the TCAM model [1],

a 986-row 18-bit TCAM using 65 nm technology needed 1.4653 ns to access and

1 The measurement of the power consumption was similar as in Section 8.3.4.2.
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Fig. 8.7 Node distribution over 4 pipelines.

dissipated 0.0325 nJ power. The overall clock rate could achieve 1
0.8017 = 1.25 GHz,

by using two copies of the index TCAM working in parallel. The throughput was

thus 400 Gbps (i.e. 10× OC-768 rate) for minimum size (40 bytes) packets. The

energy consumption for one IP lookup was 0.0235×16 + 0.0325×2 = 0.441 nJ 2.

The results for the 8 routing tables are compared with the 4-partition CoolCAM

[32] and IPStash [15] in Table 8.2. The CoolCAM results did not include the power

dissipation of the index TCAM. The IPStash results were normalized using the best-

case reduction ratio given in [15]. Our architecture achieved up to 7-fold and 3-fold

reductions in power consumption over CoolCAMs and IPStash, respectively.

2 The two index SRAMs, one with 210 ×10 bits = 1.25 KB and the other with 212 ×18 bits

= 9 KB, were so small that their contribution to the overall performance could be ignored.
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Fig. 8.8 Node distribution over 17 stages in each pipeline.

Table 8.2 Comparison on energy consumption (nJ) of different solutions

Routing table RIPE-NCC LINX SFINX NYIIX DE-CIX MSK-IX PAIX PTTMetro-SP

4-partition CoolCAM [32] 2.8881 2.8571 2.8246 2.8337 2.8920 2.8286 2.8920 2.8856

IPStash [15] (normalized) 1.1553 1.1428 1.1298 1.1335 1.1568 1.1314 1.1568 1.1543

4-pipeline arch (BH = 16) 0.4353 0.4227 0.3986 0.4095 0.4410 0.4050 0.5055 0.4215

8.4 Power-Aware Load Distribution

In this section, we focus on the parallel packet forwarding system consisting of

homogeneous engines. We develop a theoretical framework by modeling the power

dissipation of a single engine as the function of the traffic load assigned to that

engine. Then the power-aware load distribution in parallel forwarding becomes an

optimization problem to minimize the overall power consumption while meeting

the throughput requirement. We consider two types of power functions, which are

different in terms of whether supporting sleep mode or not.

8.4.1 Optimization Framework

8.4.1.1 Problem Definition

The problem of distributing traffic load onto multiple forwarding engines to min-

imize the overall power consumption while satisfying the throughput requirement

can be defined as follows.
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min
M

∑
i=1

Pi(xi) (8.2)

s.t.
M

∑
i=1

xi = T (8.3)

0 ≤ xi ≤ Bi, i = 1, . . . ,M (8.4)

In the above definition, M denotes the total number of forwarding engines and

T the total throughput requirement. For the ith forwarding engine, i = 1, . . . ,M, xi

denotes its traffic load, Pi(.) its power function with respect to its traffic load and Bi

its throughput upper bound (i.e. the bandwidth). The bandwidth of each engine is

lower than that of the output link attached to the engine.

8.4.1.2 Power Function of Each Engine

To solve the above optimization problem, we should first understand the power func-

tion of each engine. The most common are the following two types of power func-

tions.

Sleep-disabled

According to [31, 24], the power consumption of most of today’s network devices

can be modeled as a linear function with respect to the traffic load, as shown in (8.5):

P(x) = ax + b (8.5)

where x denotes the traffic load. a is the coefficient for dynamic power consumption

while b the static power consumption. This type of power function assumes that the

forwarding engine does not have the sleep mode. As a result, even when there is no

traffic to be processed, the forwarding engine still dissipates (static) power.

Sleep-enabled

Recent work [26] proposes that next generation network devices should support

sleep mode. With sleep mode enabled, the forwarding engine will not dissipate any

power when there is no traffic load. Thus we have following power function for such

kinds of forwarding engines.

P(x) = (ax + b)Ix = ax + bIx =

{

0 x = 0

ax + b x > 0
(8.6)

where Ix is a unit step function:

Ix =

{

0 x = 0

1 x > 0
(8.7)
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8.4.1.3 Specific Case: Property-Homogeneous Engines

We start the discussion from a specific (and simple) case where all the forwarding

engines have the same properties including the power function and the bandwidth.

In other words, ∀i, i = 1,2, . . . ,M, ai = a, bi = b, Bi = B, where a, b and B are

constants. We call these engines to be property-homogeneous.

1. Considering sleep-disabled forwarding engines, the objective function (1) will be

M

∑
i=1

Pi(xi) =
M

∑
i=1

[axi + b] = a
M

∑
i=1

xi + Mb = aT + Mb (8.8)

As a, b, T and M are given constants, there is no optimization to be done to

minimize the overall power consumption.

2. Considering sleep-enabled forwarding engines, the objective function (1) will be

M

∑
i=1

Pi(xi) =
M

∑
i=1

[axi + bIxi
] = a

M

∑
i=1

xi + b
M

∑
i=1

Ixi
= aT + b

M

∑
i=1

Ixi
(8.9)

Thus the optimal solution is to minimize the number of active forwarding en-

gines while satisfying the throughput requirement. Since all the fowarding en-

gines have the same bandwidth, the optimal solution for meeting throughput

of T is to turn on
⌈

T
B

⌉

forwarding engines while keeping the rest of forward-

ing engines to sleep. Then the overall power consumption is minimized to be:

min∑M
i=1 Pi(xi) = aT + b

⌈

T
B

⌉

.

8.4.1.4 General Case: Property-Heterogeneous Engines

In most cases, the properties of forwarding engines differ from each other. In other

words, ∃i, j, i, j = 1,2, . . . ,M, ai �= a j, bi �= b j, and Bi �= B j. We call these engines

to be property-heterogeneous.

1. Considering sleep-disabled forwarding engines, the objective function (1) will be

M

∑
i=1

Pi(xi) =
M

∑
i=1

[aixi + bi] =
M

∑
i=1

aixi +
M

∑
i=1

bi (8.10)

Then the optimization problem becomes a linear programming (LP) problem

which can be solved in polynomial time. Note that ∑M
i=1 bi is constant, which will

not affect the decision on traffic load distribution. Hence ∑M
i=1 bi can be omitted

from (8.10) when solving the linear programming (LP) problem.

2. Considering sleep-enabled forwarding engines, the objective function (1) will be

M

∑
i=1

Pi(xi) =
M

∑
i=1

[aixi + biIxi
] (8.11)
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The optimization problem then becomes a non-linear programming problem

which is hard to be solved. We convert it into a mixed integer programming

(MIP) problem3 by introducing a penalty parameter K to remove the unit step

function. Then we have:

min
M

∑
i=1

[aixi + biyi] (8.12)

s.t.
M

∑
i=1

xi = T (8.13)

0 ≤ xi ≤ Bi, i = 1, . . . ,M (8.14)

yi <= K ∗ xi, i = 1, . . . ,M (8.15)

yi >= xi/K, i = 1, . . . ,M (8.16)

yi ∈ {0,1} (8.17)

We can prove that when we set K >> maxM
i=1 Bi, the above problem is identical to

(8.11) with constraints (8.3)(8.4). A simple proof is as follows. If xi = 0, then yi

must be 0; otherwise, i.e. xi > 0, then yi must be 1. Hence yi = Ixi
. i = 1,2, . . . ,M.

8.4.2 Implementation Issues

While we focus mainly on theoretical analysis, here we discuss briefly the issues

in system design and implementation. The kernel of the dispatcher is the linear

programming (LP) / mixed integer programming (MIP) solver. To obtain the pa-

rameters used in the optimization framework, we need following components in the

dispatcher system.

Q #1 FE #1

Q #2 FE #2

Q #M FE #M

Network

Traffic

LP/MIP Solver

Queue length

Power dissipation

Power Function

Profiling

Bandwidth

Estimation

Load

Prediction

Fig. 8.9 Example of the dispatcher system design.

3 Although a mixed integer programming (MIP) problem is NP-hard, there exist various

computation-efficient MIP solvers.
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• Load predication to predict T in real time.

• Bandwidth estimation to estimate Bi (i = 1,2, . . . ,M) for each forwarding en-

gine if their values are unknown or varying.

• Power function profiling to retrieve the parameters ai,bi (i = 1,2, . . . ,M) for

each forwarding engine if these parameters cannot be pre-determined.

Then we have the overall architecture as shown in Figure 8.9, where ’Q’ and ’FE’

are the abbreviations of ’Queue’ and ’Forwarding Engine’, respectively.

8.4.2.1 Load Predication

The optimal solution is only possible when we can predict future traffic load. Var-

ious load prediction techniques have been proposed in literature [9, 21]. One of

the accurate prediction algorithms is Auto-Regressive Moving Average (ARMA)

adopted in [21]. We use ARMA for load prediction in our experiments.

8.4.2.2 Bandwidth Estimation

In most cases, the bandwidth of each forwarding engine is known apriori. But in case

the forwarding bandwidth of some forwarding engine is unknown or varying, we

need to perform real-time estimation using other information. For example, we can

monitor the queue length of a forwarding engine. Since the dispatcher keeps track

of the traffic load distributed to that forwarding engine, we can infer the forwarding

bandwidth based on the queue length of that engine.

8.4.2.3 Power Function Profiling

Usually we can pre-determine the power function of each forwarding engine. If we

want to model the power function of a forwarding engine on the fly, we need the

real-time information of the power dissipation of the engine. Since the dispatcher

contains the traffic load records, we can profile the power functions based on power

and load information.

8.4.3 Experimental Results

To evaluate how much power/ energy reduction can be achieved by using the pro-

posed optimization framework, we conducted simulation experiments using real-life

traffic traces from LBNL/ICSI Enterprise Tracing Project [20]. We downloaded 25

trace files collected on the same day (2005/01/07) and concatenated them into one

trace. Its statistics is shown in Table 8.3 where throughput is measured in terms of

the number of packets per second (PPS). Figure 8.10 depicts the traffic rate variation

during the entire period.
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Table 8.3 Statistics of the 18-hour traffic trace

Trace Date # of packets Duration Max. throughput Min. throughput

LBNL/ICSI 20050107 26325056 17 hours 33 minutes 11083 PPS 0 PPS

We consider the general case where the system consists of four parallel forward-

ing engines whose parameters are different from each other. The system configu-

ration for the simulation is summarized in Table 8.4. The parameters were set to

comply with the power models of network devices observed in [31,24]. Among the

four forwarding engines, the third one (FE #3) represents a high-end engine and is

the most power-hungry, while the fourth one (FE #4) represents a low-end engine

with the least power consumption.

In following experiments, we consider two scenarios: sleep-disabled and sleep-

enabled forwarding engines, respectively. We compared the performance achieved

using our optimal (power-aware) solution with that using the traditional (power-

unaware) load balancing -based parallel forwarding scheme.

Fig. 8.10 Traffic rate variation of the trace.

Table 8.4 Summary of simulation configurations

Parameter FE #1 FE #2 FE #3 FE #4

a 0.1 0.05 0.2 0.02

b 300 200 500 100

B 3000 1500 6000 600
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Fig. 8.11 Power consumption of power-aware versus power-unware parallel forwarding

schemes (with sleep-disabled forwarding engines).

8.4.3.1 With Sleep-Disabled Engines

Figure 8.11 shows that our power-aware scheme achieved lower power consumption

than the traditional power-unaware scheme, especially when the traffic load is low.

Since the static power consumption cannot be reduced in sleep-disabled forward-

ing engines, the overall energy reduction was marginal: our solution achieved 3%

lower energy consumption than the traditional scheme. However, if we consider the

dynamic part only, our solution achieved 4.1-fold reduction in energy consumption

than the traditional scheme.

Fig. 8.12 Load distribution on 4 sleep-disabled forwarding engines with power-aware paral-

lel forwarding.
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Fig. 8.13 Power consumption of power-aware versus power-unware parallel forwarding

schemes (with sleep-enabled forwarding engines).

Figure 8.12 shows the load distribution on the 4 forwarding engines. We can see

that, the forwarding engine with the lowest dynamic power consumption usually

reached its throughput upper bound (i.e. the bandwidth). The forwarding engines

with lower dynamic power consumption tended to receive higher volume of traffic

than those with higher dynamic power consumption. As a result, the short-term

load distribution among the forwarding engines was not balanced. But the overall

throughput requirement was still met.

Fig. 8.14 Load distribution on 4 sleep-enabled forwarding engines with power-aware parallel

forwarding.
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8.4.3.2 With Sleep-Enabled Engines

When forwarding engines have the option to sleep, our power-aware parallel for-

warding scheme can achieve significant power/ energy reduction. As shown in Fig-

ure 8.13, our power-aware scheme achieved much lower power consumption than

the traditional power-unaware scheme. The fundamental reason is that the tradi-

tional parallel forwarding scheme does not exploit the sleep mode of forwarding

engines to reduce the static power consumption. Our power-aware parallel forward-

ing scheme turned on only portion of forwarding engines based on the optimization

results. As a result, our solution achieved 9.13-fold reduction in energy (and average

power) consumption than the traditional power-unaware scheme.

Figure 8.14 shows the load distribution on the 4 forwarding engines. In most

situations, the forwarding engines with lower power consumption tended to receive

higher volume of traffic than those with higher power consumption, which is similar

as Figure 8.12. When the traffic rate was low, the engine with high power consump-

tion tended to sleep. But when the traffic rate was high, there were some situations

where it was better to turn on one engine with high dynamic power consumption

than multiple engines with low dynamic power consumption. Thus we observed

different load distribution between Figure 8.14 and Figure 8.12. Again, though the

short-term load distribution among the forwarding engines was not balanced, the

overall throughput requirement was still met.

8.5 Summary

Energy/power consumption has become a major concern in the design of next gen-

eration network infrastructure. Reducing the energy/power consumption of packet

forwarding systems has been a topic of significant interest [10,7,26]. Most of the ex-

isting work focuses on either single forwarding engines or the system- and network-

level optimizations. This chapter represents one of the first study on energy/power-

aware parallel forwarding in routers/ switches.

First, we considered the system where the forwarding table is partitioned and

mapped onto multiple engines. We identified the reason for the high power con-

sumption of SRAM-based pipelined packet forwarding engines to be the unbounded

number of accesses on large size memories. A two-phase scheme was proposed to

partition a trie into many height-bounded subtries which were then mapped onto

multiple pipelines. The partitioning and mapping scheme was carefully designed

to balance the memory requirement among the pipelines. The scheme was enabled

by combining small TCAM into the index table that worked as the dispatcher. Our

experiments using real-life backbone routing tables showed that the proposed 4-

pipeline architecture achieved up to 7-fold and 3-fold reductions in energy consump-

tion over the state-of-the-art TCAM-based and SRAM-based solutions, respectively,

while sustaining a throughput of 400 Gbps (i.e. 10× OC-768 rate) for minimum size

(40 bytes) packets.

Second, we considered the system where each engine contains a copy of the full

forwarding table. Given that the power dissipation of each engine can be modeled as
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a function of traffic load going through that engine, we formulated the optimization

problem that minimizes the overall power consumption while satisfying the through-

put demand. We discussed two types of power functions, in terms of whether they

support sleep mode or not. We solved the two problems via linear programming

(LP) and mixed integer programming (MIP), respectively. Our simulation using a

18-hour real-life traffic trace showed that our solution achieved up to 9.13-fold re-

duction in energy (and average power) consumption compared with the traditional

parallel forwarding scheme based on load balancing. We also discussed the system

design issues and identified the challenges for real implementation.

Many other issues remain open. For example, we did not consider the power con-

sumption of the queues / buffers in this chapter. Some applications require the par-

allel forwarding system preserve intra-flow packet order, which makes the problem

more difficult. We hope our initial work can motivate more follow-up research in

this area. We also believe the ideas proposed in this chapter can be applied to other

parallel computing systems with high power density, such as data centers, server

farms, or clusters.
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Chapter 9 
Energy Consumption Analysis and Adaptive 
Energy Saving Solutions for Mobile Device 
Applications 

Martin Kennedy, Hrishikesh Venkataraman*, and Gabriel-Miro Muntean* 

Abstract. Recent trends, motivated by user preferences towards carrying smaller 

and more complex devices, have focused on integrating different user-centric appli-

cations in a single general-purpose mobile hand-held device. Hence, Laptops, smart 

phones and PDAs are rapidly replacing computers as the most commonly-used 

Internet-access devices. This has resulted in much higher energy consumption and 

consequently, a reduced battery life of a wireless device. In fact, the biggest problem 

today in the mobile world is that they are battery driven and the battery technologies 

are not matching the required energy demand. This chapter focuses on different en-

ergy consuming components in the high-end wireless devices, with specific empha-

sis on adaptive energy efficient display and decoding mechanisms.  

9.1   Introduction 

The amount of computations and services in smart phones has increased exponen-
tially over the last couple of years. Currently, a Moore’s law-style growth is ob-
served in the design of codecs, video compression techniques, efficient display 
screens, etc. and will continue to become better over time. However, the battery 
depletion problem still remains the biggest drawback of the electronic world in 
general; and smart phones/wireless devices in particular. There are quite a few de-
fault energy-saving techniques in iPhone and smart phones which allow the user to 
adapt certain application layer functionalities. For example, use of an on-device 
light sensor to monitor the ambient light and lower the display brightness. Another 
example is to manage CPU-intensive background applications. However, these 
techniques do not provide any step-wise change and real-time change in the  
energy consumption and is an inherent limitation of the system.  
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9.1.1   Background 

It is predicted that by 2013, mobile devices such as smart phones and PDAs will 

overtake PCs as the most popular devices used for accessing the Internet [1]. Most 

modern mobile phones are capable of playing video and audio, provide high-speed 

Internet access, enable photography and also support video capturing and video 

streaming. More advanced devices can interface with GPS systems and include 

additional sensors (for e.g. accelerometers). While these devices follow a func-

tionality improvement rate similar to Moore’s law, developments in battery life 

have lagged behind considerably. Panasonic, one of the world’s leading battery 

manufacturers, estimates the annual improvement in the life of their batteries to be 

just 11% [2]. In 2011, a Deloitte study explained that progress in battery life for 

existing battery technologies is a slow process and that big improvements are ob-

served only when a new battery technology or electrical storage technology is dis-

covered [3]. A classic example of the gap between functionality and power-supply 

is the iPhone 4. When used continuously, for web browsing over 3G, the battery 

life lasts a mere 6 hours [4].  

9.1.2   Current Solutions 

Several research works have been carried in recent years to optimize the required 

power while simultaneously providing all the requisite functionalities. The differ-

ent energy consuming operations are targeted without causing severe degradation 

to the user quality-of-experience (QoE), also defined as the user perception of the 

quality-of-service (QoS).  

i. Specialized Hardware 

In a smart phone/high end mobile device, there are several specific hardware con-

figurations that can be exploited to achieve energy savings. Bahl et al. [5] investi-

gated a technique using a low-power radio in conjunction with a regular 802.11 

Wireless Network Interface Card (WNIC). One benefit of this mechanism is that it 

allows a mobile device and its radio to be powered off, while the low-power radio 

maintains a network presence that can be used to wake the device up, in the event 

of any data reception. One example where this approach would be effective is 

voice over IP (VoIP), where a user can maintain an online presence with minimal 

bandwidth and only requires a high speed connection while interacting with an-

other user. Another example is the use of hardware acceleration in video decoding. 

Adobe Flash Player has utilized this functionality since version 10.1. The player 

uses both hardware H.264 decoding and hardware graphics. The main benefit is 

that by offloading all the processing from device’s CPU to purpose designed 

hardware, the performance and energy efficiency increase dramatically.  
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ii. Wireless Interface Sleep Mode 

The IEEE 802.11 standard outlines a built-in Power Save Mechanism (PSM) when 

operating in infrastructure mode. A simple energy saving technique is to put the 

WNIC of a device into sleep mode when it is not in use [6]. However, it is not al-

ways feasible and in fact, the savings depend on the application in use. Multime-

dia streaming and video-on-demand applications have different QoS requirements 

in comparison to traditional data transmission applications. Saidi et al. [7] have 

proposed a battery-aware localization mechanism for the wireless networks 

wherein the trade-off between saving energy in a wireless node by lengthening the 

sleep-cycle period is investigated while still allowing it to perform accurate local-

ization calculations. The main issue with this scheme is that it inherently leads to a 

lower QoS unless the device knows exactly when it will receive data. 

iii. Energy Efficient Network Selection and Handover 

Most mobile devices are currently shipped with multiple heterogeneous wireless 

network interfaces, such as Wi-Fi, UMTS, GPRS and Bluetooth. Each of these 

networks has different energy consumption characteristics. For instance, in [8] 

measurements show that the energy consumption per unit time of communications 

over a UMTS and IEEE 802.11b/g are similar. However, the energy consumption 

as a function of the data transferred can be up to 300 times larger over the UMTS 

network interface. Trestian et al. [9] investigated new techniques in order to  

exploit these energy characteristics. In this work, a utility function (1) was been 

proposed for ordering the vertical/horizontal handover between different networks 

within range based on the predicted energy that will be consumed on each  

network.  
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Where:  i - the candidate network, U - overall utility for network i and ue, uq, uc, 

and um are the utility functions defined for energy, quality, monetary cost and user 

mobility for network i. we, wq, wc and wm are the weights assigned for each of the 

four considered criteria. 

Mahkoum et al. take another approach and propose a power management 

framework which enables a device to maintain a network presence across multiple 

heterogeneous networks while powering-off all but one of the network cards on a 

device [10]. This is similar to that discussed in [5] but would work with the het-

erogeneous network interfaces that come with most modern mobile devices and 

does not require specialized hardware. The efficiency is achieved by utilizing 

proxies on each of the heterogeneous networks to feign the connectivity of the de-

vice's network interfaces. If a connection is made through the proxy for any of the 

sleeping network interfaces, the proxy contacts the device's active interface, which 

in turn wakes up the interface required.  
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9.1.3   Limitations of Current Solutions 

The above solutions focus on hardware (specialized hardware, network interface 

card) and network related processing in the device (network selection handover, 

etc). However, given the numerous functionalities in a handheld wireless device, 

there are several other avenues in the device where a significant energy is con-

sumed. These include, audio, screen, signal processing, efficient information de-

coding, etc. However, given the nascent area, there is not enough material and not 

enough analysis on the energy consumed in the different wireless components. 

The next section provides a detailed and a comprehensive analysis of different en-

ergy-intensive components in a high-end mobile device/smart phone.  

9.2   System Based Modeling and Testing 

Battery depletion depends on both the hardware and software of a device. The ex-

act amount of energy consumed by each of these components is dictated by the 

device characteristics and the nature of the applications running on the device. In 

order to obtain a comprehensive analysis of the energy consumption behavior in a 

high-end wireless device, a specific device, a HTC Nexus One phone, is consid-

ered. This device was selected because of its wide range of functionality and be-

cause it runs Android, which is Open Source. The test system comprises of the 

Nexus One phone (running Android 2.1) and a video streaming server in a wire-

less 802.11g network. The phone is connected to an external measurement setup 

that monitors and logs its power consumption during the execution of various 

tests. These tests, specifically designed for the analysis of the consumption, in-

clude receiving and playing video streams over the wireless network as well as 

applications to monitor the CPU usage and to automatically change device settings 

to put the phone into different states (e.g. changes in the screen brightness). 

Fig. 9.1 shows a smart-phone and the potential major energy consuming com-

ponents in a hand-held device. The power consumption is measured as shown in 

Fig. 9.2. A shunt resistor (1.24 Ω; ± 1%) is inserted between the phone and the 

battery to allow calculating the current by measuring the voltage drop across the 

resistor. The battery voltage is measured and multiplied by the current to obtain 

the power. All of these voltages are sampled by an Arduino micro-controller, 

which logs the instantaneous power-consumption of the device onto a computer. 

In order to break down the power consumption, experiments for each component 

are performed by changing the parameters of one component while leaving those 

for the other components constant. Additional information is provided by An-

droid’s battery usage statistics which give a rough indication of the percentage of 

battery usage attributed to each of the major consumers. Because of background 

processes the CPU usage tends to fluctuate. A background process is running to 

push the CPU usage to a constant 100%, which greatly stabilizes the power  

consumption in order to get an accurate current reading. 
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Fig. 9.1 Smart-phone and its different components 

 

Fig. 9.2 Schematic of a Measurement Set-up 

1. The screen is tested by measuring different pairs of brightness levels and 

pixel colours. 

2. The audio consumption is tested by playing the same song at different vol-

ume levels using the speakers and earphones. 

3. The effects of the network interface and the video quality in video streaming 

are tested in a single experiment in which the same video is played using dif-

ferent quality settings once over a wireless network stream and also from a 

local file. 

4. The CPU is tested by running a background service that gradually changes 

the CPU activity. Measured power values are then associated with the differ-

ent CPU usage levels. 
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In addition to the data obtained from the experiments which focus on the de-

pendency of energy consumption on device settings, further tests are performed in 

order to break down the overall consumption into the individual components. This 

is achieved by finding the minimum and maximum consumption values for each 

component. The screen energy draw is calculated by measuring the power of the 

same process with the screen enabled first and then disabled. By monitoring the 

CPU usage and subtracting the screen’s consumption, the power drawn by CPU is 

obtained. Given these values, the other components’ energy draw is easily ac-

quired by calculating the power difference of the additional draw that is caused 

when another component is in use. Fig. 9.3 shows the measured powered distribu-

tion among the major energy consuming components. The meaning of the mini-

mum and maximum values is explained in Table 9.1. The dependence of each  

component’s consumption on device settings is discussed as follows. 

 

Fig. 9.3 Energy distribution of different components in the Nexus One mobile device 

Table 9.1 Minimum and maximum power values in Nexus One mobile device 

 Minimum Maximum 

CPU CPU usage at 0% 
CPU usage at 

100% 

Screen 
Brightness at 1%, 

black pixel color 

Brightness at 

100%, white pixel 

color 

Audio 
Audio playback 

muted 

Audio playback at 

highest volume us-

ing speakers 

Net-

work 

Connected to a 

WiFi network, idle 

Connected and re-

ceiving a high 

quality video 

stream 
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9.2.1   Energy Consumption in Screen 

The screen’s power consumption ranges from about 0.25W to 2W. For the tests, 
the red, green and blue pixel components were kept at identical levels; the energy 
consumption of different colours on the display was not measured but is discussed 
in section 9.2.3. The energy consumption was found to depend on both the bright-
ness level of the screen as well as the brightness of the pixels’ colours. From the 
measurements in Fig. 9.4, it can be observed that the consumption increases ap-
proximately in linear fashion with the screen’s brightness and exponentially with 
the colour brightness. This is because of the energy characteristics of the particular 
OLED display. Hence, the higher the brightness level, the more important it is to 
know the average pixel brightness in order to accurately estimate the power con-
sumption. Without taking the colour into account, the error of an estimate can be 
as high as 300% as the power difference between a black and a white screen 
reaches 1.77W at the highest brightness level. 

9.2.2   Energy Consumption in CPU 

The CPU’s power consumption depends on its usage and ranges from about 
50mW to 600mW. The results from four executions of the same test can be seen in 
Fig. 9.5. The power rises with the usage in a linear fashion but increases sharply at 
about 80% usage. The exact cause of this behaviour is unclear but could be a re-
sult of increased heat in the device. Thus, reducing the CPU usage from 70% and 
lower, yields relatively little power savings compared to a reduction that takes the 
usage from any value higher than 80% to any value lower than 70%. However, 
this assumes that the usage information provided by the Android API is always 
accurate. Nevertheless, the measurements give an indication about the energy sav-
ing potential of the CPU and put it into relation with the other components. 

 

Fig. 9.4 Power measurements in the device screen 
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Fig. 9.5 Power consumption in CPU 

9.2.3   Energy Consumption in Audio 

When playing back audio the power consumption increases from roughly 135mW 

at the lowest to 375mW at the highest volume (around 40mW of these values are 

caused by increased CPU usage). Naturally the consumption increases with a 

higher volume but the difference in energy consumption when playing audio 

through earphones is rather marginal whereas the consumption seems to increase 

exponentially when using speakers as can be observed in Fig. 9.6. This implies 

that the audio interface offers nearly no savings when earphones are used and  

reducing the volume in this case to save energy is not advisable. 
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Fig. 9.6 Power consumption in audio playback 
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9.2.4   Network and the Effect of Video Quality during Streaming 

In order to investigate video streaming, the same video clip was encoded using 

low and high quality settings as in Table 9.2. In order to deduce information about 

both the quality and the network effects on the energy consumption, each clip was 

played both locally and streamed. Fig. 9.7 puts the measurements for each clip 

into relation. The power difference between the low quality and high quality video 

is 255mW for the local playback and 325mW for the stream. The difference is 

greater for the stream as a higher quality not only increases the computational 

power but also the data rate the stream is received with. The power difference be-

tween the local playback and the stream is 305mW for the low quality video and 

372mW for the high quality video. From this it can be seen that the network inter-

face accounts for about 370mW while receiving the high quality stream and offers 

savings up to 70mW when the quality is reduced. Quality reduction also lowers 

the computational power which results in savings up to 255mW. No absolute 

power increase for video playback is given because the screen’s consumption dur-

ing playback is unknown. The average pixel color brightness would have to be 

calculated for each frame to estimate the screen’s consumption. 

Table 9.2 Video encodings used 

 Low Quality(LQ) High Quality(HQ) 

Codec MPEG-4 MPEG-4 

Video 

bitrate 
128 kbps 1536 kbps 

FPS 
10 frames/ 

second 

23 frames/ 

second 
Dimen-

sions 
200 x 120 px 800 x 480 px 

Audio  

bitrate 
32 kbps 128 kbps 

 

Fig. 9.7 Video playback comparison 
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9.2.5   Analysis of Solutions 

As can be seen in Fig. 9.3, the components of a mobile device that consume the 

most energy are the screen, the network interfaces and the CPU [11]. From our 

measurements, it has been estimated that it takes the battery of Nexus One ap-

proximately 16 hours to deplete fully (with moderate usage
1
). This in itself is not a 

very long period of time but it implies that the device will function approximately 

one business day before requiring a recharge. In contrast though, if an energy in-

tensive application is running non-stop on the device, such as a video streaming 

app, the battery will deplete in as little as four hours (using Wi-Fi). This would 

simply not be acceptable for a device that also acts as the owner’s point of contact 

for the whole day. Over the recent years (2009 and 2010), several battery saving 

software solutions have been launched. These application layer based solutions are 

designed for specific operating systems (OSs) and provide some basic energy sav-

ing features in smart-phones:  

1. “Energy-Saver” developed by Fedoroff Soft, USA [12] and focuses mainly on 

auto switch OFF and ON during night/unused time. It is available for the last 

12 months at a price of 4.95 Euros.  

2. “Green-Phone” application developed by Mobi-Monster [13]. Green-Phone 

offers few features like energy savings in the backlight display mechanism and 

automatic charger disconnection after charging. It supports Windows Mobile 

and is highly successful commercially.  However, it does not provide any 

adaptive energy savings.  

3. “Power Manager” is an application developed by X-Phone [14]. It adds basic 

dynamic power settings to the phone, like how long the screen is on during a 

call, if device stays on while the keyboard is open, etc. It automatically 

changes several settings of the device as a group. It is one of the most sought 

after Apps in Android but unfortunately, does not cater specifically to graphic-

intensive battery drain in the device. 

4. “Power Control Plus” currently available only in Android phones is a widget 

that lets you turn on/off more than 30 settings in the device [15]. This is a great 

mobile App but requires quite an amount of manual settings. It cannot and 

does not provide for any adaptive energy savings in the device middleware.  

5. “Green Mode 2.0” is an app concept for iPhone [16] that explores the idea of 

switching off active functions and other apps when the user does not need 

them. It highlights the energy consumption of various Apps and functions and 

allows the user to manage their battery budget. It currently only supports 

ON/OFF behaviour (similar to ‘Energy Saver’).  

However, the biggest drawback of the aforementioned five energy saving  

applications is that none of the solutions go beyond the application layer. Impor-

tantly, the adaptive energy savings in decoding, display screen, etc. that can be 

bought in the device need to go beyond the application layer, into the protocol 

                                                           
1 30 minutes 3G talk-time, Wi-Fi and Synchronization enabled, 3 hours audio playback, 40 

minutes browsing over Wi-Fi Interface, GPS and Bluetooth Disabled, 30 minutes game-play. 
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stack and the middleware design. Hence, there is a need for further research in 

these aspects. The next section targets three energy saving aspects in a high-end 

device. These are:  

a. Adaptive streaming  

b. Dynamic decoding 

c. Dynamic screen control 

9.3   Research Directions towards Adaptive Schemes 

This section describes in detail the adaptive mechanism and energy savings in 

each of the three aforementioned approaches, along with the different challenges 

that need to be addressed in the future.  

9.3.1   Adaptive Streaming 

Adaptive streaming is the process whereby the quality of a multimedia stream is 

altered in real-time while it is being sent from server to client. This adaptation of 

quality is decided in decision modules on either the client or server. The adapta-

tion may come as a result of weighing different network or device metrics, for ex-

ample, with a decrease in network throughput, an adaptation to a lower quality of 

video may improve the QoS. Energy relevant metrics can also be considered in 

order to decide whether an adaptation would be beneficial or not. Energy savings 

are achieved on the WNIC because less data is being received over the interface. 

Additionally this opens up a larger window of free time that can be used to put the 

WNIC in sleep mode more frequently.  

The functionality to serve adaptive video streams has become far more avail-

able in recent years, since Microsoft Silverlight, and subsequently Adobe Flash, 

began supporting it. Flash’s HTTP dynamic streaming is of particular interest to 

the mobile device field now though since they began rolling out Flash player 10.1 

for Android, BlackBerry, webOS, Windows Phone, LiMo, MeeGo and Symbian 

OS in 2010. Even though Flash has not been considered energy efficient in the 

past, version 10.1 was completely overhauled with energy conservation in mind 

[17]. Version 10.2 of the player has just been released for desktop computers and 

preliminary tests show that it is up to 34 times more efficient than version 10.1 

[18]. As a result, Flash is quickly becoming a viable alternative for consuming 

video streams in an energy-aware way.  

An emerging platform-independent video streaming technology is HTML5, 

which now comes with a <video> tag. While it is currently possible to use this 

technology to stream videos natively in HTML pages, the functionality of the 

<video> tag is still very limited. Internet Explorer does not support HTML5 yet. 

Not only that but different browsers are choosing to support different video co-

decs, which means multiple versions of streams are necessary for universal 

browser support. There is no support for dynamic streaming yet. Having said that, 

the development of HTML5 will be extremely interesting; it may eventually  
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provide significant benefits over Flash as an energy-efficient streaming mecha-

nism. In [19], Venkataraman, et al. proposed and developed a simple algorithm 

that analyses the remaining stream-duration and the remaining battery-life in order 

to decide whether or not to send an adaptation order to the dynamic streaming 

server. When the remaining stream duration exceeds the remaining battery life, the 

video quality is adapted. This is the simplest example of an energy-aware dynamic 

streaming mechanism for video. In order to improve upon this algorithm, addi-

tional metrics need to be considered for efficient dynamic streaming in real-time. 

This is very much an open problem and still needs considerable research work.  

9.3.2   Dynamic Decoding 

Dynamic decoding refers to operations on the client device that alter the default 

decoding process in real-time in order to maximize energy efficiency when re-

quired. This can involve simplifying the decoding process or parsing metadata to 

concentrate the decoding process on important regions in the screen, image or 

video.  

Scalable Video Coding (SVC) is an extension to the H.264/MPEG-4 video 

standard. It details a mechanism for decoding an SVC video stream dynamically at 

one of multiple quality levels [20]. The dynamic scaling is achieved through any 

combination of three scaling mechanisms: 

1. Temporal Scalability: Changing the frame-rate of the received video stream 

by dropping whole frames. In MPEG videos, B-Frames can be dropped without 

affecting any of the previous or following frames in a Group of Pictures. 

2. Spatial Scalability: Changing the resolution of the video.  

3. Quality Scalability: Changing the quantization parameter for each macro-

block in the video decoder. This has been proven to yield a 42% decrease in 

energy consumption during video-decoding with a mere 13% quality degrada-

tion in the video [21]. 

A Region of Interest (RoI), in video terminology, is classified as an area of a 

video frame that attracts the most amount of attention from viewers. As an exam-

ple, while watching a football match, the viewer may be most interested in looking 

at the area around the football (though this may not be the case for everybody). 

There are several methods for discovering the RoI in a video sequence, which in-

clude eye-tracking (with cameras), and video processing and analysis. However, 

these are not very practical on a battery-powered device as they would consume 

too much energy for mobile devices. An alternative to this would be to find the 

RoI on the streaming server itself, which could then transmit RoI metadata along-

side the video. Ji et al. have shown how RoI processing can be combined with 

quality scalability to maximize energy-savings and QoE [22]; up to a 15% energy 

reduction can be achieved with minimal degradation in video quality. In fact, in 

this chapter, the RoI is assumed to be the centre of each video frame. While this 

assumption can be tolerated to initially explore whether energy savings may be 

obtained from RoI-aware decoding, a more advanced system would be required 

for determining the RoI in a real application [23]. Additionally, the proposed  
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algorithm for implementing the decoding adaptations does not make use of  

temporal scalability or spatial scalability. It would be interesting to see if the adap-

tation of the video stream on the server could be performed using SVC and RoI 

mechanisms to maximize the QoE-to-bit-rate ratio. This is a significant research 

challenge that would have to be addressed in the coming years.  

9.3.3   Dynamic Screen Control 

As has been shown in our study in Section 9.2, the display screen is one of the 

largest energy consuming components on a mobile device. It also yields the larg-

est range for energy saving possibilities. Different screen technologies have very 

different energy consumption characteristics. Unlike older LCD screens, OLED 

displays do not require a backlight as their pixels are light-emitting. In an LCD 

display, the backlight accounts for the majority of the device’s power draw. For 

OLED devices, energy consumption depends on intensity and chromaticity of 

each pixel being displayed. As a result, OLED devices consume almost no power 

when displaying black pixels but consume far more than an LCD when displaying 

white pixels.  

Dong et al. have done significant research in this domain. They were the first to 

begin research on manipulating the colours of pixels on OLED screens in order to 

conserve energy on mobile devices [24]. The first step was to create a model for 

an OLED device so that an optimal solution can be achieved. This involved devis-

ing a device independent mechanism for assessing, pixel-by-pixel, the energy re-

quired in order to display each of all the available colours on the OLED screen. 

This is quite a long and computationally intensive process to be performed in an 

iterative fashion. Hence, the authors created a shortened and simplified approxi-

mation algorithm. The new algorithm decreased the computational cost of the cal-

culation by 1600 times while still achieving 90% accuracy. 

Having devised the algorithm above, Dong et al. then investigated using colour 

transformations. In [25], the current colours of the different GUI themes are as-

sessed in terms of their energy efficiency. They are then altered to different col-

ours which maintain the overall contrasts of the different colours on the page 

while providing significant energy savings. Energy reductions of over 75% were 

achieved on the display while still showing a GUI to users that they felt comfort-

able using. In [26], the same authors succeeded in combining all of the work from 

their previous two papers in order to create a fully functional Android application. 

The application creates an energy-colour model of the device’s OLED screen and 

then uses it to perform colour transformations to websites. The application, Cha-

meleon, reduced the total system power consumption by over 41% during web-

browsing. It would be interesting to perform mild colour-adaptations to videos 

which may have a significant effect on power consumption without compromising 

the user’s QoE. 
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9.3.4   Additional Techniques 

The list of techniques explained above is not exhaustive. Other approaches include 

dynamic background-process control, limiting CPU utilization, energy efficient 

routing and data caching, and energy efficient cooling techniques. For all of these 

energy-saving techniques future research will be concerned with the constructive 

combination of as many approaches as possible to optimize the energy consump-

tion while maximizing the QoE. Design of a comprehensive energy-saving algo-

rithm is discussed in more detail in the next section (9.4). 

9.4   Context-Aware Algorithm Design 

Context-aware energy-conscious computing is the process of recording inputs 

from various metrics and sensors available on a mobile device. These data in con-

junction with past data are then fed into a utility-function which adapts and learns 

from past experiences in order to maximize the user’s QoE while maximising the 

energy savings in a device. An important point about context-aware computing is 

that the aim is to find an optimal and complete solution by combining all available 

mechanisms. Vallina-Rodriguez et al. conducted a study where-by the day-to-day 

interaction of 20 subjects with their android devices was recorded for analytical 

purposes [26]. The goal was to investigate whether the users’ interactions with 

mobile devices could be modelled easily in order to algorithmically create a uni-

fied energy conservation mechanism. Statistics about the CPU, memory, battery, 

network interfaces, the screen and other sensors were logged on each user's de-

vice. The authors concluded that as a result of widely varying user-device interac-

tion behaviour, that static-algorithmic control of the device's resources is an insuf-

ficient approach.  

There are three steps that must be taken in order to design a context-aware en-

ergy-conscious solution for mobile devices. Firstly, the loss-of-quality-of-

experience-to-energy-savings ratio of each mechanism and combination of 

mechanisms outlined above must be evaluated in a range of different real-life 

situations. This entails designing and conducting significant user testing in order 

to gather enough information to model how each mechanism and combination of 

mechanisms perform in relation to each other. This model will later be used for se-

lecting the combinations of mechanisms to be used in order to achieve the energy 

savings required on the mobile device. The lower the ratio is, the higher the 

mechanism’s efficiency in terms of reducing the energy consumption while 

maximising the QoE. Testing similar to this as this can be seen in [27] where the 

authors describe the GUIs investigated in terms of user popularity and energy-

reductions. The ratio calculation is an extension of this work. Secondly, a utility-

function for assessing the residual power of the mobile device in the context of its 

current application must be created. This involves considering application-specific 

QoS requirements, the current rate of energy consumption, past experience, user 

preferences and predictions formed from the collection and analysis of past data. 

The utility function will give the system utility, U, which can then be assessed  
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(using thresholds) in order to select the most effective of the mecha-

nisms/combinations above. Finally, the algorithm must maintain a cache of device 

usage statistic and trends. This data is required for dynamic alteration of utility 

function weights and the threshold values in order to ensure the optimality of the 

solution. This step is where the algorithm becomes context-aware by conducting 

real-time learning and behaviour-monitoring.  

9.5   Summary 

This chapter provides a comprehensive insight into the energy consumption be-

haviour in a smart phone/high-end mobile device. In order to measure the energy 

consumption across the different functionalities and computations across the de-

vice, a particular model – an Android based HTC Nexus One phone has been used 

for extensive testing. Of the different components – the WNIC, display screen and 

the CPU are the most significant in terms of energy consumption, while the audio 

component consumes a negligible amount of energy. Furthermore, even though 

there are different energy saving mechanisms currently in the literature, there is a 

fundamental problem in the energy consumption space that is completely over-

looked – i.e., there are no sophisticated adaptive processes in the device that pro-

long the battery life in real-time, depending on the nature of application and cur-

rent battery level. Even though the energy saving mechanisms have improved 

considerably over the years, a dynamic adaptation and seamless increase in the 

battery life is still offered nowhere. Importantly, this chapter demonstrates that by 

investigating deeper into the protocol stack and by modifying the middleware de-

sign in the mobile terminal, significant and yet, context-aware energy savings can 

be obtained in the streaming, decoding and display components of the handheld 

device, by using appropriate mechanisms.  
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Chapter 10

Energy Efficient GPS Emulation through
Compasses and Accelerometers for Mobile

Phones

Ionut Constandache, Romit Roy Choudhury, and Injong Rhee

Abstract. This paper identifies the possibility of using electronic compasses and ac-

celerometers in mobile phones, as a simple and scalable method of localization. The

idea is not fundamentally different from ship or air navigation systems, known for

centuries. Nonetheless, directly applying the idea to human-scale environments is

non-trivial. Noisy phone sensors and complicated human movements present prac-

tical research challenges. We cope with these challenges by recording a person’s

walking patterns, and matching it against possible path signatures generated from a

local electronic map. Electronic maps enable greater coverage, while eliminating the

reliance on WiFi infrastructure and expensive war-driving. Measurement on Nokia

phones and evaluation with real users confirm the anticipated benefits. Results show

a location accuracy of less than 11m in regions where today’s localization services

are unsatisfactory or unavailable.

10.1 Introduction

Recent years have witnessed the explosion of location based applications (LBAs).

The iPhone App Store now features 3,000 LBAs. The Android community already

lists 400 services, with the number growing rapidly every month [1]. Localization

technology is projected to play a critical role in the future, ushering in applica-

tions such as location-based advertising, friend-tracking, micro-blogging, etc. At the

Ionut Constandache

Duke University

e-mail: ionut@cs.duke.edu

Romit Roy Choudhury

Duke University

e-mail: romit.rc@duke.edu

Injong Rhee

North Carolina State University

e-mail: rhee@ncsu.edu

ionut@cs.duke.edu
romit.rc@duke.edu
rhee@ncsu.edu


192 I. Constandache, R.R. Choudhury, and I. Rhee

outset of this explosion, GPS was primarily used for localization. However, Place

Lab [2] and Skyhook [3] identified problems with GPS, including poor indoor op-

erations, short battery life, and long acquisition time. Alternative solutions were

proposed to exploit pre-existing infrastructure for localization. The basic idea is to

war-drive an area to create a map of existing WiFi/GSM access points – this map is

then made available to mobile devices. As a mobile device enters a mapped area, it

computes its location by detecting WiFi/GSM access points, and searching for them

in its stored radio map. Localization became feasible even in indoor environments

while the location acquisition time reduced significantly. Overall, it has been a valu-

able enhancement to GPS based localization. However, the system leaves room for

considerable improvement.

(1) War-driving is an expensive calibration operation, but offers limited localiza-

tion coverage. Skyhook currently employs 500 drivers who continuously war-drive

to create WiFi/GSM maps of new regions and update the existing ones1[4]. Still,

a large portion of space remains uncovered, including walking paths in university

campuses, shopping plazas, apartment complexes, theme parks, etc. War-driving on

these walking paths is impractical while war-walking is intolerably time consuming.

Moreover, the recurring financial cost of war-driving is excessive, and its impact on

environment is undesirable. Complementary solutions are necessary that are cheap,

environment-friendly, but scale to regions where Skyhook cannot reach.

(2) Independence from infrastructure. WiFi based localization is a useful idea in

urban regions covered with dense AP deployments. However, large portions of the

world do not have WiFi coverage, especially rural regions in US and many develop-

ing regions. Cell tower based localization produces poor localization accuracy while

on-phone GPS has serious energy ramifications discussed next. An infrastructure-

independent solution would be ideal for global scalability.

(3) Energy consumption with GPS and WiFi based localization. Our prior re-

search showed that GPS and WiFi pose a serious tradeoff between localization ac-

curacy and energy [5, 6]. While GPS offers high accuracy (about 10m), it drains a

(Nokia N95) phone’s battery within around 10 hours. Skyhook’s solution lasts for

16 hours although at the expense of a degraded accuracy of 30m (and a high vari-

ance). With continuous usage of location services, energy-efficiency is an important

concern.

In this paper, we present a simple scheme, called CompAcc, to address the above

deficiencies in today’s localization systems. Our target is to enable energy-efficient

localization over walking paths (outside the purview of Skyhook) without relying on

war-driving or WiFi infrastructure. The main idea is to leverage the mobile phone’s

accelerometer and electronic compass to measure the walking speed and orientation

of the mobile user. These readings can produce a directional trail that is matched

against walkable path segments within a local area map. The local map is down-

loaded based on a rough location of the phone, easily available from the cell tower.

The path segment with the best match yields the phone’s approximate location.

1 Updates are necessary because WiFi access points change over time as people shift in/out

of apartments, homes and offices.
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Using only infrequent Assisted-GPS (AGPS) readings, the phone can periodically

recalibrate its location, and use it as a reference for subsequent position estima-

tion. We have implemented CompAcc on Nokia phones, and have run live exper-

iments in the Duke University campus. Evaluation results demonstrate that Com-

pAcc achieves average localization accuracy of around 11m, even in areas without

WiFi. This is in contrast to Skyhook’s accuracy of 70m, computed on Duke campus

with dense WiFi coverage. We also observed 23.4 hours of continuous operation

with CompAcc, a 40% battery life improvement over Skyhook.

CompAcc is among the early attempts to jointly utilize the phone’s accelerom-

eter and compass for infrastructure-independent localization. Our system is not yet

ready for wide-scale deployment. We are currently planning large scale testing for

detailed parameter tuning, particularly for (unpredictable) phone orientations inside

pockets, bags, holsters. Nevertheless, results in this paper are adequately promis-

ing to justify this large-scale experimentation effort. The promise is particularly

pronounced because CompAcc is complementary to existing localization solutions.

While Skyhook targets urban regions near roads and streets, CompAcc is focuses on

areas not close to drivable roads or devoid of WiFi infrastructure. We believe that in

conjunction with Skyhook, CompAcc may be an important step towards a complete

localization technology.

10.2 System Design

Figure 10.1 presents the overall CompAcc architecture. We sketch an overview first,

followed by description of the three main components: (i) generating path signa-

tures, (ii) generating directional trails, and (iii) matching signatures with trails.

10.2.1 Architectural Overview

CompAcc initializes by obtaining the phone’s location through either GPS or AGPS

(we discuss the pros and cons later). The location is sent to a remote CompAcc server

which then sends back a map of the small area around that location – we call this

a map tile. A map tile is expected to include all walking paths in that region. Now,

if the phone is detected to be stationary based on its accelerometer readings, the

phone’s location is naturally known from the initial GPS reading. If the phone be-

gins to move, CompAcc acts on the accelerometer readings to estimate the user’s dis-

placement. The estimation algorithm exploits the rhythmic nature of human walking

patterns, and computes the number of steps walked. The distance traversed can be

derived by multiplying the step count with the user’s step size possible to be approx-

imated based on user’s height and weight [7]. Alongside accelerometer readings,

the phone’s compass orientations are also recorded. Combining these time-indexed

< distance, orientation > tuples, CompAcc creates a directional trail of the user.

Distance is expressed in meters, and orientation in clockwise angular degree with

respect to magnetic north. With the starting point at the known AGPS location, this

sequence of tuples presents a natural opportunity to estimate the user’s position.
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Fig. 10.1 Flow of operations in CompAcc.

With a perfect compass and an accelerometer, the user’s location can be trivially

computed over time. Unfortunately, electronic compasses and accelerometers are

highly noisy [8] (unless extremely expensive). The user’s movement variability and

the phone often jiggling in pockets and backpacks further adds to this noise. Local-

ization becomes erroneous when the device noise drowns the changes in motion and

orientation, particularly along soft turns on curved paths.

CompAcc approaches this problem by “matching” the directional trail with possi-

ble walking paths around the phone’s known location. The paths are extracted from

Google Maps[9], and suitably formatted for matching. The best matching path is

declared to be the path of the user. Matching continues, allowing CompAcc to iden-

tify when the user turns at an intersection or moves on a curved path. Even though

the approximate step count may accumulate error over time, direction changes reset

the error. Put differently, CompAcc recognizes the user making a direction change,

and thereby learns the user’s location with better accuracy. Of course, error can

still arise due to walking up/down stairs, detours from walking paths, and user’s

leaps and jumps. CompAcc occasionally falls back on AGPS to reacquire its current

location.

10.2.2 Generating Path Signatures and Map Tiles

Matching the user’s movement against electronically generated paths eliminates the

need for war-driving. The approach scales globally because the path generation is a

faster process at the server’s side. We describe how a map tile is constructed from

path segments, and is sent to the mobile user.
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Digital maps, including Google Maps, represent roads and paths as polylines. In

computer graphics, a polyline is defined as a continuous line composed of one or

more linear segments. The polylines are superimposed on the map to display direc-

tions. Figure 10.2 shows an example polyline, with segment ends marked with large

blue icons. The latitude and longitude for each of the segment markers are available

through the Google Maps API. The intermediate coordinates within each segment

is computed based on the end points. The curvature of the earth disallows Cartesian

formulas for distance computation. CompAcc employs the haversine formula [10]

known to be accurate for small distances (equations omitted in the interest of space).

We input the earth’s radius as 6367 km. Figure 10.2 shows the intermediate points

with small black icons. The separation between the small icons is 20m for visual

clarity, but is actually 1m in our implementation.

Fig. 10.2 Large blue icons mark the piecewise segments of the polyline, while black icons

are computed intermediate points. Each location associated with the latitude, longitude and

the angle from magnetic north.

Given the end coordinates of any path segment, the precise path orientation can

be computed using the formulas in [11]. A path running east-west will result in an

orientation of 90◦ or 270◦. An ideal mobile phone compass is expected to reflect

this value while the user is walking on this path segment.

When the mobile phone sends its AGPS location, the CompAcc server computes

a map tile with that location as the center. The tile includes all the path segments in a

data structure, each segment consisting of its end markers, intermediate coordinates,

and orientations (a path signature). The tile is downloaded to the phone, and used

to match against the user’s directional trail. If Internet connectivity is a concern, a

large tile may be downloaded in advance.

10.2.3 Generating Directional Trails

Modern phones come equipped with accelerometers, mostly used to rotate pictures

between landscape and portrait mode. The accelerometer is always on and Com-

pAcc exploits it for computing the user’s displacement. The natural computation

method is to double-integrate acceleration,
∫ ∫

a(t)dtdt, where the first integration

computes speed, and the second computes displacement. Unfortunately, several fac-

tors cause fluctuations in acceleration, resulting in erroneous displacements [8].
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Departing from this approach, CompAcc identifies a rhythmic acceleration-signature

in human walking patterns. The rhythm is evident in the raw measurements in Figure

10.3; each spike in the negative direction, roughly corresponding to a step. Around

-300 units of acceleration is due to gravity, g. In addition to g, we observe two spike

patterns. The small ones (at around -500) correspond to the foot being lifted off

the ground; the large ones (at around -700) are caused by the leg settling back on

the ground. We observed this rhythm across 15 test users, only the height and pe-

riodicity of the spikes varied. CompAcc computes the number of steps using this

signature, and multiplies it with the step size of the individual. The individual’s step

size can be approximately derived from the individual’s height and weight [7].
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Fig. 10.3 Accelerometer readings from two users (steps marked with a cross)

The phone’s compass records the user’s orientation, expressed as an angle with

respect to magnetic north. With Nokia 6210 Navigator models, this angle is the di-

rection faced by the phone’s display, when the phone is held vertically. Ideally, while

the user is moving in a straight line (say towards East), the readings should be 90◦.

However, as with accelerometers, measurements yield noisy data with random fluc-

tuations and slow responses to quick/sharp movements. CompAcc caches a window

of previous N compass readings, utilized in constructing the user’s directional trail.

Forming the Directional Trail

The directional trail is defined as a series of the last N compass readings and

an associated set of displacements between them. The compass readings are col-

lected with a time separation of 1 second. Denote the compass trail by a set

CN = {c0,c−1,c−2...c−N}. Here, c0 is the compass reading at the user’s esti-

mated current location, c−1 is the previous reading, and so on. Also, let the ac-

celerometer based displacements between compass readings be denoted by a set

D = {δ0,δ−1, ...δ(−N+1)}. Thus, the user walked a distance of δ j between two

compass measurements, c j−1 and c j. The user covered a total displacement of

T D = ∑−N+1
j=0 δ j in the past N seconds.

Similarly, a sequence of compass readings is also obtained from the path signa-

tures in the tile. Denote this sequence by PN = {p0, p−1, p−2...p−N} where p0 is

the actual orientation (known from the tile) at the user’s estimated current location.
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Fig. 10.4 CompAcc slides the path signature to a maximum of Search-Window steps, forward

and backward. The sliding needs to turn into all possible directions within this window. For

every step-wise slide, the “Dissimilarity” is computed between the given directional trail and

the path signature. The path signature with minimum Dissimilarity yields the user’s current

location.

Similar to the compass trail, the values of pk and pk−1 are also separated by distance

δk. The goal of CompAcc is to slide the PN window forward and backward, and find

the maximum similarity between PN and CN . Figure 10.4 shows the trail and the

(sliding) path signature. The details on matching are explained next.

10.2.4 Matching Path Signatures with Directional Trails

Matching is triggered only when CompAcc finds that the user’s estimated location

is within a threshold distance from an imminent direction change. Direction change

is possible not only at path intersections, but also at the end of linear segments in

a polyline. When near a segment end, CompAcc records the current compass trail

CN and the corresponding path signature PN . The “Dissimilarity” φ is computed

between the two sequences using the following simple equation:

φ0 =

√

∑−N
i=0(ci − pi)2

N + 1
(10.1)

Of course, PN is computed based on the user’s estimated current location. This

estimate can be erroneous (due to step count inaccuracies), and the user may either

be ahead or behind the estimated location. If the user is actually ahead, then a slide-

forward version of PN is likely to better match CN (and the vice versa). We use P
+ j
N

to represent a forward slide of j steps on PN . Similarly, P
− j
N represents a backward

slide of j steps on PN . The maximum extent of the forward/backward slide is called

the Search Window where W is the size of this window. CompAcc computes

k : φk = min{φ j} ∀ j ∈ [−W,W ] (10.2)
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Given the value of k, CompAcc computes Pk
N , and the corresponding value of

pk
0. The location corresponding to pk

0 is the new estimate of the user’s location.

The accelerometer based step count is reset, and restarted from this point. The next

section discusses parameter choice in CompAcc. Evaluation results are reported

thereafter.

10.2.5 Fallback Mechanisms

CompAcc continuously estimates the user’s location. In certain scenarios, the dif-

ference between the estimated and the actual location (i.e., the localization error)

can create confusion. Consider Figure 10.5(a) where CompAcc believes that the

user is located between the 5th and 7th Street intersection, and walking northward.

Now, assume that the actual user has taken a turn, hence, the compass values reflect

it. Since CompAcc will search both forward and backward, the trail may match “a

right turn” onto both 5th and 7th Streets. The actual user could be ahead or behind

the estimated location, and hence, there is no way of telling the difference.

One way to resolve this is to ensure that CompAcc’s Search Window covers

at most one intersection at any given time. Let us denote the minimum distance

between two intersections in a map tile as Lmin. This value can be an attribute of the

map tile, known to CompAcc. If CompAcc chooses a Search Window, SW < Lmin
2 ,

then the confusion in Figure 10.5(a) will not happen. As long as the location error is

not too large, CompAcc will always search over the same intersection around which

the user actually is located.

If the location error, however, grows large, the SW parameter choice will not be

sufficient to prevent confusion. Consider Figure 10.5(b) where the user has actually

Fig. 10.5 “E” is the CompAcc-estimated user location, and “A” is the user’s actual location.

The scenarios lead to possible confusion (Search Window shown in gray).
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turned onto 7th Street, but CompAcc’s estimated location is before the 5th Street

intersection. Observing that 5th Street is imminent, CompAcc will match its direc-

tional trail with path signatures, and is likely to find a good match with a “right turn

on 5th Street”. Clearly, the estimated location will be on a parallel path to the actual

user, resulting in error.

We propose an AGPS based fallback mechanism to recover from such situations.

Observe that the actual user’s directional trails are unlikely to continuously match

the path taken by the estimated user. The actual user may take a left turn while the

estimated user has no left turn within its search window. The minimum matching

Dissimilarity (φ ) (between the directional trail and sliding path signatures) will be

large in such situations. Figure 10.6 computes these distributions for the Duke Uni-

versity map tile. Essentially, the “Dissimilarity” is low when the actual directional

trail is along the actual path signature, but much higher when the matching is against

an incorrect path turn. Therefore, when CompAcc observes a large value of φ (45

in the case of the Duke University tile), it triggers an AGPS reading. The estimated

user is relocated close to the actual location, step count is reset, and the operation

continues. This ensures that the localization error does not grow (except perhaps in

rare cases such as a Manhattan grid). Results on walking paths in the Duke Uni-

versity campus did not require any AGPS reading due to the inherent (directional)

diversity in the walking paths.

Fig. 10.6 Dissimilarity is high when the user’s directional trail is matched against an incor-

rectly estimated path signature. This is a trigger for AGPS.

10.3 Experimentation and Evaluation

10.3.1 Experimental Methodology

We implement CompAcc on Nokia N95 and 6210 phone models using Python as the

programming platform. Two phone models were necessary because N95 does not

have a compass while 6210 does not have WiFi. Newer phones (like iPhone 3Gs and

Android G1) have all the required sensors, but were not available when we started
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the project. Hence, we pretend that the two Nokia phones are the same device, gather

data from each of them, and analyze the consolidated traces for localization.

We assume GPS to be the global truth, and obtain location readings through

an high end Garmin 60CSx handheld GPS receiver. N95 and GPS were placed in

the test-users’ pockets, while the 6210 was carried vertically, either in hands or in

trouser pockets. Map tiles of the Duke University west campus were generated from

Google Maps. Google Maps already contains a few of the walking paths, so the rest

were manually marked by clicking on start and end points of different polyline seg-

ments (Figure 10.7). Marking the paths was easy through Google’s Satellite view,

and took less than a minute to cover a 300m × 300m tile. This projects to less than 5

hours to cover the Duke University campus (2.9 sqkm). We note that this is orders of

magnitude less expensive (in time and money) compared to war-walking all paths

within the campus.

To evaluate CompAcc, 5 students walked on random paths in the tile, carrying the

equipment described earlier. We collected 25 traces in total covering all segments

of the tile. We use two metrics for evaluation, namely, Instantaneous Error (IE) and

Average Localization Error (ALE), defined as:

IE(ti) = distance(CompAcc(ti),GPS(ti)) (10.3)

ALE =
T

∑
i=1

( IE(ti)

T

)

(10.4)

Fig. 10.7 A map tile from the Duke University west campus, used for evaluation. Light gray

lines show some of the walking paths created manually.
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Here CompAcc(ti) and GPS(ti) represent the user locations reported by Com-

pAcc and GPS, respectively. A trace has T equally spaced discrete time-points, and

ti − ti−1 = 5s (i.e., we sample the user’s location every 5s).

10.3.2 Design Decisions and Parameter Choices

This subsection justifies the parameter choices in CompAcc.

Computing Initial Location through AGPS

CompAcc occasionally needs the phone’s accurate location as a resetting mecha-

nism. This ensures that undetected direction changes (or other unanticipated glitches)

can be recovered. GPS is the natural solution, since it is most accurate. Unfortu-

nately, GPS can experience a large delay for acquiring (adequate) satellite locks

for localization. This behavior can be attributed to a variety of factors, including

cheap GPS sensors, cloudy skies, or a “cold start”. Assisted GPS (AGPS), has a

faster acquisition time while retaining comparable accuracy. Table 10.1 compares

the location acquisition time between GPS and AGPS for 10 experiments on 10

different days. Evidently, AGPS averages 13.1 seconds, in contrast to GPS’s 98.6
seconds. All the experiments were obtained in summer with clear skies; our experi-

ence with GPS is worse in winter. This motivates the use of AGPS in CompAcc for

infrequently calibrating the user’s location, as well as for detecting deviations from

walking paths (e.g., when the user walks into a building).

Table 10.1 Location acquisition delay: AGPS avg. is 13.1s, GPS is 98.6s.

Delay(s) 1 2 3 4 5 6 7 8 9 10

A-GPS 6 14 15 16 16 12 15 11 13 13

GPS 21 216 143 108 117 57 97 53 103 71

How to cope with different walking styles?

The accelerometer signature of human footsteps is characterized by rhythmic os-

cillations. We parameterized the oscillation by two parameters, h and Δ t. Briefly, h

is the minimum height of the oscillation, and Δ t is the minimum periodicity. With

comparable noise in the accelerometer and variations in walking styles, the values

of h and Δ t need to be chosen empirically. Error in the parameter value will result in

step count error, however, CompAcc can tolerate part of this error through signature

matching. Thus, an approximate user-displacement is acceptable.

We inspected 10 traces collected from 5 student test users (different from those

who will evaluate CompAcc later). After compensating for gravity and simple noise

reduction, we consistently found that step-induced deceleration drops below −50,

i.e., h ≤ −50. The step count was more sensitive to parameter Δ t, and hence, we

monitored its behavior for different values. Table 10.2 shows the results only for

Δ t = 0.3s, 0.4s and 0.5s. Δ t = 0.4 was found to exhibit less than 10% error and

proved robust in tests with other arbitrary users. Thus, CompAcc increments the
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Table 10.2 Calibrating Δ t by measuring the time interval between spikes.

Test 1 2 3 4 5 6 7 8 9 10

count 10 50 56 64 70 71 77 89 113 645

0.3s 12 53 62 64 98 80 101 112 111 661

0.4s 11 53 61 61 77 72 77 88 111 618

0.5s 11 50 60 47 68 62 75 73 85 522
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Fig. 10.8 The growing error from Step Count observed over a straight walk.

step count only when the oscillation has a magnitude less than −50 and a time

separation greater than 0.4s (from the previous spike). Ongoing work is attempting

to learn user-specific parameters based on step count and a few consecutive AGPS

readings.

What if step count error keeps increasing?

As discussed earlier, the step count error is likely to get reset when users take turns.

However, if the user walks on a long straight segment, the error continues to grow.

An AGPS reading resolves this problem ensuring that the error is lowered before it

exceeds a user-specified threshold. To meet this threshold, say δ , CompAcc must

trigger the AGPS when the accumulated error is close to δ . We calibrate the accu-

mulated error due to step count by requesting test users to walk along a long straight

path. Figure 10.8 shows the variation. Evidently, for any value of δ (on the x-axis),

we can find a corresponding value of step count, Yδ , on the Y axis. CompAcc takes

an AGPS reading if the user’s compass orientation does not show a turn for Yδ con-

secutive steps. In our evaluations, we used δ = 40m, corresponding to around 472

steps (approximately 400m in physical distance). If users pause in between, Com-

pAcc is aware of it, and does not increment the steps unnecessarily. For our tests

in the Duke campus, the longest straight line path was around 300m, so AGPS was

never triggered. As we shall see later, this is desirable for energy conservation.

What happens if the phone shakes in pockets?

An ideal compass in ship or aircraft navigation is expected to track the device’s ori-

entation through turns and straight paths. However, with noisy compasses, swaying

human movements, and the phone jiggling in pockets, the compass output is less
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ideal. Figure 10.9(a,b) show an example recording from a trace with 7 turns. The

compass readings are modulo 360 (i.e., −5 and 355 are along same northward direc-

tions). The ground truth is pre-computed from the map and shown as a solid black

line. Other readings are from three placements of the phone, namely, handheld, in a

trouser pocket, and in a running shorts (the phone display facing outward). Carrying

the phone in shorts’ pockets induces wide variations (segments III, V and VI show

heavy fluctuations). For our evaluations in this paper, we assume that the phone is

handheld or in a trouser pocket. Our future work will address the problems with

carrying the phone inside shorts-pockets.

How large is the Directional Trail?

We select the value of |CN | based on error measurements for different window sizes

(Figure 10.10). We include 4 out of 25 traces for visual clarity. ALE (Average Lo-

calization Error) is consistently large for small values of SW. This is because small

windows are more susceptible to compass noise, resulting in degraded location qual-

ity. For window sizes 8 or larger, the compass shows a clearer (statistical) trend, and

the ALE value drops sharply. Twenty one other traces show similar trends, guiding

us to assign |CN | to 10.
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Fig. 10.9 Compass readings can be tolerated when phone is handheld or in trouser pockets.

The phone jiggles excessively in shorts pockets.
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10.3.3 Performance Evaluation

This section presents the performance of CompAcc in comparison to Skyhook and

WiFi-War-Walk. We downloaded the Skyhook software from the Internet, and in-

stalled it on a Nokia N95 model (equipped with all the necessary sensors). Since

Skyhook relies on war-driving to create the radio map, its performance within

university campuses and other walking paths reflects today’s achievable perfor-

mance. WiFi-War-Walk is a customized scheme that captures the improvements if

a Skyhook-like scheme was augmented by war-walking the footpaths. Although

war-driving is expensive and time-consuming, this provides an optimistic estimate

of Skyhook’s performance. We war-walked the Duke University west campus, and

implemented Place Lab’s localization algorithm on the WiFi map (Skyhook’s algo-

rithm is proprietary, but similar to Place Lab). The metrics of interest are Average

Localization Error (ALE), and energy consumption due to localization. We also

qualitatively contrast localization coverage through Google Maps.

Figure 10.11 presents the per-trace ALE from all 3 schemes. The average across

all traces for each scheme is included in the caption. CompAcc outperforms Sky-

hook by a factor of 6.4; the improvement over WiFi-War-Walk is 2.8. Further, we

note that Duke University is densely covered with WiFi, and hence, similar com-

parisons in off-campus areas are expected to yield wider performance gaps. Figure

10.12 zooms into the CompAcc performance and shows the Instantaneous Error (IE)

over time. Two arbitrary segments from distinct traces are shown – vertical lines de-

note instants when the user turned. The trend shows the error increasing as the user

walks downs a path segment, but drops at turns. The error does not become zero

because compass and accelerometer noise miscalculates the user’s precise position.

Nevertheless, it prevents the error from accumulating.
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Fig. 10.12 CompAcc’s Instantaneous Error (IE) drops at path turns.

Figure 10.13(a,b) visualizes the comparison between CompAcc and Skyhook on

Google Satellite Maps. GPS locations are shown with a “g”, Skyhook with “s”, and

CompAcc with “c”. The light gray lines joining g–s or g–c denote the location er-

rors. Figure 10.14 shows the variation of Instantaneous Error (IE) over time from 3

randomly selected traces. The differences between the schemes are visually appar-

ent. Nevertheless, we make a few important observations:

(1) Skyhook’s localization is biased towards roads and streets (regions A, B and

C). Users walking within the campus were localized to the nearest street. Often, a

street had a dead end within the university, and a large number of location readings

were found to be clustered at these dead ends. This is an outcome of Skyhook war-

driving only on the streets, resulting in poor localization on walking trails. Com-

pAcc’s independence to war-driving is evident in the consistent accuracy.

(2) Skyhook relies heavily on WiFi availability (region E). A popular campus

walking path bordering a wooded region does not have WiFi connectivity. Skyhook

was unable to localize the phone on this path. Although GSM localization should

have been triggered, we suspect that the time to detect WiFi failure was too long.

CompAcc, however, shows near-accurate localization.

(3) Skyhook exhibited high error variations (regions B, C). We are unsure why

this occurs, however, open parking lots may be susceptible to signal strength varia-

tions. Labs may induce similar impacts due to electromagnetic radiations that inter-

fere with WiFi. CompAcc remains unaffected by such environmental factors.

(4) Skyhook performed well on a footpath beside a drivable path (region F).

CompAcc too achieved high accuracy in these regions.

Energy Consumption. We report energy consumption due to localization through

the Nokia Energy Profiler (logging energy usage every 0.25 seconds). AGPS and

Skyhook were made to sample the location every 5 seconds. For CompAcc, the

accelerometer and compass were continuously probed. Figure 10.15 shows the

power draw for AGPS, Skyhook, accelerometer, and compass. The 3G network was
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enabled for AGPS and Skyhook (GPS was turned off for SkyHook for fairness).

The compass measurements were taken from the Nokia 6210 and superimposed on

this graph. The heavy energy footprint of AGPS (baseline of 0.4W ) precludes it as

a stand-alone localization method. Skyhook displays periodic spikes of around 1W ,

separated by smaller spikes of 0.2W . The accelerometer and compass sensors have

similar power consumption signatures, with a baseline of around 0.1W . Table 10.3

shows the individual battery life for each sensor/localization scheme, assuming only

the profiler running in the background. The compass measurements were executed

on 6210 which has a battery capacity of approximately 80% of a N95. We combined

their individual recordings proportionately to derive the CompAcc battery life. Re-

sults show an improved battery life with CompAcc.

10.4 Limitations and Future Work

CompAcc is not yet ready for deployment. A number of issues still need to be re-

solved efficiently.

Map Generation. Currently, map tile generation includes a manual component of

marking out the start/end points of footpaths. Although significantly less expensive

than war-walking, an ideal system should automate this process. One option is to

design Internet based labeling games as proposed by Von Ahn [12]. Another option

could be to launch this into Mechanical Turk [13] where many Internet users could

label paths for small financial incentives. A more complex approach could be to

extract the paths through sophisticated image processing on Google Satellite view.

We plan to investigate the viability of these and other approaches.

Improved Signature Matching. CompAcc resets a signature mismatch through

AGPS. This is required because CompAcc keeps no record of possible directions

the user may follow. Particle filters [14, 15] applied to localization systems operate

on movement probabilities in multiple directions. Employing particle filters may

provide further improvements.

Table 10.3 Battery lifetime: CompAcc (Acc, Comp), Skyhook, AGPS.

Sensor Acc. Comp. CompAcc Sky AGPS

lifetime(h) 39.1 48.7 23.4 16.3 10.6

Multiplexing between Localization Methods. CompAcc needs to handoff local-

ization to Skyhook/GPS when the user is in a vehicle or enters indoors. The control

can be regained once the user is walking again. Switching between these localization

modes need to be triggered automatically. The current system can activate handoff
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when the matching Dissimilarity is excessive (as used for fallback mechanisms).

However, quicker activation is necessary.

Extending beyond Walking Paths. CompAcc targets regions that lie outside the

coverage of war-driving based localization. However, the system can be extended

to vehicular motions, or even towards micro-mobility within buildings, malls,

stores[16]. Roads and streets’ path signatures can be extracted directly from Google

Maps without any manual intervention. One part of the ongoing work is focused

towards these extensions. CompAcc (for vehicles) will be an effective solution

for many countries in the world that do not have WiFi coverage, or remain to be

war-driven.

10.5 Related Work

Previous research on localization makes different assumptions about infrastructure

and calibration effort. In general, previous localization systems rely on deployed

radios (e.g. APs) or require installation of specialized hardware in the environment

(radio or bluetooth devices). A calibration effort maps overheard radio signals to

location coordinates. Then, overheard signals are matched with the data recorded

during the calibration phase and the user location is estimated. Cricket [17], Nokia

Labs, VOR [18] and Pinpoint [19] rely on specially installed hardware for indoor

localization. While effective in high-budget enterprises, these systems are expensive

to deploy and maintain in outdoor environments.

Radar [20], Active Campus [21] and PlaceLab [2] rely on devices already present

in the surroundings for localization. The Radar system [20] operates on WiFi fin-

gerprints, and is capable of achieving high accuracy in indoor deployments. Never-

theless, Radar needs to calibrate WiFi signal strengths at many physical locations

in a building. The calibration process is time-consuming and may not scale over

larger areas. PlaceLab [2] uses WiFi and GSM signals for localization. A radio

map is created by war-driving car-accessible roads and mapping APs/GSM towers

to GPS coordinates. The radio map is distributed to mobile devices which local-

ize themselves by comparing overheard APs/GSM towers with those recorded in

the map. Active Campus [21] is similar to PlaceLab, but assumes that the locations

of the WiFi access points are known a priori. Unlike the previous systems, Com-

pAcc does not require war-driving, signal calibration, or deployed infrastructure for

localization. Our approach is straightforward, relying on digital maps, compasses,

and accelerometers, available in modern mobile phones.
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Fig. 10.13 Visualization of (a) Skyhook’s and (b) CompAcc’s performance in Duke campus.

GPS locations shown by “g”, Skyhook by “s”, and CompAcc by “c”. Straight lines joining s–

g and c–g are a measure of the location errors. Some regions do not have a “s” value because

Skyhook was unavailable there.
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10.6 Conclusion

The growing popularity of location based services will call for improved quality of

localization, including greater ubiquity, accuracy, and energy-efficiency. Current lo-

calization schemes, although effective in their target environments, may not scale

to meet the evolving needs. This paper proposes CompAcc, a simple and practical

method of localization using phone compasses and accelerometers. CompAcc’s core

idea has been known for centuries, yet, its adoption to human scale localization is

not obvious. We believe that CompAcc could complement current localization tech-

nology, taking an important step towards a pervasive location service for the future.
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Chapter 11

Energy-Efficiency Networking Games

Manzoor Ahmed Khan and Hamidou Tembine

Abstract. The concept of energy efficiency has moved in and out of favor with

the public over the years, but recently has gained renewed broad-based support.

The confluence of economic, environmental and fairness concerns around offering

the same quality of service by reducing energy has moved efficiency to the fore. In

the context of networking and communications, there are different energy-efficiency

issues in terms of quality of service, quality of experience, energy consumption,

pricing etc. This chapter will focus primarily on the game theoretical formulations

of energy-efficiency metrics, with applications to networking problems. We will first

present a broadly inclusive notions of energy-efficiency and then explore a variety of

ways to analyze the strategic behaviors of the players depending on the information

and the dynamics of the system. Applications to power management with stochas-

tic battery state modelling and network selection problems with energy-efficiency

criteria are presented.

11.1 Introduction

Recently, there has been extensive researches that employ distributed optimization,

learning in games, and distributed control to model and analyze the performance that

take into consideration the energy-consumption of various networks, such as com-

munication networks, neural networks, computer networks, social networks, bio-

inspired networks, cognitive radio networks, opportunistic mobile ad hoc networks

etc. There are several successful examples where game theory provide deeper un-

derstanding of energy-efficiency based network dynamics and leads to better design
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of efficient, green, scalable, stable and robust networks. Still, there remain many

interesting open research problems to be identified and explored, and many energy-

efficiency issues to be addressed in both wireline and wireless networked games.

In this chapter, we develop energy-efficiency game theoretic models for network-

ing and communication problems. The chapter starts in designing suitable “green”

performance metrics for interacting networking systems and present both static and

dynamic game formulations as well as their solution concepts. Then, we focus on

distributed strategic learning for energy-efficiency solutions. We apply these solu-

tion concepts to various energy-efficiency networking scenarios. The first example

focuses on battery-state dependent energy-efficiency games. The scenario is gener-

alized to backoff-state dependent energy-efficiency games which takes into con-

sideration not only the energy level but also the number of retransmission until

successful reception.

The second example considers user-centric network selection in wireless net-

works. In both cases, the energy-efficiency aspect plays important role(s) in the

outcome of the interactions.

11.2 Energy Efficiency in Networking Games

In this chapter, the term energy efficiency refers to “using less energy to provide

the same service”. The best way to understand this basic idea is through a simple

example.

When you replace an office equipment such as a computer or a laptop with a more

energy-efficient model, the new equipment provides the same service, but uses less

energy. This saves you money on your energy bill, and reduces the amount of green-

house gases going into the atmosphere. This simple example captures the basic idea

of energy-efficiency. However energy-efficiency is different than energy conserva-

tion. Energy conservation is reducing or going without a service to save energy.

Thus, the quality of service and the quality of experience are important aspects of

energy-efficiency compared to energy-conservation. Turning off a light or fixing the

maximum amount of power to something smaller is an energy conservation op-

eration. Replacing an incandescent lamp with a compact fluorescent lamp which

uses much less energy to produce the same amount of light is an energy efficiency

operation. Both operations (energy-efficiency and energy-conservation) can reduce

greenhouse gas emissions but may not give the same guarantee to the users, con-

sumers, nodes, operators, service providers etc.

In multihop networks, intermediate nodes are often used as relays to reduce the

transmission energy required to deliver a message to an intended destination. The

selfishness of autonomous nodes, however, raises concerns about their willingness

to expend energy to relay information for others. However it is clear how efficient

will be the outcome of the distributed decision making compared to a centralized

case. A coalitional structure of nodes have been proposed in order to offer at least

the same service by reducing energy consumption of the system or a node. Then, the
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formation of coalitions, the cost of exchanging messages, the incentive to collude

needs to be explained and designed.

11.2.1 How Efficient Are Energy-Efficiency Games?

The term energy-efficient game does not mean that the game is efficient. The out-

come of the game may be inefficient not only in term of payoff but also in term of

energy consumption. The reader may ask why it is called energy-efficiency payoffs?

The term energy-efficiency payoff is used here to capture the energy consumption

aspect into standard payoff functions. Energy-efficiency function is then a generic

function that takes into consideration a tradeoff between payoffs and energy con-

sumption cost. Then, a game with energy-efficiency function as payoff function is

an energy-efficiency game. As a consequence, this definition has nothing to do with

the efficiency of the outcomes of the game.

11.2.2 Designing Energy-Efficiency Metrics

There are several ways to take into consideration the energy consumption issue in

wireless networks. The first approach is to formulate the problem with cost con-

straints. The global metric depends on the payoffs and the costs. This can be ob-

tained by taking the Lagrangian of the constrained problem. The second approach

is to write directly an appropriate metric such as ratio between benefit and cost;

probability of success per cost, capacity per cost, cost per capacity etc.

11.2.3 Energy-Efficiency One-Shot Games

We consider an energy-efficiency one-shot game described by

• A finite set of players N := { 1,2, . . . ,n} where n < +∞ is the cardinality of N .

For n = 1, the game is reduced to a single decision-maker problem. For n ≥ 2

one has interaction between at least two players.

• Each player j ∈ N has an action set A j which can be discrete or continuous. We

assume that A j is non-empty. An action profile is an element of ∏ j∈N A j.

• Each player j has an energy-efficiency payoff function u j : ∏ j∈N A j −→ R to

be optimized.

The collection (N ,(A j) j∈N ,(u j) j∈N ) defines a game in normal form. If in ad-

dition, specific information structures, state spaces and order of play were present,

these structures should be added in to collection as well as in the strategies of the

players (the ways the players will make decisions).
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11.2.4 Energy-Efficiency Payoff Functions

Pricing

We take the difference between reward and cost function. The payoff function has

the form ũ j(a)− c j(a) where ũ j is the benefit/satisfaction of player j and c j(.) is

the cost function of player j. In individual pricing case, the pricing function has

the form c j(a) = c j(a j). The cost functions are designed in order to get non-trivial

outcomes that are close to a given target.

Satisfaction/Cost Ratio

In place of the difference between the converted satisfaction and cost units, we take

the ratio between reward and cost function. Thus, the payoff function has the form
ũ j(a)

c j(a) . The function ũ j is well-chosen in a way such that the ratio is well-defined.

Examples of such consideration include the probability of success per unit cost, the

bit-error-rate per unit consumption power, rescaled Shannon capacity per unit cost.

Cost per Unit Reward

Now, we take the ratio between cost and reward function. Thus, the payoff function

has the form
c j(a)

ũ j(a)
. Examples of such consideration include the power consumption

per probability of success, power consumption per bit-error-rate or power consump-

tion per unit capacity.

11.3 Solution Concepts

In this section we present basic solution concepts: equilibrium, maximum solution,

Bargaining solution and Pareto optimality.

An action profile a∗ = (a∗
1, . . . ,a

∗
n) is a pure (Nash) equilibrium point if no player

can improve its payoff by unilateral deviation:

∀ j ∈ N , a∗
j ∈ arg max

a′
j∈A j

u j(a
′
j,a

∗
− j),

where a∗
− j denotes the profile (a∗

j′
) j′ �= j.

Most of the energy-efficiency games may not have a pure equilibrium. In that

case, one can look at randomized actions. Let ∆(A j) be the set of probability dis-

tributions over the set A j equipped with the canonical sigma-algebra. Then, the

payoff function can be extended over the product space ∏ j∈N ∆(A j). Denote by

U j : ∏ j∈N ∆(A j) −→ R the expected payoff of player j.
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A (mixed) Nash equilibrium is a profile x∗ ∈ ∏ j∈N ∆(A j) satisfying

∀ j ∈ N , x∗
j ∈ arg max

x j∈∆ (A j)
U j(x j,x

∗
− j).

We say that x∗ is a fixed-point of a (multi-valued) mapping Φ if x∗ ∈ Φ(x∗).
When Φ j corresponds to be argmax defined above, one gets a characterization of

equilibria as fixed-points. Then, important results can be obtained:

• Assume that the set of actions is non-empty and finite and the entries of the poly-

matrix are finite. Then, the game has at least one equilibrium in mixed strate-

gies. One of classical proofs of this result uses a fixed point theorem (Brouwer,

Schauder, Kakutani, Fan, Glicksberg, Debreu etc). Nash has constructed a map-

ping based on normalized excess payoff to use the Brouwer/Schauder fixed-

point theorem. The mapping is also related to the Brown-von Neumann-Nash

dynamics.

• The set of actions is non-empty, convex and compact and if u j is quasi-concave

relatively to a j and continuous in the action profile then there exists at least one

pure equilibrium (fixed-point theory).

• The set of actions is non-empty, convex and compact and u j is continuous then

there exists at least one equilibrium in mixed strategies (fixed-point theory).

A maximin solution is a profile that maximizes the minimum of the payoffs i.e

a∗ ∈ arg max
a∈∏ j A j

min(u1(a1,a−1), . . . ,u2(a2,a−2), . . . ,un(an,a−n)) .

Maximin solutions are well-used for fairness issues.

Another notion that takes into consideration fairness issue is the bargaining solu-

tion. There are several Bargaining solutions (Nash, Kalai-Smorodinsky, Egalitarian

etc). Below we define the Nash bargaining solutions.

A (Nash) “strategic” bargaining solution is a profile

a∗ ∈ arg max
a∈∏ j∈N A j

∏
j∈N

(u j(a)− ū j)
ω j ,

where ū j is a reference payoff for player j when the negotiation process fails (dis-

agreement point) and ω j is a negotiation power associated to player j. Note that in

this definition, the set of feasible payoffs may not be convex.

A Pareto optimal point is configuration where it is not possible to improve the

payoff of one player without decreasing the payoff of another player. Example of

Pareto optimal solutions include maxmin solutions and bargaining solutions.
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11.3.1 Constrained Energy-Efficiency Games

Consider a classical one-shot game problem with satisfaction function given by

1l{ũ j≥γ j}. The associated energy-efficiency game problem consists to ask if it is pos-

sible to “ use less energy consumption while providing the same service?”. We

formulate this problem as an energy-constrained game. Each player optimizes its

cost c j(a) subject to the constraints ũ j(a) ≥ γ j where γ j is a satisfaction target of

player j. The problem of player j is

{

infa j∈A j
c j(a), subject to

ũ j(a) ≥ γ j

The system designer target could be to satisfy as large as possible players with a

minimal energy consumption cost:

⎧

⎨

⎩

infa∈∏ j A j ∑ j∈N c j(a), subject to

ũ j(a) ≥ γ j

j ∈ N

Note that the solution(s) of the above problems can be different than the ones ob-

tained by maximizing the functions ũ j with cost constraint c j(a) ≤ c̄ j where c̄ j is a

fixed positive real number.

11.3.2 Energy-Efficiency Long-Term Games

We consider long-term interaction between the players. Time is discrete and time

space is the set of natural numbers. At each time slot, the players interact. Each

player chooses an action based on its previous experiences and observations. All the

players get a payoff and the game moves to the next time slot. As it is well known

without constraint and under observations structures, one can observe an emergence

of cooperation between the players in the long-run (see the Folk Theorems in dy-

namic games). However, we need to take into consideration long-term constraints

as it is usual in wireless networking. This is because the actions set may not be the

same at each step. For example, if the players are battery-limited or if they are using

renewable energy such as Solar-energy, they may not be able to transmit all the time

slots. The constraint in that case will be the total amount of energy available or the

weather condition in the case of solar systems.

11.3.3 Energy-Efficiency Issues in Large-Scale Systems

Many real-world problems modeled by stochastic games have huge state and/or

action spaces, leading to the well-known curse of dimensionality. The complexity

of the analysis of large-scale systems is dramatically reduced by exploiting mean

field limit and dynamical system viewpoints. Under regularity assumptions and spe-

cific time-scaling techniques, the evolution of the mean field limit can be expressed
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in terms of deterministic or stochastic equation or inclusion (difference or differ-

ential). The energy-efficiency issue can be taken into consideration in the mean

field stochastic game (MFSG) formulations. Considering long-term payoffs, one

can characterize the mean field optimality equations by using mean field dynamic

programming principle and Kolmogorov forward equations.

11.4 Learning in Energy-Efficiency Games

11.4.1 Learning under Perfect Monitoring

In this subsection we explain how the players can learn their optimal strategies based

on observation about the past actions of the others. These classes of strategic learn-

ing are called partially distributed strategy-learning. Sophisticated learning algo-

rithms in which each player adapts its strategy based on observations of the other

players’ actions. The origin of partially distributed learning goes back at least to

the work by Cournot (1838), in the so-called Cournot tatonnement, which is known

as best response dynamics. Partially distributed learning algorithms include classi-

cal fictitious play (FP), best response, classical logit learning, Adaptive play, Joint

strategy FP, Stochastic FP, Regret matching, sequential asynchronous FP learning

etc.

We briefly explain the basic idea of the most used version of fictitious play. As-

sume that at each time slot, each player observes its actions, its payoffs but also

the last actions played by the other players. At each time slot, each player thus best

responds to the empirical frequency of play (joint) of the other players (this pre-

sumes that he observes to last actions chosen by the other players). The empirical

frequency is defined by

s− j ∈ ∏
j′ �= j

A j′ , f̄ j,t(s− j) =
1

t

t

∑
t′=1

1l{a− j,t′=s− j}

The sequence { f̄ j,t}t≥1 satisfies the recursive equation

f̄ j,t+1(s− j) = f̄ j,t(s− j)+
1

t + 1

(

1l{a− j,t+1=s− j} − f̄ j,t(s− j)
)

,

where 1l{a− j,t+1=s− j} denotes the indicator function. It is equal to 1 if the joint actions

chosen by the players than j at time t is s− j and 0 otherwise.

Then the algorithm is defined by:

a j,t+1 ∈ arg max
s j∈A j

U j(es j
, f̄ j,t) := arg max

s j∈A j
∑

s− j∈∏ j′ �= j A j′

f̄ j,t(s− j)u j(s j,s− j).(11.1)

The relation in (11.1) gives an Hannan set.
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11.4.2 Learning under Measurement via Numerical Value

Now, we address, how learn the optimal strategy based only on numerical values of

own-payoffs?

The main challenge here is limited information. Players may have limited knowl-

edge about the status of other players, except perhaps for a small subset of

neighboring players. The limitations in term of information induce robust stochas-

tic optimization, bounded rationality and inconsistent beliefs. The basic learning

schemes have the form of Robbins-Monro [2] or Kiefer-Wolfowitz [3].

11.4.2.1 Reinforcement Learning for Equilibria

The standard reinforcement learning (Bush-Mosteller, 1949-1955, [1]) consists in

updating the probability distribution over the possible actions as follows: ✝ j ∈
N ,∀s j ∈ A j,

x j,t+1(s j) = x j,t(s j)+ λ j,tσ j(u j,t)
(

1l{a j,t=s j} − x j,t(s j)
)

(11.2)

where λ j,t is the learning rate of player j at time slot t. σ j is a real-valued mapping.

The parameter λ j,t and the payoff u j,t can be normalized such that σ j(u j,t) > 0,0 <

λ j,tσ j(u j,t) < 1.

11.5 State-Dependent Energy-Efficiency Games

In this section, we assume that the payoff function has the form u j(w,a) where w

describes a state. The set of states is denoted by W . The state can represent a backoff

state, SINR level, an energy level, a channel state, storage state etc.

11.5.1 The Current Full State Is Known by All the Players

Each player j knows the full state w as well as the mathematical structure of

the payoff functions. Each player can then construct a state-feedback action i.e

the choice of actions depends on the value of w. We denote this game by G1 =
{{w},N ,A j,u

1
j(w, .)}. Equilibria of G1 will be state-dependent equilibria. How-

ever, if the full state w is not available, the payoff u1
j(w, .) is difficult to optimize. In

the next subsection, we formulate the case where each player j observes its compo-

nent w j of the state vector w = (w1, . . . ,wn).

11.5.2 A Partial Component of the Current State Is Known

Here we assume that each player j knows its own state w j and the distribution µ− j

over the states w− j = (w j′) j′ �= j of the other players. Each player j is able to compute

the payoff function given by
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u2
j(w j,µ− j;a) = Ew− j∼µ− j

[u j(w,a) | w j,µ− j] .

Let ∆(W− j) be the set of probability measures over W− j, equipped with the canoni-

cal sigma-algebra. Then, µ− j ∈ ∆(W− j). Note that u2
j is defined over Wj ×∆(W− j)×

(

∏ j A j

)

where Wj denotes the state space observable of player j.

A pure strategy of player j in this game with partial state observation is a mapping

from the given own-state w j, and the distribution µ− j to the action A j. We denote

this game by

G2 = (N ,A j,(w j,µ− j),(u
2
j) j∈N ).

A pure equilibrium for the game G2 can be seen as a Bayesian-Nash equilibrium,

and it is characterized by σ j : Wj × ∆(W− j) −→ A j,

σ j(w j,µ− j) ∈ arg max
ã j∈A j

u2
j(w j, ã j,σ− j),w j ∈ Wj,∀ j ∈ N .

Note that w j is an own-state and does not necessarily “plays the role” of a type in

the classical game theoretic formulations because the individual state is a realization

of a certain random variable, not an endogenous element of a player. A second

remark is that the consistency relationship between the types and the beliefs should

be checked in games with incomplete information.

11.5.3 No State Component Is Known But a Distribution Is

Available

Now, none of state components is known but a distribution µ over W is available.

Each player j is able to compute the following payoff function

u3
j(a,µ) = Ew∼µu j(w,a),

where µ ∈ ∆(W ). This leads to an expected robust game which we denote by

G3 = (N ,A j,W ,µ ,(u3
j) j∈N ).

A pure strategy for player j in the game G3 corresponds to a function of µ that gives

an element of A j. We refer this game as expected robust game. This action spaces

are finite and if the expectation is well defined for each entry (play) then the game

G3 has at least one equilibrium in mixed strategies.

11.5.4 Only the State Space Is Known

In this subsection we assume that even the distribution over the state is not avail-

able. Only state space W is known. Then, each player can adopt different behaviors

depending on its way to see the state space. The well-known approaches in that case
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are the maximin robust and the maxmax approaches (pessimistic or optimistic

approaches) and their variants. The payoff of player j in the maximin robust game

is given by

u4
j(a) = inf

w∈W
u j(w,a).

We denote the game by G4 = (N ,A j,W ,(u4
j) j∈N ). The equilibria of G4 are called

maximin robust equilibria. Similarly, The payoff of player j in the maximax robust

game is given by

ū4
j(a) = sup

w∈W

u j(w,a)

11.5.5 Dynamic State-Dependent Games

In this subsection, we assume that none of the state, the distribution, the state space,

the mathematical structure of the payoff function is available. Under such condi-

tions, how to solve the problem?

Time is discrete. Time horizon is large. At each time, each player acts and ob-

serves a numerical measurement of its payoff. We look at the long-run game. To

simplify the analysis, we assume that the state follows an independent and identi-

cally distributed random variable.

We distinguish three cases:

11.5.5.1 Stochastic Games with Perfect State Observation

The channel state vector w(t) is observed by all the players and the instanta-

neous payoff functions are known. In this case, one can use the classical stochastic

game framework to solve the long-run interaction problem. For example, Bellman’s

dynamic programming principle can be used.

11.5.5.2 Stochastic with Partial State Information

At each time each player observes a component: Its own state i.e w j(t) is observed

by player j. Instantaneous payoff functions are also known. In this case, one can use

partially observable stochastic game tools and dynamic programming over contin-

uous state space to solve the long-term problem.

Each of the above formulations can be with public or private signals, perfect or

imperfect monitoring for the actions chosen by the others.

11.5.5.3 Stochastic Games without State Information

The players do not observe any component of the state (no partial component is

observed). The players do not know the state space. They do not know N , they do

not know the mathematical structure of the payoff functions. They do not even know

if they are in a game.
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However, they are not in a blind environment. We assume that they are able to

discover progressively their own action space A j and we assume that each of the

players is able to observe an ACK/NACK as it is the case with the carrier sense

multiple access (CSMA) with collision avoidance (CA) with ACK/NACK. Now, a

private history up to T ′ is a collection of own-actions and own ACKs up to T ′ . We

denote σ5
j a behavioral strategy of player j. We consider the time average payoff of

the dynamic game i.e liminfT ′ Ew(0),σ 5F5
j,T ′ where

F5
T ′ =

1

T ′ + 1

T ′

∑
t=0

u j,t .

In this case, different variants of combined fully distributed payoff and strategy rein-

forcement learning (CODIPAS-RL) have been developed in [7]. The CODIPAS-RL

is a joint and interdependent iterative scheme to learn both payoff function and the

associated optimal strategies. The CODIPAS-RL is known (see [7] and the refer-

ences therein) to converge in particular finite games:

• dominance solvable game,

• 2 × 2− coordination games,

• 2 × 2 anti-coordination games,

• common interest games,

• stable games or games with monotone gradient payoffs,

• potential games

• potential population games,

• expected robust potential games,

• any symmetric two-player robust game with 3 actions which satisfies the Dulac’s

criterion,

• some classes of supermodular games,

• Lyapunov robust games: there exists a Lyapunov function associated the dynam-

ics of the expected payoffs.

11.6 Power Management

We propose different energy-efficiency payoffs in state-dependent game where the

state represent the channel state. The payoff function is now state-dependent and is

denoted by u j(w,a).

11.6.1 Battery-State Dependent Energy-Efficiency Games

A stochastic modelling of battery-limited energy management have been proposed

in [4]. In it the objective is to optimize not only the current satisfaction but also a

long-term satisfaction based on a total budget of battery with finite lifetime. The

more a user consumes power, the more its battery state transition decreases in prob-

ability. Considering a simple scenario of Aloha-based access network with power
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selection, the authors have demonstrated playing the maximum power may lead to

suboptimal configuration and may not be an equilibrium. Detailed analysis of power

allocation in Multiple-Input-Multiple-Output (MIMO) can be found in [4, 5, 6].

11.6.2 Backoff-State Dependent Energy-Efficiency Games

In addition to be the battery state criterion, we need to take into consideration the

number of retransmissions for same until it succeeds. The backoff state account this

number. Due to expiration delay, the total number of retransmission is bounded. If

the transmission have successfully received then backoff state back to zero to restart

with another packet. A packet is successfully transmitted if the received Signal-to-

Interference-plus-Noise-Ratio (SINR) is greater than some acceptable threshold.

11.7 Energy-Efficiency and User-Centric Network Selection

Different definitions of energy-efficiency can be found in the literature e.g., energy

efficiency can be defined as using less energy to provide the same service. However,

we confine the definition of energy conservation to the field of wireless communi-

cation in general and to network selection in wireless networks in special. The moti-

vation to confine ourselves to the mentioned paradigm is the envisioned ubiquitous

communication environment in future, where a user equipment is connected to the

internet anywhere and anytime through the heterogeneous interfaces. The general

term heterogeneous here is self explanatory, however the heterogeneity in network

selection provisions illustration. In network selection (or more appropriately, user-

centric network selection) is commonly known as the decision mechanism hosted at

the user terminal, which takes the decision over selecting the suitable (or best avail-

able) access network out of the available ones. Intuitively operators’ communication

footprint in a geographical coverage area mostly comprises of the access network

coverage by technologies of different characteristics e.g, Wireless Local Area Net-

works (WLAN), Cellular technologies etc. (hence the term heterogeneous). Let us

consider even a concrete scenario, where a user is faced with the decision of network

selection in the coverage area covered by the WLAN and 3G networks. It should be

noted that these technologies differ in their coverage areas i.e., WLAN covers com-

paratively smaller coverage area but provides higher data rates. Owing to the just

mentioned fact, when a user is under coverage area of both WLAN and 3G cellular

network, the preferred network is WLAN, however, it should be noted that in this

case we assume that user is indifferent to service pricing. As this would lead to an

increased performance. But at the same time we can not neglect that this operation

(i.e., being associated to the WLAN) costs users more energy consumption.

We now illustrate on the energy consumption pattern of the different interfaces

specifically when it comes to simultaneous use of the interfaces. This way, the end

users benefit from better quality services (e.g., high bit rates) and network operators

get more grained means for resource management as they might assign different
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flows of one user to different access technologies. In order to realize the parallel

usage of interface while being mobile, mobile IPv6 protocol can be extended too.

On the other hand, the operation of more than one NIC at the same time increases

the power consumption. As mobile devices are usually power driven, this is often

used as an argument against the use of multiple interfaces. Although the increased

power consumption is a matter of fact, a clear understanding of the order of mag-

nitude is missing. In this chapter, we also take an opportunity to establish an initial

knowledge about the effects of the use of multiple interfaces on power consumption.

From 802.11 protocols, each frame length is described in detail. It would help

calculating power consumption of single frame or specific data length (e.g., 20MB)

exactly working under specific working modes. This theoretical value of energy

consumption can be calculated using vendor specification of a card working with

802.11 protocols. One can obtain and compute the energy value from data obtained

from real devices. To analyze the energy consumption of multiple interfaces, a clear

understanding of power consumption of a single wireless interface is necessary.

In some regime, the per-packet energy consumption of network interfaces can be

modeled in a linear equation

E = mz+ b, (11.3)

where E represents the energy, z represents the size, m and b are linear coefficients

which can be determined by experimental results. b is a fixed component associated

with device state change and channel acquisition overhead. The authors make use

of popular DSSS Lucent IEEE 802.11 WaveLan PC ”bronze” and ”silver” cards

are used as test cards on the IBM Thinkpad 560. The tcp-dump facilities are used

to ensure that no other traffic is present on the channel. The energy consumption

in this configuration is determined by the direct measurement of input voltage and

current drawn at the network interface. By inserting small resistance in series with

the device, the current drawn is determined, whereas the input current is determined

by measuring the voltage across the test resistance. The results show that sending

point-to-point and broadcast traffic have the same incremental cost, but point to

point traffic has a higher fixed cost associated with the IEEE 802.11 control protocol.

However, when it comes to receiving point-to-point then it differs from the broadcast

traffic only in their fixed costs i.e., receiving point-to-point traffic has a high fixed

cost, due to the costs of sending two control messages. Receiving broadcast traffic

has the lowest fixed cost, representing the MAC header in the data massage and

physical overhead.

We take into account the combination of parameters like RF transmission power,

modulation schemes (transmission rate), packet size, and distance influence that af-

fect the power consumption of a WLAN interface. Authors vary the packet size,

transmission rate, and the RF power level in their experiments. The MAC packet

size ranges from 64 to 2312 bytes. The transmission rate from 1 to 11 Mbps and the

RF level accepts values of 1, 5, 20 and 50mW . Furthermore, the work measured the

average power consumption and the throughput during the Tx and Rx phase while

the above mentioned parameters varied. This work provides two kinds of power

dissipation results. The first is referred as instantaneous power consumption that
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describes the actual power consumption of the NIC for a particular working mode

and for a particular set of parameters. As mentioned above, there are four differ-

ent working modes and three parameters of variation. The second kind of power

consumption is referred as average power consumption. It describes the power con-

sumption for the Tx and Rx processes as a whole, including the transmission and

reception of data and acknowledgement, respectively, as well as idle time. Power

consumption is an unbiased measure since it can not deliver any insights on how

long the battery will last. Therefore, the work derives the energy that is used to

transmit one bit of goodput data. The authors realized that there is a strong depen-

dence between the power consumption and the RF level used in the Tx mode. The

higher the power level, the higher the power consumption. If the RF power level

varies from 1 to 50mW , the increase in power consumption comes to 500mW . The

results show that the power amplifier takes a major portion of the overall power con-

sumption. Higher transmission rates cause a slight increase in power consumption

which is probably caused by a slightly higher power consumption of the baseband

processor. The RF does not have any influence in the reception mode as shown in the

second figure. It can be seen that the Tx mode costs more power than the Rx, IDLE

and SLEEP mode. There is only a small difference in power consumption between

the Rx and the IDLE modes. The reason for this is that all of the reception hardware

turn on within the IDLE mode to scan for valid RF signals. The difference is likely

caused by the MAC processor, which is assumed to be idle during the IDLE mode

of the NIC dissipating less power. This is further illustrated by the Table-11.1.

Table 11.1 Interface energy consumption in different access technologies

Technology Transmission Reception Idle

CDMA NIC 2.8 W 495 mW 82 mW

IEEE 802.11b NIC 1.3 W 900 mW 740 mW

The first look at the table-11.1 dictates that when energy conservation is taken

in to account for the network selection, the preferred strategy for a mobile user

would be to stay connected to 3G networks. There are several definitions of energy-

efficiency.

11.7.1 Energy Efficient Network Selection

The basic objective of the energy efficient network selection is to reduce the energy

consumption in the mobile terminals without degrading the user perceived QoE.

The decision of network selection in this case is derived by the fact, as to select the

interface that consumes less amount of energy. Observing the power consumption

of up(down)loading data through different network access technologies, one can

in the first place suggest a policy-based like network selection solution, where the
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user defines a policy such that for bandwidth hungry applications, WLAN interface

should be selected, whereas for smaller data or communication with greater idle

periods the 3G network technologies are chosen.

Case Scenario

Consider the scenario depicted in Fig 11.1, where a user is under the coverage of

access heterogeneous wireless network technologies of two different operators. As

can be seen in the Fig 11.1 that various coverage areas are define. We assume that

user is mobile and follows the given trajectory through different coverage areas, this

dictates that user is faced with network selection decision when losing or gaining

the coverage of any access network technology(ies).

 !"#$%&'()*  !"#$%&'(+*

,-./$%&'()* ,-./$%&'(+*

.012345607

Fig. 11.1 Energy efficient network selection scenario

In this scenario, the user starts moving from geographical area A with a single

access network technology i.e., UMTS (Op-1). A user when moves to the coverage

area B under the coverage of UMTS and WLAN of operator-1, he is faced with the

decision of interface selection, however the operator competition in this coverage

does not come into picture in the decision making. Moving to areas C, D, and E

introduce the operator competition in the network selection problem too, however

the interface options available to the users differ in different areas. Geographical

areas F and G are the replica of areas A and B. It should be noted that the network

selection problem in this case is abstracted to emphasize the energy efficiency ef-

fect of the network selection problem. The two different operators are included in

the scenario so that we can study the operators role in conservation of energy (by

motivating users to select different energy efficient interfaces by offering different

service prices through their interfaces).
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11.8 Concluding Remarks

In this chapter, we have presented game theoretic and strategic learning formula-

tions of energy-efficiency networking problems. Both deterministic and stochastic

modelling can be included in the concept of offering the same service by consum-

ing less energy. However, the game theoretical models need to be adapted to more

realistic network scenarios under energy-efficiency criterion.
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Chapter 12 
Energy Efficiency of Data Centers 

László Gyarmati and Tuan Anh Trinh* 

Abstract. As the power consumption has a significant and continuously increas-

ing part of the operational expenses of data centers, energy efficient data center 

networking has received special attention from the academic and industrial re-

search community recently. The complex design of data centers provides several 

directions toward more energy efficiency, including the consumption of servers 

and network equipments. We address the issue of power consumption of data cen-

ters from a higher-level point of view by analyzing the energy efficiency of data 

center architectures. We review the state-of-the-art data center architectures  

including BCube, DCell, fat-tree, and Scafida and present evaluate their energy-

efficiency quantitatively. In addition, the trade-off between the power consump-

tion and the performance of the data center is investigated. Next, other aspects of 

data centers’ energy efficiency is revealed including thermal control techniques, 

energy management systems. Finally, a standard data center energy efficiency 

metric called PUE (Power Usage Effectiveness) is presented. 

12.1   Introduction 

The widely adoption of the novel Internet services of the last decade, e.g., web 2.0 
services, cloud services, and cloud computing, modified the structure of the whole 
Internet ecosystem. Contrary to the earlier disperse structure, where each service 
had its own server to be operated on, the infrastructures of the current cloud ser-
vices are highly centralized; numerous services are run by a single infrastructure. 
These facilities are commonly known as data centers. 

The operators' profit-awareness causes the recent golden age of the data  
centers. Due to the economics of scale principle, the expenditures (both capital 
and operational) can be reduced with these highly concentrated architectures. The 
power consumption of the data centers is accounted for 15 percent of the total ex-
penditures of a data center [8] while data centers have a non-negligible share of 
the total power consumption of the society. Based on the study of J. Kroomey 
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[14], the power consumed by data centers in 2005 was 6.4, 4.7, and 1.8 GW in 
US, Western Europe, and Japan, respectively. The power consumption of data 
centers was as high as 1.5% of the total power consumption in the US in 2006. 
Moreover, these ratios are increasing resulting from the recent data center de-
ployments. As the price of electricity is continuously augmenting [24] and the en-
vironment aware operation of the companies is becoming more and more desirable 
by the customers, the energy efficient operation of data centers is required both 
from a financial and a social viewpoint. Therefore, the operators of the data cen-
ters are interested in more energy-efficient data center infrastructures. 

The energy efficient operation of data centers is a complex task with several 

facets. First, the power consumption of servers, network equipments can be re-

duced; moreover, middleware can be applied. Second, the arrangement of the data 

centers’ equipments, i.e. the architecture, has an impact on the power consump-

tion. Third, cooling and heat control play a crucial role in the data center facilities: 

they are necessary to precede hardware failures; however, these equipment utilizes 

significant amount of energy. Finally, power management systems reduce the 

power consumption of the data centers by dynamically switching on and off parts 

of the topology based on the actual load of the system. 

This chapter focuses on these aspects expect the first one, which was discussed 

in the previous chapters. We review the state-of-the-art data center architectures 

including BCube [9], DCell [10], fat-tree [3], NaDa [25] and Scafida [11] and pre-

sent evaluate their energy-efficiency quantitatively. In addition, the trade-off be-

tween the power consumption and the performance of the data center is investi-

gated. Next, the heat control proposals and techniques are discussed that aim to 

reduce the power consumed by the cooling facilities of the data centers. After-

wards, energy management systems like ElasticTree [13] are investigated and 

their power saving capabilities are revealed. Finally, widely adopted energy-

efficiency metric called PUE (Power Usage Effectiveness) is presented that  

expresses the efficiency of data centers. 

12.2   Power Consumption of Data Center Architectures 

12.2.1   Symmetric Data Center Topologies 

In this section, we investigate the energy efficiency of symmetric data center ar-

chitectures based on simulations and numerical evaluations. In order to compare 

the properties of the architectures, we first shortly review these data center struc-

tures, namely BCube, DCell, and fat-tree topologies while balanced tree is covered 

as it is a widely used reference model After that, the power consumption of these 

systems is evaluated; in particular, the energy proportionality of these designs  

and the trade-off between the throughput capability and power consumption is  

analyzed. 

Several data center architectures have been proposed recently; all of them are 

based on symmetric structures. One of the design principles of fat-tree topologies  
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[3,7,18] is to build a data center network using small, commodity switches. The 

fat-tree topology, also known as Clos topology, consists of three structural layers. 

The core level contains n
2
/4 n-port switches at the top. The medium layer has n 

pods, each containing two layers of n/2 switches, i.e., one pod has n n-port 

switches. The higher level switches are connected to the core switches; each core 

switch has one port connected to each n pods; specifically, port i of every core 

switch is linked to the pod i. On the other hand, the lower switches of the medium 

layer have direct connection to n/2 servers. Accordingly, a fat-tree topology sup-

ports n
3
/4 servers. The diameter of the fat-tree topology is 6 regardless the number 

of connections a switch can have. The fat-tree topology can be built using com-

modity Ethernet switches [3]; where the flows are leveraged using multiple paths. 

Portland [18] is a scalable, fault tolerant layer-2 data center built on multi-rooted 

tree topologies (including fat tree as well) that supports easy migration of virtual 

machines. VL2 [7] is an agile data center architecture with properties like  

performance isolation between services, load balancing, and flat addressing. 

The BCube data center architecture [9] is designed to be applied in container 

based, modular data centers, which have a few thousands of servers. BCube is de-

fined recursively, a BCube0 is created from n servers connected to an n-port 

switch; a BCubek is structured from n BCubek-1 and n
k
 n-port switches. The links 

are formed as follows. The BCubek-1s are numbered from 0 to n-1 while the serv-

ers in each BCubek-1 are denoted from 0 to n
k
-1. Then, the level-k port of the ith 

server (i∈[0,n
k
-1]) in the jth BCubek-1 (j∈[0,n-1]) is connected to the jth port of 

the ith level-k switch. This redundant structure can have n
k+1

 servers. There are 

multiple edge-disjoint paths between any two servers; therefore, BCube can dis-

tribute the load efficiently. The diameter of the BCube structure is k+1, i.e., it is 

proportional to the number of switching levels. BCube has more links than a tree-

based structure, which augments the wiring cost. MDCube architecture proposes a 

method to interconnect BCube containers to create a mega-data center [26]. 

The DCell data center architecture [10] is created out of commodity mini-

switches to scale-out. The construction of DCell is recursive too. The smallest 

building block is called DCell0 that consists of an n-port switch and n servers, 

which are connected to the switch. The servers of a DCell1 has two links, the first 

is connected to its switch in the DCell0 while the second is linked to a server of 

another DCell0. Each DCell0 is treated as a node in the DCell1; these nodes form a 

complete graph. Accordingly, a DCell1 can have n+1 DCell0. The DCellk struc-

tures are constructed in the same way. Higher-level DCellk structures are made out 

of gk=tk-1+1 DCellk-1s, while DCellk has tk=gk tk-1 servers. These recursive expres-

sions scale up rapidly; therefore, DCell can have enormous number of servers with 

small structural levels (k) and switch ports (n). The DCell structure contains 

switches only in the lowest hierarchy level; thus, the servers are actively involved 

in the routing process; each server has k+1 ports. The diameter of the DCell  

structure is less then 2logkN-1, where N denotes the number of servers within the  

structure. 

As a reference, we incorporate the balanced tree structure into our analyses as 

well. A balanced tree distributes its leaves as evenly as possible between its 

branches. A balanced tree has a single switch in the core, which has n ports; 
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analogously, the switches in the intermediate levels have n ports too. The servers 

are at the leaves, connecting to one of the switches. If the balanced tree has k  

levels the architecture can have n
k
 servers. The diameter of the structure is 2k. 

We express analytically the number of servers, the number of switches, and the 

diameter of the state-of-the-art structures in Table 12.1. We note that the power 

consumption of the data center architectures is proportional to the number of serv-

ers and switches located in the topology. In all cases, the number of servers and 

switches in the topology highly depend on the parameters of the architecture, 

namely the number of ports that a server or switch can have, denoted by n, and the 

number of structural levels, denoted by k. 

Table 12.1 Properties of symmetric state-of-the-art data center architectures (n ports, k levels) 

Architecture Number of servers Number of switches Diameter 

Balanced tree n
k
 n

i

i=0

k −1∑  2k 

Fat-tree 
n 3

4
 

n

2

⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 

2

+ n2
 6 

DCell ≈ n +1( )
2k

 ≈
n +1( )

2k

n
 2k+1 −1 

BCube nk+1
 n

i

i=1

k+1∑  k+1 

 
We illustrate the abovementioned data center structures in Figure 12.1, where 

the number of servers is 16 except DCell, which has 20 servers. Rectangles denote 

the servers, while switches are presented with circles. All of them have a precisely 

designed symmetric structure; this property has a drawback in terms of energy  

proportionality, as we will see shortly. 

The energy efficiency of data centers can be assessed in several ways depend-

ing on the viewpoint of the investigation. Next, we introduce how the power con-

sumption, measured in Watts, is computed for the data center structures in our 

analysis. Our goal is to investigate the energy efficiency of data center structures; 

our computation focuses on the network related power consumption in data cen-

ters. Therefore, the total power consumption incorporates the energy consumed by 

the parts of the data center fabric, i.e. the energy requirement of the switches, and 

the extra energy consumed at the ports of the servers as the servers have diverse 

number of ports at different architectures. However, the power consumption of  

the servers and the devices that are related to other operational devices; e.g., the  

cooling facility, are excluded from the analyses. 
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Balanced tree 

 

Fat-tree 

 

DCell 

 

BCube 

Fig. 12.1 Illustration of symmetric state-of-the-art data center topologies 

We carried out simulations in order to investigate the trade-off between the 

power consumption and throughput capabilities of data center architectures; we 

present the results in the followings. As current trends show operators of data cen-

ters tend to apply commodity network equipments to reduce the capital expendi-

tures; accordingly, our analysis are based on commodity equipments. Several 

switching fabric are used in the simulations; to be realistic, we apply power con-

sumption values of switches currently available on the market. The products used 

in the simulations are the 8-port (2960-8TC-L), 24-port (2960-24TC-L), and 48-

port (2960-48TC-L) Cisco switches and the 5-port (DGS-2205) D-Link switch; 

their power consumptions are 12W, 27W, 39W, and 5.12W, respectively. In addi-

tion, we assume that the energy consumption of a server increases with 1W per 

used ports, interpolated based on the power consumption of the 5-port switch. The 

power consumption values used in the simulations are presented in the specifica-

tion of the products; however, the switches’ power consumption depends also on 

the traffic that traverses them. 
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The power consumptions of the symmetric data center architectures are shown 

in Figure 12.2 as a function of the number of servers in the structure. The topolo-

gies are generated by scaling the parameters of the data center structures; thus, in-

creasing the number of servers in the topology. As the topologies have only one or 

two parameters, there is only moderate possibility to adjust the properties of the 

architectures. Therefore, the structures of these data centers are rigid. This rigidity 

causes the large steps in the curves as in order to include for example one addi-

tional server to a data center, which is completely utilized considering the actual 

generation parameters, a much larger network structure has to be deployed that 

consumes more power. For example, in case of the BCube structure if we want to 

have a topology with 2305 servers instead of 2304, the power consumption almost 

triples from 11.3 kW to 32 kW. Similar significant jumps exist in case of DCell 

and fat-tree too. From an energy efficiency point of view, a preferred property 

would be if the power consumption of the data centers were a linear function of 

the number of servers that are located in the structures. This property can be called 

as energy proportionality. The simulations reveal that the investigated data centers 

are not energy proportional. The implication of this finding is that from an energy 

efficiency point of view these data center structures can be used efficiently when 

the demand of the data center can be predicted accurately, i.e. when it is not re-

quired to increase the size of the systems continuously. On the other, if the load of 

the data center is expected to be increasing, the applicability of these data center 

architectures is moderate. Several scalability extensions, which will allow affect-

ing the size of the data centers on a finer grained scale, might improve the energy 

efficiency of these data centers in the future. 

 

Fig. 12.2 Power consumption of symmetric state-of-the-art data centers (BCube, DCell, and 

fat-tree topologies); these designs are not energy proportional to the number of server that 

exist in the systems 
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Moreover, based on the simulation results presented Figure 12.2, the energy  

efficiency of the analyzed data center structures can be compared with each other. 

In case of small data centers that have less than 100 servers, the power consump-

tions of the three methods are similar. In case of larger architectures, until the  

topology has around 2000 servers, DCell and BCube architectures consume sig-

nificantly less power than fat-tree. However, the power consumption of fat-tree 

might be preferable in case of data centers with around 3500 servers. This implies 

that the operators have to select the data center topology based on its required size 

in order to operate the service green. 
The relation between the power consumption and the throughput capabilities is 

presented in Figure 12.3. We illustrate several different data center architectures 

with exactly the same number of servers (1000) to be able to compare their energy 

efficiency. The values next to the illustrating shapes refer to the structural parame-

ters of the data center architectures; the first denotes the number of ports of the 

switches while the second shows the number of structural levels. The throughput 

capability is a crucial property of the data center networks. Some applications 

(e.g., MapReduce [6]) require intensive communication among the servers of the 

data center; bottlenecks in the topology would cause performance degradation. 

The throughput capability of a data center can be measured with bisection band-

width that can be computed as follows. The servers are divided into two groups, in 

total 200 times in our simulations, afterwards the maximal flow between the two 

parts is computed. It is not surprising that data centers with larger bisection band-

width values are better from the throughput point of view. 

 

Fig. 12.3 Trade-off between bisection bandwidth and power consumption in case of differ-

ent data center topologies with 1000 servers; the first value denotes the number of ports that 

the switches have while the second denotes the number of structural levels 
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Figure 12.3 shows different number of topologies for each data center architec-

ture due to the limited number of generating parameters. Further data centers could 

be constructed with the required number of servers with increasing the values of the 

parameters. However, the power consumption of these topologies is significantly 

larger than that of the presented ones; therefore, these structures are not presented. 

DCell architectures consume the fewest power; however, the bisection bandwidth of 

these topologies is the fewest too. The type of the applied network equipments does 

not have a significant impact either on the power consumption or on the throughput 

capability of the DCell topologies. Contrary, BCube offers a possibility to the opera-

tors to select among data centers with diverse properties. If the inter-server traffic of 

the data center is moderate, the operator can establish a network out of 48-port 

switches, which consumes less energy. On the other hand, if it is necessary to com-

municate among the server of the data center intensely, it is better to deploy a sys-

tem using 5-port commodity switches. Regardless of the data center architecture, 

there exists a trade-off between the power consumption and the throughput capabil-

ity of the data center. In order to increase the bisection bandwidth of the network, 

additional switches have to be incorporated to the topology causing elevated power 

consumption. The capabilities of the architectures can be analyzed based on other 

metrics like load balancing and path lengths as well [12]. 

12.2.2   A Biology-Inspired Data Center Architecture: Scafida 

In this section, we present a novel data center architecture, which is inspired by 

biological networks, and show why it is energy efficient due to its highly scalable 

and flexible design. Innumerable examples exist in the nature, where networks are 

formed out of components. From the protein of the cells throughout the cells and 

organs to the organisms and beyond networks are formed. The common sense of 

these networks is their development, as they all survived the natural selection of 

the evolution. 

Surprisingly, some of the biological networks share a common structural char-

acteristic: the degree distribution of the networks' vertices follows power-law dis-

tribution. These networks are called scale-free networks [2]. Barabási and Albert 

proposed a scale-free network generation algorithm [4] known also as preferential 

attachment. The algorithm generates the network structure iteratively, i.e. the 

nodes are added one by one; a new node is attached to an existing node probabilis-

tically proportional to the node's degree; e.g., a new node attaches to a node that 

has ten links with a probability ten times larger than to a node that has only a sin-

gle connection. Scale-free networks have two principle properties that may play an 

important role in the evolutional success of this structure: the diameter of scale-

free networks is extremely small and scale-free networks are extremely resistant 

against random failures. These characteristics of scale-free networks are in accor-

dance with the required properties of data center networks. On the one hand, short 

paths result fewer intra-network traffic, which enhances the throughput perform-

ance of the system. On the other hand, due to the large number of equipments, 

failures happen round the clock; accordingly, the high error tolerance of the pro-

posed method could motivate its application in practice. 
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To create a scale-free network-inspired data center architecture, the original 

scale-free network generation algorithm of Barabási and Albert [4] is extended. 

The method–called Scafida [11]–artificially constrains the number of links that a 

node can have; i.e. the maximal degree of the nodes, in order to meet the port 

number of existing network routers and switches. The algorithm generates a data 

center topology, which has a determined number of servers and made out of the 

specified number of different switches. Surprisingly, although the maximal degree 

of the network’s nodes is constrained, the preferable properties of scale-free net-

works can be sustained, namely short distances and high error tolerance. In par-

ticular, neither the average length of the shortest paths nor the load of the switches 

does increase significantly due to the degree constraining. For more details about 

the Scafida data center architecture, we refer to [11]. 

Contrary to the symmetric state-of-the-art data center architectures, Scafida has 

asymmetric structure with the properties of scale-free networks, where the nodes 

are heterogeneous. A heterogeneous data center would consume only as much 

power as required for the given data center size. Two Scafida data center architec-

ture is presented in Figure 12.4 in order to illustrate the asymmetric topologies; the 

nodes of the scale-free network-inspired data center have at most 8 connections. 

The design patterns of state-of-the-art data center architectures stick to symmetri-

cal structures, which is an artificial constraint on the data center design. Symmet-

rical network architectures can be implemented in small sized networks; however, 

if a network has tens of thousands of nodes the symmetry causes network over-

provisioning as we have seen in the previous section. The biological networks, 

where energy efficiency is vital, are usually asymmetric, which may also warns us 

that symmetric architectures may not always be the best possible solutions. 

 

 

100 nodes 

 
 

150 nodes 

Fig. 12.4 Illustration of the Scafida data center architecture; the nodes have at most 8 ports 
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Due to the heterogeneous structure of Scafida, the network equipments do not 

need to be distinguished; a Scafida data center architecture has in total 2Nm ports 

if the architecture has N servers while m denotes the parameter of the scale-free 

network inspired topology. 

Next, we illustrate the high scalability and flexibility of the scale-free network-

inspired data center design based on simulation results focusing on the power con-

sumption of the architecture. On scalability we mean that the Scafida data center 

generation algorithm can be used to produce a system with few hundreds or hun-

dreds of thousands servers; the desired properties of the structure are irrespective 

of the size of the data center. The method is flexible in the sense that a particular 

data center, which has for example 5000 servers, can be generated in enormous 

number of ways; i.e., using diverse sets of switches. 

The proposed Scafida data center architecture is highly scalable; therefore, any 

size of data center can be generated. Similar to the state-of-the-art architectures, 

we present the power consumption of several Scafida topologies by scaling the 

number of servers within the structure (Figure 12.5). Topologies are generated 

with the above-introduced 5-, 8-, 24-, and 48-port switches; the servers are at-

tached to the network with only one link; i.e., the value of parameter m is 1. The 

power consumption of Scafida data centers is proportional to the size of the sys-

tem regardless of the type of the switches. Contrary to the symmetric state-of-the-

art data centers, where the steps in the power consumption were caused by the 

structure of the generation methods, in case of Scafida the steps are only due to the 

scaling of the simulation parameters. Thus, if Scafida topologies would be gener-

ated for all the possible number of servers, the curves of Figure 12.5 would be  
 

 

Fig. 12.5 Power consumptions of different scale-free network-inspired data centers consist-

ing of diverse types of switches; Scafida has an energy proportional design 
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linear without any significant jumps. This implies that the Scafida data center 

structure is energy proportional; therefore, it can be applied in those cases too, 

where the size of the data center increases frequently. In case of the current  

parameters, the power consumption of Scafida is significantly less than that of 

symmetric state-of-the-art data centers; e.g., in case of a 3000-server data center 

Scafida consumes only 2 kW contrary to 32, 17, and 28 kW for BCube, DCell, 

and fat-tree, respectively. 
In order to reveal the effect of parameter m, which denotes the number of links 

with a newly added node attaches to the network, the bisection bandwidth and the 

power consumption of several Scafida topologies is shown in Figure 12.6. The 

throughput capability of the data center is larger if the value of the parameter is 

increased, as the larger the m is the more links are in the topology. The implication 

of this result is that using the parameter, the bisection bandwidth of the Scafida 

method can be set by the operator. Due to the fact that the power consumption of a 

single port of a switch decreases as the number of ports of the switch increases, 

more energy efficient networks can be made out of switches with lots of ports. In 

case of larger m values, the usage of switches that have only few numbers of ports 

consumes much more power than a topology with for example 48 ports. The bi-

section bandwidth of such topologies does not compensate the increased power 

consumption. 

The Scafida algorithm is capable to create data centers out of any set of net-

work switches; accordingly, the operator of the system is able to specify the power 

in advance that can be consumed by the Scafida data center. Therefore, the Sca-

fida design method can create energy efficient data center topologies that are in 

accordance with the traffic characteristic of the data center. 

 

Fig. 12.6 The impact of the m parameter of Scafida on power consumption and throughput  

capabilities 
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12.2.3   Nano Data Centers 

Contrary to ordinary data centers consisting of servers and switches, nano data 

centers offer a radically different approach to create data center architectures. 

Nano data centers can be made out of Internet Service Provider controlled home 

gateways to form a distributed, peer-to-peer data center structure [25]. The archi-

tecture shares storage and computational resources among the participants; the  

solution uses the underutilized resources and the already committed power con-

sumption of the equipments. The first order goal of nano data centers is to form an 

energy-efficient content delivering data center. To exploit the advantage of the 

peer-to-peer structure, the users' requests are served from home gateways when-

ever it is possible; thus, the load of the content servers, located in the facilities of 

the operator, is decreased. The energy efficiency of the structure arises from two 

properties: as the gateways are located in the residence of the subscribers, the heat 

dissipation is solved without extra cooling facilities; the demand and the services 

are co-located that reduces the intra-network traffic. Valancius et al. claim that the 

power consumption can be decreased by at least 20 percent compared to tradi-

tional data center architectures. 

12.3   Other Aspects of Data Centers’ Energy Efficiency 

In this chapter, we mainly focus on the structural power consumption of data cen-

ters; however, there exist several other parts of data centers where more energy  

efficient solutions can be reached. The energy efficiency of data centers can be 

enhanced with methods like reducing the power consumption and heat dissipation 

of servers and switches, energy-efficient replication strategies that may reduce the 

internal traffic of data centers, and resource allocation strategies that allow power-

off currently underutilized parts of data center throughout virtualization tech-

niques [23]. Next, we review some of these proposals; moreover, we present a 

standard metric of data centers’ energy efficiency. 

12.3.1   Heat Control and Cooling 

Moore et al. [17] initiated the discussion about the heat management problem of 

data centers. Contrary to earlier proposals, a system level solution is proposed to 

control the heat generation of the data centers by placing the workloads tempera-

ture-aware. Based on a theoretical thermodynamic formulation run with steady-

state thermal data, the authors developed a real-time scheduling method that is 

aware of the thermal consequences of workload placement. The application of the 

proposed solution may reduce significantly the power consumption of the cooling 

facilities of data centers. 

A similar approach has been proposed by Sharma et al. [20] where the data cen-

ter’s load is distributed dynamically to reduce the power consumption of the cool-

ing infrastructure. The presented method utilizes the real-time measurement data 
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of sensors, located at different places of the data center. Accordingly, a heat 

minimizing load distribution is created with the proposed method. 

Inspired by these works several thermal-aware load distribution methods have 

been proposed recently including [5,16]. 

12.3.2   Energy Management Solutions 

In this section we review several energy management solutions that share a com-

mon goal, i.e., how to reduce the power consumption of a given data center by 

utilizing diverse algorithms. These proposals function as a middleware, i.e., they 

can be applied on top of the presented data center architectures. 

ElasticTree [13] is a network-wide power manager; its goal is to reduce the 

power consumption of data centers by effectively switching of unnecessary serv-

ers and network elements. The algorithm maintains the throughput capability of 

the data center while reduces its power consumption. ElasticTree exploits the 

power usage characteristics of network equipments: more than half of the total 

power consumption of the devices is irrespective of the load. Therefore, powering 

off underutilized switches and servers can save significant amount of energy. 

Moreover, as the number of operating devices decreases due to the usage of Elas-

ticTree, the power consumed by cooling facilities is reduced too. Based on a test-

bed-based evaluation it has been shown that up to 60 percent of the data centers’ 

power consumption can be saved with ElasticTree depending on the traffic  

matrices. 

Abts et al. [1] proposes methods to reduce the power consumption of data cen-

ter networks. The key of their solution is to dynamically adjust the data rate of the 

network equipments in order to reduce their power consumption. The presented 

heuristic method is evaluated based on real data traces; we authors claim that the 

power saving can be as high as 85 percent in an optimal scenario. Abts et al argue 

that the power consumed by the data center’ network will be the first-order operat-

ing expenditure in future data centers. For example, if only 15 percent of a data 

center is utilized the network related power consumption can be significant–nearly 

50 percent in total. 

Shang et al. [19] introduces a routing mechanism with an analogous goal, i.e., 

reduce the power consumption of the data center network. To this extent, an en-

ergy-aware routing method is proposed that dynamically powers off some of the 

network equipments while the performance of the data center network does not 

decreases significantly. As an optimal solution of the problem would be unfeasible 

in real-time systems (i.e., it is shown to be an NP hard problem) the authors pro-

pose a heuristic method to augment the energy efficiency of the data centers. 

VMFlow [15] considers both the topology of the data center and the network 

traffic to place and migrate the virtual machines to reduce the power consumption. 

The power aware virtual machine placement problem is NP complete; therefore, 

the authors propose a heuristic-based solution. It is shown based on simulations 

that power aware VM migration can even more decrease the power consumption 

of the data centers than the ElasticTree method, where only the traffic characteris-

tic is exploited to create a more energy efficient data center. 
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12.3.3   Energy Efficiency Metrics 

Along with the widespread utilization of data centers, several metrics have been 

proposed to describe the energy efficiency of data centers. Next we shortly review 

the most widely accepted metric called Power Usage Effectiveness then as an out-

look we reveal the power consumption of supercomputer systems. 

The Green Grid consortium [21] proposes a metric called Power Usage Effec-

tiveness (PUE) to evaluate the power consumption of data centers. The PUE met-

ric considers the power consumed by the whole data center infrastructure includ-

ing servers, network switches, and cooling facilities. The PUE of a data center is 

computed as the aggregate power consumption of the whole facility divided by the 

power consumed by the IT equipments. Accordingly, the PUE ratio of a highly 

energy efficient data center would be 1. The typical PUE values ranges between 

1.25 and 3. The Power Usage Effectiveness is used as a common, official metric 

by the US, Europe, and Japan to measure the energy efficiency of data centers 

since February 2010. 

The Green500 list deals with the energy efficiency of supercomputers [22]; the 

500 most efficient architectures are ranked. Although supercomputers and data 

centers are different, they share common properties as well, e.g., both facilities 

can be applied to compute the results of problems with huge resource needs. 

Therefore, the power consumption of the supercomputers can be used as a refer-

ence when the energy efficiency of data centers is investigated. The Green500 list 

presents both the aggregate (in KWs) and the relative (in MFlops/W) power con-

sumption of the data centers. In terms of the relative metric, the system located at 

IBM Thomas J. Watson Research Center has an impressing 1684.20 MFlops/W 

value, based on the November 2010 rank. We note that the total power consump-

tion of the listed 500 supercomputers is as high as 287,36MW. 

12.4   Conclusion 

In this chapter, we addressed the issue of energy efficiency in data centers. In 

terms of symmetric design, the state-of-the-art data center architectures were ana-

lyzed; not only the total power consumptions of the systems were compared but 

also the trade-off between the throughput capabilities and energy consumption 

were analyzed quantitatively. Contrary to these structures, a recently proposed 

data center design called Scafida was presented, which has asymmetric and het-

erogeneous structure. It has been shown that scale-free network-inspired data cen-

ters are highly scalable and flexible; therefore, their power consumption is config-

urable in fine-grained quantities. Thus, the power consumption of the Scafida data 

center is proportional to the number of its servers. Afterwards, other aspects of 

data centers’ energy efficiency were addressed such as the power consumption of 

the cooling facilities, thermal control, dynamic energy management systems that 

are capable to power of parts of the data centers to reduce the power consumption. 

In addition, we introduced the Power Usage Effectiveness metric, which is a stan-

dard metric of data centers’ energy efficiency. Although significant steps has been 
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made towards energy efficient data center architectures, there still exist issues that 

have to be addressed including energy efficient replication and virtual machine al-

location strategies, routing algorithms, and temporal server switch off methods. 
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Chapter 13

Energy-Conservation in Large-Scale
Data-Intensive Hadoop Compute Clusters

Rini T. Kaushik and Klara Nahrstedt

Abstract. Data-intensive computing is gaining rapid popularity given the rampancy

and fast growth of Big Data. It’s myriad use cases range from clickstream pro-

cessing, mail-spam detection, credit-card fraud detection to meteorology, and ge-

nomics. Google’s MapReduce is a programming model designed to greatly simplify

Big Data processing. Hadoop, an implementation of MapReduce is increasingly

becoming popular because of its open-source nature. The ever-increasing and large-

scale deployments of Hadoop clusters bring in their wake huge energy costs, thereby

making energy-conservation a priority. Scale-down is an attractive technique to con-

serve energy and it also allows energy proportionality with non-energy-proportional

components such as the disks. Hadoop presents unique challenges to the popular

scale-down based cluster-energy-management techniques. The same features that

lend high performance to Hadoop, such as fine-grained load-balancing of data across

servers in the cluster and data-locality of computations, also complicate scale-down.

In this chapter, we go over the scale-down approaches that have been proposed

specifically for the Hadoop clusters. Then, we present a case study of GreenHDFS,

which uses a data-centric scale-down approach to save overall operating energy

costs in a Hadoop compute cluster.

13.1 Introduction

IDC predicts that the digital data will surpass 35 zettabytes by 2020 [2]. Given

the explosion in the Big Data [11, 12], computing today is increasingly becom-

ing data-intensive in nature and revolves around performing computations over ex-

tremely large data sets. Data-intensive computing [24] has myriad use cases such as

fraud detection in financial transactions, building indexes and search rankings for

the internet-scale search engines, log processing, satellite imagery, mail anti-spam
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detection, clickstream processing, machine learning and data mining to build pre-

dictive user interest models for advertising optimizations, improved security through

better intelligence gathering, portfolio risk management, and classified usage in gov-

ernment undertakings.

Google’s MapReduce is a programming model designed to greatly simplify Big

Data processing [25]. It allows automatic parallelization and execution of tasks on

a large-scale commodity cluster. An increasing number of companies and academic

institutions have started to rely on Hadoop [7], which is an open-source version of

MapReduce [25] framework for their data-intensive computing needs [63].

With the increase in the sheer volume of the data that needs to be processed [68],

storage and server demands of computing workloads are on a rapid increase. For

example, Yahoo!’s computing infrastructure already hosts 170 petabytes of data and

deploys over 38000 servers [4]. Over the lifetime of IT equipment, the operating

energy cost is comparable to and may even exceed the initial equipment acquisition

cost [10] and constitutes a significant part of the total cost of ownership (TCO) of a

data center [52, 17, 40]. Environmental Protection Agency [27] indicates that ’U.S.

data centers will consume 100 Billion Kilowatt hours annually by 2011’, resulting

in an annual energy cost of $7.4 Billion.

Studies have shown that the computing power can range from 33% to 75% of

the overall power [30, 31] and that cooling energy costs amount to almost half of

the total energy costs. For every one watt of power consumed by the computing

infrastructure, another one-half to one Watt is consumed in powering the cooling

infrastructure [51]. Hence, reduction in overall (i.e., both server and cooling) oper-

ating energy costs of the extremely large-scale, server farms has become an urgent

priority [18, 27].

Scale-down is an attractive approach to conserve energy as detailed in Section

13.3 and hence, scale-down based energy management of the data-intensive Hadoop

compute clusters is the focus of this chapter. The remainder of the chapter is struc-

tured as follows. In Section 13.2, we present a brief background on Hadoop. In Sec-

tion 13.3, we give a background on the scale-down approach, its mandates and the

unique challenges presented by the Hadoop clusters to scale-down. In Section 13.4,

we present the scale-down approaches that have been proposed specifically for data-

intensive Hadoop clusters. In Section 13.5, we present a case study on GreenHDFS,

an energy-conserving variant of the Hadoop Distributed File System (HDFS) that

uses a data-centric energy-management approach to allow effective scale-down in

Hadoop clusters. Finally, we conclude.

13.2 Hadoop Background

Hadoop is an open-source implementation of MapReduce [7]. It is logically sepa-

rated into two subsystems: a highly resilient and fault-tolerant Hadoop Distributed

File System (HDFS) [38] which is modeled after the Google File System [28], and

a MapReduce task execution framework. Hadoop runs on clusters of low-cost com-

modity hardware and can scale-out significantly.
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The centralization inherent in the client/server model provided by the traditional

storage solutions such as Network File Systems (NFS) [53] has proven a significant

obstacle to scalability. More recent distributed file systems have adopted architec-

tures based on object-based storage [43, 67, 19]. Clients interact with a metadata

server (MDS) to perform metadata operations (open, rename), while communicat-

ing directly with intelligent object storage devices (OSDs) to perform file I/O (reads

and writes). The main motivation for decoupling the namespace from the data is the

scalability of the system. Metadata operations are usually fast, whereas data trans-

fers can last a long time.

HDFS is an object-based distributed file system and is designed for storing large

files with streaming data access patterns [68]. It aims to provide high throughput of

data accesses and hence, it is more suitable for batch-processing applications than

for interactive applications which require low latency data access. HDFS cluster has

two types of servers: NameNode (MDS) and a number of DataNodes (OSDs). HDFS

supports a single namespace architecture which consists of a hierarchy of files and

directories. Files and directories are represented on the NameNode by inodes, which

contain permissions, modification and access times. The NameNode maintains the

namespace tree and the mapping of the file blocks to the DataNodes.

Each file in HDFS is split into chunks of typically 128MB in size and each chunk

is replicated n-way for resiliency. The default replication factor is 3 in HDFS. HDFS

then distributes the data chunks and the replicas across the DataNodes for resiliency,

high data access throughput, and fine-grained load-balancing.

In data-intensive computing with Big Data, it is no longer feasible or scalable

to move data to the computations given the huge and ever-growing data set sizes.

Now, computations need to move to the data and efficient data access from disks

is an essential part of the computation. This is different from the traditional High

Performance Computing (HPC), where the data typically lies in a shared Storage

Area Network (SAN) and data has to be brought to the server where computation is

happening.

Data locality of the computations is the most important feature of the MapRe-

duce framework and is responsible for its high performance1. MapReduce tries to

colocate the computation with the data to allow for fast local data access [68]. Thus,

every time computation needs to happen on a data, HDFS determines the nearest

DataNode containing a replica of the data and computation is then directed to that

DataNode. In the next section, we discuss scale-down technique, its mandates and

the challenges posed by Hadoop clusters to scale-down.

13.3 Scale-Down

There is significant amount of research on increasing energy-efficiency of the in-

dividual components of the server such as the processor [32, 64, 22], storage sub-

system [66, 54], memory [45] and networking [6]. However, in a typical commodity

1 A performance test performed at Google showed that MapReduce is capable of sorting

1TB on 1,000 computers in 68 seconds [29], thereby, illustrating its power.
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server in a compute cluster, no single server component (i.e., CPU, DRAM or HDD)

contributes significantly to the overall power consumption and hence, an energy-

management scheme that encompasses the entire system is needed.

Energy-proportionality is increasingly becoming an important consideration [8].

In an energy-proportional system, almost no power is consumed when the system

is idle and power consumption increases in proportion to the increase in the activity

level.

In reality, instead of consuming negligible power, the server components con-

sume almost 40%-60% [8] of the peak power during idle utilization. The CPU con-

tribution to system power is nearly 50% when at peak but drops to less than 30% at

low activity levels, making it the most energy-proportional of all main subsystems.

By comparison, the dynamic range of memory systems, disk drives, and networking

equipment is much lower.2 This suggests that energy proportionality at the sys-

tem level cannot be achieved through CPU optimizations such as Dynamic Voltage

and Frequency Scaling (DVFS) alone, but instead requires improvements across all

server components.

Some non energy-proportional components such as the disks will require greater

innovation to be energy-proportional. Disk drives consume significant amount of

power simply to keep the platters spinning, possibly as much as 70% of their

total power for high RPM drives.3 Creating additional energy-efficiency and energy-

proportionality may require smaller rotational speeds, or smaller platters. Further-

more, a processor running at a lower voltage-frequency mode can still execute

instructions without requiring a performance-impacting mode transition. Unfortu-

nately, as of now, there are no other components in the server with active low-power

modes. The only low-power modes currently available in mainstream DRAM and

disks are inactive modes such as sleep/stand-by modes. These inactive modes in-

volve paying a wake-up latency and energy penalty for an inactive-to-active mode

transition.

Scale-down, that involves transitioning server components such as the CPU,

DRAM, and disks to an inactive, low power-consuming sleep/standby state during

periods of idle utilization, is an attractive technique to conserve energy. Given the

non energy-proportional nature of some of the state-of-the-art server components,

scale-down is one of the most viable options for yielding energy-proportionality dur-

ing idle periods. A typical server consumes only 13.16W (i.e., 3% of peak power)

in an inactive sleeping state vs. 132.46W (i.e., 30% of peak power) in active idle

power mode.

2 Approximately 2.0X for memory (DRAM DIMM consumes 3.5-5W at peak utilization

and 1.8-2.5W at idle utilization), 1.2X for disks (Seagate Barracuda ES.2 1TB consumes

11.16W at peak utilization and 9.29W at idle utilization), and less than 1.2X for networking

switches.
3 In idle mode, a drive is active, which means that platters are spinning and any new request

gets served immediately without any delay, the amount of power saved is as much as 50%

of peak power. In the sleep mode, the drive heads are “parked away” from the drive plat-

ters (unloaded), and the platters are completely spun down, resulting in negligible power

consumption. However, bringing drive back can take as long as 10 seconds.
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13.3.1 Scale-Down Mandates

Scale-down cannot be done naively. Energy is expended and transition time penalty

is incurred when the components are transitioned back to an active power mode.

Scale-down can be done only if the idleness interval meets the criterion illustrated

in the following equations.

Energy spent on computation is given by:

E = (k ∗V 2
∗ f + R0)∗ t (13.1)

Where, k is a constant, V is the voltage and f is the frequency. R0 is the idle power

and t is the execution time.

In any idle period t, there are two power state options for the servers: 1) scale-

down, i.e., transition to low-power inactive mode, 2) remain in active power mode.

Esleep = Psleep ∗ t + Ewake (13.2)

Enosleep = (k ∗V 2
∗ f + R0)∗ t (13.3)

Where, Esleep is the energy consumed if the server is scaled-down for the entire

t duration and is transitioned back to active power mode at the end of t interval.

Enosleep is the energy consumed if the server just stays in the active power mode.

Ewake is the energy expended upon a server wakeup. And, Psleep is the power con-

sumed during the inactive power mode.

To ensure energy savings, scale-down should be done during an idle period t,

only if Enosleep −Esleep >> 0. This happens when t meets the length requirements

illustrated below:

t >
Ewake

k ∗V 2 ∗ f + R0 −Psleep

(13.4)

An effective scale-down technique mandates the following:

• Sufficient idleness to ensure that energy savings are higher than the energy spent

in the transition as shown in Equation 13.4.

• Less number of power state transitions as some components (e.g., disks) have

limited number of start/stop cycles (e.g., 50,000) and too frequent transitions

may adversely impact the lifetime of the disks.

• No performance degradation. Disks take significantly longer time to transition

from active to inactive power mode (as high as 10 seconds). Frequent power

state transitions will lead to significant performance degradation. Hence, steps

need to be taken to reduce the power state transitions and also, to amortize the

performance penalty of the unavoidable power state transitions that do need to

occur.

• No performance impact of load-unbalancing. Steps need to be taken to ensure

that load concentration on the remaining active state servers does not adversely

impact overall performance (including data read and write access performance)

of the system.
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13.3.2 Scale-Down Challenges in Hadoop Clusters

Hadoop clusters present unique scale-down challenges. With data distributed across

all nodes and with the data-locality feature of Hadoop, any node may be participat-

ing in the reading, writing, or computation of a data-block at any time. Such data

placement makes it hard to generate significant periods of idleness in the Hadoop

clusters even during low activity periods. A study of the average CPU utilization of

5,000 Google servers during a 6-month period showed absence of significant idle

intervals despite the existence of periods of low activity [8].

One of the most popular approach for scaling-down servers is by manufacturing

idleness through migrating workloads [20, 48, 57, 62, 21, 23, 9]. Unfortunately, mi-

grating workloads and their corresponding state to fewer machines during periods

of low activity does not work in context of Hadoop and other MapReduce clusters.

Workload placement/migration can be relatively easy to accomplish when servers

are state-less (i.e., serving data that resides on a shared NAS or SAN storage sys-

tem). Servers in a MapReduce cluster (e.g., Hadoop cluster) are not state-less. Data-

locality is an important feature in MapReduce that allows for high performance data

processing. Computations are colocated with the data and hence, computation mi-

gration is limited to only the servers hosting a replica of the data that needs to be

processed. Hence, it is necessary to explore new mechanisms for effective scale-

down in MapReduce clusters keeping the unique scale-down challenges in mind.

In the next section, we present some of the existing scale-down based energy-

management approaches that have been recently proposed specifically for the data-

intensive Hadoop compute clusters.

13.4 Existing Hadoop Scale-Down Approaches

The existing scale-down based approaches to reduce energy costs in data-intensive

Hadoop compute clusters can be broadly classified into three categories: 1) Replica

placement approaches, 2) Workload scheduling approaches, and 3) Data migra-

tion/placement based approaches. In addition to the scale-down techniques, Vasude-

van et. al. [65] and Hamilton [31] have proposed data-intensive clusters built with

low power, lower performance processors (Wimpy Nodes) that aim to reduce the

peak power consumption of the cluster. While promising, Lang et. al. [40] do point

out that for more complex workloads, the low power, lower performance clusters

result in a more expensive and lower performance solution.

13.4.1 Replica Placement

As mentioned in Section 13.2, HDFS maintains replicas (default replication factor

is 3-way) of each data chunk in the system for resiliency, and reliability. Recent

research on scale-down in HDFS managed clusters [5, 41] seeks to exploit the repli-

cation feature of these file systems and proposes energy-aware replica placement

techniques. Leverich et. al. [41] propose maintaining a primary replica of the data



13 Energy-Conservation in Large-Scale Data-Intensive 251

on a “Covering Subset” (CS) of nodes that are guaranteed to be always on. The rest

of the servers can be then scaled-down for energy savings. However, using just the

CS servers for all the data accesses may result in degraded data access performance

(response time will increase because of the increase in the queuing delays in the

disks of the CS servers).

Amur et. al. [5] extend Leverich et. al.’s work by providing ideal power-

proportionality in addition by using an “equal-work” data-layout policy, whereby

replicas are stored on non-overlapping subsets of nodes. Their proposed file system

Rabbit is capable of providing a range of power-performance options. The lowest

power, lowest performance option in Rabbit is achieved by keeping just the servers

with the primary replicas on. More servers are powered up as performance needs

increase.

While promising, these solutions do suffer from degraded write-performance as

they rely on write off-loading technique4 [50] to avoid server wakeups at the time

of file writes. Write-performance is an important consideration in Hadoop. Reduce

phase of a MapReduce task writes intermediate computation results back to the

Hadoop cluster and relies on high write performance for overall performance of a

MapReduce task.

Furthermore, a study of a production5 Hadoop cluster at Yahoo! observed that the

majority of the data in the cluster has a news-server like access pattern [35]. Predom-

inant number of computations happens on newly created data; thereby mandating

good read and write performance of the newly created data. Given, the huge data set

sizes, good write performance happens when the incoming data chunks are written

in parallel across a large number of DataNodes in the cluster. Write off-loading is

just not a performant and a scalable option for such writes. If these techniques do try

to wakeup servers to absorb the new writes, they will still suffer performance degra-

dation due to the power state transition penalty. Furthermore, given the significant

number of file writes that happen in a day on a production cluster, waking up servers

to absorb the writes will also adversely impact the lifetime of the components such

as the disks.

13.4.2 Workload Scheduling

Lang and Patel propose an “All-In” strategy (AIS) for scale-down in MapReduce

clusters [39]. AIS uses all nodes in the cluster to run a workload and then powers

down the entire cluster. The main advantages of the AIS technique are: 1) It is a

simple approach and does not need any code changes or over provisioning of the

storage on a subset of servers, and 2) It offers same data access throughput as the

baseline Hadoop and does not need any data layout changes.

4 Write off-loading allows write requests on spun-down disks to be temporarily redirected

to persistent storage elsewhere in the data center.
5 Production clusters are the truly large-scale compute clusters [15] and are the ones that

will benefit the most from the energy-conservation techniques.
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This technique makes an underlying assumption that all the workloads happen

simultaneously on the system. However, a typical production cluster has several

workloads running on the system with varying start and stop times. Given, the glob-

alization rampant today, significant number of clusters are in use 24/7 and hence,

such a technique may not see enough idleness in the system to justify a scale-down.

The authors also propose batching intermittently arriving jobs and then, submitting

all the jobs in the batch simultaneously. Some of the jobs may have Service Level

Agreements (SLA) considerations and it may not be acceptable to batch and exe-

cute such jobs at a later time. Resource contention may also arise if jobs are all in-

voked simultaneously on the cluster. For example, the cluster may not have enough

map/reduce compute slots available to be able to service all the jobs simultaneously.

Sharma et. al. [56] have extended upon Meisner et. al.’s work [44] to allow energy

savings via blinking (i.e., transitioning between high-power active state and low-

power inactive state). However, both these approaches have assumed non-hard disk

clusters. Disk-based clusters may suffer from significant performance degradation

and impact on disk longetivity with frequent state transitions. Given, the low capac-

ities and high costs of the SSD drives, clusters comprising entirely of SSD drives

are not feasible at the moment, especially given the petascale storage demands of a

single production compute cluster [15].

13.4.3 Data Migration/Placement

Kaushik et. al. [36, 35, 37] have taken a data-centric approach in GreenHDFS,

an energy-conserving variant of HDFS. GreenHDFS focuses on data-classification

techniques to extract energy savings by doing energy-aware placement of data.

GreenHDFS trades cost, performance and power by separating cluster into logi-

cal Hot and Cold zones of servers according to the data frequency usage patterns.

Each cluster zone has a different temperature characteristic where temperature is

measured by the power consumption and the performance requirements of the zone.

GreenHDFS relies on the inherent heterogeneity in the access patterns in the data

stored in HDFS to differentiate the data and to come up with an energy-conserving

data layout and data placement onto the zones. Since computations exhibit high data

locality in the Hadoop framework, the computations flow naturally to the data in the

Hot zone. As a result, the Cold zone servers receive minimal accesses and can be

effectively scaled-down. A detailed case study, along with evaluation results using

one-month long HDFS trace from a large-scale (2600 servers, 5 Petabytes, 34 mil-

lion files) production Hadoop cluster at Yahoo! is presented in Section 13.5 to show

how GreenHDFS is able to meet all the scale-down mandates. The large-scale eval-

uation in GreenHDFS is in contrast to the approaches presented earlier as they were

all evaluated using a very small cluster and data set size.
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Table 13.1 Per-Zone Policies in the GreenHDFS

Hot Zone Cold Zone

Storage Type SATA SATA

Processor Intel Xeon Intel Atom

Number of Disks 4,1TB 12,1TB

File Striping Policy Performance-Driven[28] Energy-Efficiency
Driven,None

Server Power Policy Always-on Aggressive, Scale-down

Replication Policy n-way n-way

Data Classification Frequently accessed Rarely accessed

Power Transition Penalty None Medium

Energy Savings None High

Performance High Low

Thermally-Aware Location Cooling-Efficient Cooling-Inefficient

13.5 Case Study: GreenHDFS

GreenHDFS is an energy-conserving variant of HDFS [36]. GreenHDFS trades cost,

performance and power by separating cluster servers into logical Hot and Cold

zones as shown in Table 13.4.3. Hot zone contains hot, i.e., frequently accessed,

and the Cold zone contains cold, i.e., dormant or infrequently accessed data.

58%

60%

62%

64%

% of Total File Count % of Total Used Storage

52%

54%

56%

Yahoo! Hadoop Cluster

Fig. 13.1 56% of Used Capacity is Cold in the Yahoo! Production Hadoop Cluster.

As per a study of a production Hadoop cluster at Yahoo! [36], 56% of the stor-

age in the cluster is cold (i.e., not accessed in the entire one-month long analysis

duration) as shown in Figure 13.1. A majority of this cold data needs to exist for

regulatory and historical trend analysis purposes and cannot be deleted[36]. In base-

line HDFS, as shown in Figure 13.2, no data-differentiation-based data placement is

performed. As a result, cold data is intermingled with hot data on the servers cluster-

wide. GreenHDFS, on the other hand, differentiates between the data, and as shown

in Figure 13.3, it separates out the hot and the cold data.

This separation of the data aids in energy-conservation. Since, computations ex-

hibit high data locality in the Hadoop framework [68], energy-aware data placement

translates into energy-aware computation placement. The computations flow natu-

rally to the data in the Hot zone, resulting in maximal data accesses in the Hot zone
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Fig. 13.2 There is no Data-Differentiation in the Baseline HDFS and Hot and Cold Data is

Intermixed in the Cluster.
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Fig. 13.3 In GreenHDFS, Data is Differentiated into Hot and Cold Data. Rarely Accessed

Data is Migrated to the Cold Zone Servers Periodically.

and minimal accesses to the Cold zone. This results in significant idleness in the

Cold zone servers which can then be effectively scaled-down.

In servers in the large-scale Internet services, the lowest energy-efficiency region

corresponds to their most common operating mode, as shown by a six-month aver-

age CPU utilization study done at Google [8]. Per this study, servers operate most

of the time between 10 and 50 percent of their maximum utilization levels. There

is a significant opportunity to consolidate computations on the Hot zone and push

the servers to operate closer to their upper energy-efficient range (closer to 70-80%

of peak utilization). In the Cold zone, on the other hand, scaling-down servers aids

in deriving energy-proportionality during idle utilization. Thus, GreenHDFS allows

energy-proportionality with non-energy-proportional components.

Hot zone has strict SLA requirements and hence, performance is of the greatest

importance. We trade-off power savings in interest of higher performance and no

energy management is done in the servers in Hot zone. The data is chunked and

replicated on the servers in the Hot zone similar to the baseline HDFS for high per-

formance and resilience. Majority (70% +) of the servers in the cluster are assigned

to the Hot zone upfront to ensure high performance of the hot data.

The Cold zone consists of rarely accessed, cold data. We trade-off performance

for higher energy-conservation in this zone. Since, SLA requirements for Cold zone

are not strict, and the performance in this zone is not critical, we employ aggressive

power management policies in the Cold zone to scale-down servers. For optimal

energy savings, it is important to increase the idle times of the servers and limit

the wakeups of servers that have transitioned to the inactive-power-saving mode.

Keeping this rationale in mind and recognizing the low performance needs and
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infrequency of data accesses to the Cold zone; this zone does not chunk the data.

By not chunking the data, we ensure that future access to a particular data is lim-

ited to just one server hosting that data. However, an access to a file residing on the

Cold Zone may suffer performance degradation in two ways: 1) if the file resides

on a server that is not powered ON currently–this will incur a server wakeup time

penalty, 2) transfer time degradation courtesy of no data chunking in the Cold zone.

To save on power, GreenHDFS deploys low cost, low performance and low power

processors in the servers in the Cold zone such as Intel’s Atom processors. The

number of DRAMs is reduced from 8 to 2 in the Cold zone to further reduce the

power consumption. The Cold zone servers can still be used for computations in

situations where the Hot zone servers are not sufficient to absorb the entire work-

load. Low power processors have been proposed in the servers (Wimpy Nodes) of

data-intensive clusters [60, 42, 47, 65].

Green Hadoop Cluster uses a hybrid storage model in which Cold zone servers

are storage-heavy (12, 1TB) disks and Hot zone servers are storage-lite (4, 1TB

disks). Storage-heavy servers significantly reduce the server footprint of the Cold

zone servers. Otherwise, the sheer extent of the cold data (needs to exist for reg-

ulatory and historical trend analysis purposes and cannot be deleted) present in a

production Hadoop cluster, would have required deployment of a significantly large

number of storage-lite servers in the Cold zone. The hybrid storage model results

in a difference in the cost and the power characteristics of the servers between the

zones.

GreenHDFS relies on three policies to provide energy-conservation and hot space

reclamation: 1) Data Migration Policy, 2) Data Reversal Policy, and 3) Server

Power Conservation Policy. The Data Migration Policy runs in the Hot zone, and

monitors the Coldness i.e., the dormancy of the files in the cluster on a daily basis

during periods of low load. Dormant files that are chosen as the file migration can-

didates, are moved to the Cold Zone. The advantages of this policy are two-fold:

1) the policy leads to higher space-efficiency as space is freed up in the Hot zone

by moving rarely accessed files out of the servers in the Hot zone. This results in

more space for files with higher Service Level Agreement (SLA) requirements and

popularity, and 2) the policy allows significant energy-conservation.

Server Power Conservation Policy determines the servers which can be scaled-

down in the Cold zone. We rely on Wake-on-LAN to wake the system upon arrival

of a packet. Servers transition back to active power state upon receipt of data access,

data migration or disk scrubbing events.

The File Reversal Policy runs in the Cold zone and ensures that the QoS, band-

width and response time of files that become popular again after a period of dor-

mancy is not impacted. We define the hotness of a file by the number of accesses

that happen to the file. If the hotness of a file that is residing in the Cold zone be-

comes higher than a threshold ThresholdFRP, the file is moved back to the Hot zone.

The file is chunked and placed unto the servers in the Hot zone in congruence with

the performance-driven policies in the Hot zone. The threshold T hresholdFRP helps

in reducing unnecessary data oscillations between the zones.
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13.5.1 Variants of General GreenHDFS

13.5.1.1 Reactive GreenHDFS

The Reactive GreenHDFS relies on a reactive Data Migration Policy to provide

energy-conservation and hot space reclamation. The reactive Data Migration Policy

runs in the Hot zone, and monitors the Coldness i.e., the dormancy of the files in the

cluster as shown in Algorithm 1 on a daily basis during periods of low load. Files

that have been dormant for more than threshold ThresholdFMP days are deemed as

cold files. Such cold files are then chosen as the file migration candidates and are

moved to the Cold Zone. While the reactive Data Migration Policy leads to huge

energy savings[36], it cannot really foretell the future and may result in inaccu-

rately classifying files with intermittent periods of dormancy as cold files and may

prematurely migrate them to the Cold zone. The premature movement of the files

will result in an increase in the accesses to the Cold zone servers resulting in server

wakeups and hence, lowered energy savings. The Predictive GreenHDFS, covered

in next Section, overcomes this weakness of the Reactive GreenHDFS courtesy of

its ability to predict the future from the past.

Algorithm 1. Reactive File Migration Policy

//For every file i in Hot Zone
for i = 1 to n do

Coldnessi ⇐ current time − last access timei

if Coldnessi ≥ T hresholdFMP then

{Cold Zone}⇐ {Cold Zone}∪ {fi}//file migrates to the Cold zone
{Hot Zone}⇐{Hot Zone}/ {fi}//file is removed from the Hot zone

end if

end for

13.5.1.2 Predictive GreenHDFS

The daily incoming log data (such as the clickstream web logs) and aggregated re-

sults of the data analysis performed on these logs are placed in very well-defined

and time-differentiated directory hierarchies in a production Hadoop cluster at Ya-

hoo!. It is observed that the file attributes (file size, file life span and file heat) are very

strongly, and statistically associated with the hierarchical directory structure in which

the files are organized in that cluster. Thus, the hierarchical directory structure pro-

vides strong, implicit hints about the file attributes to the underlying storage system

which can be utilized in data management decisions. Similar well-defined, hierarchi-

cal directory layouts are in place at Facebook[16], at Europe’s largest ad targeting

platform Nugg.ad [33], and in other log processing production environments.

Predictive GreenHDFS uses a supervised machine learning technique to learn

the correlation between the directory hierarchy and file attributes using historical

data from the production cluster [69]. The predictor then utilizes the learning ac-

quired during the training phase to predict various attributes of a new file as it is cre-

ated, such as the new file’s life span evolution. The life span attribute of interest is

Li f espanCLR (in days), which is the life span between the file creation and last read.
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At every new file creation, the file’s Li f espanCLR is predicted and anticipated migra-

tion time of the file is calculated as a day more than the predicted Li f espanCLR value

and is inserted into a cluster-wide MigrateInfo datastructure. These per-file predic-

tions are then used to guide migration in a fine-grained, scalable and self-adaptive

manner. The predictive file migration policy, shown in Algorithm 2, is invoked ev-

eryday to migrate files to the Cold zone.

Algorithm 2. Predictive File Migration Policy

//Lookup Policy Run Date’s entry in the cluster-wide MigrateInfo Data Structure. MigrateInfo is populated at every
new file creation.
{Migration List} = Lookup(MigrateInfo,PolicyRunDate)
//Every file i in Migration List has MigrationTime == PolicyRunDate

//For every file i in Migration List
for i = 1 to n do

{Cold Zone}⇐ {Cold Zone} ∪ {fi}//file migrated to the Cold zone
{Hot Zone} ⇐ {Hot Zone} / {fi}//file is removed from the Hot zone

end for

13.5.1.3 Thermal-Aware GreenHDFS

A typical data center is laid out with a hot-aisle/cold-aisle arrangement by installing

the racks and perforated floor tiles in the raised floor [58]. Computer Room Air

Conditioner (CRAC) delivers cold air under the elevated floor. The cool air enters

the racks from their front side, picks up heat while flowing through these racks, and

exits from the rear of the racks. The heated exit air forms hot aisles behind the racks,

and is extracted back to the air conditioner intakes, which, in most cases, are posi-

tioned above the hot aisles. Each rack consists of several chassis, and each chassis

accommodates several computational devices (servers or networking equipment).

The goal of a cooling subsystem is to maintain the inlet temperatures within a

safe operating range below the redline temperature. However, due to the complex

nature of airflow inside data centers, some of the hot air from the outlets of the

servers recirculates into the inlets of other servers. The recirculated hot air mixes

with the supplied cold air and causes inlets of some of the servers in the data cen-

ter to experience a rise in inlet temperature. This reduces the cooling-efficiency of

these servers and results in an increase in their outlet exhaust temperature which

ultimately results in an overall higher temperature in the data center. This makes

the cooling subsystem work harder to reduce the temperature in the data center, re-

sulting in higher cooling costs. Furthermore, the CRAC units vary in their ability to

cool different places in a data center (e.g., a corner of the room, farthest from the

CRAC), and further aid in thermal hot spot creation [9].

Such an uneven thermal profile and thermal hotspots are a ubiquitous issue in data

centers. To offset the recirculation problem, in majority of the real-world datacen-

ters, the temperature of the air supplied by the cooling system is set much lower than

the redline temperature, low enough to bring all the inlet temperatures well below
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the redline threshold. Unfortunately, operating the air conditioning units (CRACs)

at lower temperature reduces their coefficient of efficiency (COP)6 and results in

higher cooling costs.

Thermally-aware GreenHDFS is cognizant of the significant differences in the

thermal-efficiency (i.e., cooling-efficiency) of the servers; i.e., some locations in the

data center can dissipate heat better than the others [49].

Since, servers in the Hot zone are the target of majority of the computations in

the compute cluster, consume significant energy and generate substantial heat. It

becomes imperative to efficiently cool such servers to ensure that the servers don’t

exceed the redline temperature as exceeding the redline temperature runs the risk of

damage to the server components and results in decrease in reliability.

Thermal-Aware GreenHDFS assigns thermally-efficient (i.e., cooling-efficient)

servers to the Hot zone to ensure that computations happen on thermally-efficient

servers which are capable of maximal heat reduction. Thermal-Aware GreenHDFS

reduces the maximum exhaust temperature in the cluster, which in turn results in

reducing the overall cooling costs of the cluster substantially. GreenHDFS assigns

thermally-inefficient (i.e., cooling-inefficient) servers to the Cold zone. Cold zone

servers in GreenHDFS contain unpopular data with infrequent data accesses and due

to the data-locality consideration, do not have computations targeted to them. Thus,

these servers experience significant idleness and as a result, consume significantly

less power (power consumed at idle utilization is typically 40% of the peak power)

and generate much less heat. Hence, using thermally-inefficient servers’ inefficient

cooling efficiency does not impact the Cold zone servers exhaust temperature.

To assist thermally-aware GreenHDFS in its cooling-aware server allocation, the

cluster administrator needs to run an initial calibration phase. In the calibration run,

the thermal-profile of the cluster is created by measuring the inlet temperature of

each and every server in the cluster. Inlet temperature gives the best indication of the

thermal-efficiency (i.e., cooling-efficiency) of a server. Higher the inlet temperature,

lower is the thermal-efficiency and hence, lower is the cooling-efficiency of the

server.

13.5.2 Evaluation

GreenHDFS is evaluated using a trace-driven simulator and floVENT [1], a com-

putational fluid dynamics simulator. The trace-driven simulator is driven by real-

world HDFS traces generated by a production Hadoop cluster (2600 servers with

34 million files in the namespace and a used capacity of 5 Petabytes) at Yahoo!.

The GreenHDFS simulator is implemented in Java and MySQL distribution 5.1.41

and executes using Java 2 SDK, version 1.6.0-17. The servers in the Hadoop clus-

ter are assumed to have Quad-Core Intel Xeon X5400 Processor [34], Intel Atom

6 COP is the coefficient of performance of the cooling device. COP characterizes the effi-

ciency of an air conditioner system; it is defined as the ratio of the amount of heat removed

by the cooling device to the energy consumed by the cooling device. Thus, work required

to remove heat is inversely proportional to the COP.



13 Energy-Conservation in Large-Scale Data-Intensive 259

Z560 Processor [70] [34], Seagate Barracuda ES.2 which is a 1TB SATA hard drive

(HDD) [3], and DRAM DIMM [46] [36] and both, performance and energy statis-

tics in the simulator are calculated based on the information extracted from their

datasheets. A typical Hot zone server (2 Quad-Core Intel Xeon X5400 Processor,

8 DRAM DIMM, 4 1TB HDD) consumes 445.34W peak power, 132.46W in idle

mode and 13.16W in sleep mode. A Cold zone server (1 Intel Atom Z560 Proces-

sor, 2 DRAM DIMM, 12 1TB HDD) consumes 207.1W peak power, 151.79W idle

power and 13.09W power in the sleep mode.

13.5.2.1 Evaluation Dataset

Log processing is one of the most popular use cases of data-intensive computing

[13]. In log processing, a log of events, such as clickstream, log of phone call

records, email logs [14] or even a sequence of transactions, is continuously collected

and stored in the cluster. MapReduce is then used to compute various statistics and

derive business insights from the data. Internet services companies such as Face-

book, Google, Twitter, LinkedIn, and Yahoo! [13] rely on clickstream processing

[59, 26, 13], an example of log processing, to calculate the web-based advertising

revenues (source of majority of their income), and to derive user interest models and

predictions. For this, daily huge web logs are analyzed in the production environ-

ments. For example, every day 60-90TB uncompressed raw log data is loaded into

Hadoop at Facebook [61], 100+GB log data is loaded at Orbitz [55], and at Europe’s

largest ad targeting company [33].

In the production Hadoop cluster at Yahoo!, the clickstream data amounts to 60%

of the total used storage capacity of 5 petabytes. The GreenHDFS analysis is done

using the clickstream dataset given its monetizaton value and sheer size. To make

the cluster size proportional to the dataset size, 60% of the total cluster nodes (i.e.,

1560 nodes) are used in the simulator. 70% (i.e., 1170) servers are assigned to the

Hot zone and 30% (i.e., 390) servers are assigned to the Cold zone.

13.5.2.2 Evaluation Results

Energy Savings: GreenHDFS results in a 26% reduction in energy consumption

of a 1560 server cluster with 80% capacity utilization. The cost of electricity is

assumed to be $0.063/KWh. Extrapolating, upwards of 2 million can be saved in

the energy costs if GreenHDFS technique is applied to all the Hadoop clusters at

Yahoo! (upwards of 38000 servers). Energy savings from off-power servers will

be further compounded in the cooling system of a real datacenter. For every Watt

of power consumed by the compute infrastructure, a modern data center expends

another one-half to one Watt to power the cooling infrastructure [51].

Performance Impact: In Reactive GreenHDFS, 97.8% of the total read requests are

not impacted by the power management. Impact is seen only by 2.1% of the reads.

The predictive GreenHDFS, on the other hand, is able to completely cut down the

accesses to the Cold zone and thus, incurs no performance penalty.
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Power State Transitions: The maximum number of power state transitions incurred

by a server in a one-month simulation run is just 11 times and only 1 server out of the

390 servers provisioned in the Cold zone exhibited this behavior. Most of the disks

are designed for a maximum service life time of 5 years and can tolerate 50,000

start/stop cycles. Given the very small number of transitions incurred by a server in

the Cold zone in a year, GreenHDFS has no risk of exceeding the start/stop cycles

during the service life time of the disks.

Cooling Energy Cost Savings: The cooling costs reduce 38% with thermal-aware

GreenHDFS by scaling down 90% of the Cold zone servers. The Hadoop cluster

shows an overall temperature cool-down ranging from 2.58oC to 6oC. This will al-

low the CRACs to be potentially run with an increased supply temperature. Operat-

ing the CRAC at 5oC higher supply temperature of 20oC would result in increasing

CRAC’s coefficient of efficiency (COP) from 5 to 6 [37]. This increase in the COP

results in an additional 13% cooling costs savings and increases the cooling cost

savings from 38% to 51%.

Data Migrations: Every day, on average 6.38TB worth of data and 28.9 thousand

files are migrated to the Cold zone. Since, we have assumed storage-heavy servers in

the Cold zone where each server has 12, 1TB disks, assuming 80MB/sec of usable

disk bandwidth, 6.38TB data can be absorbed in less than 2hrs by one server. The

migration policy can be run during off-peak hours to minimize any performance

impact. The migration of cold data frees up valuable storage capacity on the Hot

zone which can be used for better data placement of the hot data or for aggressive

replication of really hot data.

Total Cost of Ownership (TCO) Reduction: The TCO analysis assumes a hybrid

Hadoop cluster. Two server types are considered in the TCO calculations: 1) Hot

zone Server with two Quad core Intel Xeon X5400 processors, 4 1TB SATA drives,

and 8 DRAM DIMM and 3) Cold Zone Server with one Atom processor, 12 1TB

SATA drives, and 2 DRAM DIMM.

GreenHDFS results in significant amount of TCO savings. When 90% of the

servers in the Cold zone are scaled-down (the most common occurrence based on the

evaluation), GreenHDFS is projected to save $59.4 million if its energy-conserving

techniques are applied across all the Hadoop clusters at Yahoo! (amounting to 38000

servers). The 3-yr TCO of the 38000 servers is $308,615,249.

13.5.2.3 Discussion on GreenHDFS

GreenHDFS is able to meet all effective scale-down mandates (i.e., generates signif-

icant idleness, results in few power state transitions, and does not degrade read data

access performance) despite the significant challenges posed by a Hadoop compute

cluster to scale-down. All the newly created data is written on the Hot zone. Since,

Hot zone has the largest share of servers in the cluster and is performance-driven,

newly created data is written at high speed. Scale-down allows GreenHDFS to save

26% of the server operating energy costs.
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Thermally-aware variant of GreenHDFS further aids in reducing the cooling en-

ergy costs significantly by 1) Reducing the amount of the heat generated in the sys-

tem. One way is to reduce the server power consumption so that the CRAC needs

to extract and cool down less amount of heat, 2) Increasing the temperature of the

air supplied by the CRAC (of course, while ensuring no server exceeds the redline

temperature. This increases the COP, and allows CRAC to operate with higher effi-

ciency, 3) Lowering the maximum exhaust temperature. This reduces the tempera-

ture at the inlet of the CRAC. Since, cooling costs are proportional to the difference

in the temperature between the inlet of the CRAC and the temperature of the air

supplied by the CRAC, lower temperature results in reduced cooling costs, and 4)

Reducing hot air recirculation and by maintaining more uniform thermal profile in

the data center. Thus, GreenHDFS is able to reduce the overall (i.e., both server and

cooling) energy costs in the Hadoop clusters.

13.6 Conclusion

Data-intensive computing is growing by leaps-and-bound given the explosion in Big

Data and has myriad use cases. MapReduce offers an extremely scalable, shared-

nothing, high performance and simplified Big data processing framework on large-

scale, commodity server clusters. Scale-down is an attractive technique to conserve

energy and also allows energy proportionality with non-energy-proportional com-

ponents such as the disks. Unfortunately, the very features such as data locality,

fine-grained load-balancing, complicate scale-down in such large-scale compute

clusters. This chapter covered the energy-management techniques that have pro-

posed especially for data-intensive MapReduce based Hadoop compute clusters. It

also presented a case-study of GreenHDFS that relies on a data-classification driven

energy-aware data placement and a hybrid multi-zoned cluster layout to conserve

energy in Hadoop clusters.
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Chapter 14

Energy-Efficient Computing Using Agent-Based
Multi-objective Dynamic Optimization

Alexandru-Adrian Tantar, Grégoire Danoy, Pascal Bouvry, and Samee U. Khan

Abstract. Nowadays distributed systems face a new challenge, almost nonexistent

a decade ago: energy-efficient computing. Due to the rising environmental and eco-

nomical concerns and with trends driving operational costs beyond the acquisi-

tion ones, green computing is of more actuality than never before. The aspects to

deal with, e.g. dynamic systems, stochastic models or time-dependent factors, call

nonetheless for paradigms combining the expertise of multiple research areas. An

agent-based dynamic multi-objective evolutionary algorithm relying on simulation

and anticipation mechanisms is presented in this chapter. A first aim consists in ad-

dressing several difficult energy-efficiency optimization issues, in a second phase,

different open questions being outlined for future research.

14.1 Introduction

High Performance Computing (HPC) evolved over the past three decades into in-

creasingly complex distributed models. After attaining Gigaflops and Teraflops

performance with Cray2 in 1986, respectively with Intel ASCI Red in 1997, the

Petaflops barrier was crossed in 2008 with the IBM Roadrunner system [31]. And

trends indicate that we should reach Exaflops in the next ten to fifteen years [15].

The shift towards decentralized paradigms raised nonetheless scalability, resilience

and, last but not least, energy-efficiency issues [8]. Disregarded or seen as an ex-

traneous factor in the HPC’s beginnings, the carbon emissions footprint of data

centers escalated to levels comparable to those of highly-developed countries [21].

Estimates place the energy consumption of an Exaflops scale system in the range
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of hundreds of megawatts. Thus, not counting the raising environmental concerns,

the trend inflicts important economical consequences. The scope of this chapter

is therefore focused on this last aspect, i.e. minimizing energy consumption while

delivering a high performance level, and addresses several difficult issues in the

energy-efficient dynamic and autonomous management of distributed computing re-

sources. The intricate interplay of factors shaping the problem calls nevertheless

for solutions at the crossing of, among others, distributed computing, scheduling

and dynamic optimization [26, 16]. Answering part of these aspects, we propose

an agent-based dynamic evolutionary multi-objective approach dealing with the

time-dependent dynamic and stochastic factors defining a distributed computing

environment.

Without entering into details, a few key characteristics of large scale systems,

of interest for the aims of this chapter, are introduced hereafter. We first focus

on HPC core aspects, gradually extending the discussion to grid and cloud sys-

tems. Existing implementations rely on expensive institution-centered high-end

computers, clusters or grids, with a high degree of complexity [4, 9]. Moreover,

these resources may potentially be shared across administrative domains or multi-

ple geographically-distributed centers. Therefore, as main points, one has to deal

with complexity for performance, energy consumption and execution deadlines.

The DOE/NNSA/LANL (Los Alamos National Lab) 100 million US$ BladeCen-

ter Cluster, ranked first in Top500 in 2009, was wired through more than 10000

Infiniband and Gigabit Ethernet connections extending over almost 90 kms of fiber

optic cable [18]. The system was estimated to deliver, according to IBM, 444.94

Megaflops/watt, ranking seventh in Green5001. Over the same period, the first

Green500 system, a BladeCenter QS22 Cluster, delivered 536.24 Megaflops/watt.

We have therefore two ends, opposing energy and performance, where an improve-

ment in one of them leads to a degradation of the other. And the gap forcing energy

requirements and performance apart does not cease to extend with time. At one year

distance, in June 2010, the Oak Ridge National Laboratory’s Cray XT5-HE was

ranked first in Top500 with 2.331 Petaflops of computational power and only 56th

in Green500 with 253.07 Megaflops/watt. At the same time, an ascending Flops per

Watt tendency can be identified. Under development at IBM and to start running at

the Lawrence Livermore National Laboratory (LLNL) in 2012, the Sequoia system,

designed to include 1.6 millions of power-processors providing a peak performance

of more than 20 Petaflops, will supposedly sustain 3000 Megaflops/watt for an input

power of 6 Megawatts [19].

Cloud computing, while still dealing with complexity and energy consumption

issues, brings into focus business and additional privacy constraints [1, 28]. As an

outline, cloud computing can be described in terms of computational demand and

offer where entities (individuals, enterprises, etc.) negotiate and pay for access to

resources administered by a different entity that acts as provider. Here, demand-

ing parties may have diverging requirements or preferences, given in contractual

terms that stipulate data security, privacy or quality of service levels. Performance

1 http://www.green500.org
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metrics include in this case occupation of resources, users’ satisfaction or service

level agreement violations [30, 29]. What is more, dynamic and risk-aware pricing

policies may apply where predictive models are used either in place or through in-

termediary brokers to assess the financial and computational impact of decisions

taken at different moments in time. Furthermore, legal enforcements may restrict

access to resources or data flow, e.g. data crossing borders or transferred to a differ-

ent resource provider. As common examples, one can refer to Amazon Web Service

or Google Apps Cloud Services.

Summarizing, various scenarios have to be dealt with in order to construct an

energy-efficient optimization paradigm for distributed computing systems that of-

fers scalability and resilience capabilities in an autonomous, transparent manner.

An ideal approach would have to cope with time evolving performance and cost

constraints while anticipating the long term effects of the decisions taken at specific

moments in time. National security, surveillance and defence applications for which

reaction time is critical impose performance as single and only criterion. Sharing

computational power among high-priority applications running inside such a sys-

tem may nonetheless require to make use of strategies which take into account not

only the current contextual state but also future possible evolutions. At the opposite

end, for the academic and public domains, reducing energy consumption may stand

as a main factor [6].

We propose a decentralized, agent-based, dynamic multi-objective anticipative

EA. The chapter identifies the main components one deals with in energy-efficient

autonomic computing and, through abstraction and conceptualization, advances the

idea of a generic application framework. Evolutionary Algorithms (EAs) represent a

natural option to consider given their capability of dealing with highly multi-modal

functions in both mono and multi-objective cases as well as their notorious suc-

cess for various applications [13,7]. Furthermore, the adoption of an agent oriented

paradigm is clearly adapted to address the autonomous and decentralized manage-

ment of energy in distributed systems. As mentioned in [25], multi-agent systems

can be used as an approach to the construction of robust, flexible and extensible

systems and as a modeling approach. Also, autonomic computing and, therefore,

distributed systems management, is a “killer app” for multi-agent systems [11].

The remainder of this chapter is organized as follows. Related work is discussed

in Section 14.2, followed by a brief introduction to basic optimization notions in

Section 14.3 and a description of the model and concepts later used for experimen-

tation in Section 14.4. Dynamic energy-efficient optimization aspects are discussed

in Section 14.5, followed by results in Section 14.6 and conclusions.

14.2 Related Work

In the literature, energy-efficient approaches for large-scale distributed systems

are typically divided into two classes: centralized and distributed. Centralized ap-

proaches [33] are historically the first ones, which allow close to optimum results

but imply scalability and fault-tolerance problems as soon as the number of nodes
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increases. To answer those limitations, distributed approaches were introduced,

which in turn brought new challenges such as ensuring maintainability and global

performance.

In [23] Khargharia presented a holistic theoretical framework for autonomic

power and performance management exploiting different components (CPU, mem-

ory, network and disks) and their interactions. Their autonomic resource man-

agement framework optimises the power/performance ratio at each level of the

hierarchy using a mathematical approach for which simulation results on static and

dynamic scenarios are provided. Similarly, Bennani et al. in [27] proposed a hierar-

chical approach to the data center resource allocation problem using global and local

controllers. It uses a prediction model based on mutliclass queuing network models

combined with a combinatorial search technique (i.e. the Beam search algorithm).

Berral et al. in [5] introduced another predictive model for power consumption and

performance for task scheduling based on a machine learning approach (i.e. linear

regression algorithm). In this approach, the learning algorithm permits to model data

for a given management policy whereas in the previous approaches it is used to learn

management policies.

Bio-inspired algorithms have also been investigated by Barbagallo et al. in [3]

who optimized energy in data centers using an autonomic architecture. However this

approach is limited to single-objective optimization. Another natural approach to

model autonomic power management is the multi-agent paradigm, as demonstrated

by Das et al. in [10], in which power and performance in a real data center setting

is managed by agents autonomously turning on/off servers. This approach also uses

reinforcement learning to adapt the agents’ management policies.

To summarize, it appears that various distributed approaches dedicated to en-

ergy optimization in large-scale distributed systems have already been investigated.

However these only considered standalone approaches, such as static mathemati-

cal models, single-objective bio-inspired algorithm or prediction models. The con-

tribution proposed in this chapter intends to combine and extend these through an

anticipative dynamic multi-objective evolutionary algorithm for agent-based energy-

efficient computing.

14.3 Optimization Introductory Notions

For an energy function F , defined over a decision space X and taking values in an

objective space Y , F : X →Y , one may consider the minx∈X F(x) minimization prob-

lem. With no restriction for the topics of this chapter, we can additionally assume

that F is nonlinear and that Y ⊆ R. If F is continuous and double differentiable, x+

is considered to be a local optimum point if the following relations stand:

∂F

∂x+
= 0,

∂ 2F

∂ 2x+
> 0.
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No straightforward formulation can be given for dynamic functions. Different

classes can be designated here, with functions including time-evolving factors or

enclosing random variables, functions depending on past states, etc. For the general

case and assuming a minimization context, the goal is to identify a sequence of

solutions x(t), i.e. solution x to be applied at the t time moment, with t ∈ [t0,t
end ]

leading to the following:

min
x(t)

∫ tend

t0

F(x(t), t) dt

In a more explicit form, this implies providing a sequence of solutions which,

for the given time interval, minimize the cumulative objective function obtained by

integration (for discrete time intervals the problem can be formulated by summing

over all time moments). Assuming x(t) to be the sequence that minimizes the above

relation, for a different sequence x△(t), with t ∈ [t0,t
end ], the following stands:

min
x(t)

∫ tend

t0

F(x(t),t) dt ≤ min
x△(t)

∫ tend

t0

F(x△(t),t) dt

For the multi-objective case, F is extended to define a vector of objective func-

tions F : X → R
k, F(x) = [ f1(x), . . . , fk(x)]. The set X ⊂ R

d of all the feasible

solutions defines the decision space, while the function F maps feasible solutions

into an objective space. In addition, the Pareto optimality concept is used, based on

partial order relations defined as follows.

Definition 1. Let v,w∈R
k. We say that the vector v is less than w (v <p w), if vi < wi

for all i ∈ {1, . . . ,k}. The relation ≤p is defined analogously.

Definition 2 (Dominance). A point y ∈ X is dominated by x ∈ X (x ≺ y) if F(x) ≤p

F(y) and if ∃i ∈ {1, ...,k} such that fi(x) < fi(y). Otherwise y is called non-

dominated by x.

Definition 3. A point x ∈ X is called a Pareto point if there is no y ∈ X which dom-

inates x. The set of all Pareto solutions forms the Pareto Set.

In the multi-objective case, by extension, a scalarization function, given in explicit

or implicit form, e.g. weighted sum of the objective functions, preference or expert

based decisions, has to be used at each time step for selecting solutions out of the

approximate Pareto front. Note that due to the dynamic nature of the problem one

solution and only one has to be selected and applied per time step – this does not

represent an option. The modeled problem can occupy a single state at a given time

moment and no reset to a previous state can be done. In this case minimization is

considered over a vector of cumulative objective function realizations and can be

defined to obey Pareto optimality laws. In addition, the semantics of the minimiza-

tion operator may be subject to context, e.g. deviation from a specified target. As a

general model, the problem can be therefore stated as follows:
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min
x(t)

{

∫ tend

t0

fi(x(t),t) dt

}

1≤i≤k

= min
x(t)

{

∫ tend

t0

f1(x(t),t) dt, . . . ,
∫ tend

t0

fk(x(t),t) dt

}

Last but not least, if solutions are dependent, e.g. with x(t) = H(x(t − c)), where

H(·) is an arbitrary function and c < t, anticipation has to be considered. If only

the current context is regarded, a solution minimizing the function F at the moment

t is optimal, but this may not stand for the complete set of following solutions,

i.e. a suboptimal overall fitness is attained. The function F must be consequently

optimized by taking simultaneously into account the complete set of solutions (over

time). A more detailed discussion is given in Section 14.5 also introducing algorithm

and simulation related notions like strategy or scenario [6].

14.4 An Anticipative Decentralized Oriented Dynamic

Multi-objective Evolutionary Approach

A framework for an anticipative decentralized dynamic multi-objective evolutionary

optimization of energy has been designed for simulation purposes. Modeled using

the agent paradigm, an example of the instantiation of the framework is illustrated

in Fig. 14.1, with one agent assigned per computing node.

The General Scheduler assigns tasks to the different available nodes, i.e. in this

case through the corresponding Local Schedulers. In addition, each node is pro-

vided to enclose decision mechanisms capable of autonomously managing local

energy-efficiency with respect to the overall or partially observed states of the sys-

tem. Nodes are independently controlled through dynamic frequency and voltage

scaling, directly driven by local parameters such as local system load (SL), node

overhead (NO), idle time (IT) or current node state (CS), and by global indicators

which describe system load (SL), operation cost (OC) and energy vs performance

ratio (EvP). The scaling is also indirectly driven by the type and rate of loaded and

offloaded tasks exchanged among nodes. Note that although exclusive use of sim-

ulation is made in this work, the passage to a real-world environment would still

require having simulation mechanisms in order to be able to carry anticipation over

the future states of the system.

The next two subsections describe the computing environment in terms of tasks

attributes, e.g. life-time and states, followed by computing nodes properties. The

local scheduler agent is detailed in the last subsection.
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Fig. 14.1 Example of a per node system instance.

14.4.1 Computing vs. Communication Intensive Tasks

For a realistic modelling of the execution environment, the system is analyzed by

considering computing and communication intensive tasks. We mainly focus on

studying the behaviour of the simulated system under intense computational load

and in the presence of communication or memory oriented tasks. Different scenarios

can be thus envisaged where distinct policies apply, e.g. computing intensive tasks

being assigned to independent machines, or where clusters of jobs are dynamically

created in order to maximize occupancy and resource utilisation. As a side note, a

heterogeneous environment has been preferred to a system running tasks with both

computing and communication traits exclusively in order to study extreme situa-

tions. Finally, energy consumption is assessed by relying on load indicators with no

direct account for communication.

The specifications defining a task are given in either invariant form, fixed for the

entire lifetime of the task, or dynamic, subject to random variation at execution time.

The first category includes due time, i.e. the latest point in time by which the task

has to be completed, and an offloading flag. Migrating idle virtual machines to a

secondary server may be coherent with load-balancing policies while offloading an

application which depends on real-time processing or that requires access to security

critical databases is not desirable. The offloading flag therefore serves for marking

tasks which can not be offloaded once assigned to a specific resource. Estimations of

the required execution time, computational load and average network transfer time

fall in the second category. In addition, task completion and, if the case, transfer



274 A.-A. Tantar et al.

passive

active

transferringqueued
submission

reassigned

completed

assigned

Fig. 14.2 Task life cycle – reassignments imply a transfer time overhead leading to potential

delay penalties.

Table 14.1 Power states (p-states) for the

Intel R©Pentium R©M processor (A) and a

stock 3.2 GHz, 130W processor (B) with af-

ferent frequencies, voltage and approximate

power requirement.

A: Intel R©Pentium R©M

P-State Frequency Voltage Power

P0 1.6 GHz 1.484 V 24.5 Watts

P1 1.4 GHz 1.420 V 17 Watts

P2 1.2 GHz 1.276 V 13 Watts

P3 1.0 GHz 1.164 V 10 Watts

P4 800 MHz 1.036 V 8 Watts

P5 600 MHz 0.956 V 6 Watts

B: 3.2 GHz, 130W stock processor

P-State Frequency Voltage Power

P0 3.2 GHz 1.45 V 130 Watts

P1 3.06 GHz 1.425 V 122 Watts

P2 3.0 GHz 1.4 V 116 Watts

P3 2.8 GHz 1.375 V 107 Watts

P4 2.66 GHz 1.35 V 100 Watts

P5 2.6 GHz 1.325 V 94 Watts

P6 2.4 GHz 1.3 V 85 Watts

P7 2.2 GHz 1.275 V 77 Watts

P8 2.0 GHz 1.25 V 68 Watts

P9 1.8 GHz 1.175 V 55 Watts

P10 1.7 GHz 1.15 V 50 Watts

P11 1.5 GHz 1.125 V 42 Watts

P12 1.4 GHz 1.1 V 38 Watts

percentage indicators can be observed at run-time. Please note that none of these

dynamic factors are seen as an a priori information, e.g. as for use with scheduling

algorithms, being available for the purpose of simulation only.

The complete life cycle of a task can be described by several different states. A

schematic representation is given in Fig. 14.2. After submission, the task is placed in

a passive state, waiting to be assigned. Active state is reached after all afferent data

is transferred to the target resource and processing starts. Subsequently, depending

on the nature of the task and the employed optimization strategy, multiple reassign-

ments may occur. Before migrating to a different resource, a task is placed back into

a passive state, subsequently moving to queued and transferring states. Note that all

transitions requiring to move a task from a prior passive state to an active one, im-

ply a network transfer time overhead. As a last aspect, the explicit failure of a node

leads to all assigned tasks to be reinitialised and queued back into the system, i.e.

any derived results or application states are considered erroneous.
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Fig. 14.3 Example of voltage and frequency scaling for a single node – normalized average

values. A specified performance target (traced in the lower part of the figure) and operation

cost direct the dynamics of the node. Other factors like overall system load or network traffic

(not drawn here) may intervene.

14.4.2 Environment and System Nodes

The computational environment is defined over a collection of abstract nodes which

can scale to approximate the behavior of a single processing core or that of hierar-

chical resource, referred to as “Computing Node” in Fig. 14.1. As detailed hereafter,

we focus on the interaction connecting external factors, provided in a descriptive,

informative form, with state indexes, internal to nodes and imperative in nature. No

information is known at system level with respect to the functioning of the nodes,

assumed nonetheless autonomous and capable of transiting different performance

states. An example is given in Table 14.1, where, for the Intel R©Pentium R©M 24.5W

processor, the frequency and voltage associated to each state is given along with the

resulting power consumption [20]. For simulation and experimentation purposes we

also rely on a 3.2 GHz, 130W stock processor, not discussed in detail here. All

nodes are in addition subject to a system-wide synchronization, ensuring execution

context coherency over time-dependent factors.

For the purpose of this study we consider that nodes define interconnected single

processing units. Different techniques may apply at core level, including Dynamic

Frequency Scaling (DFS) and Dynamic Voltage Scaling (DVS) [14, 22]. Extrap-

olating to clusters, Dynamic Power Management (DPM) schemes can be imple-

mented or machines can be dynamically assigned to different states or roles, e.g.

communication front-ends, dispatching or storage machines. A graphical represen-

tation capturing the evolution of a single node over a one-day span, normalized

as an execution time varying from 0.0 to 1.0, is given in Fig. 14.3 (discussed in

more detail later in this section). Energy vs performance and operation cost iden-

tify the balance to ensure between consumption and computational performance,

respectively the cost associated with the operation of the node. Low energy vs per-

formance values imply a request for minimizing consumption whereas values close

to 1.0 demand performance. Definite semantics can be formulated upon the incurred

delay, emergency level or load percentage, where high values lead to an increased
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Fig. 14.4 A conceptual basic view of a node’s architecture.

performance demand. Analogously, cost can be associated to direct financial indi-

cators, e.g. variation expressed as a function of operational expenses. Alternative

definitions may relate to carbon dioxide emissions footprint, energy supply levels

(low battery translating into high costs), or environmental temperature where, for

example, thermal sensors placed at different locations in a center room may limit

execution from entering into a hazardous functioning condition. For the herein case

we consider that both energy vs performance and operation cost terms are specified

by an external independent source with arbitrary associated (unknown) semantics.

No explicit dependency is assumed, i.e. energy vs performance and operation cost

may vary independently.

The fundamentals defining a node at an internal level, for this study, relate to

the different associated performance states, operating frequency, voltage and power

specifications. Energy consumption, for a given activity factor, input power and ef-

fective capacitance, denoted respectively by α , C, f and V , is considered to scale

linearly with frequency and to be quadratically proportional to voltage. An approx-

imation can be obtained by integrating over P ≈ αC fV 2 (power dissipation) [24].

14.4.3 Local Scheduler

After the detailed description of the computing nodes provided in the previous sub-

section, we now describe the architecture of the local scheduler. A conceptual view

of its architecture is given in Fig. 14.4, based on a cognitive agent model. The goals

of a local scheduler are to minimize through local decisions the system’s energy

consumption and the overall delay.

To achieve these goals, the agent has a set of skills and a reasoning func-

tion. Skills include dynamic voltage and frequency scaling (DVS, DFS) and tasks



14 Agent-Based Energy-Efficient Dynamic Optimization 277

offloading capabilities. A fuzzy inference system implements the reasoning func-

tion. A multi-objective evolutionary algorithm is used to evolve the weights of the

fuzzy system while relying on an anticipation mechanism (detailes provided in the

following). As an additional skill, tightly linked with the communication function,

nodes have the possibility to offload tasks to other local schedulers. To communi-

cate with other local scheduler agents, an agent relies on a set of communication

protocols (assumed transparent here and not further detailed). Through the perceive

function, the agent is aware of the environment state (i.e. the global system’s perfor-

mance) and of its local goals’ status. The following provides a detailed description

of the instantiation of the aforementioned local scheduler architecture.

As previously mentioned, a first effective energy-management skill consists in

dynamically scaling frequency and voltage [14,17]. A linear decrease in energy con-

sumption is attained by downscaling frequency, respectively quadratic by reducing

voltage. Nonetheless, while a load-dependent scaling would stand as a straightfor-

ward approach, no direct formulation is possible here due to the additional energy

vs performance and operation cost specifications. High load should result in a fre-

quency and voltage increase but this has also to obey performance and operation

constraints. Additional factors taken into account here define local and average sys-

tem load, node overhead, idle time and current state (active or sleeping).

A second skill consists in enforcing local and system wide loading and offloading

policies along with task assignment and distribution mechanisms [2]. The dynamics

driving the loading and offloading of tasks, in this case, have a direct impact on a

node’s load and on the balance of the system while indirectly affecting the context

from which scaling decision criteria are drawn. Energy-aware load-balancing tech-

niques have to be consequently defined, controlling not only the distribution of tasks

across resources but also the type of tasks assigned to or offloaded from nodes, e.g.

regrouping one computational intensive task with multiple communication oriented

ones on the same node. As an example, an Intel R©Pentium R©M processor operating

at full load in High Frequency Mode (HFM), P0 state, is expected to drive energy

consumption at a higher level than three identical processors operating in Low Fre-

quency Mode (LFM), state P5, under an equivalent load.

Summarizing, we opted for a design where frequency and voltage scaling is

driven (1) in direct manner by taking into account the average load over a short

term period, idle time, energy vs performance and operation cost, and (2) indirectly

by controlling the type and rate of loaded or offloaded tasks. Furthermore, given

that a centralized approach would not stand the scaling requirements of a large dis-

tributed system, a by node driven paradigm has been preferred. The effective control

of the systems is conducted upon the emergent result of all nodes’ decisions where

each node incorporates an independent functioning logic. For the herein case all

nodes use a zero degree Takagi-Sugeno [32] fuzzy inference system composed of

41 disjunctive rules (13 rules for deciding when and how to increase voltage and

frequency, 16 rules for downscaling control and 12 rules for task loading and of-

floading conditions). An excerpt of these rules is given hereafter with the title of

example.
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if energyVsPerfTarget is energy ∧ operationCost is high then

decrease voltage and frequency by a large percentage

if energyVsPerfTarget is perf. ∧ consumption is low ∧ load is high then

increase voltage and frequency by a large percentage

if energyVsPerfTarget is energy ∧ consumption is high then

offload a high number of tasks

if energyVsPerfTarget is perf. ∧ load is low ∧ sysLoad is high then

accept a large number of tasks to be loaded

if energyVsPerfTarget is balance ∧ consumption is low then

accept a moderate number of tasks to be loaded

A brief functioning insight is offered hereafter by referring to the different sec-

tions of Fig. 14.3. The simulation starts from a LFM mode with a moderately high

load (section A of the graph). Despite the slight operation cost increase, it is straight-

forward to observe the raise in voltage and frequency, in correlation with energy vs

performance – note that scaling also depends on load. Analogously, for approx-

imately the same energy vs performance level (transition between section A and

section B) but for an increased operation cost and in spite of the load’s escalation,

voltage and frequency drop, given the steep ascension of the operation price. In the

following steps, with the sustained energy vs performance increase, scaling reacts to

raise voltage and frequency, also reflected by the load decline due to the completion

of a larger number of tasks.

14.5 Dynamic Energy-Efficient Optimization

This section provides a detailed description of the last skill of the local scheduler

agent, i.e. the dynamic multi-objective anticipative evolutionary algorithm. As de-

scribed in the previous sections, the simulation model is designed to capture the

dynamic nature of a real-life distributed environment. Tasks arrive at different mo-

ments in time, not known in advance, performance and cost parameters vary in-

dependently, load overhead may affect all performance factors, e.g. due to exter-

nal users accessing the system, etc. Therefore, an energy-efficient approach, in this

case, has to cope not only with instantaneous, static factors, but also needs to adapt

over time to a continuously changing environment and, what is more, to perturba-

tions induced by multiple stochastic sources. An additional aspect to consider is

that different evolution paths are possible from any given point in time. Moreover,

as load overhead, operation cost and failure are all modeled in stochastic form, the

system can be defined as a random variable where, given an initial configuration,

all possible realisations at the next step or over multiple steps have to be assessed.

Having taken into account all possible outcomes, a decision can be formulated with

respect to changes to perform in order to maintain the system in an optimal state

(maximal performance at lowest possible energy consumption). Nonetheless, as a

complete assessment of all possible realisations of the system is not feasible from a
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computational point of view, decisions have to be taken only upon a reduced number

of samples. Furthermore, as a multi-objective approach is adopted, with energy con-

sumption and delay as objectives to be minimized, solution selection and decision

problems have to be addressed. We therefore rely on concepts like scenario, strat-

egy and anticipation window [6], discussed in more detail in the following. Different

open questions arise and solutions to the afferent problems are subject to further re-

search – an outline of the main concepts and implications is given hereafter.

14.5.1 Strategies and Scenarios

The evolution of the distributed system as a whole is an emergent effect of all nodes’

transitions. As we desire to minimize energy consumption and delay, the control pa-

rameters of each node have to be dynamically modified at each step. We therefore

speak of decisions acting on frequency and voltage scaling, e.g. putting the node in

a higher state than the current one, or local energy vs performance variation. Deci-

sions can be formulated with respect to the factors defining the context of a node at

a given moment in time and the optimality of these decisions can be heuristically as-

sessed over their effective application life-time. The main difficulty is that a decision

taken at a specific moment t, although optimal with respect to the outcomes induced

over its effective processing time window, i.e. [t,t + p], may not be optimal at long

term. For a graphical illustration refer to Fig. 14.3. Otherwise stated, for a given

configuration γ of the system to simulate at a given time t, and given two decision

d1
t , d2

t , e.g. performing transitions towards a lower, respectively upper power state,

the short term overall outcome of the first decision may be suboptimal with respect

to the second decision, i.e.
∫ t+st

t Fd1
t
(γ)dt ≤

∫ t+st
t Fd2

t
(γ)dt, whereas long term over-

all effects may prove to be exactly the opposite with
∫ t+lt

t Fd2
t
(γ)dt ≤

∫ t+lt
t Fd1

t
(γ)dt,

where st < lt represent short and long term corresponding time window lengths.

Therefore, instead of relying on punctual decisions, long term strategies are used

as basis for constructing a dynamic approach capable of anticipating future con-

sequences of current decisions. A first problem to be addressed, once the strategy

concept developed, relates to the effective evaluation of these objects. For a sys-

tem following a predictable evolution, which can be simulated in exact manner, i.e.

with no stochastic factors, it is sufficient to carry the simulation over the specified

anticipation time interval.

At the opposite end, when stochastic sources are part of the model, for any given

number of processing steps, we can only approximate the most probable states or

the average state of the system. Therefore, for a set of different candidate strategies

and for a given configuration of the system at a specified moment in time, sam-

ples have to be drawn, termed hereafter as scenarios, and evaluated independently.

A realization of the system is thus obtained for each scenario, with respect to the

constraints and dynamics dictated by each strategy. For coherence and consistency,

strategies are evaluated over the same set of scenarios, the final outcome of each

strategy being expressed as the average energy consumption and delay.
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Note that several questions arise, subject to further research, with respect to pro-

cessing and anticipation time windows, strategy evaluation procedures, etc. First,

we face two opposing directions. Long simulation times lead to an escalation of the

anticipation error – simulating stochastic factors over a long period of time poten-

tially leads to configurations which no longer follow or represent reality. One would

therefore want to limit the extent over which anticipation is carried. At the opposite

end, short anticipation windows may not capture correctly the effects of a current

decision over the future state(s) of the system. What is more, having a strategy eval-

uated as the average result of different scenarios may not always be consistent, e.g.

when clustered or sparse states are obtained as a result.

14.6 Experimentation and Results

In the remainder of this chapter we present several results, first by analyzing the

behaviour of the fuzzy system at a node level, subsequently moving to a system-

wide focused discussion.

A comparative view of energy consumption and overall delay is given in Fig.

14.5. For fixed energy vs performance and operation cost values, constant over the

entire one-day simulation time, the corresponding energy consumption and delay

are respectively illustrated in Fig. 14.5a and Fig 14.5b. Note that, for illustration

purposes, axes are mirrored between the two figures. Each point, e.g. energy vs

performance and operation cost set at 0.3, respectively 0.5, represents the average

value of 30 independent simulations. Different plateaus can be identified for energy

consumption and, correspondingly, for delay. A substantial energy minimization is

obtained for an operation cost above 0.6, i.e. the equivalent of stating that energy

is an important asset, and performance levels below 0.3. Recalling the performance

states of Intel R©Pentium R©M, this is the equivalent of operating the processor in

the P4, P5 power states. Moderate consumption is attained for performance levels

between 0.3 and 0.8 (equivalent of P1, P2 and P3 states) when operation cost is

superior to 0.6. For all other cases, energy consumption raises to reflect either a

high performance demand (energy vs performance superior to 0.8, i.e. equivalent

of P0 for Intel R©Pentium R©M) or a low operation cost which, in turn, allows a high

voltage and frequency to be maintained. The behaviour of the system with respect

to extreme values is also of interest, the following cases being possible:

• lowest possible energy consumption at the highest operation cost (energy vs per-

formance and cost set at 0.0 respectively 1.0). The outcome of drastic frequency

and voltage downscaling, e.g. processor constantly operated in lower perfor-

mance states, close to or in LFM, is obvious and straightforward to anticipate:

energy consumption is at its lowest while delay is driven to a maximum.

• energy vs performance and operation cost both set to 0.0, i.e. knowing that the

price to pay for energy, for example, is highly affordable, minimize energy con-

sumption. A first remark to be made here is that operation cost constrains the

variation amount allowed for scaling. Nonetheless, as a second aspect, scaling
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does also consider the load of a node. Therefore, as the system is executed at an

affordable cost or at no costs at all, we only have to cope with load. As a con-

sequence, this leads to a separation in two subclasses: 1) execution under high

load – the node is put in a high execution state due to the affordable cost but

this in turn drives energy consumption over a positive slope (case exposed in Fig.

14.5); 2) low load – scaling only copes with load; minimal energy consumption

is attained for minimal load.

• maximal performance, knowing that operation cost is at its highest (energy vs

performance and cost both set to 1.0). As specifications demand performance,

with no regard for energy consumption, and given the high load, the node is

operated in HFM, state P0. This reflects symmetrically in consumption and delay

graphics (Fig. 14.5a and Fig. 14.5b).

• maximal performance with lowest operation cost (values set to 1.0, respectively

0.0). Scaling is performed by following energy vs performance and load indica-

tors. The system is hence driven to respond to load stress, where from the high

energy consumption illustrated in Fig. 14.5.

A less explicit aspect of the presented graphs is the influence of task schedul-

ing and load-balancing. The order and priority associated to tasks (at node level)

have a direct impact on delay whereas load-balancing (system level) can result in

perturbations of both energy consumption and delay. The assignment of highly com-

putational intensive tasks to low performance nodes may be a first source of delay.

Similarly, the exclusive use of a high power consumption node to run communica-

tion intensive tasks may not be optimal. As the purpose of this study is to analyse

the use of a dynamic optimization algorithm for distributed systems in the presence

of different stochastic sources, we consider a minimal definition for scheduling and

balancing policies. Furthermore, as a centralized approach does not fulfill the re-

quirements of a large scale distributed environment, e.g. where administration poli-

cies may have only a limited acting power across domains, we preferred enforcing

node-based balancing. Each node is thus responsible for deciding upon acceptance

rates, e.g. for loading tasks, bias between computational and communication inten-

sive tasks, as well as on offloading parameters. The process is controlled by a subset

of rules within the fuzzy inference system, taking into consideration local and sys-

tem load, energy vs performance and operation cost specifications. Subsequent to

loading, all tasks receive equal priorities, the amount of dispatched active process-

ing time varying in concordance with the specified computational load footprint.

The complete simulation environment, as described in the previous sections, re-

lies on a collection of autonomous nodes. These nodes although capable of adjust-

ing their state as dictated by the internal base of rules may not optimally scale to

all possible scenarios. Or, otherwise put, the weights associated to the rules may not

be optimal. A possible solution, as mentioned earlier in this chapter, consists in us-

ing an evolutionary algorithm to modify the firing weights of the rules dynamically.

Thus, for each node, besides the enclosed fuzzy inference system, a multi-objective

parallel NSGA-II [12] evolutionary algorithm is deployed. For each algorithm, in-

dividuals code the strategy to use for modifying rules’ weights as an array of real
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(b) Delay

Fig. 14.5 Energy consumption and delay for various energy vs performance and operation

cost levels. A high energy consumption reflects increased voltage and frequency values which

in turn lead to a reduced delay – pairwise points, axes mirrored between 14.5a and 14.5b.

Symmetrically, a reduced energy consumption translates to increased delay levels.
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transition values (initialized in uniform random manner in [0,1]). The fitness func-

tion is expressed as the energy and delay average values obtained over three different

independent scenarios through simulation and anticipation in a specified time frame.

A scenario is obtained as a simulation carried over a given length of time where

random and stochastic factors are seeded by a given initial value. This allows for

different strategies to be analyzed against an identical set of scenarios. Simulations

and anticipation are performed in parallel on remote nodes to speedup the process.

Please refer to Fig. 14.3 for an intuitive illustration of simulation and anticipation

related notions.

Strategies are iteratively evolved by the algorithm having as performance mea-

sure the same anticipation mechanism, at the end of each iteration, weights being

exchanged between the nodes. At following steps the simulation carried inside each

node uses the updated weights hence maintaining context coherence. At every 15

iterations, for each node, out of the locally obtained front of solutions, a set of

weights, best approximating the currently specified energy vs performance and op-

eration cost constraints, is selected and made active inside the node. Having weights

set for all nodes a processing step is performed, the algorithm being restarted from

the new execution point. The duration of a processing step is set to approximately

30 minutes (the system being run under the direction of the inference system with

the determined weights) with an anticipation time of 6 hours.

Besides the difficulty of static multi-objective optimization, the resulting online

dynamic case demands, as previously described, selecting a solution out of the

Pareto set at fixed discrete time moments. The selected solution is used to advance

the system to a new state (processing step illustrated in Fig. 14.3). As the inter-

vention of a decision maker does not represent a feasible nor a practical solution,

we propose the use of an approach inspired from the interactive EMO context. The

classic way of handling the preferences of an user in the interactive evolutionary

multi-objective context is by means of an achievement scalarizing function, initially

proposed by Wierzbicki [34] and defined as follows:

σ(z,z0,λ ,ρ) = max
j=1,...,d

{

λ j(z j − z0
j)

}

+ ρ
d

∑
j=1

λ j(z j − z0
j)

where,

σ(·, ·, ·, ·) is an application of Z into R;

z = (z1,z2, . . . ,z j, . . . ,zd) is an objective function vector;

z0 = (z0
1,z

0
2, . . . ,z

0
j , . . . ,z

0
d) is a reference point vector;

λ = (λ1,λ2, . . . ,λ j, . . . ,λd) is a weighted vector;

ρ , is an arbitrary small positive number (0 < ρ ≪ 1).

These functions have as basis Chebyshev definitions and have the role of pro-

jecting a given reference point z0 ∈ R
d (feasible or infeasible solution) into the

optimal Pareto set. Note that through the achievement scalarizing functions the

multi-objective problem formulation together with the reference point coordinates

are incorporated in a mono-objective optimization model. The reference point for
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Fig. 14.6 Dynamic evolution of different fuzzy-enabled nodes (subset of the setup). For each

node and for each processing step, weights are optimized by a dedicated, per-node multi-

objective dynamic EA. Depending on the specific context, e.g. load, operation cost and energy

vs performance levels, each node adapts its frequency, voltage and the acceptance or the

offloading rates in order to assure an energy-efficient execution (outcome effects of varying

exchange rates visible near 0.6). Please note that scenarios are determined by the operation

cost, energy vs performance and the task arrival patterns, being generated and analyzed at

execution time.
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the herein case is given by the coordinates of the ideal point and provides the lo-

calization of the focus region on the Pareto-optimal front, while the weights λi,

i ∈ {1, ...,d} used in the scalarization process supply the localization of the Pareto

solutions of interest in the aforementioned region.

A graphical illustration of an example execution is given in Fig. 14.6 (partial

view of the nodes). All simulations have been carried inside Grid’50002 [9] using

a parallel decentralized parallel NSGA-II algorithm over an average number of 300

cores. Note that energy vs performance and operation cost are identical for all nodes

as an expression of system-wide constraints. Nodes start from an idle state with

no tasks assigned, the first steps showing a massive offload towards the third and

fourth depicted nodes. Once these nodes reach a high load level, tasks are accepted

only at low rates, resulting a first equilibrium point (time line from 0.1 to 0.15).

As frequency and voltage are simultaneously increased, in concordance with the

demanded energy vs performance level, a load decrease is recorded (close to 0.2).

Next, the ascending trend of the operation cost with a peak at 0.35, leads to lower

performance states for most of the nodes, where from the escalation of node load

indicators. The remaining time frame follows similar dynamics.

14.7 Conclusions

A general agent-based paradigm relying on fuzzy inference enabled nodes and a

multi-objective evolutionary algorithm has been presented in this chapter, outlining

several key points and open questions. The results provided by the algorithm show

that it is possible to cope with a highly stochastic and dynamic environment. Nodes

adapt not only to load specifications but also follow arbitrary energy vs performance

and operation cost constraints. A large number of extensions are possible where

concrete cases are analyzed independently, e.g. as for thermal-aware systems or as

with market rules driven environments. Additional insight has to be gained with

regard to how to exploit anticipation in an efficient, effective manner, as well as on

how to select a strategy out of a given set of points, e.g. potentially using decision-

making derived techniques.
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Chapter 15

Green Storage Technologies: Issues and
Strategies for Enhancing Energy Efficiency

Hyung Gyu Lee, Mamadou Diao, and Jongman Kim

Abstract. Energy cost in the data center is rising at a steep rate, and a significant

portion of that cost comes from the storage system. Storage (disks and memory

systems) accounts for more than 30% of the total power consumption. This number

is expected to rise to 50% of the overall IT budget in the future. Enhancing the power

efficiency of storage systems is of utmost importance, and, many techniques have

been proposed and are being explored in both component and system levels. This

chapter starts by providing a brief introduction on the basic power characteristics of

storage components from a device-level perspective. Then several architectural and

high-level power management techniques are covered.

15.1 Introduction

Along with the growth of Information Technology (IT), the amount of available in-

formation is increasing dramatically day by day. This makes high-bandwidth and

high-capacity storage systems crucial to the IT industry. As a result, storage com-

ponents (including memory and last level storage) account for a large portion of the

power consumed in computing systems. Although the estimates vary by applica-

tions and system configurations, they range from 30% to 50% [2], and this portion

is expected to grow rapidly. As a consequence, improving power efficiency has be-

come a major challenge even in storage systems. There have been many approaches

in building smart and energy efficient storage systems, from component-level tech-

niques to system-level power management techniques.

One of the most distinct changes in storage devices was the use of flash memory

based storage devices (systems) as an alternative solution for achieving high per-

formance and low power consumption at the same time, from embedded systems to
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high-end enterprise machines. In addition, the new concepts of non-volatile memory

technology such as PCM (Phase Change Memory) and STT-MRAM (Spin-Torque

Transfer Magneto-resistive RAM) are now emerging as a storage class memory that

can be used as a main memory device as well as a storage device. We expect that

efficient use of storage class memory will dramatically increase the system perfor-

mance while reducing the energy consumption both in main memory systems and

in storage systems.

The efforts to reduce the energy consumption in storage systems can be broadly

divided in component-level and system-level approaches as shown in Fig. 15.1. At

the component-level, efforts evolve around improving energy efficiency of storage

components (from traditional volatile memory devices including DRAM to non-

volatile storage devices such as Hard Disk Drive (HDD)) through the exploration

of new storage technologies and better energy-efficient designs. On the other hand,

system-level approaches are often orthogonal and encompass a variety of techniques

that operate at a higher abstraction level. In our context, a system is defined as a

collection of storage components that can be controlled and managed. System-level

techniques control storage components, explore new component layouts and storage

hierarchies, and look at data layout, data movement and data processing operations

in order to reduce the energy consumption of storage systems.

Based on this classification, this chapter surveys state of art techniques in de-

veloping energy-efficient storage systems. We start by presenting component-level

techniques to achieve efficient storage systems. We believe this will be helpful in

understanding the basic power consumption behaviors of storage components, and

will further provide many helpful hints to devise system-level storage management

techniques for achieving green storage technology.

The remainder of this chapter is organized as follows: Section 15.2 covers dif-

ferent storage technologies from the physical level to the device level with a par-

ticular focus on their power consumption and the tradeoffs between power and

performance. Section 15.3 describes various methods at the system level used to

improve the power consumption and energy cost of storage systems. Section 15.4

takes a big picture look and discusses current challenges and opportunities of green

storage technologies.
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15.2 Component-Level Approach for Energy Efficient Storage

To reduce the fuel consumption of a car, an easy way would be to use a high-gas-

mileage vehicle. This naturally reduces the fuel consumption independently of how

efficient our driving is. To further reduce our fuel consumption, we can drive the car

within energy-efficient speed ranges by minimizing steep accelerations and sudden

breaking. The same principle can be applied to low energy storage systems. Sim-

ilar to our car analogy, a first way to reduce the energy consumption of a storage

system is to use low-power storage components. Another way to further reduce the

energy consumption is to control the components in an energy efficient way. The

component manufacturer may have more responsibility in the former case, while

system designers may have more responsibility in the later case. One thing is sure,

proper knowledge of the power consumption behaviors in storage components will

be helpful to system designers and administrators in their quest for greener storage

systems.

This section mainly focuses on component level characteristics of several types

of storage components, particularly their power consumption behaviors. Then mi-

cro architectural efforts for reducing the energy consumption will be introduced.

Depending on the applications and system requirements, various types of memory

devices have been used to store data, because there is no single memory device at

the mass-production stage satisfying all the requirements such as read/write per-

formance, density and non-volatility. In a broad sense, storage components include

volatile main memory devices as well as permanent storage devices. Based on these

two categories, we first explore DRAM devices which have been commonly used

as volatile main memory devices, and then we explore HDDs and the NAND flash

memory devices as permanent storage devices. Finally an introduction about some

emerging memory technologies will be given with their impacts on storage systems

in terms of energy consumption.

15.2.1 Volatile Main Memory Component - DRAM (Dynamic

Random Access Memory)

Traditionally, DRAM-based main memory systems have been commonly used for

the last several decades because the DRAM device supports fast read and write,

and has relatively large capacities with reasonable cost, compared to other memory

devices. But due to its internal structure, it consumes more power than other memory

devices.

15.2.1.1 Basics of DRAM Devices

To know the power consumption behavior of the DRAM, it is useful to under-

stand the basic structure and functionality of the device as shown in Fig. 15.2.

DRAM cells are basically made up of a capacitor and a transistor. Data is stored

in the cell by setting the bit line to a high or low, when the select line is activated.

So when a cell is read, the stored charges in the cell are removed and restoring
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DRAM cell arrays

(a) DRAM memory cell (b) DRAM chip functional block diagram
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Fig. 15.2 DRAM cell and chip structure.

after each read must be performed in order not to lose the data. In addition, there is

steady leakage in the capacitor-based cell. The charge must be restored periodically

(refreshing). These operations require non-negligible power consumption during ac-

tive states as well as idle states.

Generally, a DRAM operation sequence consists of two steps: row & bank active

and column read/write. During row & bank active operation, the control logic selects

a bank and row address using the row decoder, and transfers the selected row’s cell

data, which is stored in the array, to the sense amplifier. The data stays in the sense

amplifiers until a precharge command to the same bank restores the data to the

cell in the array. After row & bank active command, column reads and writes can

be placed. A read command decodes a selected column along the row data that is

stored in the sense amplifiers, and then the data from this column is driven to the

internal I/O buffer through the I/O gating and the multiplexer logics. The process of

a write is the opposite of the read process.

Fig. 15.3 shows a detailed operation sequence and power modes of DRAM de-

vices. Basically, two standby modes are supported in most conventional DRAMs.

One is called Precharge Standby (IDD2N) mode where none of the banks and rows

are activated, and thus the power consumption is relatively low. The other is called

Active Standby (IDD3N) mode where more than one bank and row are activated,

and thus the power consumption is higher than that of precharge standby mode.
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Fig. 15.3 DRAM operation sequence and power modes.
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Table 15.1 Power consumption in DRAM (128M x 8 bit DDR2, mW/chip).

IDD4
IDD2P IDD2N IDD3N IDD3P

Read Write

Samsung (K4T1G084QQ) 8 35 55 35 135 115

Micron (MT47H128M8) 7 50 70 40 160 160

To reduce the standby mode power consumption, most chip manufacturers pro-

vide several power-down modes (IDD2P and IDD3P) from each standby mode

(IDD2N and IDD3N), which disables most components in a chip, and it is mainly

controlled by CKE (ClocK Enable) signals. In these modes, the power consumption

can be decreased, but in order to exit from the power-down modes, extra delay is

indispensable, which causes performance degradations.

Table 15.1 shows the power consumption for each power mode. Depending on

the chip vendor, power consumption is slightly different, but power down modes

from each standby mode can reduce the power consumption significantly.

In addition to the steady power consumption in standby modes, the DRAM also

consumes a significant amount of power during the active operation, called dynamic

power consumption, normally right after the command issuing. At each command

(bank & row active, column read/write or precharge), the device changes internal

states and this consumes a significant amount of power. So minimizing the number

of state changes is also one of useful ways to reduce the power consumption.

15.2.1.2 Dynamic Power Mode Management in DRAMs

As described previously, most DRAMs support 4 standby modes including power-

down modes. Waiting on the lowest power mode (IDD2P) incurs the highest delay

while waiting on the high power mode (IDD3N) incurs the lowest delay. For exam-

ple, if the memory controller stands by on active standby-mode and the consequent

row address is the same as the previous one, the data can be read from the sense am-

plifier without issuing another row & bank active command. But in this case, if the

interval between the consecutive accesses is long, the device consumes more power

than waiting on the precharge standby mode. This surely helps to increase the per-

formance, but this may increase the power consumption unless the inter-arrival time

of consecutive accesses is short enough, which means a trade-off between the per-

formance and the power consumption. Initial low power techniques have exploited

power mode changes depending on the performance and power requirements. The

memory controller dynamically changes the standby mode considering the statistics

of memory access request [26, 9].

However, it is difficult to find a right time to change the power mode because

the memory access characteristics are very dependent on the applications. In order

to have further energy reductions, several studies change the data placement, and

reschedule the access sequence, which maximizes the number of individual DRAM

component and the time staying in the power down mode [15, 6, 19].
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The widespread use of multi-core architectures and the rapidly increasing data

size have dramatically increased the requirement on memory bandwidth and capac-

ity. In order to accommodate these demands, a lot of memory chips must be in-

stalled, and operated in parallel. Modern systems generally have multiple memory

controllers, and each controller has multiple DIMMs (Dual In-line Memory Mod-

ules).

Fig. 15.4 briefly shows a conventional DIMM architecture. Each DIMM consists

of several ranks, and each rank consists of several chips. Finally, each chip consists

of multiple banks which are the minimum unit of interleaving operation. So there

are many ways to map the CPU’s logical address into the physical memory chip

address. One possible mapping is to allocate the consecutive memory address to the

different memory controller. Under each controller, memory address interleaving

can similarly occur across the multiple physical memory banks. Striping consecutive

access across multiple devices and controller can achieve higher bandwidth, but it

may consume more power, which means a power and performance tradeoff. It has

also been proved that row hit rate depends on the mapping strategy [26], which again

affects the power consumption.

Unlike conventional DRAM ranks, one study proposed to break the rank into

multiple smaller mini-ranks so as to reduce the number of devices involved in a

single memory access [34]. As a result, they can reduce the memory power con-

sumption by 44% with 7.4% performance penalty. In order to prevent the overfetch

feature in DRAM, where a single request activates thousands of bitlines in many

DRAM chip, [31] redesign a conventional DRAM chip by activating only necessary

data line using a SBA (Selective Bitline Activation) and a SSA (Single Subarray

Access) technique.

15.2.1.3 Use Leading-Edge Memory for Low Power Consumption

DRAM technology has been significantly enhanced during the last decade. Its tech-

nology scales down to 30 nm, and its operating clock frequency is enhanced up

to 800 MHz. It is known that leading-edge DRAM technology offers low energy

consumption per Gigabyte [2]. It reports that the use of leading-edge DRAM tech-

nology of a 30 nm class can reduce the total power consumption of server systems

in a data center by almost 23% when compared to 50 nm class technology.
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15.2.2 Permanent Storage Component - HDDs (Hard Disk

Drives)

15.2.2.1 Basics of HDDs

HDD is the most common permanent storage device, from laptop computers to high-

end servers, because it provides the most capacity with the lowest cost.
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Fig. 15.5 HDD basic structure and characteristics.

Fig. 15.5 briefly shows the internal structure and basic characteristics of con-

ventional HDD. Unlike other semiconductor memory devices, it mainly consists of

several mechanical parts including a spindle motor and an actuator for the head, as

well as electrical components. The two mechanical parts consume a large portion of

the power and they account for a big portion of the latencies, normally several ms, as

shown in Fig. 15.5. Studies of power measurements on various disks demonstrated

that the proportion of the power consumption due to spindle motor is almost 50% of

the overall power consumption for a two-platter disk, and can increase to 81% for a

ten-platter disk [12].

Fig. 15.6 shows that the power consumption of a disk is proportional to the capac-

ity and rotational speed. Generally, high-capacity disks have more platters in a disk

which requires more power on a spindle motor. In addition, the power consumption

values in idle state are ranging from 59% to 71% of the power consumption val-

ues in operating state. These values roughly mean that the proportions of the power

consumption on spindle motor is similar to the analysis in [12].
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15.2.2.2 Low Power Techniques for HDDs

Most component-level techniques for low power HDDs have concentrated on reduc-

ing the power consumption of the spindle motor. The initial research has focused on

simple dynamic power management by shutting down the spindle motor during the

idle time in the context of single disk systems. The existing work related to this will

be presented in Section 15.3.

Table 15.2 Low power idle modes in state-of-the-art HDDs. PowerChioiceT M Technology

from Seagate.

Idle Idle-A Idle-B Idle-C Standby-Z

Servo On Off Off Off Off

Head Loaded Loaded Unloaded Unload Unload

Spinning Full speed Full speed Full speed Low speed spin down

Recovery time (s) N/A 0 0.5 1 8

Power (W) 2.82 2.82 2.18 1.82 1.29

Similar to DRAM, most current disks offer different power modes of operation

such as operating where the disk is serving a request, idle where the disk is not

serving, but spinning, and power down where the disk is not spinning.

Table 15.2 shows the low power idle modes supported in Seagate PowerChioicTM

technology. Depending on the number of component offs and spinning speed, power

consumption varies. The lower power mode generally requires higher delay for re-

covering, hence the power and performance trade-off.

15.2.2.3 Hybrid HDD Technology

Over the last several years, one of the most distinct changes in permanent stor-

age devices was the use of flash memory technology as an alternative solution for

achieving high performance and low power consumption at the same time. Now,

most embedded systems get equipped with this flash memory as a storage device,

and started to be adapted to the high-end server systems. However, due to its cost and

density, it cannot completely replace the conventional HDDs. However, several re-

search results showed that hybrid use of flash-based storage with HDDs can increase

the system performance as well as energy efficiency. There have been roughly two

approaches: component level hybrid solutions and system-level hybrid solutions.

The hybrid HDDs [21] which equips the NAND flash components in the HDDs be-

longs to the former category, while the hybrid storage system consisting of NAND

flash memory-based SSD (Solid State Disk) and conventional HDDs belongs to the

latter category. Since the latter category will be visited at the next section, this sec-

tion will detail the former category.

One of the most critical drawbacks of the previously described dynamic power

management in HDDs is that the delay of recovering from the power down state is

too damaging if the idle time estimation is not accurate. So several studies proposed
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the hybrid use of flash memory component with HDDs. Initial approaches integrated

the NAND flash memory component into the HDDs, called Hybrid HDD as shown

in Fig. 15.7 (a), and it is now commercially available. The embedded NAND flash

memory acts like as non-volatile cache. So the system can instantaneously read and

write the data even when the spindle has stopped, as a result the total spindle down

time is dramatically increased.

Another approach is to integrate the flash memory storage into the host system

rather than into the HDDs as shown in Fig. 15.7 (b) [30, 14]. Their basic motivation

is similar to the hybrid HDD technique, but support less latency than Hybrid HDDs.

ATA
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(a) Hybrid HDD (b) Flash cache in a host system
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H-HDD

ControllerMore spin-down
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(OneNAND)
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NAND
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Fig. 15.7 Hybrid use of flash memory and HDDs.

15.2.3 Emerging Memory Technologies

Although there have been many studies to reduce the energy consumption of the

main memory system mainly consisting of DRAMs, and the storage system mainly

consisting of HDDs and partially NAND flash memory, any fundamental solutions

for increasing the memory capacity have not been provided yet.

15.2.3.1 Storage Class Memory (SCM)

Recently, several types of new memory technologies have been introduced. Among

them, PCM (Phase Change Memory) which is based on the material’s phase changes

between the amorphous and crystallize, is emerging as one of the most attractive

solution for future memory systems because its scalability is better than DRAM. In

addition, PCM consumes less power than DRAM, especially for read operations and

during idle states [10]. There are other types of memory devices being developed

but we will mainly cover PCM.

IBM defines PCM and flash memory as SCM (Storage Class Memory) which

is a new class of data storage and memory devices [10]. Its ideal features are non

volatile, fast access time like a DRAM, low cost per bit more like disk, solid state

which means no moving parts. Fig. 15.8 (a) represents the characteristics of the

SCM devices in the view of performance and capacity. Since the SCM can be ef-

ficiently used in-between the memory device and the storage device, the SCM is
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(b) Future memory and storage system architecture
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expected to replace a large portion of memory and storage as shown in Fig. 15.8 (b).

In this case, SCM can also greatly contribute to reduce the overall system power

consumption because the SCM is a naturally low-power device, and does not re-

quire any significant power during idle state.

But there exist few limitations to completely replace the DRAM with PCM; low

write performance and limited endurance. Table 15.3 briefly compares the charac-

teristics of the PCM with conventional DRAM and other storage components.

Table 15.3 Memory and storage devices.

DRAM PCM NAND Flash

Minimum. R/W: 2KB ∼ 8KB

access unit
Word Word

Erase: 128KB ∼ 256KB

Performance R/W: 25 ∼ 30ns R:50ns / 300MB/s R: 25us / 40MB/s

(Delay /∼300MB/s W: ∼150ns/∼100MB/s W: 200us / 10MB/s

/ Throughput) E: 1.5ms / 250MB/s

Active 130∼175mA 10∼70mA 15mA
Power

Idle 35mA ∼1mA ∼1mA
(/chip)

P-down 6mA ∼0mA ∼0mA

Density 4Gb 1Gb 256 Gb

Scaldown limit ∼ 2x nm ∼ 5nm ∼ 1x nm

Endurance 1015 106∼8 105

As shown in the table, PCM’s write performance is relatively low, and this even

may result in higher write energy consumption, compared to the DRAM. Neverthe-

less, its other characteristics are still attractive for enhancing storage performance

and power consumption, and the weakness can be compensated by the hybrid use

of existing memory technologies.

15.2.3.2 PCM-Based Main Memory Architecture

Although it has been just a few years since the initial PCM technology was an-

nounced, there has been lots of work to exploit its various benefits. [16] and [35]

introduced PCM architectures as a DRAM alternative. They replaced the conven-

tional DRAM main memory system with PCMs, but added more features such as
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buffer reorganization, partial write, redundant bit-writes, row shifting and segment

swapping in order to compensate the low write performance and limited endurance.

Their experiments demonstrated that PCM-based main memory systems can reduce

the energy consumption of the memory system by almost 60% on average.

[24, 7] designed PCM-based main memory architectures with a use of small

DRAM as a cache and buffer. The large size of PCM memory is dedicated to com-

pensate the performance gap between the disk and main memory, and thus reducing

the number of page faults, while the small size DRAM memory is dedicated to com-

pensate the low write performance and endurance of PCM, using cache technology.

Compared to similar cost of DRAM-based main memory systems, they can reduce

the energy consumption in memory systems by around 30% to 50%.

Although the PCM has not matured as a technology yet and very limited versions

of commercial products (NOR flash interface compatible version) are available in

the market, DDR (Double Data Rate) and DDR2 interface supported versions are

expected to be announced in the near future. We expect that efficient use of this

PCM will contribute to reduce the energy consumption of the memory system as

well as the storage system significantly.

15.3 System-Level Approach for Energy Efficient Storage

This section is concerned with system-level approaches in green storage technolo-

gies. The previous section covered, at the component-level, power and energy con-

siderations of different storage technologies. Beyond component-level issues, there

are a number of techniques that can be used at the system level to optimize the power

consumption of storage in IT systems. A system is a collection of components that

can be controlled and managed and that can operate under different states or condi-

tions (Fig. 15.9). We are interested in storage systems, including memory and last

level storage (disks).

Observer Controller
Workload 

Information

Observations Commands

System

Power Manager

Fig. 15.9 System level power manager.

Clark and Yoder [4] have outlined a list of techniques for improving energy ef-

ficiency in data centers. The following summarizes some of those best practices

relevant to storage energy efficiency:

• Use appropriate RAID level

• Leverage storage virtualization

• Use data compression, data deduplication and file deduplication techniques
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• Use thin provisioning

• Use tiered storage (hierarchies of storage devices)

• Leverage solid state storage

At the system level, solutions for storage power management can be divided into

the following categories [11]:

• Hardware based solutions: they explore new hierarchies and combination of stor-

age components to reduce power consumption.

• Disk management solutions: these techniques control disk configuration and data

layout. [23, 27, 36].

• Caching and data movement solutions: they explores caching mechanisms that

allow a portion of the components of a storage system to remain idle for long

periods of time.

The remainder of this section details some system-level approaches to reduce

energy in storage systems and look at the effect on power performance of important

issues in reliability and performance of storage systems.

15.3.1 Dynamic Power Management

Dynamic Power Management (DPM) approaches are techniques that can dynam-

ically reconfigure a system to minimize the power consumption and stay within

acceptable performance (response time, I/O bandwidth, etc). Many modern storage

components can operate at different power modes. Disks and memory chips can op-

erate at different power modes, spin at different speeds; processors can operate at

different frequencies, etc. In the example of disks, they can operate under modes

such as: active (disk is servicing requests), idle(disk platters are spinning but not

servicing requests), standby (disk platters are not spinning) and possibly other op-

erating modes. These modes may vary depending on the manufacturer and the type

of application (embedded, servers, etc).

Systems and their components experience variations in their workload at runtime.

This non uniform load is one of the basis of the applicability of DPM. In addition,

DPM techniques repose on another premise that it is possible to predict, to a certain

degree, the variations in workloads [1]. An example of a simple DPM technique can

be to turn off a component (disk, display) of a laptop computer after a certain period

of inactivity.

DPM can be implemented in both hardware and/or software. Software offers

more flexibility. DPM is better handled when implemented in software at the OS

level because the OS is responsible for managing resources (memory, disks, IO

operations, etc). Benini et al. [1] note that the implementation of DPM is a hard-

ware/software co-design problem because of the need to interface the OS-based

power manager and the hardware resources.

We take the example of a single disk system power management system. Many

of the principles will translate to other storage components. The role of the dynamic

power manager is to timely transition the disk into power saving operating modes
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without adversely affecting performance. The DPM problem can be modeled as

state transition diagram as illustrated in Fig. 15.10. It is important to note that tran-

sitioning between modes comes at a cost in performance. When a disk is set to sleep

and a request arrives, the disk has to be spun up and then service the request, which

causes a loss of performance in terms of I/O latency. A key decision the power man-

ager has to make is to decide when to move the disk to low power modes. This

decision is based on the best guess of the power manager of when the next requests

will happen. Ideally, if we knew in advance all the requests to the disk, the power

manager can devise an optimal strategy that minimizes the power consumption un-

der certain tolerable loss (or none at all) of performance. In real systems, the DPM

has to guess based on the previous I/O request. This prediction is called idle time

predictions. Some DPM techniques use a fixed threshold and decide to spun down

the disk when no I/O request has occurred for longer than a time threshold. The fixed

time threshold method does not make use of the I/O request history. To make use of

the I/O request history, the threshold can be adapted and adjusted according to the

program behavior. In general, idle time prediction mechanisms can be categorized

in two approaches [1]: predictive techniques and stochastic control techniques.

STAND

BY
IDLE

ACTIVE

SpinDown
15Secs

4.15W

22.3 W 4.15 W

39 W

Fig. 15.10 Power modes and state transition diagram.

15.3.1.1 Predictive Techniques

Predictive techniques attempt to predict the idle period by exploiting the correlation

between the history of the workload and its future. The simplest predictive technique

is the fixed threshold method previously described also known as the fixed timeout.

Timeout methods always waste power when waiting for the time to expire and pay

a performance hit every time the disk wakes up. To address these issues, predictive

shutdown and predictive wakeup policies have been proposed.

Predictive shutdown policies take power management decisions as soon as the

idle period starts based on previously observed idle periods. In [1] the idle time is

predicted from previous active and idle time durations in the following way:

Tpred = Φ(T n
active,T

n−1
idle , ...,T n−k

active,T
n−k−1

idle ) (15.1)

Where Φ() is a non linear function. The system transitions to a low power mode as

soon as it become idle if Tpred is greater than a threshold.
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15.3.1.2 Stochastic Control Techniques

Predictive models have many limitations. They are based on a two-state system

model, they assume deterministic response and transition times, they require pa-

rameter tuning. To address these issues, stochastic control approaches have been

proposed. The stochastic control approach formulates policy optimization as an op-

timization problem under uncertainty. One class of stochastic methods uses Markov

processes [1]. The system and the workload are modeled as Markov chains. Within

this framework, it is possible to model the uncertainty in system power consump-

tion and response times, to model many power states, to compute power manage-

ment policies that are globally optimum and to explore tradeoffs between power and

performance.

15.3.1.3 DRPM (Dynamic RPM)

Many disk power management use few power modes and often the choice is be-

tween stopping the disk rotation completely and keeping it rotating at a constant

speed. Such methods pose problems when the idle times between disk requests is

not long enough or less predictable or when we cannot afford the latency overhead

(as can be the case in servers). To address this problem, Gurumurthi et al. [12] have

proposed to adjust the rotational speeds of disks. They proposed a method called

DRPM to modulate disk speed dynamically, and as a consequence adjust their power

consumptions.

15.3.1.4 Main Memory Energy Reduction

While many of the techniques previously described also apply to dynamic power

management of memory devices, there are specific power management techniques

to the main memory. Dinis et al. [8] study dynamic power management methods for

main memories of a stand-alone computer. They proposed and evaluated four DPM

methods (Knapsack, LRU-Greedy, LRU-Smooth and LRU-Ordered) that dynami-

cally adjust the power states of the memory devices depending on the load. They

cast the DPM with a maximum power budget as a Multi-Choice Knapsack prob-

lem (MCKP) where the power budget represents the capacity, each memory device

and power state represent an object, the power consumption represents the weights

of objects and the overhead of transitioning from a power state to another repre-

sents the objects’ cost. The goal is to pick a power state for each memory device

to minimize potential performance degradation while staying under the power bud-

get. MCKP is a NP-hard problem, but for small number of memory devices, a brute

force solution is feasible. However, when the number of memory devices increases,

approximate solutions are necessary. Diniz et al. propose thee such solutions (LRU-

Greedy, LRU-Smooth and LRU-Ordered). See [8] for more details.

In data servers, memory accesses generated by network and disk DMAs (Direct

Memory Access) are dominant [22]. Building from the specificity of DMA memory

accesses, Pandey et al. [22] propose two performance-directed DMA-aware memory

energy management techniques: One that temporally aligns DMA operations from
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different I/O buses to the same memory device to sequence these operations in lock-

step and a second technique that lays pages in memory based on their logarithmic

popularity curve in order to align DMA transfers.

15.3.2 Disk Arrays and Large Scale Storage Systems

Large scale server systems have particular characteristics in terms of their storage

requirements, their workloads and their need for performance as noted by Ganesh

et al. [11]. Server systems have short idle periods. This makes dynamic power man-

agement techniques that rely on long idle periods less effective unlike in devices

like laptops. Gurumurthi et al. [12] have also shown that idle periods are harder to

predict because of the low correlation between consecutive idle period durations. In

addition server systems have higher performance constraints in general because they

must abide by service level agreements to guarantee a certain quality of service.

To increase I/O performance, disk arrays have been proposed and are generally

used in high performance storage systems. The data is stripped across many disks

and the high throughput is achieved through parallel I/O access to many disks. The

use of disk arrays is not a power conserving method. Disk arrays are a solution to the

I/O bottleneck caused by the large and increasing gap between processor speed and

disk bandwidth. To address the reliability problem caused by using multiple disks,

many large scale storage systems rely on RAID (Redundant Array of Independent

Disks). All those methods to increase I/O throughput and reliability come at an

additional power consumption cost.

Several studies have been done in addressing the power consumption of large-

scale storage systems [5]. The proposed methods revolved around improving en-

ergy efficiency of RAID systems, power efficient data movement and placement,

and caching mechanisms. In the following sections, we will detail some of those

approaches.

15.3.2.1 Caching and Efficient Data Movement

Massive Arrays of Idle Disks (MAID) [5] was used by Colarelli et al. as an alterna-

tive to tape backup drives. The main idea is to use a small number of cache disks

next to the MAID disks. The small portion of the data that will be accessed at a time

in the archives is copied in the cache disks and the other MAID disks can operate at

lower power modes or shut down because they will be less solicited. The shutdown

disks will be powered up only when a cache miss occurs. LRU can be used as a

replacement policy for the caches. MAID is particularly suitable for Write Once,

Read Occasionally (WORO) applications.

Along the same lines as MAID, Pinheiro and Bianchini [23] proposed an energy

conservation technique for disk-array network servers termed Popular Data Con-

centration (PDC). PDC dynamically moves the most frequently accessed disk data

to a subset of the disks. The goal is to skew the load toward few disks so that the

remaining ones can be set to low power consumption states. PDC is built for Web

server workload that have the tendency to solicit a small number of files.
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Son et al. [27] proposed a new data layout mechanism with the purpose of in-

creasing disk idle times significantly in order to enable more effective energy man-

agement. Their method analyzes array access patterns through trace profiling and

determines the number of disks to use, the start disk for stripping the data, the strip

unit and how the data is stripped.

An important issue in cache storage is the replacement policy. Zhu et al [37]

looked at the effect of cache storage management on energy consumption and pro-

posed several cache replacement algorithms using dynamic programming to mini-

mize the disk energy consumption.

On a different work, Zhu et al. [36] proposed Hybernator, a disk energy manage-

ment solution combining dynamic power management (that leverages multispeed

disk drives and adapts the speed based on the workload), a data migration scheme

called randomized shuffling and a multi-tier data layout where each tier corresponds

to a set of disks operating at the same speed.

Data Prefetching has also been used as a form of data movement method to

improve storage energy consumption. Son and Kandemir [28] proposed a compiler-

directed energy-aware data prefetching schemes for scientific applications that

process data residing in disks. Their proposed scheme sets the data stripping

parameters, the prefetch distance and the disk speeds in a unified setting.

15.3.2.2 Enhancing the Power Efficiency of RAID

Many high performance storage systems rely on RAID for reliability and perfor-

mance. However RAID systems have a high power consumption because conven-

tional RAID balances the distribution of data across disks and causes all the disks to

be active independently of the load. Gurumurthi et al. [13] performed an analysis of

power performance implications of RAID on transaction processing workloads. One

of their main conclusions is the fact that idle periods are generally low and difficult

to exploit for power management. This observation has influenced many approaches

that attempt to reduce the power consumption of RAID either by caching [20, 17]

or efficient data stripping [32].

Weddle et al. [32] introduced power-aware RAID (PARAID), a skewed stripping

pattern that allows RAID disks to use enough disks to meet the load. The number of

powered disks can be varied based on the load to meet performance constraints.

Lee et al. [17] used a caching mechanism. They use an SSD as a large cache to

alleviate the RAID disks and increase their idle periods. When a read to the RAID

happens, the data is copied to the SSD and subsequent reads are serviced by the

SSD. Writes are buffered in the SSD and copied to the RAID disks at longer time

intervals.

Otoo et al. [20] proposed a dynamic block exchange algorithm for reducing the

energy consumption of disk arrays configured as RAID-5. They use a queuing model

and the observed workload to re-distribute the load (exchanging data block) among

RAID groups so that the most frequently accessed data will reside in few RAID

groups. A RAID group being a collection of disks organized in RAID fashion.
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15.3.3 Virtualization

Virtualization has grown popular in many computing platforms. Virtualization pro-

vides increased efficiency and manageability, security isolation, better accessibility,

etc. However, virtualization poses new challenges to power management in general

and to I/O power management in particular. This is because of the additional layer

(the Virtual Machine Monitor) between the operating system and the hardware. Sev-

eral works have been done that attempt to bridge this gap and propose mechanisms

to interface the workload behaviors of applications running on the virtual machines

(VM) and the host operating systems (OS) power management layer [3, 29, 33].

Tian and Dong [29] analyzed how I/O virtualization challenges impact energy

efficiency. They propose a power-aware I/O virtualization architecture called PAIOV

to reunite VM workloads to the host power management framework. They validate

their approach on a portable device and show reduced virtualization overhead and

extended battery life.

Ye et al. [33] explored the disk I/O activities between Virtual Machine Monitor

(VMM) and VMs to understand the I/O behavior of the VM system. They propose

mechanisms to address the isolation between VMM and VMs. Their methods in-

crease the burstness of hard disk accesses for better energy management of hard

disks.

Chen et al. [3] proposed ClientVisor, a solution that leverages Commercial-Off-

The-Shelf (COTS) OS functionalities for power management in virtualized desktop

environment.

15.3.4 Compression, Deduplication

A number of techniques to reducing the energy consumption of storage systems at-

tempt to do so by reducing the size footprint of the data to be stored. Such techniques

include data compression and deduplication [4]. Data compression techniques com-

press the data at the bit level to minimize the amount of data to be stored. Data

deduplication on the other hand, works at the data block level, and tries to avoid du-

plication. It is common to have duplicate identical blocks when copies of identical

files or minor alterations of a file copy are present. In data deduplication, redundant

data blocks are identified and referenced to a single data block. Both compression

and deduplication introduce a layer of additional processing. At every write, the

data should be compressed and at every read, the data should be decompressed. File

deduplication operates with the same principle as data deduplication but at the file

system level.

15.4 Challenges and Opportunities

The ever-growing storage requirements of large-scale scientific and multimedia

applications have led industry and research communities to make substantial in-

vestments in procuring energy-conserving high-performance computing platforms
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based on high end storage farms and embedded systems. Digital data is growing

at an astounding rate of 30% per year, rendering it almost impossible for a single

storage platform to keep up. This evolution of storage hierarchy results in increased

management costs and complexity, and thus data storage management is a growing

concern from a green computing perspective. Rich Internet and Media (RIM) appli-

cations including Augmented Reality (AR), immersive communications, and per-

sonalization services lead to tremendous unstructured files that require new, more

scalable and energy-effective solutions.

Even with the increasingly powerful technology, system resources are failing to

keep up with what these modern applications (Big Data) demand, driving the need

for larger data retention capacity and processing cost, which in turn drives energy

consumption and cooling demands. Industry aggressively moves forward innova-

tions on energy-aware fast compression/decompression, storage virtualization and

high capacity green storage for enterprise market, beyond expandability, coopera-

tive access control and availability. It may require forward thinking architectural

solution.

HDD have been the primary storage media for large-scale file system for the last

few decades. With advancements in the semiconductor technology, NAND flash

memory based SSD has been widely used and evolving into SCM. SSD offers sev-

eral advantages over HDD such as lower access latency, higher resilient to external

shock and vibration and lack of noise, lower power consumption which results in

lower operating temperatures. Further, recent reductions in cost (in terms of dollar

per GB) accelerated the adoption of SSDs in a wide range of application areas from

mobile and embedded systems to enterprise-scale storage systems. Flash technol-

ogy is one promising storage media for various platforms, and hybrid approaches

are widely explored in combining flash for persistency, high capacity, and low cost

with DDR/RAM for performance. Further, introducing emerging memory devices

such as PCM and STT-RAM has paradigm-shifting implications for new memory-

hierarchies from both business and technological viewpoints. Technically speaking,

PCM brings in several desirable properties [18], [25]. For example, first, its read

performance will match that of SDRAM while achieving significantly low opera-

tional power. Second, its non-volatility will enable on-board storage for fast sleep

and resume actions. Furthermore, PCM devices (banks) that store currently unused

memory pages can be opportunistically powered off for low energy consumption.

Third, PCM is projected to scale nicely in future technology generations, achieving

high cost-effectiveness. Lastly, PCM devices are more robust than DRAM against

soft errors. To use PCM, however, there are several challenges, including relatively

slow performance (especially write) and finite write endurance. To manage the hy-

brid storage organization, we should address various HW/SW solutions, considering

storage configurations, the quantity and speed of tiered-access I/O connectivity, the

types and speeds of the processors, or even the amount of cache memory that deter-

mines performance.

Power consumption is a major concern in the design of modern systems and data

centers. As with green storage systems, most of the recent research has focused

on dynamic and intelligent power management system as a smart way to optimize
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and manage power. In the intelligent power management, main memory and stor-

age have become a significant issue, contributing to as much as 40-50% of total

consumption on modern server systems. Scalable and flexible clustered file server

and storage systems require energy-efficient hybrid SCM, leveraging the inherent

processing capabilities of constantly improving underlying hardware platforms.
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Chapter 16 
Sustainable Science in the Green Cloud via 
Environmentally Opportunistic Computing 

In-Saeng Suh and Paul R. Brenner* 

Abstract. The energy consumed by data centers is growing every year. Significant 
energy and cost savings are possible through modest gains in efficiency. These  
leverage solutions for both economical gains and improvement of their environ-
mental footprint. One solution is Environmentally Opportunistic Computing 
(EOC), which is a sustainable computing concept that capitalizes on the physical 
and temporal mobility of modern computer processes and enables distributed 
computing hardware to be integrated into a facility to optimize the consumption of 
computational waste heat. In this work, we will review the EOC methodologies as 
applied in the Green Cloud (GC) framework, and describe application of the EOC 
concepts to the local and global grid infrastructures. 

16.1   Introduction 

Data centers are vital components in nearly every sector of the economy and de-

liver critical information technology services, including data storage, communica-

tions, and internet accessibility. The 2007 United States Environmental Protection 

Agency reported that data centers use a significant amount of energy, accounting 

for 1.5% of total U.S. electricity consumption at a cost of $4.5 billion annually [1]. 

The energy consumed by data centers is growing every year and expected to al-

most double over the next five years. Significant energy and cost savings are poss-

ible through modest gains in efficiency. These leverage solutions for both eco-

nomical gains and improvement of their environmental footprint. One solution of 

this problem is Environmentally Opportunistic Computing (EOC) [2,3,4], which is 

a sustainable computing concept that capitalizes on the physical and temporal mo-

bility of modern computer processes and enables distributed computing hardware 

to be integrated into facility infrastructures to optimize the consumption of com-

putational waste heat.  
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The first implementation of EOC prototype at Notre Dame is the Green Cloud 
[2,3,4], a bridge between traditional data center and containerized data center, lo-
cated at the City of South Bend Botanical Conservatory and Greenhouse. Much 
like a ground-source geothermal system, EOC performs as a “system-source” 
thermal system, with the capability to create heat where it is locally required, to 
utilize energy when and where it is least expensive, and to minimize a building’s 
overall energy consumption. Instead of expanding active mechanical systems to 
contend with thermal demands, the EOC concept utilizes existing high perfor-
mance computing and information communications technology coupled with  
system controls to enable energy hungry, heat producing data systems to become 
service providers to a building while concurrently utilizing aspects of a building’s 
HVAC infrastructure to cool the machines.  

Relating with the “system-source” thermal system, one of the important factors 
is a consistent computing job supply. In order to realize this in a production level, 
we propose to integrate the Green Cloud running as part of the Notre Dame Con-
dor pool with the Open Science Grid (OSG), specifically, the Notre Dame CMS 
Tier 3 site which is connected with the Worldwide LHC Computing Grid (WLCG) 
through the Northwest Indiana Computational grid (NWICG). 

In this work, we will first introduce the EOC methodologies implemented in the 
Green Cloud framework. In the EOC section we provide operational details, com-
puting job control system through Condor, and thermal control concept. In the In-
tegration with the Open Science Grid we introduce the OSG and NWICG and then 
describe the integration of the Green Cloud with the OSG and WLCG. Finally we 
conclude with a summary of the practical utility of our prototype and related work 
with the Green Cloud linked to the national cyberinfrastructure.  

16.2   Environmentally Opportunistic Computing 

Environmentally Opportunistic Computing recognizes that increased efficiency in 
computational systems must be realized beyond systems-side advancement, and 
that the aggressive growth of users – and the demand capability of those users – 
must necessarily be met with new, integrated design paradigms that look beyond 
optimization of the traditional, single facility data center. EOC integrates distri-
buted computing hardware with existing facilities to create heat where it is already 
needed, to exploit cooling where it is already available, to utilize energy when and 
where it is least expensive, and to minimize the overall energy consumption of an 
organization. The EOC research focuses on the developing models, methods of 
delivery, and building/system design integrations that reach beyond current waste 
heat utilization applications and minimum energy standards to optimize the con-
sumption of computational waste heat in the built environment. What must happen 
in order to push existing computation waste heat reclamation forward to be trans-
formative is the development of a systematic method for assessing, balancing, and 
effectively integrating various interrelated “market” forces (see reference [3])  
related to the generation and efficient consumption of computer waste heat.  
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The efficient consumption of computer waste heat must be closely coordinated 
with building HVAC systems. A sensor-control relationship must be established 
between the GC systems. The controls network must mediate not only the dynam-
ic relationship between source and target but also the variation in source and target 
interaction due to governing outside factors such as seasonal variations. In the 
colder winter months the computational heat source can provide necessary thermal 
energy whereas the relationship inverts during the hot summer months when the 
facility can provide reasonably cool exhaust/make-up to the computational  
components. 

16.2.1   EOC Prototype 

As the first field application of EOC, the University of Notre Dame Center for Re-
search Computing (CRC), the City of South Bend, Indiana, and the South Bend 
Botanical Society have collaborated on a prototype building-integrated distributed 
data center at the South Bend Botanical Garden and Greenhouse (BGG) called the 
Green Cloud (GC) Project [2], which evolved from the Grid Heating framework 
[5,6]. The Green Cloud prototype is a container that houses CRC high perfor-
mance computing (HPC) servers and is located immediately adjacent to the BGG 
facility, where it is ducted into one of the BGG public conservatories. The GC 
hardware facilities are fully integrated into the Notre Dame Condor pool and are 
currently able to run typical campus-level research computing loads. The heat 
generated from the HPC hardware is exhausted into the BGG public conservatory, 
with the goal to offset wintertime heating requirements and reduce BGG annual 
expenditures on heating. In 2006, the BGG spent nearly $45,000 on heating during 
the months of from January to March, alone. With implementation of the EOC GC 
prototype, there was about 5% energy saving effect and this should be able to 
reach to about 15% with improved design [3].  

As shown in Figure 16.1, the EOC prototype is a container that houses 100 
servers. The container was custom manufactured and each entry way is heavily 
secured for the security of the HPC equipment. During moderate-temperature 
months, external air (~50 °F/10 °C) is introduced into the container through a sin-
gle louver, heated by the HPC hardware, and expelled into the BGG conservatory. 
Conversely, during cold-temperature months, when external air is too cold (< 50 
°F/10 °C) to appreciably heat for benefit to the conservatory, a return vent has 
been ducted to the conservatory to draw air directly from the conservatory into the 
container, heat it from the HPC hardware, and then return it directly into the con-
servatory. Air is driven by a set of three axial fans through two ducts into the 
BGG. For operation during summer months, when the conservatory does not re-
quire additional heating, the ductwork is disconnected and the container uses free 
air cooling for the HPC hardware (see reference [3] for details).     
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Fig. 16.1 (a) Layout of prototype EOC GC container integrated into BGG facility (left) and 
(b) Photograph of EOC GC prototype at the BGG conservatory. 

16.2.2   Intelligent EOC 

One of the big challenges in the development of the GC prototype is heat man-
agement. To address this problem, a suite of temperature management scripts (the 
thermal manager) was developed and designed to both efficiently run jobs on the 
servers as well as regulate the overall temperature of the hardware and the EOC 
container itself. The thermal measurement systems monitor various local tempera-
tures throughout the GC container as well as the server temperature and server 
loads. The thermal manager also measures the overall temperatures and updates 
configurations of the machines in the GC pool. The technical details of thermal 
sensor-control management framework are described in [2,3,4]. In order to man-
age the computing job workload, all machines are additionally managed by an en-
vironmentally-aware GC Manager (GCM) control system [3] which is written in 
Python and provides rule-based control of the servers running in the Green Cloud. 
The GCM maintains each machine within its safe operating temperature and there-
fore maximizing temperature of the hot-isle air that is used for the greenhouse 
heating.  

The GCM interfaces both Condor and xCAT (extreme Cloud Administration 
Toolkit) [7]. The Condor component manages all of the scientific workload  
management: deploying jobs on the servers, evicting jobs from machines, and 
monitoring the work state in the GC pool. The xCAT component handles the 
hardware’s built-in service processors: power state control and measurements in-
take, memory, CPU temperature, fan speed, and voltages. Therefore, once com-
pute-intensive jobs flow through a workflow mechanism into the EOC Green 
Cloud pool, the GCM dynamically manages the computing jobs and controls  
temperature of the Green Cloud.  

An important issue is to ensure consistent job supply into the GC pool to  
provide the system-source thermal resource in a productive computation level dur-
ing the cold season (from November to March). Currently, the Notre Dame  
Condor pool has been integrated to supply campus-scale research jobs. In order to 
improve reliability of the GC system, integration with larger-scale computing  
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infrastructures is necessary. Therefore, in order to resolve this problem, we  
propose to expand GC to the local (NWICG) and global (OSG/WLCG) grid infra-
structure. 

16.3   Integration with OSG and NWICG 

The Open Science Grid [8] is a distributed computing infrastructure for large-scale 
scientific research, built and operated by a consortium of universities, national  
laboratories, scientific collaborations, and software developers. The OSG Consor-
tium's unique community alliance brings petascale computing and storage re-
sources into a uniform grid computing environment. Researchers from many 
fields, including astrophysics, bioinformatics, computer science, medical imaging, 
nanotechnology and physics, use the OSG infrastructure to advance their research 
[9]. The OSG capabilities are also being driven by the needs of large scientific 
collaborations, such as ATLAS and CMS particle physics experiments at LHC 
[10] and LIGO [11], a facility dedicated to the detection of cosmic gravitational 
waves.  

The NWICG [12] builds a cyberinfrastructure that supports the solution of 
breakthrough level problems, and enables continuing world-class advances in the 
underlying technologies of high performance computing. As a regional grid, 
NWICG is architected around the OSG. Recently the NWICG at Notre Dame has 
tied with the CMS WLCG through building the Notre Dame CMS Tier 3 site, be-
coming a science gateway for national infrastructures such as TeraGrid and OSG. 

 

Fig. 16.2 Total number of running jobs at NWICG_NotreDame from various OSG VOs 
during 2010-2011 winter season. 

As an example, Figure 16.2 shows the total number of running jobs at the 
NWICG_NotreDame site from various virtual organizations in the OSG during a 
period from Oct. 2010 to Mar. 2011.  

As Figure 16.2 shows, consistent numbers of jobs are submitted from OSG 
VOs and running on the NWICG resources. Therefore, in order to keep supplying 
productive research computing jobs to the GC, we can integrate the GC with the 
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local (NWICG) and global (OSG/WLCG) grid infrastructures as shown in  
Figure 16.3. As a testbed model, we propose to link a portion of the NWICG 
hardware into the Notre Dame Condor pool. This is denoted with a solid arrow 
line from NWICG to ND Condor. The dashed line denotes a redundant direct 
workflow model from NWICG to EOC Green Cloud.  

To realize the constant stream of grid computing jobs between the grid infra-
structure and the EOC Green Cloud, we need to develop and deploy campus grid 
technology. One model is the glidein-based Workflow Management System (gli-
deinWMS) which is a general purpose workload management system (WMS)  
developed by US CMS and works on top of Condor. Details of the glideinWMS 
architecture and workflow mechanism are described in [13]. Through the gli-
deinWMS technology, the local campus Condor pool can be integrated seamlessly 
with the global grid infrastructure. Therefore, grid jobs submitted from the global 
grid infrastructure are dynamically collected and submitted into the EOC Green 
Cloud through the glideinWMS Frontend. Once the jobs enter through the gli-
deinWMS into the Green Cloud, the GCM in the EOC Green Cloud controls the 
job scheduling as described in Section 16.2.2. 

 
 

 
Fig. 16.3 A diagram depicting the EOC Green Cloud, campus, and global grid infrastruc-
ture integration. 

We now are actively working on integration challenges, such as software stack 
locality, credentials, large-scale data locality, and network bandwidth, etc. of  
integrating the Notre Dame Tier 3 infrastructure with the campus condor grid. 

NWICG Condor 
ND Condor 

Campus 

 EOC Green Cloud 

glideinWMS

 OSG/WLCG 
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16.4   Summary 

In this work we have reviewed the basic structure of Environmentally Opportunistic 
Computing and the Green Cloud which is integrated with a City of South Bend 
greenhouse. Alongside growing utilization of cloud computing and virtualization, 
EOC could realize environmental and economic benefits to improve the sustainabili-
ty of IT infrastructure. If computational waste heat can be recaptured, recirculated, 
and free cooling encouraged by explicit regulation, we may see an accelerated shift 
in the way that data centers are designed, driven by both economic and environmen-
tal conservation factors. The Green Cloud is a sustainable computing technology 
that works in conjunction with existing efficiency of IT resources at the application, 
operating system and hardware levels. In addition, we have introduced NWICG and 
OSG and provided an integration model of the Green Cloud with the grid infrastruc-
ture. In order to improve the reliability of the GC system, integration with larger-
scale computing infrastructures is beneficial. 
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Chapter 17 

Smart Grid 

George W. Arnold* 

Abstract. The basic architecture of the electric grid has not changed much since 
its development over 100 years ago:  it is designed to move power from 
controllable centrally-generated sources through a transmission and distribution 
network to end users, supplying power needed to satisfy demand.  About 68% of 
the world’s power is generated from combustion of fossil fuels, and is a major 
source of CO2 emissions.  Additionally, the need to provide enough generation 
capacity to meet relatively short intervals of peak demand results in a very 
inefficient system.  The “Smart Grid” refers to a modernized electric grid that is 
capable of supporting a high proportion of “uncontrollable” variable renewable 
carbon-free sources such as wind and solar, achieving greater system efficiency 
through simultaneous management of demand as well as generation, and greater 
reliability through extensive use of sensors and automation.  The Smart Grid also 
promises further environmental benefits by supporting growing use of electric 
vehicles that can be charged using idle capacity in the grid.  The application of 
information and communications technology is critical to the operation of the 
Smart Grid, which will operate much more dynamically than the present electrical 
system.  The chapter will discuss the motivation, goals and benefits of the Smart 
Grid; its conceptual architecture and key enabling technologies; the critical role of 
standards to ensure interoperability of devices and systems that make up the grid; 
and discuss the status of its development in different parts of the world. 

17.1   Introduction 

Modern life would not be possible without reliable, affordable and universally 

available electric power. Studies have shown a strong correlation between 

electricity consumption and socio-economic indicators such as life expectancy, 

education, and GDP per capita[1].  It is not surprising, therefore, that in citing the 

greatest engineering achievements of the 20th century, the National Academy of 
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Engineering ranked the electric grid as the number one achievement, ahead of 

other marvels such as the automobile, airplane, telephony, and the internet. The 

quality of electric service has become increasingly important as we become more 

and more dependent on the pervasive application of microprocessors, electronics 

and software. 
The electric grid dates back to 1882.  In that year, Thomas Edison established 

the first investor-owned utility, the Edison Illuminating Company, and switched 
on the first 110V DC electric distribution station serving 59 customers on Pearl 
Street in New York City.  In the ensuing century electricity became ubiquitous and 
affordable, powering the U.S., indeed the world’s economic growth. As 
remarkable as it is, it is even more remarkable that the basic architecture of the 
modern electric grid is in many respects the same as it was a century ago.  The 
grid has had many innovations and improvements over the years, but the 
fundamental architecture has not changed. The grid is designed to move electricity 
generated at large, primarily fossil-fueled centralized generating stations through a 
one-way transmission and distribution network to consuming devices that have no 
information about the cost of electricity or whether the grid is overloaded. This is 
in contrast to other infrastructures, such as telecommunications networks, that 
have undergone radical transformation in the last twenty years.  Modernization of 
the aging electrical infrastructure has become a priority for many countries around 
the world.  

17.2   Characteristics of the Present Electric Grid and the Need 

for Modernization 

17.2.1   Greenhouse Gas Emissions  

Generation of electricity is a significant cause of greenhouse gas emissions that 
contribute to global warming.  Globally, 68% of electricity is generated from 
fossil fuels, mainly coal and natural gas[2] (for the United States, this proportion 
is 72%[3]). In the United States, electric power generation accounts for about 40 
percent of human-caused emissions of carbon dioxide, the primary greenhouse 
gas[4]. The need to reduce carbon emissions has become an urgent global priority 
to mitigate climate change. If the existing power grid were just 5 percent more 
efficient, the resultant energy savings would be equivalent to permanently 
eliminating the fuel consumption and greenhouse gas emissions from 53 million 
cars[5]. Reducing the production of carbon in electricity generation will require a 
variety of clean or cleaner energy sources, including coal with carbon capture and 
sequestration, natural gas, nuclear, hydro, geothermal, biomass, and increased use 
of wind and solar.  While still a small proportion of the overall portfolio, the 
penetration of wind and solar generation is increasing rapidly. Unlike 
conventional sources of energy, wind and solar are intermittent and cannot be  
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controlled.  As the proportion of these sources increases, new technologies and 
more dynamic controls need to be introduced into the grid to maintain reliable 
operation. 

17.2.2   Aging Infrastructure 

The electric grid in developed countries is also aging and equipment and facilities 
are nearing the end of their useful lives. In the U.S. about half of electricity is 
generated from coal [3], and half of these generating plants are more than 40 years 
old.  They will need to be retired and replaced or modernized.  The Brattle Group 
has estimated that the investment required in replacement or new generation is 
about $560 billion by 2030[6].  The overall investment in grid modernization and 
expansion, including transmission, distribution and generation is expected to be 
$1.5 to $2 trillion by 2030 in the U.S.  The International Energy Agency estimates 
that globally, $13 trillion will be invested in the world’s electric grids by 2030.  
Finding ways to make the grid more efficient could reduce the amount of 
investment that will be needed.  For example, if greater efficiency in the 
transmission and distribution system and in end use could reduce the need for 
generation capacity by even a few percent, tens of billions of dollars could be 
saved. 

17.2.3   Inefficiency 

There are several sources of inefficiency in today’s grid.  Because the demand for 
electricity varies considerably according to time of day and season, sufficient 
generating capacity must be provided to handle peak periods that occur 
infrequently, for example on hot summer afternoons in areas where air 
conditioning represents a significant load.  Less than half of the generation 
capacity in the U.S. comes from power plants designed to run all the time to meet 
demand.  The rest – which are much more costly to operate - are in reserve to 
supply electricity during periods of high demand.   It is estimated that capacity to 
meet demand during the top 100 hours in the year account for 10 to 20 percent of 
electricity costs [7].  If some of that demand could be shifted in time to non-peak 
periods, significant cost savings could be achieved.   

Another source of inefficiency is waste in electricity consumption. Customers 
receive limited information about their own energy use that is helpful in 
monitoring and reducing their energy consumption. In most cases that information 
is limited to monthly usage readings. Electricity is consumed by three categories 
of users: residential, commercial (e.g. office buildings), and industrial (e.g. 
factories).  Each category accounts for roughly one-third of overall consumption 
[3]. Automation and information technology have been employed for many years 
to increase efficiency or curtail load when necessary in commercial and industrial 
environments.  However, there has been little attention placed on residential 
environments. There exist demand response programs that allow utilities, by 
agreement with customers, to control devices such as thermostats, pool pumps or 
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hot water heaters during periods of peak demand, however these programs are not 
widely used and there are many additional opportunities to increase efficiency that 
have not yet been exploited.   

A third source of inefficiency is a result of the limited situational awareness in 
today’s grid.  For example, most distribution grids lack sensors that provide 
utilities with real-time measurement of the actual voltages delivered to customers, 
so systems must be operated based on estimates of losses along the line.  As a 
result utilities often supply higher voltage than necessary and energy is wasted. 
Deployment of automated sensors and controls that permit dynamic optimization 
of voltage levels and reactive power may permit reduction of voltage levels by a 
few percent and reduced power consumption [8].  

17.2.4   Substituting Electricity for Oil in Transportation 

While the preceding discussion focused on opportunities to reduce electricity 
generation and consumption, electrification of transportation presents an 
opportunity to achieve environmental benefits through increased use of electricity. 
Many nations that rely heavily on imported oil are concerned about the security of 
their energy supply. While oil represents less than 2% of the fuel used to generate 
electricity in the U.S. [3], transportation is heavily dependent on oil. Substituting 
“green” electricity for oil to provide heating and to power transportation has a 
double benefit by reducing carbon emissions while also increasing the security of 
energy supply. 

17.2.5   Reliability 

Improving the reliability of the electric system is an important priority. In the U.S. 
for example, distribution outages exceed two hours per year per customer [9]. 
These outages are estimated to cost the U.S. economy about $80 billion annually 
[10].  Significant improvement is possible – for example in Japan, power outages 
at the distribution level average only about 16 minutes per year per customer [11]. 
Lack of wide-area situational awareness in the transmission grid has resulted, on 
occasion, in large-scale cascading failures. Advanced sensors called 
synchrophasors that can provide remote real-time measurement of the condition of 
transmission facilities are just starting to be widely deployed.  

17.3   Vision of the Future Smart Grid – Goals and Benefits 

The development of the smart grid is intended to accomplish the following goals:  

• Increase the efficiency and cost effectiveness of producing and delivering 
electricity  
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• Provide consumers with electronically-available information and 
automated tools to help them make more informed decisions about their 
energy consumption and control their costs 

• Help reduce production of greenhouse gas emissions in generating 
electricity by permitting greater use of renewable sources 

• Improve the reliability of service 

• Prepare the grid to support a growing fleet of electric vehicles in order to 
reduce dependence on oil.   

As discussed earlier, if usage during the peak hours could be shifted to non-
peak periods or otherwise curtailed (a capability referred to as demand response), 
some of the infrequently used generation capacity could be saved. The U.S. 
Federal Energy Regulatory Commission estimates the potential for peak electricity 
demand reductions to be equivalent to up to 20 percent of national peak demand—
enough to eliminate the need to operate hundreds of back-up power plants [12]. 
Demand response can be implemented either through direct load control by the 
utility, or indirectly through market forces with dynamic or time-of-use pricing of 
electricity. 

The concept is very similar to peak/off-peak pricing plans and flow control 
protocols that have historically been used to smooth demand in 
telecommunications networks. Dynamic pricing can take many different forms, 
ranging from simple schemes such as scheduled time-of-use pricing, to schemes 
that set higher prices only during critical peak periods, to real-time interval pricing 
based on wholesale market rates. Evaluating which schemes are most effective is 
an important area of experimentation and research.  Some pilot programs have 
demonstrated that well-designed schemes can achieve reductions in peak energy 
use and customer savings across all income levels and are well-received by 
customers [13]. 

Presently customers have little information available to understand or manage 
their energy use. An advanced metering infrastructure (AMI), a key element of the 
smart grid, will allow near real-time measurement of customer energy use.  The 
smart grid will also provide customers with information management capabilities 
that permit smart appliances and energy management systems to minimize energy 
use and shift demand to less costly non-peak periods, saving money. 

The smart grid will introduce new technologies and operating principles needed 
to support increasing use of intermittent renewable energy as part of a clean 
energy generation portfolio.  In the U.S., most states have set goals for the fraction 
of electricity to be generated from renewable sources. California, for example, has 
a goal to achieve 33 percent by 2020 [14].  Solar and wind represent abundant 
sources of clean, renewable energy.   However, unlike traditional energy sources, 
solar and wind are variable and intermittent. Integrating solar and wind into the 
grid presents a new challenge as the penetration increases because of the need to 
continually balance load with a varying and less predictable supply. Energy 
storage technologies that can buffer varying supply will become an important 
element of the smart grid.  While some solar and wind generation will be deployed 
in centralized, large-scale “farms”, a growing proportion of renewable generation 
will be distributed locally, for example solar rooftop panels. Some communities 
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will function as “micro- grids” capable of generating, at times, enough power to 
satisfy their own needs, or selling excess power back into the grid at other times, 
or buying power from the grid at other times. The smart grid will have to support 
much more distributed power generation and two-way flow of electricity.  

The smart grid will increase reliability through the deployment of sensors that 
provide real-time situational awareness and controls that can reconfigure parts of 
the grid when failures occur. Phasor Measurement Units (PMUs), now being 
widely deployed in the U.S. transmission grid, will allow earlier detection of and 
response to anomalies and make widespread cascading failures less likely.  
Sensors in the grid could also, for example, detect when a transformer is 
deteriorating and allow replacement before a failure occurs. Remotely operated 
reclosers and sectionalizers can speed service restoration following a failure. 

Over the long term, the electrification of the transportation system has the 
potential to yield huge energy savings and other important benefits. Estimates of 
associated potential benefits include: 

• Displacement of about half of U.S. net oil imports 

• Reduction in U.S. carbon dioxide emissions by about 25 percent 

• Reductions in emissions of urban air pollutants of 40 percent to 90 
percent. 

A U.S. Department of Energy study found that the idle capacity of today’s 
electric power grid could supply 70 percent of the energy needs of today’s cars 
and light trucks without adding to generation or transmission capacity—if the 
vehicles charged during off- peak times [15]. The smart grid will provide 
capabilities to monitor and manage the charging of electric vehicles to avoid 
overloading the grid and minimize cost for consumers. 

17.4   Conceptual Architecture and Key Enabling Technologies 

While definitions and terminology vary somewhat, all notions of an advanced 
power grid for the 21st century hinge on the integration of advanced information 
technology, digital communications, sensing, measurement and control into the 
power system. The smart grid evolves the architecture of the legacy grid which 
can be characterized as providing a one-way flow of centrally-generated power to 
end users into a more distributed, dynamic system characterized by two-way flow 
of power (centralized and distributed) and information. Bi-directional flows of 
information will enable an array of new functionalities and applications that go 
well beyond “smart” meters for homes and businesses. 
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Fig. 17.1 Conceptual model of the smart grid 

The National Institute of Standards and Technology in the U.S. has described a 
conceptual model of the smart grid (see Figure 17.1) that is comprised of seven 
interconnected domains.  Four domains – bulk generation, transmission, 
distribution, and the customer – are linked together to provide a bidirectional flow 
of both electricity and information from the point of generation to end use.  Three 
domains – markets, operations, and service provider – provide operations and 
information that deal with the buying and selling of electricity, operation of the 
system, and provision of retail and value-added services to customers. 

Following are key technologies and capabilities that enable the operation of the 
smart grid: 

• High penetration of renewable energy sources: 20% – 35% or more in 
some areas 

• Distributed generation and microgrids 

• Bidirectional metering – enabling locally-generated power to be fed into 
the grid 

• Distributed storage to buffer variability and intermittency of renewable 
generation 

• Smart meters that provide near-real time usage data 

• Time of use and dynamic pricing to encourage smoother demand on the 
system 

• Ubiquitous smart appliances communicating with the grid 

• Energy management systems in homes as well as commercial and 
industrial facilities linked to the grid 

• Growing use of plug-in electric vehicles 

• Networked sensors and automated controls throughout the grid. 
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Maintaining cost effective, reliable electric service while modernizing the grid 

is a paramount concern.  The new technologies and operating principles of the 

smart grid will not simply appear all at once.  The legacy grid will undergo a 

transformation into the envisioned smart grid in an evolutionary way. These 

technologies and capabilities will be introduced over the course of several 

decades.   

In the United States, the transition to the smart grid already is under way, and it 

is gaining momentum as a result of both public and private sector investments. 

The American Recovery and Reinvestment Act of 2009 (ARRA) included a Smart 

Grid Investment Grant Program (SGIG)[16] which provides $3.4 billion for cost-

shared grants to support manufacturing, purchasing and installation of existing 

smart grid technologies that can be deployed on a commercial scale. Significant 

smart grid efforts are also underway in other countries, including China, the EU, 

Japan, Korea, Australia, among others. 

 

Fig. 17.2 Department of Energy Smart Grid Investment Grants 2009 [16] 

17.5   Technical Challenges 

The Smart Grid involves many new technologies and new operating paradigms 

that need to be integrated into the existing grid as it evolves while maintaining 

safe and reliable operation.  This poses many significant technical challenges, a 

few of which are highlighted below. 
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17.5.1   Wide Area Measurement and Control Systems 

Phasor Measurement Units that are now being widely deployed will provide time-
stamped real time voltage and current phasor measurements at points throughout 
the grid. The widespread use of these measurements will significantly improve 
reliability, power quality, grid robustness, and resilience. Significant technical 
challenges need to be addressed to create a data measurement infrastructure to 
enable the effective use of this technology.  The North American Synchrophasor 
Initiative (NASPI), a collaborative effort between the U.S. Department of Energy, 
the North American Electric Reliability Corporation, and North American electric 
utilities, vendors, consultants, federal and private researchers and academics, is 
working to address these challenges.   Ensuring the accuracy of measurements 
from different vendors’ synchrophasors and precise time synchronization is 
critical to ensuring accurate system-wide measurement. NIST’s measurement 
research and synchrometrology testbed is supporting the development of new 
synchrophasor measurement and communication methods, and testing methods for 
new synchrophasor standards. 

17.5.2   Achieving High Penetration of Renewable and Distributed 

Generation  

Achieving a high penetration of renewable and distributed generation resources in 
the grid - such as wind and solar, either utility-scale or distributed at customer 
facilities – presents a different set of challenges.  Unlike conventional generation, 
wind and solar resources have variable output that can change quickly and cannot 
be controlled.  New technologies for cost-effective electrical storage and demand 
management will be needed to accommodate growing use of renewable generation 
if we wish to avoid underutilized back up conventional generation for periods 
when the wind does not blow or clouds obscure the sun. 

Electricity storage could be used in place of back up conventional generation to 
buffer short-term imbalances between generation and demand. Development of 
improved grid-scale storage technologies is an active area of research and is being 
supported by he U.S. DoE’s Advanced Research Projects Agency-Energy (ARPA-
E).  The ability to achieve high penetration levels of renewable resources and 
incorporate electricity storage technologies into the grid while ensuring stable 
system operation also requires enhanced interfaces to renewable generators and 
storage devices.  These enhanced interfaces must be capable of providing 
dispatchable power levels, voltage and reactive power regulation, controllable 
ramp rates, grid disturbance ride-through, micro-grid capability, etc.  NIST 
research efforts are developing measurement and testing methods to support 
development of next-generation power electronics and power conditioning 
systems to provide such functionality. 
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17.5.3   Dynamic Operation 

In many respects, today’s grid operates as a deterministic system.  Generation 
capacity is planned to meet peak load and is dispatched as needed to meet real-
time demand.  Demand can be forecasted with a high degree of accuracy based on 
historical patterns and weather conditions.  However, demand has not been treated 
as a controllable resource in the way generation is.  In the future the grid will 
require more stochastic control, in which variable generation output can be 
balanced by dynamically managing demand using smart grid technologies.  For 
example, smart appliances will be able to adjust energy usage dynamically in 
response to price or congestion signals.  Building energy management systems can 
dynamically shift usage patterns by, for example pre-cooling the building or 
generating hot water when electricity demand is low.  Maintaining reliable 
operation in such a dynamic system requires the development of new models to 
characterize performance at component and system levels and control strategies to 
maintain balance between generation and demand.   

17.5.4   Electric Vehicles 

Eventual large-scale deployment of electric vehicles represents both a challenge 
and an opportunity for the grid.  A challenge that must be addressed is managing 
the additional load that vehicle charging will place on the grid.  Generation and 
transmission resources do not present a problem because their idle capacity can be 
utilized provided that vehicle-to-grid communication and control protocols ensure 
that most charging occurs outside of peak periods.  However, local distribution 
grids could become overloaded – an electric vehicle draws as much power as a 
typical house while it is charging.  Utilities will have to monitor patterns in 
electric vehicle deployment and plan for distribution system upgrades where 
needed.  The batteries in electric vehicles represent an opportunity to provide 
distributed storage resources for the grid, since vehicles generally sit idle most of 
the time.  Electric vehicle batteries could be helpful in providing regulation 
service for the grid without requiring deep cycling that shortens battery life.  
However, the automotive industry is reluctant to support use of electric vehicle 
batteries for this purpose because little if any data is available to characterize the 
impact of such use on battery life.  Research on measurement and characterization 
of battery performance in grid storage applications is needed to determine the 
potential role of electric vehicles as a support to the grid. 

17.5.5   Cybersecurity 

A great deal of attention is being placed on vulnerabilities and threats to the grid 
resulting from the application of information and communications technology to 
control system operation.  A large array of cybersecurity tools, standards, and 
practices have been developed and applied to other critical commercial 
infrastructures, such as financial systems.  NIST has played a significant role in 
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the development of cybersecurity technology and standards for government and 
commercial applications.  These tools are being adapted and applied to the electric 
grid.  However research on cybersecurity threats and mitigation techniques for the 
electric grid will be an ongoing critical priority since threats and vulnerabilities 
will continue to evolve.   

17.6   The Role of Standards and How They Are Being 

Developed 

17.6.1   Importance of Standards 

Transitioning the existing infrastructure to the smart grid requires an underlying 
foundation of standards and protocols that will allow this complex “system of 
systems” to interoperate seamlessly and securely.  

Many suppliers from industry sectors that have not historically had to work 
together, such as electric equipment manufacturers, information and 
communication technology and service suppliers, and automotive manufacturers 
provide the equipment and systems that comprise the smart grid.  Control systems 
operated by different electric utilities whose networks interconnect will need to 
exchange information.  Customer-owned smart appliances, energy management 
systems, and electric vehicles will need to communicate with the smart grid.  
Standards defining the meaning, representation, and protocols for transport of data 
are essential for this complex “system of systems” to interoperate seamlessly and 
securely. Establishing the needed standards is a large and complex challenge. 

17.6.2   Approach to Standardization in the United States 

In the United States, Congress recognized the important role of standards and 
assigned the responsibility for coordinating the development of interoperability 
standards for the U.S. smart grid to the National Institute of Standards and 
Technology (NIST) through the Energy Independence and Security Act of 
2007[17]. NIST, a non-regulatory science agency within the U.S. Department of 
Commerce, has a long history of working collaboratively with industry, other 
government agencies, and national and international standards bodies in creating 
technical standards underpinning industry and commerce.  

There is an urgent need to establish standards. Some smart grid devices, such as 
smart meters, are moving beyond the pilot stage into large-scale deployment. The 
DoE Smart Grid Investment Grants will accelerate deployment. In the absence of 
standards, there is a risk that these investments will become prematurely obsolete 
or, worse, be implemented without adequate security measures. Lack of standards 
may also impede the realization of promising applications, such as smart 
appliances that are responsive to price and demand response signals. In early 
2009, recognizing the urgency, NIST intensified and expedited efforts to 
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accelerate progress in identifying and actively coordinating the development of the 
underpinning interoperability standards. 

NIST developed a three-phase plan[18] to accelerate the identification of 
standards while establishing a robust framework for the longer-term evolution of 
the standards and establishment of testing and certification procedures. In May 
2009, U.S. Secretary of Commerce Gary Locke and U.S. Secretary of Energy 
Steven Chu chaired a meeting of nearly 70 executives from the power, 
information technology, and other industries at which they expressed their 
commitment to support NIST’s plan. 

17.6.3   International Cooperation 

Development of standards for the smart grid also requires efforts at regional and 
international levels.  While electric utilities typically operate within national 
boundaries, there are interconnections across borders, such as between the United 
States, Canada, and Mexico in North America, and among member states of the 
European Union.  In addition, many of the suppliers of equipment and systems 
used in the smart grid are global companies that seek to address markets around 
the world.  Unnecessary variations in equipment and systems to meet differing 
national standards add cost, which eventually gets passed on to consumers.  
International standards promote supplier competition and expand the range of 
options available to utilities, resulting ultimately in lower costs for consumers. 

17.6.4   Need for Coordination 

Technical standards for the smart grid are under development by many standards 

development organizations (SDOs), most of them international in scope, including 

IEC, IEEE, ISO, ITU-T, IETF, among others.  Since the standards need to work 

together to support an overall system, coordination of the standards work by the 

SDOs is critically important.  During 2009, NIST engaged over 1500 stakeholders 

representing hundreds of organizations in a series of public workshops over a nine 

month period to create a high-level architectural model for the smart grid  

(see Fig. 17.3), analyze use cases, identify applicable standards, gaps in currently 

available standards, and priorities for new standardization activities.  The result of 

this work, “Release 1.0 NIST Framework and Roadmap for Smart Grid 

Interoperability” was published in January 2010 [19]. To evolve the initial 

framework, late in 2009 NIST established a new public/private partnership, the 

Smart Grid Interoperability Panel (SGIP), which has international participation.  

Over 640 companies and organizations are participating in the SGIP. This body is 

also guiding the establishment of a testing and certification framework for the 

smart grid [20]. 
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Fig. 17.3 NIST smart grid reference model 

17.6.5   The NIST Framework 

The NIST Release 1 framework identifies 75 standards or families of standards 
that are applicable or likely to be applicable to support smart grid development. 
The standards address a range of functions, such as basic communication 
protocols (e.g. IPv6), meter standards (ANSI C12), interconnection of distributed 
energy sources (IEEE 1547), information models (IEC 61850), cyber security (e.g. 
the NERC CIP standards) and others. The standards identified are produced by 27 
different standards development organizations at the national and international 
level, such as the International Electrotechnical Commission (IEC), International 
Organization for Standardization (ISO), IEEE, SAE International, Internet 
Engineering Task Force (IETF), National Electric Manufacturers Association 
(NEMA), North American Energy Standards Board (NAESB), and many others.  
Seventy-seven percent of the identified standards are international standards (see 
Figure 17.4). 

In the course of reviewing the standards during the NIST workshops, 70 gaps 
and issues were identified pointing to existing standards that need to be revised or 
new standards that need to be created. NIST has worked with the standards 
development community to initiate 18 priority action plans to address the most 
urgent of the 70 gaps. 
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Fig. 17.4 Source of standards in the NIST Release 1.0 Framework 

An example of one of these issues pertains to smart meters. The ANSI C12.19 
standard, which defines smart meter data tables, is one of the most fundamental 
standards needed to realize the smart grid. Unless the data captured by smart 
meters is defined unambiguously, it will be impossible to create smart grid 
applications that depend on smart meter data. The existing ANSI C12.19 standard 
defines over 200 data tables but does not indicate which are mandatory. Different 
manufacturers have implemented various subsets of the standard, presenting a 
barrier to interoperability. In addition, the standard permits manufacturer-defined 
data tables with proprietary functionality that is not interoperable with other 
systems.  To address this problem, one of the 18 priority action plans defined in 
the NIST roadmap was established to update the ANSI C12.19 standard to define 
common data tables that all manufacturers must support to ensure interoperability. 

Manufacturers require lead-time to implement the revised standard. In the 
meantime, smart meters are in the process of being deployed and public utility 
commissions are concerned that they may become obsolete. To address the issue, 
NIST requested the National Electrical Manufacturers Association to lead a fast- 
track effort to develop a meter upgradeability standard. Developed and approved 
in just 90 days, the NEMA Smart Grid Standards Publication SG-AMI 1-2009, 
“Requirements for Smart Meter Upgradeability,” is intended to provide reasonable 
assurance that meters conforming to the standard will be securely field- 
upgradeable to comply with anticipated revisions to ANSI C12.19. 

Other priority action plans that are underway to accelerate and coordinate the 
work of standards bodies include: 

• Standard protocols for communicating pricing information, demand 
response signals, and scheduling information across the smart grid 

• Standard for access to customer energy usage information 

• Guidelines for electric storage interconnection 
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• Common object models for electric transportation 

• Guidelines for application of internet protocols to the smart grid 

• Guidelines for application of wireless communication protocols to the 
smart grid 

• Standards for time synchronization 

• Common information model for distribution grid management 

• Transmission and distribution systems model mapping 

• IEC 61850 objects/DNP3 mapping 

• Harmonize power line carrier standards for appliance communications in 
the home 

• Standards for wind plant communication 

17.6.6   Smart Grid Interoperability Panel 

NIST established a public-private partnership, the Smart Grid Interoperability 
Panel (SGIP) to provide an organizational structure to support the ongoing 
evolution of the smart grid standards framework and priority action plans. The 
SGIP provides an open process for stakeholders to participate in the ongoing 
coordination, acceleration and harmonization of standards development for the 
smart grid. The SGIP does not write standards, but serves as a forum to coordinate 
the development of standards and specifications by many standards development 
organizations. The SGIP reviews use cases, identifies requirements, coordinates 
and accelerates smart grid testing and certification, and proposes action plans for 
achieving these goals. 

The structure of the SGIP is illustrated in Figure 17.5. The SGIP has several 
permanent committees and working groups. One committee is responsible for 
maintaining and refining the architectural reference model, including lists of the 
standards and profiles necessary to implement the vision of the smart grid. The 
other permanent committee is responsible for creating and maintaining the 
necessary documentation and organizational framework for testing interoperability 
and conformance with these smart grid standards and specifications.  A Cyber 
Security Working Group deals with the standards needed to secure the grid. 

The SGIP is managed and guided by a Governing Board that approves and 
prioritizes work and arranges for the resources necessary to carry out action plans. 
The Governing Board’s responsibilities include facilitating a dialogue with standards 
development organizations to ensure that the action plans can be implemented. 

The SGIP and its governing board are an open organization dedicated to 
balancing the needs of a variety of smart grid related organizations. Any 
organization may become a member of the SGIP. Members are required to declare 
an affiliation with an identified Stakeholder Category (twenty-two have thus far 
been identified by NIST and are listed in Figure 17.6). Members may contribute 
multiple Member Representatives, but only one voting Member Representative. 
Members must participate regularly in order to vote on the work products of the 
panel. Membership in the panel is open to organizations from around the world, 
and includes participation from China, Japan, Korea, Canada, Mexico, Brazil, 
Europe, and other countries. 
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17.7   Cyber Security Considerations 

Ensuring cyber security of the Smart Grid is a critical priority. Security must be 
designed in at the architectural level, not added on later. Cyber security must 
address not only deliberate attacks, such as from disgruntled employees, industrial 
espionage, and terrorists, but also inadvertent compromises of the information 
infrastructure due to user errors, equipment failures, and natural disasters. 
Vulnerabilities might allow an attacker to penetrate a network, gain access to 
control software, and alter load conditions to destabilize the grid in unpredictable 
ways. Additional risks to the grid include: 

• Increasing the complexity of the grid could introduce vulnerabilities and 
increase exposure to potential attackers and unintentional errors 

• Interconnected networks can introduce common vulnerabilities 

• Increasing vulnerabilities to communication disruptions and introduction 
of malicious software could result in denial of service or compromise the 
integrity of software and systems 

• Increased number of entry points and paths for potential adversaries to 
exploit 

• Potential for compromise of data confidentiality, including the breach of 
customer privacy. 

A NIST-led Cyber Security Working Group (CSWG) under the SGIP, 
consisting of more than 500 participants from the private and public sectors, has 
been leading the development of cyber security guidelines for the Smart Grid. 
Activities of the working group include identifying use cases with cyber security 
considerations; performing a risk assessment including assessing vulnerabilities, 
threats and impacts; developing a security architecture linked to the smart grid 
conceptual reference model; and documenting and tailoring security requirements 
to provide adequate protection.  Release 1.0 of the Guidelines for Smart Grid 
Cyber Security (NIST IR 7628) was published in August 2010[21]. Ongoing 
research is needed to help ensure security of the grid.  New threats will continually 
surface, and ongoing development of new technologies and methodologies to 
detect and mitigate threats and vulnerabilities will continue to be a top priority for 
smart grid efforts. 

17.8   Status of Development Around the World 

Many countries have begun or are planning to modernize their electric grids. NIST 
and the SGIP have established cooperative relationships with corresponding smart 
grid standardization initiatives that are underway in other parts of the world.  In 
Europe, a European Joint Working Group for Standardization of Smart Grids has 
been established in which CEN, CENELEC, ETSI and the European Commission 
are participating.  Japan has developed an initial standards roadmap for the smart 
grid and has also formed a Smart Community Alliance, which has extended the 
concept of the smart grid beyond the electric system to encompass energy 
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efficiency and intelligent management of other resources such as water, gas and 
transportation.  The government of South Korea has announced a plan to build a 
national smart grid network and is beginning work on a standards roadmap.  In 
China, the State Grid Corporation has developed a draft Framework and Roadmap 
for Strong and Smart Grid Standards.  International collaboration among these 
efforts is underway through a recently-established International Smart Grid Action 
Network (ISGAN) under the auspices of the Clean Energy Ministerial[22]. 

Bilateral and multilateral cooperation facilitates information sharing about 
national and regional requirements which are providing input to the technical 
specifications that are being developed by international organizations such as the 
IEC, IEEE, IETF, ISO, ITU-T, SAE and others, thus promoting international 
harmonization. 

17.9   Conclusion 

Creation of the smart grid is a historic engineering challenge requiring strong 
international collaboration that will span decades.  Transforming the 20th century 
electric grid into the smart grid is essential to provide clean, reliable and 
affordable power to meet the world’s needs for power in the 21st century. 
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Chapter 18

Green Middleware

Hans-Arno Jacobsen and Vinod Muthusamy

18.1 Introduction

To foster innovation, address energy independence, react to global warming, and

increase emergency resiliency, governments around the world are promoting efforts

to modernize electricity networks by instigating smart grid, e-energy and e-mobility

initiatives [5, 6, 3, 4]. A smart grid refers to efforts that enhance and extend today’s

electric power grids with information processing technology to more efficiently use

the world’s scarcest resource, energy [6].

A smart grid is envisioned to deliver electricity from suppliers to consumers

guided by information communication technology (ICT) with two-way communica-

tions to monitor and control appliances and devices at consumers’ homes, save en-

ergy and reduce emissions, increase reliability and transparency, and use distributed

energy storage to level electricity supply and demand during peak and off-peak pe-

riods [6]. Smart grids also envision the integration of renewable and distributed

energy resources, such as photovoltaic, wind, hydro, and tidal sources, in pursuit of

the above outlined goals [2].

A smart grid overlays the electrical power grid with a massively distributed in-

formation systems infrastructure for large-scale monitoring and fine-grained control

of all elements involved in the energy production and consumption pipeline. These

elements can include energy generation, storage, transmission, distribution, and con-

sumption. A smart grid ensures the secure, reliable and cost-effective flow of energy

from distributed energy sources to energy consumers.
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It is the distributed information systems infrastructure that is the subject of this

chapter. In particular, this chapter aims to highlight some of the research challenges

and open problems faced by developers involved in building various information

systems elements as well as applications enabled by smart grids. Furthermore, a

potential approach to tackle some of the involved issues is presented.

Emerging smart grids will be ultra-large scale systems (ULS) architected as de-

centralized systems of systems. According to CMU’s Software Engineering Insti-

tute [16], ULS are systems of unprecedented scale with respect to lines of code,

number of interdependencies, number of interacting hardware, software and hu-

man elements, and amount of data stored and processed. ULS are characterized by

operational and administrative independence, evolutionary development, emergent

behaviour, geographic distribution, and heterogeneity.

The design, development and operation of smart grids require information sys-

tems abstractions that among others exhibit the following key properties and

features:

1. Decouple involved systems and components to support the independent evolu-

tion and substitutability of sub-systems and components to reduce the impact on

overall operational goals and metrics.

2. Similarly, system interactions should be loosely coupled to allow for continuous

system evolution and support adaptive system behaviour.

3. Support event processing to detect and predict emergent behaviour.

4. Allow for many-to-many interactions to connect disparate systems.

5. Guarantee interoperability to mediate differences.

6. Finally, support asynchronous operation to enable performance and scale.

Traditionally, information system abstractions that facilitate the design, the de-

velopment, the deployment, the operation and the integration of distributed appli-

cations in heterogeneous networked environments are referred to as middleware.

We therefore refer to abstractions used in the development of the information com-

munication technology elements of smart grids, in particular as pertaining to the

distributed systems and application development aspects, as green middleware1.

For example, publish/subscribe middleware offer many of the above postulated de-

coupling, loose coupling, many-to-many interaction, and asynchronous operation

requirements and enable event processing, such as event detection and dissemina-

tion [26, 14, 17, 28, 9, 21, 22, 33, 23, 20].

However, the overall conception of an information systems infrastructure as in-

formation technology basis for smart grids is still an open problem. Furthermore,

how to best address the above requirements is not know. While this chapter cannot

answer these questions, we aim to raise a number of fundamental questions im-

posed by applications enabled by future e-energy initiatives for future middleware

abstractions. From these questions, we will derive interesting research challenges.

1 We acknowledge that the potential scope of green middleware could be far larger, also in-

cluding making the middleware abstractions themselves more energy-aware and -efficient,

for example.



18 Green Middleware 343

This chapter is organized as follows. Section 18.2 reviews application scenar-

ios that illustrate some of the potentials of smart grids and underline the features

required from green middleware systems. Section 18.3 lays out research questions

and discusses open issues whose resolution would contribute to the successful, re-

liable and secure development and operation of smart grids. Section 18.4 presents

the PADRES system, positioning it as one viable solution to address many of the

requirements demanded of green middleware. While PADRES has not yet been eval-

uated in the context of smart grids, we believe it exhibits many characteristics that

are of fundamental importance in the support of an information systems infrastruc-

ture and of applications for smart grids. Section 18.5 concludes this chapter with a

few recommendations for next steps.

18.2 Motivating Application Scenarios

In this section, we first review projections for the evolution of energy consumption

worldwide to underline the severity of the energy problem to be addressed by smart

grids enabled through green middleware. Then, through forward-looking applica-

tion scenarios, we further motivate the need for green middleware enabling these

scenarios in future smart grids as well as illustrate the research challenges that need

to be overcome in order to develop green middleware.

In terms of the energy consumption projections, the International Energy Agency

(IEA) reports that in many western homes, energy use from Information and Com-

munication Technology (ICT) exceeds that of traditional appliances [7]. This load-

shift is due to the aggregate electrical power draw from devices such as flat screen

TVs, digital VCRs, computers, home routers, modems, chargers etc. ICT now ac-

counts for almost 42% of energy consumption in western homes and, given a fore-

casted annual growth rate in consumption of 15%, could consume 40% of the

world’s electricity by 2030 [32]. Even with the less optimistic growth rate projec-

tion of 6% per annum, power consumption would double every decade [7]. Simi-

lar figures are reported for commercial data centers that power today’s information

economy. Data centers are projected to consume 12% of all electricity in the U.S. by

2020 and data center electricity costs tallied up to about $5 billion dollars in 2006

according to findings from Lawrence Berkeley National Labs [31].

Energy consumption policies

The above projections are alarming at best. Of fundamental concern are the devel-

opment of approaches to help reduce power consumption, to exploit and integrate

renewable energy resources into power grids, to incentivise consumers to save en-

ergy, and to develop innovative solutions to save energy without much consumer

input.

For instance, imagine a thermostat that allows its owner to opt for saving 15%

on her electricity bill, either by letting the owner select the margin, or by having the

thermostat offer discounts based on analysis of past usage patterns, and controlling
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the home in appropriate ways. Owner consumption violations could be taxed at

higher prices to account for the extra cost of provisioning surplus energy resources.

A similar scenario applies at a larger scale, where a corporation decides to shave off

a few percent of its monthly electricity spending by providing high-level policies to

its power hungry equipment, office environment or HVAC operations management.

Across entire regions, utilities could make use of these signals to plan power

generation schedules, to reduce operating cost of expensive stand-by generation re-

sources, to lower emissions, and to comply with emission standards. Additionally,

it is not inconceivable that consumers may wish to express resource preferences,

possibly driven by regulatory policies, such as preferences over type or location of

energy resources, degree of reliability, price and environment consciousness.

Appliance monitoring

With a smart grid infrastructure in place, applications can be developed to the cus-

tomer experience beyond simply saving on energy costs.

For example, one often leaves the house, wondering after some time, if the oven

had been shut off, or a person suffering from Alzheimer’s may inadvertently forget

to turn off the oven or other critical appliances. This is both wasteful and dangerous.

Critical conditions of this kind could be detected either by monitoring for unusually

long durations of oven use, or for certain correlated activities, such as the oven being

on but the kitchen lights off (i.e., no one is in the kitchen) or the front door opening

(i.e., someone is leaving the house), or no movement in the house for prolonged

periods of time (i.e., someone either left the house or is resting.) Possible actions

include automatically shutting off the appliance, alerting the person with a recorded

warning, or calling a friend or relative.

Energy use pattern detection

A monitoring system could detect suspicious energy use. For example, lights com-

ing on while the household is on vacation, or off at work and school, could indicate

a break-in. Conversely, the absence of certain routine activities (such as an elderly

person who watches TV or has a shower at the same time every day), may indicate a

health issue that deserves attention. Again, the system can report this to the authori-

ties or caregiver. Detecting these cases requires policies be written and/or the system

learns about usage patterns and compares current usage with historical trends.

The system could recommend when appliances need maintenance or replace-

ment. For example, based on the current temperature and thermostat settings, the air

conditioner should operate within a range of duty cycles or energy use. Anything

outside this range could indicate the air conditioner is not operating efficiently and

needs to be replaced or repaired. Similarly, sensors placed around the house can

detect irregular temperature readings. For example, large temperature differences

among rooms could indicate clogged or leaky vents; and on a more fine-grained

level, temperature gradients within a room could suggest worn out window seals.
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Aggregate pattern detection

A smart grid offers opportunities to mine the energy use patterns of many con-

sumers. For example, health care professionals could detect disease outbreaks by

monitoring deviations in aggregated energy use such as people going to bed earlier

(all appliances and lights off), staying home (appliances used during the day), or

using more hot water (longer showers).

Similarly, marketers can infer household lifestyles based on changes in energy

use. For example, a sudden increase in the number of times lights are turned on

for short periods late at night may indicate a new baby in the house. Similarly,

certain devices may exhibit unique power fingerprints; for example, a certain brand

of personal video recorder may turn itself on at 3 am every morning to update itself.

Such knowledge can be used to deliver better targeted advertisements.

We are fully aware that these examples tread on very sensitive privacy issues that

are out of the scope of this chapter. As we point out later, however, these concerns

can potentially be addressed if the green middleware offered a way to detect such

aggregate patterns without revealing personally identifiable information that may

violate users’ privacy expectations.

Middleware requirements

The examples above illustrate many of the green middleware properties listed in

Section 18.1. For example, loosely coupled interactions among components are re-

quired for there to be any reasonable chance of managing such a large ecosystem

of power generators, transmission lines, storage nodes, and appliances, all of which

are owned, operated, administered, and adapted independently. Many of the above

scenarios also rely on real-time monitoring of the status of individual components,

a task that calls for some sort of event processing capabilities. Moreover, the above

applications can largely be implemented in an asynchronous manner. For example,

monitoring appliances for unusual usage only requires that these appliances report

their status, perhaps by emitting events; the component that analyzes these event

streams can consume and process these events at its own pace. Notably, there is

no synchronous, step-by-step conversation among the components, as this would

quickly become infeasible as the number of components increases.

These scenarios also reveal certain challenges for a green middleware. For exam-

ple, it is not clear how to architect a middleware that can support the ultra large scale

of a smart grid. Also there are seemingly conflicting requirements, such as the need

for both efficiency and resilience in the middleware itself as well as in the genera-

tion and consumption of energy; the very redundancy in the system that improves

resilience can also be seen as an inefficient use of resources. Furthermore, manag-

ing the components in a smart grid requires detailed knowledge of their behavior,

but this knowledge may violate users’ privacy regulations. The following section

discusses these research challenges in more detail.
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18.3 Research Challenges and Opportunities

The long-term goals of a green middleware roadmap are the development of ad-

vancements inspired from the demands of future smart grid information systems

infrastructures. These advancements will lead to new standards that enable an open

ecosystem for applications offered by third parties that exploit the capabilities of-

fered by smart grids.

In this sense, the objectives are to contribute to the design of an information

system infrastructure that supports a distributed energy grid enabling energy con-

sumers and suppliers to negotiate supply and demand in real-time, to perform this

negotiation at the device level driven by system-wide constraints, to reduce energy

consumption and save cost, and to adhere to regulatory constraints.

The fundamental questions that must be answered are as follows:

1. What is the architecture of the information systems infrastructure that supports

the requirements of future smart grids, especially the ultra-large scale nature of

these systems?

The emerging integration of distributed energy resources, the envisioned two-

way flow of monitoring and control information, and the novel application sce-

narios present a paradigm shift away from the existing centrally managed and

controlled, proprietary and closed, and one-way communication-based energy

infrastructures of today.

2. How to balance efficiency and resiliency to accommodate disturbances in ultra-

large scale systems?

The lack of resiliency, for the benefit of efficiency and cost reduction, is often

detrimental, especially when manifest as cascading failures such as blackouts.

3. How to determine the aggregate system behaviour without needing to reveal in-

dividual behaviour?

For example, in order to prevent cascading failures, it is critically important to

be able to detect and predict emergent behaviour and to react accordingly. In the

context of smart grids, where transparency is paramount, this question becomes

one of knowing how consumers act collectively without needing to know how

they are acting individually. In other words, how can the system detect emergent

global behaviour while preserving consumer privacy?

These questions lead to a number of interesting research challenges:

• Designing the information systems infrastructure for the expected scale of oper-

ation.

This scale amounts to millions of households, similar amount of electric cars as

potential energy storage buffers, dozens of devices per household, and hundreds

of thousand of distributed energy resources. The expected load amounts to mil-

lions of events per second, and the expected communication patterns constitute

asymmetric event flows with lots of monitoring and a disproportionally smaller

amount of control data.
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• Enabling real-time visibility into an ultra-large scale system architected as a

system-of-systems.

In existing infrastructures, the lack of visibility is often used as an argument

to fend of off customer complaints about unexpectedly large charges. However,

visibility and transparency in smart grids are essential to their success.

• Ensuring fine-grained security constraints, including privacy and access control.

In ultra-large scale systems, different entities will inevitably need different views

of information. In the context of smart grids, for instance, the billing department

only needs to know how much the aggregate energy consumption per household

over a large time window, but should and need not be concerned who and with

how the energy was used. On the other hand, energy providers do not need to

know who uses the energy but need to have require fine-grained knowledge of

usage patterns. Each consumer, however, should have immediate access to all

information including which per-device energy usage, ideally in real-time.

• Designing an information system infrastructure that can accommodate growth

and evolution over decades.

The scale of operation mandates provisions for gradual roll-out over time. Simi-

larly, the use of open standards is needed to enable competition and choice.

• Unifying information routing and storage, which are traditionally handled sepa-

rately.

The content-based routing paradigm supports the routing and propagation of

short-lived information, while content-centric networking concerns addresses

the efficient storing and querying of long-lived data in large-scale distributed

environments. Both models are content-based, as opposed to the predominant

addressed-based model of today’s networks. The Besides the benefits of in-

creased privacy, logical addressing is a good abstraction for mobile entities. In

both cases, there is a need to filter and aggregate information for privacy and

efficiency.

18.4 Towards Meeting the Research Challenges

Many of the challenges of a green middleware for smart grids arise from the need to

support complex interactions among the many components in the system, including

the enormous number of power generating sources, energy storage sites, transmis-

sion lines, consumer appliances, and plug-in electric vehicles.

The publish/subscribe interaction model offers the loose coupling and flexible

many-to-many communication requirements of a green middleware. Moreover, im-

plementations of the publish/subscribe model have been designed to provide scal-

able complex event processing that are also necessary for smart grids. This section

provides an overview of the PADRES system, a open-source distributed publish/

subscribe platform.



348 H.-A. Jacobsen and V. Muthusamy

18.4.1 Publish/Subscribe

The publish/subscribe (pub/sub) paradigm provides a simple and effective method

for disseminating data while maintaining a clean decoupling of data sources and

sinks [14, 22]. This decoupling can enable the design of large, distributed, and

loosely coupled systems that interoperate through simple publish and subscribe in-

vocations. A large variety of emerging applications benefit from the expressiveness,

the filtering, the distributed event correlation, and the complex event processing ca-

pabilities of content-based publish/subscribe.

These applications include RSS feed filtering [27, 29], system and network

management, monitoring, and discovery [8, 15, 34], business process manage-

ment and execution [30, 25], business activity monitoring [15], workflow manage-

ment [13, 25], and automatic service composition [19, 18].

Typically, content-based publish/subscribe systems are built as application-level

overlays of content-based publish/subscribe brokers, with publishing data sources

and subscribing data sinks connecting to the broker overlay as clients. In content-

based publish/subscribe, message routing decisions are based on evaluating sub-

scriptions over the content of a message, and are not based on IP-address informa-

tion. Events relevant to applications are conveyed as publications to the publish/

subscribe system and routed based on their content to interested subscribers.

18.4.2 The PADRES Publish/Subscribe System

PADRES is a distributed content-based publish/subscribe system, developed by the

Middleware Systems Research Group at the University of Toronto [1].

Figure 18.1 depicts the major layers in the PADRES system as they relate to a

smart grid. At the bottom physical layer, around the core compute resources such

as routers and compute servers, are entities such as households, consumer appli-

ances, the electricity transmission infrastructure, and power generating and storage

devices. The compute resources are used to build a distributed overlay network of

publish/subscribe brokers, and the remaining entities participate as clients that in-

teract with one another through the publish/subscribe broker network. Finally, the

top layer includes the application logic that processes the event flows in the smart

grid. The details of these layers will become clearer by the end of this section.

PADRES provides a number of novel features including composite subscriptions,

composite event detection, historic query capability, load balancing, fault detection

and repair, and monitoring support.

The historic data access module allows clients to subscribe to both future and

historic publications [24]. This may be used to detect if the future energy consump-

tion habits of a user deviate from their past. The load balancing and client relocation

modules handle the scenarios in which a broker is overloaded by a large number of

publishers or subscribers [11, 12, 19]. Such a feature would alleviate the need for

a system administrator to manually reallocate resources as new energy producers

or consumers enter the system. The fault tolerance module detects failures in the

publish/subscribe layer and initiates failure recovery [20]. In the smart grid can
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Fig. 18.1 PADRES as information systems infrastructure for smart grids

continue to operate despite isolated faults in the system. A monitoring module,

which is an administrative client in PADRES, can be used to visually display the

broker network topology, trace messages, and measure the performance of the net-

work. These facilities can be used to inspect, at a fine-grained level, the operation of

the green middleware itself or the devices in the smart grid,

18.4.3 The PADRES Language and Data Model

PADRES provides a SQL-like syntax PADRES SQL (PSQL) [24], which allows users

to uniformly access data produced in the past and the future. The PSQL language

includes the specification of notification semantics, and it can filter, aggregate, cor-

relate and project any combination of historic and future data as described below. In

PADRES, a message has a message header and a message body. The header includes

the message identifier, which is unique throughout the system, the last hop and next

hop information, which indicates where the message comes from and where it will

be forwarded to, and the time stamp when the message is generated. There could be

four types of objects in the message body: publications, advertisements, subscrip-

tions, and notifications.

Advertisements: Before each publisher issues its publications, it specifies a tem-

plate that describes the publications it will publish. This is done by issuing an ad-

vertisement message. The advertisement is an indication of the data that the pub-

lisher is going to publish in the future. In this sense, an advertisement is like a
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database schema or a programming language type. An advertisement is said to in-

duce publications. That means the attribute set of an induced publication is a subset

of attributes defined in the advertisement, and values of each attribute in an induced

publication must satisfy the predicate constraint defined in the advertisement. Note

that only publications induced from an advertisement of a publisher are allowed to

be published by the publisher. We adapt the equivalent SQL table creation statement

to express advertisements.

CREATE TABLE (attr op val[, attr op val]*)

PSQL’s CREATE TABLE differs slightly from the same statement in SQL. Ta-

bles are unnamed since they need not be referred to by subscriptions or publications.

Also, the range of values of each attribute (or column) can be specified. Moreover,

regardless of the attribute value constraint, each attribute can implicitly be a null

value.

In the rest of this section, we use an energy consumption management example

consisting of a thermostat that periodically emit events indicating the duty cycle of

the air conditioners under its control, and an external weather service that reports on

current weather conditions.

CREATE TABLE (class = thermostat, id = *, time = *
ac_model = *, duty_cycle = *)

CREATE TABLE (class = weather, id = *,
time = *, location = *,
degrees = *, humidity = *)

In the above example, * is a wildcard that indicates that the corresponding at-

tribute may have any value.

Publications: A publication is expressed using a construct similar to SQL’s INSERT
statement.

INSERT (attr[, attr]*) VALUES (val[, val]*)

The following publication is compatible with the advertisement schema defined

above.

INSERT (class, time, duty_cycle)
VALUES (thermostat, 9:00, 20%)

Notice that only a subset of attributes defined in the schema need to be speci-

fied. For example, the above publication does not include personally the identifiable

attributes such as the user id and air conditioner model information.

A publication may also contain a payload, which is an optional data value

delivered to subscribers. The payload cannot be referenced by a subscription’s

constraints.

In many applications, publications represent events. Often, both terms are used

synonymously in the publish/subscribe literature.
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Subscriptions: Subscribers express interests in receiving publications by issuing

subscriptions. Subscriptions set constraints on matching publications. PADRES not

only allows subscribers to subscribe to individual publications, but also allows cor-

relations or joins across publications. In that sense, subscriptions can be classified

into atomic subscriptions and composite subscriptions.

Subscribers issue SELECT statements to query both historic and future publica-

tions. With SELECT, a subscriber can specify a set of attributes or functions that

she wants to receive once the subscription is matched. The WHERE clause indicates

the predicate constraints applied to matching publications. The FROM and HAVING
clauses are optional and are used to express joins and aggregations.

SELECT [ attr | function ], ...
[FROM src, ...]
WHERE attr op val, ...

[HAVING function, ...]
[GROUP BY attr, ...]

A traditional publish/subscribe subscription for future publications would look

as follows in PSQL.

SELECT *
WHERE class = thermostat, duty_cycle > 50%

Note that the above statement does not query a single table, so the results may

have any number of attributes. The only guarantee is that all notifications will have

the class and the duty cycle attributes with values constrained as specified.

Reserved attributes start time and end time specify time constraints, and are used

to query for publications from the past, the future, or both. For example, after replac-

ing one of her air conditioners, a landlord may want monitor how it is performing.

The following subscription queries data in a time window that begins two days be-

fore the time the query is issued and extends into the future.

SELECT *
WHERE class = thermostat, ac_model = ACME3000,

start_time = NOW - 2 days,
end_time = NOW + 1 week

The system internally splits the above subscription: one purely historic subscrip-

tion that is evaluated once, and one ongoing future subscription. A subscription for

both historic and future data is a hybrid subscription.

Publish/Subscribe composite subscriptions [22] can be expressed with simple

join conditions. The event correlation is supported using the FROM clause, where the

event pattern can be specified using Boolean expressions. For instance, the subscrip-

tion below monitors how air conditioners that have historically exhibited inefficient

duty cycles perform during hot days in the future. In this case, the subscription is

both a hybrid and composite subscription.
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Fig. 18.2 PADRES Broker Network.

SELECT e2.time, e2.duty_cycle, e3.degrees
FROM e1 AND e2 AND e3

WHERE e1.class = thermostat,
e1.duty_cycle > 90%,
e1.start_time = NOW - 2 months
e2.class = thermostat,
e2.id = e1.id,
e3.class = weather
e3.location = Paris,
e3.degrees > 30,
e3.time = e2.time

The identifier in the FROM clause specifies that three different publications are re-

quired to satisfy this query, and each publication must match the WHERE constraints.

The three publications may come from different publishers, and may conform to dif-

ferent schemas, as long as they match the specified constraints.

The subscription above queries air conditioner duty cycles over the past two

months (event e1), correlates these with both duty cycle readings (event e2) and

weather reports (event e3) in the future, and reports the performance of historically

inefficient air conditioners during future warm weather situations. Manufacturers

can use this information to study the behaviour of their poorly performing products.

Notice that a composite subscription can collect, correlate, and filter publications

in the event processing network. Without this feature, a user must retrieve all future

publications and then query databases for associated historic data. This would be

expensive (both for the user and in terms of network traffic) in cases where the

future publications are generated frequently.
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Fig. 18.3 PADRES Broker Architecture.

Event aggregation is supported in PSQL as well. The HAVING clause can spec-

ify constraints across a set of matching publications. The functions AVG(ai,N),

MAX(ai,N), and MIN(ai,N) compute the appropriate aggregation across attribute

ai in a window of N matching publications. The window may either slide over

matching publications, or be reset when the HAVING constraints are satisfied. For

example, the following subscription matches if the average duty cycle across 10

readings of a particular air conditioner exceeds maximum fault 80%.

SELECT *
WHERE class = thermostat

HAVING AVG(duty_cycle, 10) > 80%
GROUP BY id

Any attributes specified by functions in the HAVING clause must appear in the

publication. So, an implicit duty cycle = * condition is added to the WHERE
clause above. Also, the GROUP BY clause has the same semantics as in SQL and

serves to constrain the set of publications over which the HAVING clause operates.

Although advertisements have the same format as atomic subscriptions, they

have different semantics. Matching publications of the subscription must have all

the attributes specified in the subscription, while publications induced from an ad-

vertisement may have only subset of the attributes defined in the advertisement.

Another difference is a subscription may specify the notification semantics (e.g.,

in PADRES SQL). That is, what information(e.g., a subset of attributes) should be

delivered to the subscriber if there is a match. A subscription intersects a adver-

tisement if the sets of publications matching the advertisement and the subscription

intersect.
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Notifications: When a publication matches a subscription at a broker, a notification

message is generated and further forwarded into the broker network until it is deliv-

ered to subscribers. Notification semantics do not constrain notification results, but

transform them. Notifications may include a subset of attributes in matching publi-

cations indicated in the SELECT clause in PSQL. Most existing publish/subscribe

systems use matching publication messages as notifications. PSQL supports projec-

tions and aggregations over matching publications to simplify notifications delivered

to subscribers and reduce overhead by eliminating unnecessary information.

18.4.4 The PADRES Broker Overlay

The PADRES system consists of a set of brokers connected in an overlay network,

as shown in Fig. 18.2. The overlay network forms the basis for message routing and

event processing. Each PADRES broker acts as a content-based message router that

routes and matches publish/subscribe messages. Each PADRES broker is essentially

an event processing engine. The PADRES overlay constitutes an event processing

network that can filter events published by many sources, distribute events to many

subscribers, correlate and aggregate events from multiple sources to detect compos-

ite events, match composite subscriptions and match subscriptions for future events,

historic events, and combinations of future and historic events [22, 23, 24].

A PADRES broker only knows its direct neighbours. The overlay information is

stored in the Overlay Routing Tables (ORT) at each broker. Clients connect to bro-

kers using various binding interfaces such as Java Remote Method Invocation (RMI)

and Java Messaging Service (JMS). Publishers and subscribers are clients to the

overlay. A publisher issues an advertisement before it publishes. Advertisements

are effectively flooded to all brokers along the overlay network. A subscriber may

subscribe at any time. The subscriptions are processed according to the Subscrip-

tion Routing Table (SRT), which is built based on the advertisements. The SRT
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is essentially a list of [advertisement,last hop] tuples. If a subscription intersects

an advertisement in the SRT, it will be forwarded to the last hop broker the ad-

vertisement came from. Subscriptions are routed hop by hop to the publisher, who

advertises information of interest to the subscriber. Subscriptions are used to con-

struct the Publication Routing Table (PRT). Like the SRT, the PRT is logically

a list of [subscription,last hop] tuples, which is used to route publications. If a

publication matches a subscription in the PRT, it is forwarded to the last hop broker

of that subscription until it reaches the subscriber. A diagram showing the overlay

network, SRT and PRT is provided in Fig. 18.2. In this figure in Step 1) an adver-

tisement is published at B1. In Step 2) a matching subscription enters from B2. Since

the subscription overlaps the advertisement at broker B3, it is sent to B1. In Step 3)

a publication is routed along the path established by the subscription to B2.

Each broker consists of an input queue, a router, and a set of output queues, as

shown in Fig. 18.3. A message arrives in the input queue. The router takes the mes-

sage from the input queue, matches it against existing messages according to the

message type, and puts it in the proper output queues representing different desti-

nations. Other components are provided to support advanced features. For example,

the controller component provides an interface for a system administrator to ma-

nipulate a broker (e.g., shut down a broker, inject a message into a broker etc.); the

monitor component collects operational statistics (e.g., incoming message rate, av-

erage queueing time, and matching time etc.). If a broker is overloaded (e.g., the

incoming message rate is above a certain threshold), a load balancer triggers offload

algorithms [11] to balance the traffic among brokers. A failure detector is monitors

the broker network. If a failure is detected, a recovery procedure is triggered in order

to guarantee message delivery in presence of failures [20]. PADRES also proposes

a novel policy model and framework for content-based publish/subscribe systems

that benefits from the scalability and expressiveness of existing content-based pub-

lish/subscribe matching algorithms [33].

In PADRES, we explore optimized content-based routing protocols to provide

more efficient and robust message delivery for the content-based publish/subscribe

model, including covering-based routing [21] and adaptive content-based routing

in cyclic overlays [23]. The goal of covering-based routing is to guarantee a com-

pact routing table without information loss, so that the performance of a matching

algorithm can be improved based on the concise routing table and no redundant

information is forwarded into the network. The adaptive routing protocol takes ad-

vantage of multiple paths available in a cyclic network, balances publication traffic

among alternative paths, and provide more robust message delivery.

18.4.5 Historic Data Access Architecture

Subscriptions for future publications are routed and handled as usual [14, 10, 13,

26, 23]. To support historic subscriptions, databases are attached to a subset of bro-

kers as shown in Fig. 18.4. The databases are provisioned to sink a specified subset

of publications, and to later respond to queries. The set of possible publications,
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as determined by the advertisements in the system, is partitioned and these parti-

tions assigned to the databases. A partition may be assigned to multiple databases to

achieve replication, and multiple partitions may be assigned to the same database if

database consolidation is desired. Partition assignments can be modified at any time,

and replicas will synchronize among themselves. The only constraint is that each

partition be assigned to at least one database so no publications are lost. Partitioning

algorithms, partition selection and partition assignment policies are described and

evaluated in [24].

Each database subscribes to DB CONTROL publications addressed to it, and the

administrator assigns partitions to databases by sending publications with STORE
commands to the appropriate database. For example, the following publications as-

signs to database DB A a partition of weather reports for a particular city.

INSERT (class, command, db, partition_spec)
VALUES (DB_CONTROL, STORE, DB_A,

‘SELECT * WHERE class = weather, id = *,
time = *, location = Paris,
degrees = *, humidity = *’)

The partition specification is itself a subscription with the selection formula ex-

pressed in the WHERE clause. A database that receives the STORE command will

extract the partition specification and issue it as an ordinary future subscription.

Matching publications will then be delivered to the database which will store them.

When the first broker receives a historic subscription issued by a subscriber, it

assigns it a unique query identifier and then routes the subscription as usual towards

publishers whose advertisements intersect the subscription. This ensures that the

subscription will arrive at databases whose partitions intersect the subscription. The

database(s) convert the subscription into a SQL query, retrieve matching publica-

tions from the database, and publish the results. These “historic” publications are

annotated with the subscription’s unique query identifier so they are only delivered

to the requesting subscriber. After the result set has been published, the database will

issue an END publication, which is used to unsubscribe the historic subscription.

The interaction with the databases fully leverages the content-based publish/

subscribe model, and the databases are never addressed directly. In fact, it is im-

possible for publishers to discover where their publications are being stored, or for

subscribers to know which databases process their queries. This simplifies manage-

ment since databases can be moved, added or removed, and partitions reassigned at

will.

To improve availability, fault-tolerance and query performance, a partition may

be replicated. Partition assignment strategies include partitioning, partial replication

and full replication.

With partitioning, a database may be assigned several partitions, but each par-

tition is assigned to only one database. That is, there is only one replica per par-

tition. With partial replication, a given partition may be replicated by assigning it

to multiple databases. With full replication, every database maintains replicas of all

partitions. That is, each database stores all publications.
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The various strategies have tradeoffs and are appropriate under different circum-

stances. The partitioning policy is simple and avoids replica consistency issues, but

is sensitive to failures. Partial replication can tolerate failures of all but one replica,

but requires logic to ensure the historic subscription is answered by only one of the

replicas. Full replication is even more robust, and historic subscriptions can always

be answered fully by the nearest database, minimizing network traffic. However,

the high degree of replication imposes greater overall traffic and storage costs, as

well as larger synchronization overhead. The partition assignment policies allow an

administrator to tradeoff storage space, routing complexity, query delay, network

traffic, parallelism of queries, and robustness. Detailed discussion, algorithms, and

evaluations of these strategies can be found in [24].

18.4.6 Subscription Routing

Subscriptions in PADRES can be atomic expressing constraints on single publica-

tions, or composite expressing correlation constraints over multiple publications.

Atomic subscription routing: When a broker receives an atomic subscription, it

checks the start time and end time attributes. A future subscription is forwarded to

potential publishers using standard publish/subscribe routing [14, 10, 13, 26, 23]. A

hybrid subscription is split into future and historic parts, with the historic subscrip-

tion routed to potential databases as described next.

For historic subscriptions, a broker determines the set of advertisements that

overlap the given subscription, and for each partition, selects the database with the

minimum routing delay. The subscription is forwarded to only one database per par-

tition to avoid duplicate results. When a database receives a historic subscription, it

evaluates it as a database query, and publishes the results as publications to be routed

back to the subscriber. Upon receiving an END publication, after the final result is

published, the subscriber’s host broker unsubscribes the historic subscription. This

broker also unsubscribes future subscriptions whose end time has expired.

Composite subscription routing: Topology-based composite subscription routing

evaluates correlation constraints in the network where the paths from the publishers

to the subscribers merge [22]. If a composite subscription correlates with a historic

data source and with a publisher, where the former produces more publications,

correlation detection would save network traffic if moved closer to the database,

thereby filtering potentially unnecessary historic publications earlier in the network.

We propose the adaptive composite subscription routing protocol in [24], which

determines the locations of event correlation, refereed to as the join points, based on

a routing cost model. The cost model minimizes the network traffic and the notifi-

cation routing delay.

When network conditions change, join points may no longer be optimal and

should be recomputed. A join point broker periodically evaluates the cost model,

and upon finding a broker able to perform detection cheaper than itself, initiates

a join point movement. The state transfer from the original join point to the new

one includes routing path information and partial matching states. Each part of the
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composite subscription should be routed to the proper destinations so routing in-

formation is consistent. Publications that partially match composite subscriptions

stored at the join point broker must be delivered to the new join point.

18.5 Conclusions

To address concerns such as rapidly growing electricity demand, energy indepen-

dence, and global warming, efforts are underway to develop a smart grid infrastruc-

ture to generate, transmit, deliver, and consume electricity. Among other benefits,

a smart grid could use real-time knowledge of electricity providers and consumers

to deliver cheap, reliable, and clean energy. Furthermore, preferences about house-

hold energy usage targets, fine-grained control over devices such as air conditioners,

and weather pattern information can be used to manage aggregate energy demand,

supply, and storage. Leveling the peaks and troughs of the power infrastructure in

this way can potentially reduce costs for both energy producers and consumers, and

result in a more stable and reliable system.

To carry out any kind of coordinated action, a smart grid requires an incredibly

sophisticated information systems infrastructure, or green middleware, to monitor,

manage, and control the huge number of energy generation, storage, transmission,

and consumption devices present in the system. This green middleware architecture

must not only handle the unprecedented size and volume of data in these ultra-

large scale systems, but also be resilient to attacks, preserve privacy constraints,

and support interoperability among existing components as well as those built with

unanticipated requirements decades from now.

While we have presented the benefits of a publish/subscribe system for smart

grids, the architecture of a green middleware is by no means settled. What is needed

is an organization, say a Green Middleware Consortium, to agree on the architecture

and standardize the core protocols and interfaces of this green middleware. This

body will need to understand and accommodate the requirements and visions of all

the key stakeholders in a smart grid, including but not limited to, public entities

that manage power transmission and delivery infrastructure, operators of large scale

power sources such as nuclear power plants, manufacturers of smaller scale power

sources such as wind turbines, consumer electronics manufacturers, private energy

brokers, and environmental and governmental organizations.

A green middleware designed according to some of the principles we have ad-

vocated in this chapter, such as the decoupling of components, will help manage

the complexity of gradually migrating the current power grid to a more distributed

smart grid that will continuously evolve over the decades to come. Moreover, stan-

dardization of this open information systems architecture would foster innovation at

all levels, including the energy producers and consumers, the power generator and

device manufacturers, and entirely new players in the smart grid landscape.

It is instructive to consider the example of the Internet. By agreeing on a set of

core open standards governing the routing of packets among machines, the Internet

has grown and evolved in ways never envisioned by the designers of these standards.
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It has allowed innovation at every layer from the underlying physical networks, such

as fibre optic and wireless transmission, to the applications delivered over these

networks, such as telephony and social networking services.

Similarly, in order to lay the foundations for a truly smart grid, it is crucial that we

develop an open, standards-based green middleware; a middleware that will serve

as the core information platform to connect the energy generation, storage, trans-

mission, and consumption devices of today and of the future; a middleware that

will support new business models using intelligent applications to monitor, reason

about, and manage these devices; and ultimately a middleware that can deliver a

better consumer experience and improved standard of living to everyone.
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Chapter 19 

Semantic Information Integration for Smart 
Grid Applications* 

Yogesh Simmhan, Qunzhi Zhou, and Viktor Prasanna* 

Abstract. The Los Angeles Smart Grid Project aims to use informatics techniques 
to bring about a quantum leap in the way demand response load optimization is 
performed in utilities. Semantic information integration, from sources as diverse 
as Internet-connected smart meters and social networks, is a linchpin to support 
the advanced analytics and mining algorithms required for this. In association with 
it, semantic complex event processing system will allow consumer and utility 
managers to easily specify and enact energy policies continuously. We present the 
information systems architecture for the project that is under development, and 
discuss research issues that emerge from having to design a system that supports 
1.4 million customers and a rich ecosystem of Smart Grid applications from users, 
third party vendors, the utility and regulators. 

19.1   Introduction 

The Los Angeles Smart Grid Demonstration Project is a Department of Energy 
Sponsored project1 to investigate Smart Grid technology and innovative use of in-
formation technology to improve power usage within the largest municipal utility 
in the United States as it deploys smart meters across its service area [1]. The 
project, a collaboration between the Los Angeles Department of Water and Power 
(DWP), University of Southern California (USC), University of California–Los 
Angeles (UCLA) and NASA’s Jet Propulsion Lab (JPL), is conducting research 
on five themes: software architecture for demand response optimization (USC and 
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UCLA), consumer behavior (USC), electric vehicles (USC and UCLA), and cy-
ber-security (USC and JPL), with the eventual target of demonstrating these with-
in the Los Angeles smart power grid in 2014 and helping identify best practices 
for other utilities. 

Demand response optimization (DR) is one of the key goals of the project [2]. 
DR is the ability for utilities to manage the demand for power to within the current 
available power generation capacity – particularly during the middle of the day 
when electricity consumption is at its peak and approaches power generation lim-
its. The difference between peak and base electricity load is often as high as 50%, 
causing excess capacity to be provisioned by the utility.  

Traditionally, DR is performed at a coarse time granularity and statically  
(Figure 19.1, left). Monthly usage data that is physically collected by utility per-
sonnel from individual consumer electricity meters is combined with the total 
electricity usage available centrally to the utility to forecast monthly trends. These 
are used to statically set annual incentives like time of use (TOU) pricing for dif-
ferent time periods of the day and shared with the consumers in the hope that they 
change their daily activities in the subsequent year. 

Smart meters or Advanced Metering Infrastructure (AMI) form the enabling 
technology for Smart Grids, and allow realtime, bi-directional communication be-
tween the utility and the consumer’s home or building area network (HAN and 
BAN) using Internet and other protocols. Smart meters allow the utility to meas-
ure realtime electricity usage for each customer, and communicate pricing or load 
reduction signals to the consumer’s appliances or HAN/BAN, which can be acted 
upon automatically (Figure 19.1, right). This dramatically reduces the time taken 
for the DR feedback to be set in motion and can be activated for finer granularities 
of consumers. 

Our ongoing research into software architecture for demand response optimiza-

tion aims to bring about a quantum leap in the way DR is performed in smart 
power utilities [2]. Rather than considering the fine grained information and con-
trol available through smart meters in isolation, as was done previously, we ap-
proach DR from an informatics perspective: where information from diverse 
sources – AMIs being just one of them – are integrated together and analyzed to  
 

 

Fig. 19.1 Demand Response Optimization in Traditional and Smart Power Grids. 
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detect both direct predictors and indirect influencers of electricity usage. Load cur-
tailment responses are similarly targeted both at electrical equipment and consum-
er behavior, and their effectiveness measured. 

An effective demand forecasting and load curtailment software solution needs 
to meet three key characteristics for a large utility such as LA DWP, which serves 
1.4 million consumers and consumes almost 1% of the total US power [1, 3, 4]. 

• Intelligent, Adaptive DR: Forecasting and response algorithms need to adapt 
to a dynamic city, where features that influence power usage constantly change, 
people move, traffic patterns change, and new electricity sources and sinks, like 
electric vehicles and solar panels, drastically change the energy landscape.  

• Translation of Policy to Practice: A human in the loop of such a dynamic sys-
tem with complex and multi-disciplinary attributes that impact energy use can-
not keep up. Both customers and utility manager should be able to specify high 
level goals (e.g. “Keep load to within 90% of capacity”, “Monthly electricity 
budget is $100”) and delegate their enactment to software agents. 

• Securely Scale on Emerging Platforms: The information analyzed by utilities 
is set for a dramatic increase, and will continue to grow on the order of tera- 
and even peta- bytes. The information architecture should deploy on scalable 
platforms such as Clouds. Ensuring data security and privacy will be of utmost 
importance as consumers get accustomed to an information-driven utility that 
can closely monitor their energy use. 

Semantic information integration and complex event processing are two major 
components of our information architecture that address these requirements for ef-
fective DR. 

Rapidly incorporate diverse information sources 

As information attributes that directly and indirectly influence load forecasting 
and curtailment change over time, the information architecture must be able to in-
corporate new sources and deprecate old ones quickly. In addition, it needs to 
keep up with changing formats, qualities, and access policies of the sources. Se-
mantics are needed to correlate diverse information that may refer to the same 
concept, and relate their impact on each other. Continuous arrival of data and on-
line analysis by compute-intensive algorithms that mine for energy use patterns 
for power load forecasting means that information is constantly processed within 
the architecture and the warehouse contents is constantly changing. 

Intuitive platform for goal-based policy specification 

Information systems operate on queries. Utility managers and consumers operate 
on goals and policies. Means to specify higher level policies and automatically 
translate them into meaningful (semantic) queries needs to be present. The goals 
can be based on several constraints: energy conservation, social pressure, mone-
tary benefits, ensuring quality of service, or scheduling maintenance. While the 
policies remain the same, their equivalent queries can change as information 
sources or forecast models change. 
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Besides the requirements of the utility for DR, other rich applications are enabled 
by an information-driven software architecture and will access the utility’s infor-
mation repository. These include consumer home automation software, third party 
vendors providing data analytics to consumers, mobile apps that notify users of 
peak demand signals and pricing incentives, data aggregators and regulators moni-
toring utility activities, and developers who wish to invent value added tools for 
customers. 

In the ensuing sections, we present the design of the information systems archi-
tecture for the LA DWP Smart Grid project that is ongoing. In particular, we dis-
cuss the need for semantic information integration, and semantic complex event 
processing to support Smart Grid applications, and highlight the research issues 
they entail. This project is under active research, with initial prototyping underway 
to validate our architectural choices. In later sections, we present related work on 
these topics and present our future directions. 

19.2   Semantic Information Integration 

Smart Grid applications such as DR require a complete change in the energy in-
formation management paradigm. Traditional energy information systems tend to 
be vertically integrated, closed architectures that limit interoperability, extensibili-
ty and reuse. Customers are viewed as passive users of electricity (and information 
related to it), while utilities are charged with providing electricity as a commodity 
with fixed tariffs. As power utilities migrate to Smart Grids, information from he-
terogeneous sources including smart meters that report near real-time power usage 
and quality, intelligent thermostats that measure and control buildings’ heat and 
humidity, and weather forecasts and traffic reports from online services are needed 
for accurate power demand forecasting and identification of effective curtailment 

strategies using data mining and analysis algorithms [2]. The information used by 
these DR algorithms is diverse in terms of the structures and semantics of data, 
software and hardware platforms used, types of interactions that they can support, 
and the size of the data items.  

Figure 19.2 shows our information architecture that is being prototyped. Infor-
mation sources at the bottom can communicate with the information integration 
framework through a service bus. Semi-structured data from micro-blogs and text 
comments are mined to extract structured data. These and other structured infor-
mation arriving are semantically annotated using a Smart Grid ontology model us-
ing wrappers. The semantically meaningful instances of concepts and relationships 
can then be recorded in a Cloud-hosted information repository for use by DR ap-
plications. Separately, the complex event processing (CEP) system extracts events 
from the semantically annotated information, constructs new abstract events based 
on rules, and reasons over the event cloud to match patterns based on policy and 
trigger actions for DR. A mining process additionally looks for new energy fore-
cast and power curtailment pattern structures for future interest. Utility and  
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external applications, shown on the left, access this semantic repository using the 
semantic model through the service bus. The features of the Smart Grid ontology 
model are described below, and the information repository schema conforms to it. 

 

Fig. 19.2 Information Integration and CEP Achitecture for the Smart Grid. 

The information integration architecture should support many-to-many points 
of interaction and information exchange [31]. The space of information sources 
and types is broad and will change as algorithms adapt. Utilities, software and 
hardware vendors are developing novel applications and products to meet con-
sumer, utility and regulatory needs. While they are directly responsible for the 
functioning of their own software systems, they also depend on exchanging infor-
mation with other systems. They need to negotiate agreements with the entities 
they interact with on how this information is to be exchanged. Conducting these 
negotiations between pairwise information sources and sinks is burdensome. 

Semantic Web provides an ontology-based extensible framework for informa-
tion to be shared and reused across application and domain boundaries [5]. It has 
been successful for information integration in domains such as eHealthCare [6], 
biology [7], and transportation [8]. Smart Grid data can be effectively used and in-
terpreted when grounded in semantically meaningful terms. It is not just the utility 
managers who will use this information to determine policies, but also data mining 
and analysis applications, third party tools with which the data is shared, transmit-
ted to other utilities and regulators, and even the consumer’s application.  

Applying Semantic Web for Smart Grid information integration goes beyond 
just a normalized form for exchanging meter, sensor or appliance data, and sug-
gests integrating ontologies from different relevant domains – weather, traffic, and 
social networks, among others – and using sematic definitions for policies and 
software APIs using well understood semantic standards. 
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19.2.1   Integrated Smart Grid Ontology Model 

We use the Semantic Web Ontology Language (OWL) to build the Integrated 
Smart Grid Ontology Model which stores the information about entities and their 
relationships in a structured format (Figure 19.2, right). We distinguish two types 
of ontologies: domain ontologies that are commonly used by utilities and power 
systems, and external ontologies, which describe concepts outside the electric grid 
such as weather and traffic, yet are required for information-driven energy use fo-
recasting and curtailment by novel DR algorithms. These ontologies form the enti-
ties and relationships in the schema for our information repository. 

19.2.1.1   Domain and External Ontologies 

Existing utility warehouses contribute concepts and relationships to the domain 
ontologies from three existing information sources: Meter Data Management 

(MDM), Customer Information System (CIS) and Outage Management System 

(OMS). CIS is used to describe the customers in the utility’s service area and their 
address, billing records, and service requests. MDM records electricity usage in-
formation from electric meters, including their location, correlated with the cus-
tomer who is being metered and for what time period. Earlier, this usage was po-
pulated by utility personnel who physically visit the customer location and record 
this data once a month. In a smart utility, this information is transmitted up to once 
a minute by the AMI head-end over a communication network, potentially using 
internet protocols, to a gateway at the utility that maps the AMI-vendor specific 
data to a standard form. OMS is used to monitor the operation of the electricity 
distribution and transmission network. It helps analyze transmission reliability and 
narrow down sources of service outages to resolve them. Consequently, it captures 
the description of the entire utility’s electric network itself [10].  

In addition to the utility’s information sources, other domain ontologies are 
contributed by the home and building area networks. These help capture the exis-
tence and activities of home appliance and electric vehicles (EVs), building plans 
such as surface area and year of construction, Heating, Ventilation and Air Condi-
tioning (HVAC) equipment and their duty cycles, and so on [11]. 

Among external ontologies, we have identified four areas to initially support 
that affect or help forecast energy usage indirectly: weather, traffic, scheduling 
and social networks. Weather includes historical, current and forecast information 
about temperature, humidity, precipitation, cloud cover and wind speed. The first 
two affect the use of air-conditioning, precipitation additionally impacts traffic 
patterns, and cloud cover and wind speed affect power generation by solar and 
wind renewables. Traffic data shows the traffic flow and the rate of traffic exiting 
from arterial roads onto specific neighborhoods and can help predict impending 
energy use as customers arrive home. Additionally, movement of individual EVs 
is also modeled as they are a major energy sink when plugged in. Scheduling ap-
plies to both people (when, where, with whom) and facilities like classrooms,  
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office rooms, and convention centers (when, where, attendees or their count).  
Social network data models people, their peers and friends, and their micro-blogs 
that is used for mining. 

19.2.1.2   Ontology Normalization 

Modeling the complete Smart Grid ontology is in itself an incremental process and 
a work in progress. It consists of identifying agreed upon standards for informa-
tion modeling in that area, recognizing equivalent relationships between concepts 
in different domains, and defining additional relationships between concepts. Of-
ten, the ontologies do not exist in a directly usable form such as OWL. Some-
times, they do not exist as an information model as such, and need to be drawn out 
of communication protocols for message exchanges. This requires a keen under-
standing of the domain concepts by the modeler to establish their relationship.  

However, this understanding does not have to extend to actually determining 
the exact influence that each concept has on the other with respect to energy  
use. That is something that will emerge from pattern specification and mining over 
observational data that will populate instances of the model concepts and  
relationships.  

For example, the ontology model captures the concepts of and relationships be-
tween an office room in a building, its lighting system, its energy usage, and the 
infrared “people sensor” in the room, and that people in the office have a calendar 
schedule. These concepts and relationships are relatively easy to describe with li-
mited knowledge of the different domains. This model captures the link between 
the person entering the room, the “person sensor” detecting it, triggering the lights 
to turn them on, and hence increasing the energy usage. This sequence is triggered 
at the time the person enters the room. What may be absent from the ontology 
model and discovered over time based on observational data for this model is: that 
the person’s calendar has the room location and time of the meeting, that this per-
son usually arrives early for most meetings, and that the fact that a meeting exists 
on her calendar means that the energy use for that room is going to increase at that 
point in future. This sequence is triggered at the time the calendar event is created 
– potentially hours or days in advance. 

Information model standards for some of the domain ontologies exist and will 
be reused. The IEC Common Information Model (CIM) [12] provides an initial 
starting point to model power systems, including circuits and utility operations. It 
covers several aspects of MDM and OMS, but has to be extended with concepts 
for CIS. Also, the UML model of CIM needs to be mapped to OWL, which intro-
duces issues that are documented [13]. ISO standards for building area network 
communications provide message protocols and APIs that can be used to derive 
concepts and relationships for an information model [14]. Weather concepts can 
be captured by JPL’s SWEET ontology [15] and those for NextGen Network 
Enabled Weather (NNEW) [16]. Our prior work on ontologies for transportation 
networks is leveraged for the traffic models [17]. There is active work on defining 
standards for social network models, including a W3C incubator group [18][19]. 
Internet calendar standards provide the basic building blocks for scheduling [20]. 
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19.2.2   Ingesting Information into Repository 

Many information sources that contribute to our information repository do not 
provide semantic information; some do not even provide structured data. Two pre-
processing steps of information extraction and semantic annotation need to take 
place before data from external sources is inserted into the repository in a seman-
tically queryable form. These steps are exacerbated by information constantly ar-
riving from different sources into our repository, thus distinguishing it from a tra-
ditional data-warehouse where the extract-transform-load (ETL) process is 
batched. 

19.2.2.1   Information Extraction from Semi-structured Social Network Data 

One of the primary sources of unstructured and semi-structured information useful 
for DR is from social networks. Information about friends on Facebook can be 
used for studying peer-pressure as a response mechanism for curtailing load (e.g. 
“Your friends have signed up to reduce electricity usage by 10%. Would you like 

to?”). Similarly, micro-blogging posts on Twitter and Facebook can be analyzed 
to detect user activity and indirectly forecast energy usage (e.g. “Sick with #flu. 

Working from home tomorrow. #wfh”). These are on the presumption that the util-
ity has access and rights to this information, which is feasible through providing 
incentives for “friending” the utility and registering their Twitter feed with it.  

Two approaches for extracting structured information from unstructured social 
network data are being investigated. The first approach is to just use the structured 
content that exists in social network data and using statistics to draw classifica-

tions that can be fed into the information repository rather than the raw content. 
User IDs, peer network, hashtags and text tags, timestamps, Twitter followers, and 
occasionally, location information are common structured information. It is possi-
ble to analyze the tags and Twitter followers to classify users according to, say, 
their environmental consciousness or technology uptake based on specific issues 
they follow. This classification can help tune energy conservation messaging and 
technology tools for target users. Similarly, frequency, time of day and location of 
tweets/posts can be used to map energy use patterns of individuals. 

Another approach for analyzing micro-blobs is to use Natural Language 
Processing (NLP) to evaluate user intent on energy use and curtailment. NLP 
techniques have been used for data extraction and curation from literature [21] and 
their use for examining Twitter feeds for emergency response is being actively re-
searched [22][23]. Challenges to applying NLP to micro-blogging are introduced 
by the compact space available for content and the consequent use of unique ab-
breviations and sentence formulation. Too, posts may be related to conversation 
threads that span multiple mediums (IM, text, voice). Despite this, it may be poss-
ible to determine a small class of topic terms that affect energy use, such as a us-
er’s schedule or purchase of a smart appliance, to shape DR analysis. 
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19.2.2.2   Online Semantic Annotation 

Structured information from external sources can have static mappings defined 
with related semantic ontology(ies). These mappings may be specific to an infor-
mation source (e.g. NOAA for weather data) or an information type (e.g. electricity 

usage from Smart Meters). In our architecture, wrapper libraries that can access 
these individual mappings are responsible for processing information as it arrives 
from external sources, and enhancing them with a semantic concepts and relation-
ships. It is these semantic instances that are actually recorded in the repository. 

  Individual agents may be responsible for specific data sources, which makes it 
easier to identify the right mapping to use. These agents can either pull informa-
tion from the sources, or have it pushed to them. Part of the annotation process 
should include performing data transformations (such as unit conversion) to pro-
vide consistent information in the repository. Software vendors such as Oracle 
have specialized software solutions for utilities that help perform such conversions 
for smart meter data from different types of meters as part of a gateway service2.  

19.2.3   Cloud-Hosted Information Repository 

The need to support accretive information ingest and its sharing among thousands, 
potentially millions, of users means that the repository needs to be hosted on a 
scalable platform [24]. Initial estimates put the upper bound on the size of annual 
meter data for 1.4 Million Los Angeles consumers at 1 minute intervals at hun-
dreds of Terabytes per year. In addition, a host of metadata and semantic informa-
tion about the consumers is gathered in support of DR. We adopt a service 
oriented architecture deployed on Clouds to host the information repository, DR 
information processing and analysis tools, and information sharing endpoints.  

19.2.3.1   Information Integration on Clouds 

Clouds provide scalable resources in the form of Virtual Machines (VMs) and re-
liable storage services like queues, tables and blobs. These elastic resources with a 
pay-as-you-go model provide the flexibility needed for information acquisition, 
processing, storage, query and dissemination for large repositories like the ones 
we are considering for Smart Grids [24]. For example, it is possible to scale out 
clients on multiple VMs to access different online service providers for informa-
tion in parallel. A number of commercial Cloud vendors and open source Cloud 
software fabrics exist, including Amazon AWS, Microsoft Azure, and Eucalyptus. 
There are, however, some issues that need to be resolved for Clouds to be used ef-
fectively for the Smart Grid information architecture.  

One, current Clouds do not provide the ability to host large databases as a  
platform service. Microsoft SQL Azure3 is one of the major providers of SQL 
server as a Cloud platform, but limits the database size to under 100GB which is  

                                                           
2www.oracle.com/us/industries/utilities 
3www.microsoft.com/en-us/sqlazure/database.aspx 
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insufficient for hosting meter data. We will either have to consider a SQL database 
installed on a Cloud VM as an infrastructure service – with manually configured 
reliability features, or distribute the data into multiple databases, partitioned either 
by consumers or the type of information. Alternatively, a combination of public 
and private Clouds is possible. 

In addition, the semantic features required by our architecture are not available 
out-of-the-box for datasets of the scale we need to process. Lastly, acquiring 
streaming data from millions of Smart Meters is expected to be a challenge when 
considering the network resource constraints. Our recent work has highlighted the 
absence of streaming as a Cloud storage service as problem for Smart Grids [25], 
and suggested algorithms to throttle bandwidth using application QoS needs [26]. 

19.2.3.2   Data Security and Privacy 

Cyber-security has been identified as a key concern for Smart Grid adoption and is 
being examined in detail [27][28]. In addition to securing the communication be-
tween smart meters and the utility, it is also important to secure the actual infor-
mation hosted in the information repository [26]. For particularly sensitive data, 
this may even amount to encrypting the data when storing it in a public Cloud to 
ensure the Cloud service provider themselves cannot access it. Splitting data 
across public and private Clouds is another approach to ensure sensitive data is 
kept within the confines of the utility’s private Cloud, but introduces challenges 
when querying data that span the silos. 

Another issue that is less understood but of heightened concern is one of infor-
mation leakage as a result of integrating such diverse data [26]. Data privacy is-
sues have been in the limelight for social networks and can severely compromise 
trust in the utility if measures are not put in place to clearly define information 
sharing and use policies that are enforced. While users are increasingly willing to 
post personal information in public, there is backlash when such knowledge is 
used by organizations to price commodities or in unconventional ways. Tracking 
the provenance of data used for demand forecasting and load curtailment, and dis-
tinguishing it from pricing policies is also necessary. 

19.3   Semantic Complex Event Processing 

New types of DR applications locate patterns among a large class of realtime  
information to detect power consumption behaviors and predict usage in realtime. 
The requirement of timely processing and response to power usage situations 
makes complex event processing (CEP) an attractive component of a DR informa-
tion system architecture. CEP deals with computation, transformation and pattern 
detection over large volumes of partially ordered events and messages [29]. An 
event is essentially a data object that represents something that occurs or changes 
the current state of affairs. In Smart Grids, continuous data from realtime informa-
tion sources can be abstracted as events. These may be from sensors and  
appliances (ThermostatChange event, ToasterOn event), smart meters (Power 

Usage event), weather phenomena (HeatWave event) or consumer activity  
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We propose an event model that captures the semantics of events, forming the 
foundation for expressive, high level complex event patterns [31]. By incorporat-
ing semantics, event data becomes meaningful information that enables automated 
mediation between domains and abstraction levels, and mapping goals to patterns.  

We adopt a description logic based knowledge representation to model events 
(Figure 19.3). The event model captures the event types, type hierarchies (i.e., 
specialization and generalization), relations between events and other domain enti-
ties. Using description logic, a semantic event knowledge base K can be 
represented for the event model as: K ൌ ሺT, R, Aሻ 

where T is the TBox which introduces the vocabulary (or Terminology) of events 
and domain concepts; A is the ABox, a virtual event repository that “stores” Asser-
tions about named individual events using the vocabulary; R is a Rule set that 
represents the correlations between events, and is used to derive virtual events into 
the event repository based on observed events [32]. 

The event model maps to an OWL schema, and instances about events and do-
main entities can be stored in a structured OWL representation. Event ontologies 
need to be organized in a modular and layered manner for easy extension. The top 
level event ontology captures concepts and relationships between events, such as 
the time the event occurs and which domain specific classes it corresponds to (e.g. 
ThermostatChange, AirConditionerTurnedOn). The second layer of the model 
contains the subjective domain ontologies introduced earlier in the information in-
tegration section. The lowest level of the event model relates to external ontolo-
gies, also introduced before. Connections between the event ontology and the do-
main ontologies are made using properties like “eventHappensTo” and 
“eventHappensAt”, whose domain is an event and value is a domain object. For 
example, the “thermostat” has a “thermostatChange” happen to is a concept de-
fined in the appliance domain ontology. 

Semantic Web Rule Language (SWRL) can be applied to encode correlation 
rules between events (R in the event knowledge base). SWRL is a proposed rule 
language for Semantic Web grounded in horn logic. A SWRL rule consists of a 
condition (rule body) and a consequence (rule head), each of which consists of a 
set of atoms. Event correlation rules can be defined based on domain knowledge 
or based on analysis of historic data. Several simple correlation rules are showed 
below, which derive new demand response virtual events based on known events. 
 rͳ: ሺ? eͳ rdf: type event: classStartሻሺ? eͳ event: eventHappensAt ? timeሻ  ሺ? eͳ event: eventHappensTo ? roomሻ ሺ? eʹ rdf: type event: loadIncreaseሻ ሺ? eʹ event: eventHappensAt ? timeሻሺ? eʹ event: eventHappensTo ? roomሻ 

 rʹ: ሺ? eͳ rdf: type event: powerDistortionሻሺ? eͳ event: eventHappensAt ? timeሻ ሺ? eͳ event: eventHappensTo ? buildingሻሺ? eʹ rdf: type event: heavyDemandሻ ሺ? eʹ event: eventHappensAt ? timeሻሺ? eʹ event: eventHappensTo ? buildingሻ 
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19.3.2   Reasoning over Realtime Events 

In our proposed CEP system, time critical situations are detected not only based 
on raw event data, but also upon additional knowledge such as semantics and cor-
relations of events [31]. The performance of the reasoning technique is time sensi-
tive. Current research into reasoning systems have improved performance over a 
static or slowly growing knowledge base, but reasoning over realtime events 
backed by ontologies and rules is a novel challenge. 

A naive implementation of event reasoning would store the event history in a 
repository and perform inference over the event base as new events are observed. 
However, events may arrive at high frequency and are unbounded. Thus, optimi-
zations are needed to improve its performance in terms of storage cost, latency and 
throughput.  

Reasoning over realtime events can be parallelized to improve performance. 
Our prior work on parallel inferencing for OWL knowledge base using graph par-
titioning is applicable here [33]. In event reasoning, partitioning can be applied to 
both the historic event data and correlation rule set. Based on the relations to each 
other (edges in the semantic graph), events and rules can be grouped into parti-
tions which are dispatched to different VMs for parallel processing. VMs commu-
nicate intermediate results for necessary synchronization. The goal of the parti-
tioning algorithms is to balance load between different partitions by minimizing 
the edge-cut communications. 

Another potential optimization includes using filters to drop duplicate or irrele-
vant events from high frequency inputs before they are processed. For realtime 
applications, we can restrict reasoning to a certain window which consists of a 
subset of recently observed events while previous information is ignored. This is 
meaningful for two reasons. First, ignoring older information allows us to save 
computing resources in terms of memory, storage and processing time, and re-
sponse to important events in real time. Further, most event processing applica-
tions assume that older events eventually become irrelevant. Applying appropriate 
time windows will help significantly reduce the size of rules and data to consider 
in the inference process. 

19.3.3   Semantic Mining for Energy Use Patterns 

Meaningful energy use patterns for complex event processing can be defined ei-
ther based on domain knowledge or from an analysis of historic data [31]. For ex-
ample, event patterns that represent power consumption trends can be simply ex-
pressed by using a sequence of monotonically decreasing/increasing AMI meter 
readings. However, identifying event patterns from a large corpus of energy data 
is non-trivial. Moreover, energy use patterns may also constantly evolve over 
time. For example, the event patterns that predict the demand of a building can 
vary due to changes of owners, renovation, and so on. There is a need to enhance 
CEP with pattern mining to assist with automatic specification of novel patterns. 
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Existing data mining techniques can be applied to extract static energy use pat-
terns. The most relevant approaches are association rule learning and sequential 
data pattern mining. Algorithms for mining association rules from relational data 
have been well studied [34, 35]. The central idea is to find all rule patterns whose 
confidence and support are above corresponding thresholds. Some studies [36, 37] 
contribute to the mining of sequential patterns in temporal datasets. Most of these 
methods are based on searching algorithms using a heuristic which states the fact 
that any super-pattern of an infrequent pattern cannot be frequent. 

Typically, data mining is done off-line. However there are examples in which 
event processing and mining run concurrently. In these cases, we can use a target 
event to constantly monitor the change of event patterns, for example, using meter 
readings to monitor patterns that predict peak power demand. When the event pat-
tern deviates significantly from the target, it triggers the pattern mining process. 
For Smart Grid applications, mining dynamic energy use patterns from a complete 
set of historic data is not necessary as older events become less relevant when the 
energy use behaviors evolve. Data mining algorithms can be applied to the event 
data in a fixed time window to identify events frequently occurring with the target 
events. 

19.4   Related Work 

19.4.1   Semantic Information Integration 

Semantic information integration is an active research area that has been studied in 
various research and application domains, including databases [38] [39], web ser-
vices [40] [41], eHealthCare [6] [42], oil industry [43] and transportation [8]. The 
general objective is to facilitate interoperability of information systems and share 
information sources that are often heterogeneous and distributed [31]. 

Contemporary approaches for semantic interoperability can be classified into 
two categories.  The first is the so-called Brute-force Data Conversions (BF) [44], 
which directly implements all necessary data transformations manually. This ap-
proach may require a large number of transformation agreements to be hardcoded 
that are difficult to maintain [31]. Another approach is Global Standardization, in 
which different information systems agree on a uniform standard. This causes the 
semantic differences to disappear and there is no need for data transforms between 
components. Unfortunately, such standardization is usually infeasible for many 
domains, for example, because of organizational and operational reasons.  

Semantic Web provides an  extensible framework that allows information to be 
shared and reused across application and domain boundaries using ontologies. The 
shortcomings of the traditional approaches can be overcome by declaratively de-
scribing data semantics using ontologies and separating the knowledge representa-
tion from the data transform implementation [44]. A widely adopted approach is 
to allow information sources to describe their vocabularies of information  
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independently using ontologies. Inter-ontology mappings and reasoning services 
are then applied to identify semantically corresponding terms of component  
ontologies, e.g., which terms are semantically equal or similar. 

Numerous research projects utilize ontologies to represent data semantics and 
facilitate information integration. For example, [42] describes the use of Semantic 
Web technologies for sharing knowledge in healthcare. It combines relational da-
tabases and ontologies to extract knowledge that was not explicitly declared with-
in the database. An ontology representation of the UMLS (Unified Medical Lan-
guage System) represents the basic medical concepts, and mappings and inference 
over the semantic knowledge are done to query and update heterogeneous data-
bases. [8] developed a unifying traffic modeling and simulation framework  
into which more focused simulators can be integrated. A domain ontology was 
used as the common modeling language and data exchange model for integrated 
simulation.  

Information processing has started to get more sophisticated at utilities in recent 
times. There have been efforts to display grid-level information integration 
through a consumer portal or a home energy monitoring system. These commonly 
take the form of a simple chart or histogram of energy usage over various time pe-
riods, such as Google's PowerMeter [45], the Pulse energy management software 
[46], and AgileWaves [47]. While this approach is promising, they do not (yet) 
support the ability to incorporate external applications. 

Efforts have been taken to leverage standards [48, 49] for Smart Grid partici-
pants to integrate components, and span energy information from the “micro” (i.e. 
the power domain) to the “macro” (i.e. multiple relevant domains and users). The 
existing Smart Grid standards span multiple domains from electric power genera-
tion, electrical appliances to information technology, and are designed by a num-
ber of organizations: IEC, EPRI, NIST, IEEE and others. In the last decade, the 
power industry has made efforts in creating a common information model (CIM) 
to resolve semantic inconsistency between the different standards. IEC 61970 and 
IEC 61968 series standards [50] define data exchange specifications of CIM so 
that interoperability between various applications can be achieved.   

There has been recent work on developing scalable, semantic-level Smart Grid 
information integration framework. In [51], the authors propose a shared ontology 
model to provide common semantics for Smart Grid applications. The ontology 
captures concepts governed by business semantics, engineering and scientific 
principles by transforming existing standards, such as CIM, to a uniform concep-
tual model. To make semantic modeling accessible to domain experts, they also 
developed the Semantic Application Design Language (SADL), a controlled-
English language with an associated environment for building semantic models. 

19.4.2   Complex Event Processing 

Complex event processing deals with detecting real-time situations, represented as 
event patterns, from an event loud. CEP originated from the RAPIDE simulation 
research project in 1993 [52][31]. Recently, CEP has received attention in the re-
search community due to its applicability to domains such as financial services 
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[53, 54], health care [55] and RFID data management [56]. Research prototypes 
and commercial systems, such as ruleCore [57], Oracle CEP Server [58] and Esper 
[59], are available. 

Snoop [60] is a proposed event specification language for active databases. In 
an active database system, updates to the database are treated as events. The au-
thors observe that the detection of database event patterns leads to monotonically 
increasing storage overhead as previous occurrences of events cannot be deleted. 
To overcome this problem, they introduce the event selection and consumption 
policies, i.e. so-called parameter contexts for precisely restricting event occur-
rences. The notion of event selection and consumption is also important for Smart 
Grid event processing systems. For example, redundancy will often be present in 
the high frequency event data from meters and appliances. The effect of duplicate 
events from the same meter or sensor can be subsumed by the most recent event. 

Cayuga [61] is a high performance CEP system designed to efficiently support 
a large number of concurrent complex event subscriptions. In Cayuga, event 
streams are infinite sequences of relational tuples with interval-based timestamps. 
It defines an expressive event algebra that contains six operators: selection, projec-
tion, renaming, union, conditional sequence and iteration. Event algebra expres-
sions are detected by non-deterministic finite automata (NFA). We believe the 
event algebra generalized in Cayuga is necessary but not sufficient to support 
Smart Grid applications. It can be used to specify rigid accurate patterns but is un-
able to express event patterns that incorporate semantics and uncertainties of data. 
Recently, parallelized and distributed complex event processing has received at-
tention in literature [64, 65] and is of relevance to our architecture. 

19.5   Conclusion 

The information system architecture we have described for demand response op-
timization in the Los Angeles Smart Grid project is intended to transform the way 
utilities and consumers treat energy management. By proposing an information 
rich environment with semantically meaningful data integrated from diverse 
sources, our architecture will enable advanced analytical tools and algorithms to 
effectively and efficiently forecast energy load and identify load curtailment re-
sponse. It also opens the door for other rich Smart Grid applications to be devel-
oped for desktop and mobile platforms that access the Cloud-hosted information 
repository. 

The project is currently in the first year of a 3 year research and development 
cycle. We are in the process of prototyping several components of this architecture 
and evaluating them within the USC campus micro-grid testbed, and subsequently 
scaling the system to the LA DWP service area [2]. This software architecture will 
evolve during this period, informed by further research and evaluation. However, 
it establishes the advent of an informatics approach to Smart Grids that will lead to 
automated, intelligent and sustainable energy management. 
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Chapter 20 
Markov Chain Based Emissions Models: A 
Precursor for Green Control 

E. Crisostomi, S. Kirkland, A. Schlote, and R. Shorten* 

Abstract. In this chapter we propose a new method of modeling urban pollutants 

arising from transportation networks. The efficacy of the proposed approach is 

demonstrated by means of a number of examples. Our models give rise to a 

number of surprising observations that are relevant for the regulation of pollution 

in urban networks: different actions are required for the control of different 

pollutants and low speed limits do not necessarily lead to low pollution. 

20.1   Introduction 

Contemporary discussion relating to Green IT has focussed to a large extent on 

energy awareness and the minimisation of energy consumption  of devices and 

systems. Notwithstanding the importance of these energy-related issues, the Green 

agenda is, in fact, much more comprehensive. From our perspective, Green 

describes practices and strategies whose aggregate behaviour: (i) promotes 

sustainability of resources and the planet; (ii) is not harmful to human health; and 

(iii) recognises that overprovisioning of resources is unsustainable, and so utilises 

resources in a fair and cooperative manner. Thus, being Green refers to the sharing 

of resources between activities in such a way that promotes these goals. In this 

context, distributed optimisation and control techniques are likely to become ever 

more important in achieving these goals, and we refer to feedback based activities 

that are designed to support green solutions and products as Green Control. 

The issue of Green Control is likely to become a major research topic over the 

next decade. Roughly speaking, this term refers to the development of control 

strategies for deployment in large scale networks that can be used to regulate, 

share, and optimize the use of quantities related to “green systems”. Generally 

                                                           

E. Crisostomi 

Department of Energy and Systems Engineering, University of Pisa, Italy 

e-mail: emanuele.crisostomi@gmail.com 

S. Kirkland · A. Schlote · R. Shorten 

Hamilton Institute, National University of Ireland – Maynooth, Co. Kildare, Ireland 

e-mail: {stephen.kirkland,arieh.schlote,robert.shorten}@nuim.ie 



382 E. Crisostomi et al.

 

speaking, these “green variables” might include atmospheric pollutants, carbon 

emissions, energy usage and reuse. One area, in which activity in “green control” 

is already underway, is in the regulation of pollution and emissions in urban 

transportation networks.  In the automotive industry, public awareness of the link 

between greenhouse gasses and road transportation is great. While CO2 emissions 

are ultimately harmful to humans through ozone depletion, road transportation is 

also very harmful to humans in a direct manner. According to a UK study [13], 

road transportation’s percentage contribution to air pollution in 1999 was: 80% in 

the case of CO; 75% in the case of benzene; 50% in the case of NOx; 40%  

for hydro carbons (producing ozone); and 25% of particulates, all of which  

are extremely harmful to humans. See [26] for details of established side-effects  

of these pollutants. It is also important to note recent advances in health  

science where the link between heart attack triggers and urban pollution is 

hypothesized [29]. 

Traditionally, researchers have advocated two approaches to reducing air 

pollution: the production of greener cars; and an overall reduction in road 

transportation. These involve not only introducing laws that produce ever more 

stringent regulations on engine manufacturers, but also some cities are trying to 

regulate pollution in certain areas through control policies. The city of Berlin, 

Germany, is one such example, where strict open-loop control policies based on 

clean engines are implemented.  

An alternative approach is to investigate advances in ICT for the automobile 

sector to control and regulate emissions and pollution in our cities. This latter 

approach builds on three policy directions coming from regulatory bodies (such as 

the EU and the US government) aimed at (1) reducing greenhouse gasses, (2) 

reducing pollution peaks in our cities, and (3) developing instrumentation, 

cooperative control strategies, and modeling techniques to enable the development 

of proactive traffic management systems, i.e., systems that predict traffic flow and 

take pre-emptive measures to avoid incidents (traffic build up, pollution peaks, 

etc). It is also consistent with strategic developments in the automotive and 

networking industries where the control and regulation of large scale systems are 

seen as priority objective in company roadmaps. Initiatives in this direction 

include the IBM smarter city initiative [11] and the CISCO smart and connected 

communities programme[32], as well as the many initiatives underpinning vehicle 

to vehicle communications and vehicle to infrastructure communications.  

Our objective in this work is more modest. While our ultimate objective is 

control and optimization, we are motivated by the fact that underpinning every 

good control strategy is an appropriate model. Our starting point is a recently 

proposed Markovian approach to model road network dynamics [8]. As discussed 

in [8], a Markovian framework is particularly appealing since it makes important 

information regarding the road network available in a convenient form to the road 

network designer (congestion, average travel times, sensitive links in the road 

network). It is also useful for control and optimization applications. Our objective 

in this work is to demonstrate how this model can be extended to build emissions 

models, and to use this model to inform what might and might not be possible in a  
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control setting. As we shall see, inference from the models will give rise to 

counter intuitive facts that must be taken into account when developing policy to 

reduce air pollution and emissions.  

20.2   A Markov Chain Approach to Describe Road Network 

Dynamics and Emissions 

The most popular mobility model is undoubtedly the so-called Constant Speed 

Motion model where vehicles follow random paths over a graph corresponding to 

the road topology, at a constant speed (see for instance [12] for a description). 

Such a model can be made more accurate by adjusting speeds taking into account 

interactions with other vehicles as well. Despite such corrections, these models do 

not usually reach a sufficient level of realism for many applications of interest. 

For this reason, flow models were introduced to provide a more realistic 

modeling of urban networks, at a different level of detail; for instance, it is 

possible to distinguish between microscopic, mesoscopic and macroscopic models 

[16, Chapter 5]. Mesoscopic levels are at an intermediate level of detail, as traffic 

flows are described at an aggregated level (e.g., through probability density 

functions), but interactions are described at an individual level. Flow models can 

be described employing very different mathematical backgrounds, for instance 

Partial Differential Equations (PDEs), discrete time equations or Cellular 

Automata (CA) models. A recent application of fluid-dynamic traffic model on 

road networks is given in [5]. 

Although flow models have reached a high level of realism and are able to 

capture many of the typical traffic phenomena (e.g., queueing or bottlenecks at 

junctions regulated with traffic lights or priority rules), they still suffer from two 

main drawbacks: (a) it is not simple to describe road network dynamics both at a 

microscopic and at a macroscopic level (congestion at a single junction and in the 

whole network), (b) they miss the ability to predict how traffic would change in 

reaction to the road network modifications (e.g., removal of a road, change of 

speed limits or priority rules).  

Due to such motivations, many road network engineers prefer to use mobility 

simulators (e.g. SUMO [23]) as a support to urban network management 

decisions, rather than mathematical models. Anyway, simulators are good at 

describing traffic flows (both at a macroscopic and at a microscopic level), but 

also suffer from the inability of making accurate predictions should the original 

urban network change. 

A new paradigm to describe road network dynamics was proposed in [8], where 

a Markov chain based model was used as an alternative to flow models; such an 

approach was proved to give the same results of a mobility simulator, at least 

every time the mobility simulator was able to give an answer. Moreover, the 

mathematical background of Markov chains could be used to make predictions in 

case of changes to the nominal road network, thus providing, at least in principle, 

a useful tool to road engineers to understand in advance what changes to the 

original network can provide benefits to the drivers (e.g., in terms of travel times).  
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The main motivation of this chapter is to show that the same background of [8] 

can be used to predict useful modifications of the road network that might help to 

decrease harmful emissions, thus paving the way to what has been called “Green 

Control”. In fact, emissions are related to congestion, and in particular to vehicle 

speeds, as emphasised from many emissions models.  

There are many several models that evaluate pollution at a microscopic level 

(e.g., single vehicle), at very different levels of accuracy and complexity [19]. A 

first basic model is the so-called aggregated emission factor model, where a single 

emission factor is used to represent a particular type of vehicle and a general type 

of driving, with a usual distinction between urban roads, rural roads and 

motorways. This model is rather rudimentary and is not realistic for small scale 

networks, as it omits several phenomena, such as congestion, which are known to 

significantly affect emissions. A more refined model is the so-called average-

speed model, which will be adopted in this chapter, where emission factors are 

calculated as a  function of average speed [2-4]. The average-speed approach is 

described in the UK Design Manual for Roads and Bridges (DMRB) [17] and the 

European Environment Agency’s COPERT model [15].  

Although the average-speed model has been extensively used for many 

applications, it suffers from a drawback that very different vehicle operational 

behaviours (in terms of accelerations, decelerations, maximum speed, gear-change 

pattern), and therefore different emission levels, can be characterized by the same 

average speed. A more realistic model is for instance the comprehensive modal 

emissions model (CMEM) described in reference [1]. According to this model,  

second-by-second exhaust emissions and fuel consumption are predicted, for a 

wide range of vehicle categories and ages. For the sake of simplicity, in this work 

the average-speed model is employed. However, the same proposed methodology 

can be applied in combination to any other (more accurate) vehicle emissions 

model. 

We present no theoretical justification for our Markov chain model, other than 

to remind here that Markov chains have a long history of providing compact 

representations of large scale systems described by very complicated sets of 

dynamical equations. As an example, the planar restricted circular three-body 

problem [21-22], involving a planet, a moon orbiting on a circle around the planet, 

and an asteroid lying on the same plane of the moon orbit, can be solved by using 

advanced methods from dynamic systems theory. Yet, is was proved in [10] that 

similar results can be obtained by using Markov chains. Similarly, to obtain a 

good macroscopic description of a complicated dynamic system, the Frobenius-

Perron operator can be used. The Frobenius-Perron operator describes the 

evolution of probability measures in time, and can be conveniently approximated 

using Markov chain techniques [9]. Successful applications of this idea have been 

obtained in the modeling of complex bio molecules [18-31]. Finally, a 

comprehensive introduction to modeling complex dynamic systems as Markov 

chains can be found in [14]. 

Inspired by the previous examples, we expect that as a network planner is 

usually interested in aggregation effects (pollution, congestion, travel times, etc.), 

then a Markov chain model should be able to capture such properties of interest 
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with accuracy and high speed, even for large networks. This was first envisaged in 

[8] for the network dynamics, and is further developed here for the case of 

pollution dynamics. 

20.3   A Primer on Markov Chains 

The objective of this section is to present the mathematical tools that will be used 

in the rest of the chapter. The preliminary definitions are standard and can be 

found in classic references like [28] or, in a short summary, given in [24, Chapter 

15]. Here we give only the most basic concepts that are needed for our discussion. 

Recall that a Markov chain is a stochastic process characterised by the equation  

( ) ( )
kkkk ikikiikik SxSxpSxSxSxp ======

++ ++ |,...,|
101 101

 
(20.1) 

where ( )E|Fp  denotes the conditional probability that event E occurs given that 

event F occurs. Equation (1) states that the probability that the random variable x 

is in state 
1ki

S
+

 at time step k+1 only depends on the state of x at time step k and 

not on preceding values. Throughout the chapter only discrete-time, finite-state, 

homogeneous Markov chains will be considered. We present no theoretical 

justification for our model, other than to state that Markov chains have a long 

history of providing compact representations of large scale systems described by 

very complicated sets of dynamical equations, as already illustrated in the 

previous section.  

The Markov chain is completely described by the nn ×  transition probability 

matrix P whose entries Pij denote the probability of passing from state iS  to state 

jS , and n is the number of states. The matrix P is a row-stochastic non-negative 

matrix, as the elements of each row are probabilities and they sum up to 1. Within 

Markov chain theory, there is a close relationship between the transition matrix P 

and its corresponding graph. A graph is represented by a set of nodes that are 

connected through edges. Therefore, the graph associated with the matrix P is a 

directed graph, whose nodes are represented by the states n,...,i,S i 1=  and there 

is a directed edge leading from iS  to jS  if and only if 0ij ≠P . 

A graph is strongly connected if and only if for each pair of nodes there is a 

sequence of directed edges leading from the first node to the second one. The 

matrix P is irreducible if and only if its directed graph is strongly connected. Let 

us now state the well-known Perron-Frobenius theorem [24] which summarises 

important properties of irreducible transition matrices: 

• The spectral radius of P is 1  

• 1 also belongs to the spectrum of P, and it is called the Perron root 

• The Perron root has an algebraic multiplicity of 1 
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• The left-hand Perron eigenvector π  is the unique vector defined by 
TT πPπ = , such that =>

1
π0,π 1. Except for positive multiples of π  

there are no other non-negative left eigenvectors for P. 

In the last statement, by saying that 0π > , it is meant that all entries of vector 

π are strictly positive. One of the main properties of irreducible Markov chains is 

that the i
th

 component iπ  of the vector π  represents the long-run fraction of time 

that the chain will be in state iS . The row vector Tπ  is also called the stationary 

distribution vector of the Markov chain.  

20.3.1   Mean First Passage Times and the Kemeny Constant 

A transition matrix P with 1 as a simple eigenvalue gives rise to a singular  

matrix I-P (where the identity matrix I has appropriate dimensions) which  

is known to have a group inverse ( )#
PI − . The group inverse is the unique  

matrix such that ( )( ) ( ) ( )PIPIPIPI
## −−=−− , ( )( ) ( ) ( )PIPIPIPI

# −=−−−  

and ( ) ( )( ) ( )###
PIPIPIPI −=−−− .  More properties of group inverses and their 

applications to Markov chains can be found in [27]. The group inverse ( )#
PI −  

contains important information on the Markov chain and it will be often used in 

this chapter. For this reason, it is convenient to denote this matrix as #Q . 

The mean first passage time mij from the state iS  to jS  is the expected number 

of steps to arrive at destination jS  when the origin is iS . If we denote #
ijq  as the 

ij entry of the matrix #Q , then the mean first passage times can be computed 

easily according to the equation below (see [7])  

ji
qq

m
j

ijjj

ij ≠
−

= ,

##

π
 (20.2) 

where it is intended that n1,...,i0,mii == . The Kemeny constant is defined as 

∑
=

=
n

j
jijmK

1

,π  (20.3) 

where the right hand side is (surprisingly) independent of the choice of i [20]. 

Therefore the Kemeny constant K is an intrinsic measure of a Markov chain, and 

if the transition matrix P has eigenvalues n1 ,...,, λλλ 21=  then another way of 

computing K is (see [25])  
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Equation (4) emphasizes the fact that K is only related to the particular matrix P 

and that it increases if one or more eigenvalues of P is real and close to 1.  

20.4   From a Road Network Model to a Pollution Model 

The use of Markov chains to model road network dynamics has been described in 

detail in [8].  The resulting networks are fully characterized by a transition matrix 

P, which has the following form:  
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The matrix P is a square matrix whose size is given by the number of road 

segments. The off-diagonal elements 
ji SSP → are related to the probability that one 

passes directly from the road segment Si to the road segment Sj. They are zero if 

the two road segments are not directly connected (i.e. at the end of road Si it is 

impossible to take directly road Sj). The diagonal terms are proportional to travel 

times; namely, they are close to 1 if it takes a long time to cover the corresponding 

road while they are closer to 0 if travel times are short. The diagonal terms take 

into account several factors that affect travel times; such as speed limits, road 

surface conditions, presence of priority rules or traffic lights, weather conditions, 

heavy traffic, etc. The diagonal elements can be computed from average travel 

times through the following equation  

nj
tt

tt
P

j

j

SS jj
,,1,

1
…=

−
=→ , (20.6) 

where ttj indicates the average travel time along the j
th

 road.  

The main idea of this work is to use the same framework to model pollutants, 

This can be achieved by replacing time in the original chain described above, by a 

unit of pollutant (e.g. benzene, NOx, etc…). In this framework, a car is moving in 

the same road network, and changes (or remains in the same) state anytime a unit 

of pollutant is released, according to the entries of a second transition matrix PP, 

where the subscript P stands for pollution. The quantity of emissions released 

along a particular road Sj does not only depend on travel times, but also on other 

quantities like the length of the road, speed profile along the road (i.e. number of 

times the car accelerates or decelerates) and average types of car in the particular  
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road (fuel type, engine capacity, etc).  As a consequence, the main difference 

between the chain described in [8] and the chain here are the diagonal entries of 

matrix PP.  

20.4.1   Construction of the Markov Chain Transition Matrix 

The emissions model is completely determined by a transition matrix PP, whose 

diagonal terms indicate how many units of pollution a fleet of vehicles releases 

along a road segment, and by off-diagonal terms that indicate the probabilities of 

turning left, right, etc, when arriving at a junction. These entries are computed as 

follows. 

Diagonal terms: According to average-speed models, the emission factor f(t,p) is 

computed as 

( ) ( )
v

gvfvevdvcvbvak
ptf

65432

,
++++++⋅

= , (20.7) 

where t denotes the type of vehicle (and depends on fuel, emission standard, 

category of vehicle, engine power), p denotes the particular type of pollution of 

interest (e.g. CO, CO2, NOx, Benzene), v denotes the average speed of the vehicle, 

and the parameters a, b, c, d, e, f, g and k depend on both the type of vehicle and 

the pollutant p under consideration. For the purpose of this work, the values of the 

parameters are taken from Appendix D, in reference [4]. In Equation (7) it is 

assumed that speeds are measured in km/h and emission factors in g/km. 

Therefore, by assuming that the average speed of a fleet of vehicles along a road 

segment is v, and the length of the road segment is l, then the diagonal terms are 

given by  
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by analogy with Equation (6).  For simplicity we first normalize all terms f(t,p)jlj 

so that the minimum one has unit value. In Equation (8) note that the emission 

factor depends on the road segment as its primary dependence is on the average 

speed along the particular road segment. 

Off-diagonal terms: The Markov chain models an average car that travels in the 

urban network while releasing units of pollution. Therefore, it is necessary to 

measure the average junction turning probabilities to build the off-diagonal terms.  
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20.4.2   The Role of Information Technology in the Model  

The proposed emission model requires the following items to be useful:  

• The categories and types of vehicles present in each road of the network, 
as they are required to use the appropriate parameters in Equation (7). 

• The average travel times of the vehicles along each road of the network; 
once travel times are known, by using the knowledge of the length of the 
road segments, it is possible to compute the average speeds to be used in 
Equation (7). 

• The junction turning probabilities, which are required to build the off-
diagonal terms of matrix PP. 

• Centralized (or decentralized) number crunching ability to calculate 
properties of the large scale matrix.   

There are two possible ways of obtaining the information required for the 
Markov chain: 

1. All cars are instrumented to behave as mobile sensors and store the data 
relative to their travelling history. At regular times, they communicate 
their data to a central database that collects all the important information. 

2. Urban networks are equipped with loop detectors that are positioned at 
each junction, and they measure the required information to build the 
Markov transition matrix. 

We emphasise here that most of the required information can be easily 
collected (when it is not already available) by the cars themselves, and all that is 
required is to collect and integrate such information to construct the model. 
Current vehicles are memory-less. However, given the widespread penetration of 
vehicle positioning systems (GPS), it is easy to imagine geospatial tagging of 
vehicle route information, and storing this information locally in vehicle memory. 
It is also possible to obtain information of the type required from special classes of 
vehicles (buses, taxis etc.) – though this probably contains less useful information. 
Note such instrumented fleets already exist in cities such as Stockholm [3].  
Furthermore, recent advances in the development of Vehicular Adhoc NETworks 
(VANET) [16] are expected to further facilitate the proposed emissions model, as 
it is very easy to collect the information required to build the transition matrix.  

Remark: CMEM (see Section 20.4) is one of the most accurate microscopic 

emission models, as it takes into account the instantaneous speed and the engine 

operational mode. The proposed Markovian approach can easily integrate such an 

emissions model. However, a high price must be paid in terms of communication 

between vehicles and infrastructure, as the whole speed profile of individual 

vehicles is required to be transmitted.  

20.5   Green Interpretation of the Markov Chain Quantities 

Once the transition matrix has been constructed, it is very easy to infer several 
quantities of potential interest to the designer of a road network. These include the 
Perron eigenvector, the mean first passage time matrix and the Kemeny constant. 
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The proposed model has the property that it is driven by a unit of pollution rather 
than by a unit of time as in conventional Markov chains. For ease of exposition in 
the present discussion we use a generic unit of pollutant, while in the simulation 
examples we will compute CO, CO2, NOx and Benzene. We remind the reader 
that the difference between the models is in the choice of the parameters in 
Equation (7). We also note that CO2 can be used as an indicator of energy 
efficiency, as it is the principal product of complete fuel combustion, and it is 
directly proportional to the fuel consumption rate [6]. Table 20.1 summarises the 
interpretation of the Markov chain quantities in the emission framework. 

Table 20.1 Interpretation of Markov chain quantities in the emission framework 

Markov chain quantity Green interpretation 

 

Left-hand Perron Eigenvector This vector has as many entries as the number of 

road segments. Each entry represents the  long run 

fraction of emissions that a fleet of vehicles will 

emit along the corresponding road segment. It can be 

used as an indicator of pollution peaks.   

Mean first passage emissions  This is a square matrix with as many rows as the 

number of the road segments. The entry ij 

represents the expected quantity of emissions that a 
vehicle releases to go from i to j. The average is 

with respect to all possible paths from i to j. 

Kemeny constant This number is the average number of emissions 

released in a random route. It is an indicator of 

pollution in the entire network. 

 
There are other quantities that can be computed within the proposed 

framework: 

Density of emissions along each road (g/km): They can be easily computed from 

Equation (7): it is only required to know the average fleet of vehicles and the 

average speed along the road. 

Emissions along each road (g): They can be easily computed by multiplying the 

density of emissions along a road by the length of the road. 

Total Emissions (g): It is sufficient to sum the emissions along each road for all 

the roads inside the area of interest (e.g. the urban network). 

20.6   Examples 

In this section the proposed approach is described in detail through several 

simulations. The information required to build the Markov transition matrix is 

recovered from simulating traffic within an urban network using the well-known 

mobility simulator SUMO (Simulation of Urban MObility) [23]. SUMO is an 
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open source, highly portable microscopic traffic simulation package that was 

developed at the Institute of Transportation Systems at the German Aerospace 

Center, and is licensed under the GPL. Simulations are required to extract junction 

turning probabilities and average travel times along the road segments composing 

the urban network. Three steps must be performed to achieve this goal: 

1. Creation of the urban network: this includes the topology of the network, 

the use of traffic lights or priority rules, fixing speed limits, choosing the 

number of lanes, etc. 

2. A random pair of origin/destination roads is assigned to each car. The car 

will travel toward its destination according to the minimum length path. 

3. Traffic statistics, namely junction turning probabilities and average travel 

times, are collected from the urban network and used as the data from 

which we build the Markovian emissions model. 

We now give four examples of road networks to demonstrate the usefulness of 

our approach. 

 

Fig. 20.1 Graphical representation of a simple urban network. Nodes and edges correspond 

to junctions and road segments respectively. Bidirectional arrows show that both travelling 

directions are allowed. 

Consider the road network depicted in Figure 20.1. Here the road network is 

represented as a graph with nodes corresponding to road intersections and edges 

corresponding to streets between the intersections, we will call this representation 

the primal graph [30]. To use the analytical tools as described in Section 20.3, we 

need a different representation of the network called the dual graph. In the dual 

graph the nodes correspond to streets and there is an edge between two nodes if it 

is possible to continue from the first road to the second road. The dual graph thus 

contains information that is not accessible from the primal graph. As an example, 

a dual representation of the primal graph shown in Figure 20.1 is illustrated in  

Figure 20.2. Unless stated otherwise all road segments have a length of 500 

meters. 
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Fig. 20.2 Dual representation of the primal network shown in Figure 20.1. For instance, the 

road segment AB is the (directed) road that goes from junction A to B in the primal 

network. 

First simulation – Importance of speed dependent emission factors: SUMO is 

now used to create traffic inside the urban network described in Figures 20.1 and 2, 

in two different operating conditions. In the first case the number of cars in the road 

network is small, and cars are allowed to travel freely at maximum allowed speed; in 

the second case heavy congestion is artificially simulated by increasing the number 

of cars, so that actual speeds are slower than the maximum allowed by speed limits.  

The computation of emissions is performed according to Equation (7), using the data 

corresponding to Euro 4, Engine Capacity < 1400 cc petrol cars and minibuses with 

weight below 2.5 tonnes (Code R005/U005 from Boulter et al. 2009). 

Figure 20.3 shows that if the emissions are computed using speed-independent 

emission factors, then they are not affected by different levels of congestion. This 

is clearly absurd. In fact, the stationary distribution of emissions is the same, both 

in the figure on the left (no congestion), and in the one on the right (congestion). 

On the other hand, the stationary distribution of cars along the roads (represented 

with the solid line) changes completely in the case of congestion.  

In Figure 20.4 the pollution factors are assumed to depend on velocity, and 

therefore the stationary distribution of emissions changes from the non-congested 

(left) to the congested scenario (right), and it remains consistent with the 

distribution of cars. In both Figures 20.3 and 20.4, and in both scenarios, the 

junction turning probabilities are the same. Clearly, it is not sensible that the 

distribution of pollutants does not change with traffic load. Therefore, this simple 

simulation suggests that speed-dependent emission factors should be used to 

obtain realistic results. In Figure 20.4, we can also see that the manner in which 

pollutants are influenced by the traffic volume is not homogeneous with respect to 

congestion (i.e., different pollutants have different density). 
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Fig. 20.3 Stationary distribution of cars (solid line) and all pollutants. Pollutant factors are 

constant with speed. No congestion on the left, congestion on the right. All emission factors 

coincide because of density normalisation (their sum is 1). 
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Fig. 20.4 Stationary distribution from simulation and model for time and all pollutants. 

Pollutant factors are dependent on speed. In this example, the pollutants density follows the 

car density both in the non-congested scenario (left) and in the congested one (right). 

Second simulation – A large-scale road network: We now demonstrate the 
scalability of our approach through a significantly larger network. We generated the 
road network in Figure 20.5 using SUMO random network generation facilities. 

Figure 20.6 shows the density of pollutants in the road network, together with the 
distribution of cars resulting from the SUMO simulation. While the road network of 
Figure 20.5 is composed of 618 road segments, only the subset of roads with ID 
between 250 and 300 was randomly chosen to be displayed in Figure 20.6, to 
improve readability of the result; qualitatively the distribution is the same for any 
selection of streets. In Figure 20.6 we see again that the distribution of pollutants 
depends on the particular pollutant, but it is always concordant with the distribution 
of cars. This is in accordance with common knowledge that congestion should affect 
emissions.  



394 E. Crisostomi et al.

 

 

 

Fig. 20.5 A more complicated realistic road network. 
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Fig. 20.6 Stationary distribution of time and pollutants in the more complicated example 

with heavy congestion. Only a selection of streets is shown to improve readability of the 

figure. 



20   Markov Chain Based Emissions Models: A Precursor for Green Control 395

 

Third simulation – How to fix optimal speed limits: An additional simulation is 

performed to establish optimal speed limits. Optimality is with respect to 

minimum emissions. The results are shown in Table 20.2. Within each simulation 

we varied the speed limit uniformly over all streets from 20 to 120 km/h and 

calculated the corresponding Kemeny constant. As previously described, the 

Kemeny constant can be interpreted as an efficiency indicator, in terms of 

emissions, of the overall road network.   

Table 20.2 Kemeny Constants for Different Global Speed Limits. 

Speed [km/h] Time [sec] CO [g] CO2 [kg] NOx [g] Benzene [g] 

20 1304 2674 1241 395.9 2.89 

40 631 2350 875 243.4 2.05 

60 437 2830 812 207.8 1.44 

80 352 3758 815 197.2 1.03 

100 311 4888 833 194.6 0.91 

120 291 6065 853 194.9 1.07 

 
Two lessons can be observed from Table 20.2.  
 

(i) Too low, and too high a speed limit, both lead to high levels of pollution 

(although travel times are reduced with high speed limits, as 

expected) 

(ii) Different pollutants have different corresponding optimal speed limits.  
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Fig. 20.7 Dependence of emission factor on average speed for Benzene and CO (based on 

data from Boulter et al. 2009). 
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To better interpret the results shown in Table 20.2, Figure 20.6 shows how the 

Benzene (left) and CO (right) emission factors depend on the average speed. The 

speeds corresponding to minimum Benzene emissions in Figure 20.6 and  

Table 20.2 do not coincide. This is caused by the fact that the average speed of a 

car is not equal to the speed limit (e.g. due to acceleration and breaking entering 

and leaving the road). In this example, high speed limits helped the car to 

accomplish an average speed closer to the optimal value for minimum emissions. 

Table 20.3 Kemeny Constants for Different Speed Limits on the Bridge. 

Speed [km/h] Time [sec] CO [g] CO2 [kg] NOx [g] Benzene [g] 

20 1929 5104 2109 637.4 4.76 

40 1126 4746 1673 455.7 3.73 

60 876 5606 1605 412.0 2.87 

80 756 7831 1635 401.2 2.29 

100 686 12119 1710 403.0 2.77 

120 640 20045 1811 411.1 5.51 

 
The above experiment was repeated with one minor change. Now we vary the 

speed limit at certain important points in the network, and observe the 

corresponding global change in pollution. Specifically, we vary the speed limit of 

the roads CD, DC, DE and ED from Figures 20.1 and 20.2. In spirit, this 

corresponds in considering the urban network of Figures 20.1 and 20.2 as 

composed of two clusters of roads, one on the left and one on the right, connected 

through some “bridging” roads. Here we changed the length of the bridging roads 

from 500m to 5 km - to reduce the gap between the actual average speed from the 

actual speed limit. Then, we vary the speed limit on the bridge from 20 to 120 

km/h while keeping the other speed limits constant, thus obtaining the results 

summarised in Table 20.3.  

Again we can see that both high and low speed limits on the bridge correspond 

to high overall pollution levels and that optimal speed limits differ for different 

pollutants. 

Remark: This simulation corresponds to a realistic road engineering problem, 

where the optimal speed limits for a subset of roads must be established to 

minimise an utility function of interest. This application is further investigated in 

the next example. 

Fourth simulation – An overall utility function: This last simulation aims at 

proposing an overall utility function that blends all (or some) of the previous 

efficiency indicators at the same time. Indeed, as shown in the last simulation, it is 

possible to compute a Kemeny constant that accounts for travel times, one for CO2 

(which as previously reminded is related to energy efficiency), and one for each 

other pollutant. In principle, each one of them is minimised by a different choice 

of speed limits; in this section, we answer to the question, which speed limit is 

optimal for all (or many) of the previous parameters? 
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For this purpose we normalise all Kemeny constants between 0 and 1, and we 

consider a utility function 

γβα +⋅+⋅=
2COT KKF , (20.9) 

where TK  is the Kemeny constant for time (in seconds), 
2COK is the Kemeny 

constant for energy efficiency (in Kilograms), and α , β  and γ  are appropriate 

scaling coefficients that convert the measurement unit into a price unit (e.g. €€ ). 

This can be done, for instance, by taking into account the hourly cost of driving 

(e.g., as a missed opportunity for working), the cost of energy inefficiency (e.g., 

fuel costs and pollution costs) plus a possible constant factor as a consequence of 

the normalisation procedure. For instance, Figure 20.8 (on the left) shows an 

example of the utility function F  when speed limits are varied, according to the 

results given in Table 20.2, where the coefficients are chosen in order to given 10 

times more importance to the energy efficiency component. 

Then we assume that a road engineer solves the following optimization 

problem to find optimal speed limits:  

⎪⎩
⎪⎨⎧

≤

≤
*
COCO

*

T

KK

FF

K

thatsuch

min

, (20.10) 

where *
F  is the maximum allowed price for urban network management (e.g., 

due to budget constraints) and *
COK  is the maximum allowed quantity of CO 

emissions allowed for the urban network (e.g., due to environmental issues). The  
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Fig. 20.8 Aggregate Kemeny constants as a function of global speed limits and optimal 

speed limits under given constraints. 
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idea of equation (10) is that travel times should be minimised, provided that the 

utility function does not exceed a threshold price, and the CO emissions are kept 

under a safety threshold. An example of such optimal solution is shown in  

Figure 20.8 (right), where the same utility function of Figure 20.8 (left) is 

considered. 

20.7   Suggested Further Applications 

The primary focus of this work has been modeling. However, our principal 

objective remains the control of large scale urban networks. From the perspective 

of the road engineer, information in the Markov chain can be used for this 

purpose.  For example, identification and avoidance of pollution peaks is a major 

concern in our cities. The existence of peaks can in “some sense” be identified 

from the Perron eigenvector of the chain, and one may reengineer the network 

through adjusting speed limits, traffic light sequencing, etc., so as to keep peaks 

away from certain sensitive spots (hospitals etc.). One may also use this 

information to route vehicles along low (expected) emissions paths.  

Other areas to be investigated include balancing of emissions, identification of 

critical roads (if they close they have a bad effect on the emissions profile of the 

city), and the effect of fleet mixing (electric vehicles) and priority zones on the 

emissions profile of the urban area. Interesting observations from our model are 

that different pollutants require different control strategies, that low speeds do not 

necessarily imply low emissions, and that high speeds do not always correspond to 

high emissions. Future work will investigate how the conflicting objectives of  

low emissions for all pollutants and low congestion can be addressed in a unified 

framework so as to facilitate control and optimisation strategies. 

20.8   Conclusions 

In this chapter we have proposed a new method of modeling urban pollutants 

arising from transportation networks. The main benefit of the proposed approach 

is that not only the distribution of different types of pollutants is given as a result, 

but that the same framework can be used to proactively affect and modify 

emissions, thus paving the way to a new application that was called Green 

Control. 

The efficacy of the proposed approach is demonstrated by means of a number 

of examples. Some of them show how optimal road network decisions, namely 

speed limits, can be taken in order to minimise an utility function of interest. 

Future work will investigate control and optimisation over Markov chains (with 

application to road network engineering), experimental evaluation of the proposed 

methods, and extension of the ideas to modeling city energy profiles (with respect 

to routing of electric and hybrid vehicles). 
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Chapter 21 
Long-Endurance Scalable Wireless Sensor 
Networks (LES-WSN) with Long-Range Radios 
for Green Communications 

Bo Ryu and Hua Zhu* 

Abstract. Two paradigm-shifting innovations are presented that have potential to 
enable an affordable Green Communications (GC) class: large-scale, low-cost en-
vironmental and endangered species monitoring using a generation of new unat-
tended, long-duration wireless sensors. We first describe why existing solutions 
based on short-range radios have failed to address this key GC regime, and how 
the proposed LES-WSN innovations, namely long-range radios and two-tier (one-
radio) architecture, makes low-cost wide-area environmental monitoring a reality. 
By utilizing high transmission power, long-range radios drastically reduce overall 
system cost when covering large areas. By combining the latest Long-Term Evo-
lution waveform with this high transmission power radio hardware, we achieve 
both long communication range and high data rate (2+Mbps) simultaneously and 
at extremely high battery efficiency. The two-tier, one-radio architecture allows 
for only a small number of nodes to relay the sensor data, relieving vast number of 
sensor nodes from the burden of relaying. In addition, it eliminates the need for 
sensor nodes to wake up frequently and periodically, enabling mobile sensors for 
endangered species monitoring. Several new GC applications that become possi-
ble by the proposed LES-WSN paradigm are described, along with field experi-
ment results that validate the claimed enabling benefits.  

21.1   Introduction 

Green Communications (GC) is a nebulous terminology that often refers to a  
subset of Information Technologies (IT) designed to enable people or devices to  
exchange information (voice, data, video) consuming as minimum energy as poss-
ible (subject to maintaining “reasonable” communication quality). The ever-
pervasive penetration of wireless portable devices such as cell phones,  
smartphones, tablets, MP3 music players, and laptops into our daily lives has  
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accelerated the advances in GC technologies since each and every device is ex-
pected to maximize its battery life. Naturally, maximizing the efficiency of energy 
usage is the single most important metric for GC devices and systems. On the oth-
er hand, GC is also frequently used to represent an initiative aimed at preserving 
the nature via environmental monitoring with unattended sensors. For example, 
“Planetary Skin” is a multi-year joint effort by NASA and Cisco to capture, ana-
lyze, and interpret global environmental data using satellites, airborne-based, and 
land-based sensors1,2. 

Wireless Sensor Networks (WSN) is a unique intersect of these two GC aspects 
(both as GC technology and GC application), since its primary objective is to de-
liver vital information about the environment (collected by sensors) using as little 
energy as possible. As a GC technology, a WSN system seeks long operational 
lifetime (months or years) so that ultimately, no battery change is needed during 
the entire monitoring period. As a GC application, a well-designed, strategically 
deployed WSN system in a remote area can collect near-real-time information 
about endangered species and the overall health of the environment in a large 
scale3. Consequently, it is no surprise that the growing interests in GC from policy 
makers, engineers, entrepreneurs and the public have produced tremendous activi-
ties in the design, development, and commercialization of emerging WSNs for 
various coverage sizes and applications, ranging from periodic monitoring with 
home-networked sensors to wide-area remote environment sensing.   

A fundamental requirement for WSNs to remain a successful and enabling 
force in the GC marketplace is to adopt the highest energy efficiency wherever 
possible (ultra-low-power sensors, clocks, communication components, high-
capacity batteries, etc.) because unattended environmental sensors are typically 
battery powered and an energy-inefficient sensor system requires frequent battery 
change or recharging.  But, battery replacement can be extremely costly or im-
possible because of the labor involved in accessing the deployment sites that are 
either unsafe or hostile to humans. Therefore, energy efficiency has served a fun-
damental consideration in the WSN system design metrics, and consequently, led 
to miniaturization of sensor systems, including its communications components 
and protocols (e.g., smart dust 4).  

However, maximizing the energy efficiency of individual sensor nodes alone is 
not sufficient to address one major GC sector: a growing list of emerging WSN 
applications such as wide-area long-term monitoring and tracking applications. 
For example, U.S. federal and state governments have various mandates to moni-
tor the health of the environment such as air quality, water quality, vegetation 
growth, and tracking of endangered species. Reliable, self-organizing, and scala-
ble WSNs capable of remote operations have multiple Department of Defense 
(DoD), Department of Homeland Security (DHS), national and state parks, and 

                                                           
1 http://www.nytimes.com/gwire/2009/03/03/03greenwire-nasacisco-project-to-flash-

planetary-skin-9959.html 
2 http://www.planetaryskin.org 
3 Terrestrial Ecology Observing  Systems, Center for Embedded Networked Sens-

ing, UCLA, http://research.cens.ucla.edu/areas/2007/Terrestrial 
4 http://robotics.eecs.berkeley.edu/~pister/SmartDust  
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commercial applications. Specifically, DoD requirements exist for distributed sen-
sor arrays for intelligence and situational awareness applications while commer-
cial requirements include environmental monitoring for regulatory compliance 
(e.g., Army Regulation 200-1, 200-2, and 200-3), land management (e.g., various 
federal and state-specific land regulations) and multiple security applications. 
There are approximately 762M acres of Federal land that could potentially benefit 
from market-proven WSN solutions5,6.  This represents a projected ~$1B market 
opportunity for low cost, energy efficient, and expandable network technologies.  

Despite the potentially huge market demands, almost every WSN system de-
sign solution available today ends up utilizing low-power (short-range) radios by 
focusing on the communication energy efficiency of individual nodes as the pri-
mary design principle. This has two important ramifications that arguably have 
prevented the wide adoption of WSNs in our daily lives (other than home-area 
networking applications such as ZigBee). First, their applications for covering a 
wide area (e.g., large forest in remote locations) are limited because of the lack of 
robust protocol stack that can scale to thousands or tens of thousands of nodes. 
Only limited deployment of WSNs are found that depend on satellite and cell-
phone connections, electricity infrastructure, or high-cost renewable energy 
sources for monitoring large, remote areas. New communication radios and proto-
cols aimed at addressing the scalability covering several square kilometers have 
not yielded satisfactory performance gains regarding battery lifetime, end-to-end 
throughput, and end-to-end latency. What’s more, the majority of protocol algo-
rithms and system solutions have focused on fixed sensors and periodic events [1, 
2, 3, 4], and not readily applicable to mobile sensors (e.g., wild-life tracking) and 
random event-driven applications (e.g., intrusion detection and border security). 
Second, and more importantly, it has helped propagate a myth that short-range ra-
dios are fundamental to the high energy efficiency. This cannot be further from the 
truth: in most WSN applications, transmission energy comprises only a very small 
fraction of the total energy consumption due to the nature of low duty cycle.  
Sleep energy (primarily caused by leakage current) and overhead associated with 
time or clock synchronization are two dominant sources of energy consumption.  

When each and every sensor node utilizes short-range communication radios, is 
required to participate in relaying information generated by other sensor nodes, 
and still wishes to maintain extremely long battery life when deployed in a wide-
area field, its aggregated impact on overall performance is devastating for the fol-
lowing reasons. For one, the fact that a monitoring is tens of miles away from the 
data collection center (e.g., a commercial Point of Presence with a Internet con-
nection and access to electricity) requires potentially thousands of nodes since the 
communication range is short (50~100ft), implying that the communication proto-
cols must be able to scale to handle such a large network size. This forces the net-
work to use most of the precious communication resources (e.g., bandwidths) for 
synchronization of the network control information (e.g., clock and routing entry 

                                                           
5 Geoindicators Scoping Report for White Sands National Monument," available at 

http://www.nature.nps.gov/geology/monitoring/ib4/reports/whsa_geoindicators_report.pdf 
6 Fort Benning Environmental Program Management Branch, available at 

https://www.benning.army.mil/garrison/dpw/emd/content/emd_mission.htm  
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information), leaving very little for actual sensor data transmission. In addition, 
because the long battery life requirement forces individual nodes to sleep most of 
the time (e.g., low duty cycled operations), the time delay it takes from the source 
where the information is collected to the destination may add up to tens of hours 
even because they are likely to travel over hundreds of intermediate sensor nodes 
who also go through extended sleep periods.  

Recognizing that simultaneously achieving wide-area coverage, mobile sensor 
support, low overhead, long endurance, and the desired timeliness of response for 
event-driven applications still remains a significant challenge, this chapter 
presents a new paradigm-shifting WSN approach that employs long-range radio 
with power-efficient high-data-rate waveform (physical-layer protocol or PHY), 
and two-tier architecture (medium access control layer, or MAC). By using high 
transmission power (e.g., 1W as approved by FCC rules [5]) as opposed to low-
power methods favored by the majority of existing systems (e.g., 10mW in Zig-
Bee), it reduces the number of nodes needed to cover a wide area, thus leading to 
substantial saving in both deployment and overall system costs. On the other hand, 
the two-tier architecture enables a natural scalability by minimizing the number of 
nodes which participate in the peer-to-peer ad hoc routing while utilizing the same 
radio for both types of the nodes in order to maintain the low system cost.  

 

Fig. 21.1 Illustration of the total cost saving realized by long-range radios while drastically 
improving other performance metrics 

Figure 21.1 compares the two WSN systems, one based on ZigBee as short-
range radios and the other on the proposed LES-WSN with long-range radios, un-
der a hypothetical scenario (sensor coverage of one1 square-kilometer area) in 
terms of five factors: battery life, end-to-end latency, data rate, cost of coverage, 
and communication range. The main purpose of this comparison is to illustrate  
the total system cost saving enabled by employing long-range radios for  
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communication relay despite much higher unit cost. It is assumed that a short-
range radio unit costs only $10 whereas long-range radio unit costs $500. While 
the price difference in reality may not be as big as in this example, it is there to 
emphasize that even the 50x saving in unit price is not sufficient to make up for 
the deficiency in communication range.  

We claim that the biggest impact of the proposed paradigm-shifting innovations 

(use of long-range radio and the two-tier communications architecture with the 

same radio hardware) is that it enables a generation of completely new sensing re-

gimes (especially for the remote monitoring of the environment) in both massively 

large scale and cost-effective manner, with little or no dependence on the high-

cost assets (e.g., satellites and cellphones with recurring costs). First, by drastical-

ly reducing the number of nodes participating in the information relay by means of 

long-range radios, one will be able to reach areas of the nature that were once 

deemed too costly to install environment sensors. This reduces “total” energy 

costs per information delivery per area as illustrated in the example above  

(Figure 21.1). Second, by completely eliminating the need for sensor nodes to 

wake up periodically and frequently for maintaining an order in a duty-cycled 

WSN system (clock synchronization, transmit/receive rendezvous for relaying, 

etc.), sensor nodes can now dedicate its energy management task primarily on its 

“sensing” needs, and not burdened with communication overhead. This also 

makes it possible for sensors to be “mobile” for endangered species tracking, a 

feature that is not available in existing short-range radio based WSN systems. 

Last, but not least, the new power-efficient PHY protocol based on 4G Long-Term 

Evolution (LTE) wireless standard (entitled Wideband Sensor Waveform) will of-

fer plenty of bandwidth to allow event-driven high-data-rate video streaming ap-

plication. Imagine the excitement of an environmentalist who watches an endan-

gered animal roam in a remote forest area sent by a nearby webcam triggered by 

either vibration and motion detection sensors or the mobile tag radio installed a 

prior on the animal without ever setting a foot on the challenging terrain!  

Table 21.1 summarizes the two innovative features of the proposed LES-WSN 

system and how it makes all these dream GC scenarios possible. 

This chapter is organized as follows. Section 21.2 briefly summarizes related 

work in the areas of time synchronization and duty-cycled MAC protocol that 

have received heightened attention recently with focus on their energy consump-

tion and end-to-end performance impact. Section 21.3 describes the two-tier (one-

radio) duty-cycle architecture for the MAC protocol, one of the two core features 

of the LES-WSN. Section 21.4 presents the overview of WSW, a 4G-deribed 

high-data-rate waveform with extremely high power efficiency, further expanding 

the long-range communication capability. Section 21.5 covers prototype develop-

ment efforts and field test results of the LES-WSN technologies in two separate 

demonstrations. Section 21.6 lists new WSN applications in three market seg-

ments – commercial, federal, and tactical – that become feasible with the introduc-

tion of the LES-WSN technologies. Section 21.7 concludes the chapter with a 

brief summary of the new capabilities and applications being made possible by the 

LES-WSN paradigm. 
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Table 21.1 Innovation and Benefit Summary of the New WSN System with Long-Range  
Radio and Two-Tier Architecture 

Paradigm-Shifting Innovation Energy (Green) Benefit 

One-Radio, Two-Tier System Ar-
chitecture   

− Adaptive switching between

Relay and Leaf modes 

− Low, bounded end-to-end la-

tency even at low duty cycle

ratio 

Greatly extends the overall battery life by adap-
tively deciding its mode (either Relay or Leaf) 
based on QoS, topology, and battery life metrics. 

Makes near-real-time monitoring possible by 
keeping end-to-end latency for a nominal 5-hop 
route to be less than 2 sec on average at 10%  
Relay-mode duty cycle. 

Reduces  manufacturing energy cost by maintain-
ing extremely low implementation complexity 

High-Data-Rate, Extended Range, 
Power-Efficient Waveform:  

− Based on commercial tech-

nology (Long-Term Evolu-

tion standard)  

− Small FPGA footprint 

− Greatly simplified transmit 

RF front end  

Allows remote users and monitoring personnel to 
watch streaming video by achieving high data 
rate (2+Mps) and robust communication (near 
OFDM quality against multipath) while substan-
tially reducing the cost of RF front end. 

Uses considerably less energy by allows flash-
based FPGA implementation even with less 
computational resources than typical communi-
cation-purpose FPGAs 

21.2   Related Work 

Over the last five years, we conducted four projects that are highly relevant to the 
proposed technology development: Connectionless Networks (CN) sponsored by 
DARPA, SensorBone sponsored by the U.S. Army Small Business Innovative Re-
search (SBIR) program, Robust and Extremely Energy Efficient Sensor Network 
(REEESN) sponsored by Office of Naval Research (ONR), and Mesh-networked 
Tagging, Tracking, and Locating (Mesh-TTL) sponsored by a Department of De-
fense agency. Table 21.2 summarizes the key innovations accomplished under 
each project, and how they have been leveraged for the LES-WSN. 
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Table 21.2 List of prior projects and their key accomplishments leveraged for the LES-
WSN capability development 

 

21.2.1   Time Synchronization  

In a generic sensor network, one node’s clock is different from its neighbors’ due to 
time offset, frequency offset, and randomness. Time synchronization among neigh-
boring nodes is necessary for two reasons. For environmental monitoring or intru-
sion detection, it is important to know when the event exactly occurs. Sensor should 
record/report each event with an accurate time stamp.  When duty cycling is used, 
for synchronous MAC protocols, time synchronization is necessary for the nodes to 
rendezvous at the right time instants for successful transmission and receiving. To 
rendezvous, each node must exchange information with its neighbors about when it 
will wake up, and each node’s schedule is according to its own clock.  

There are two types of time synchronization protocols: instant synchronization 
and predictive synchronization. In instant time synchronization protocols, a node 
corrects its clock reading by adopting its neighbor’s. If the two clocks run at the 
same rate, a single synchronization point will suffice. However, clocks run at dif-
ferent rates, and the resulting difference in clock readings accumulates over time 
[9]. Thus to maintain high precision, many synchronization points are needed. In-
stant time synchronization protocols include RBS [10], TPSN [11], and time dif-
fusion [12]. In predictive time synchronization protocols, each node tries to estab-
lish a relationship between its local clock and a target clock. A simple model for 
this relationship is a linear model, whose optimal solution is given by the linear 
regression theory [7][13]. Predictive synchronization greatly reduces the number 
of synchronization points, even for clocks exhibiting dramatic differences. Predic-
tive synchronization protocols include flooding time synchronization protocol 

Army  

SensorBone 

(2006-2009) 

Developed, implemented, and prototyped 

Single-Carrier Frequency Domain Equaliz-

er (SC-FDE) receiver on Xilinx low-power 

FPGA platform (SPARTAN 3), and ex-

tremely rapid on/off RF front end circuitry 

with minimum leakage current  

Fixed-point MATLAB models and baseline 

VHDL code of SC-FDE (Phases 2 and 3) 

Prototype system (915 MHz band) for pre-

liminary link testing  

Extremely rapid on/off RF front end circuitry 

design with high-efficiency PA  

ONR 

REEESN 

(2006-2009) 

 

Developed and demonstrated energy-

adaptive mesh networking system consist-

ing of Low-Latency, Low-Energy MAC 

(LL-MAC), Distributed Time Synchroniza-

tion, Energy-aware Routing, and Adaptive 

Topology Control (CARE) [6, 7] 

QualNet simulation models of LL-MAC  

Energy-aware ad hoc routing protocol with 

adaptive topology control for Relay/Leaf de-

cision logic 

Mesh-TTL 

(2008-2010) 

Developed and successfully demonstrated a 

low-cost COTS-based Mesh-TTL System 

for Tagging, Tracking, and Locating (TTL) 

and Unattended Ground Sensor (UGS) [8] 

Low-latency, long-endurance duty cycling 

algorithm and software (with hard-coded Re-

lay and Leaf modes) implemented in C  

Project Key Accomplishment Contribution to LES-WSN Design 

DARPA CN 

(2005-2006) 

Designed, implemented, and prototyped 

two Hail radios to assist BBNs CN effort 

Extremely rapid duty cycling (sub msec) of 

RF front end 
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(FTSP) [14] and rate adaptive time synchronization (RATS) [15]. In our imple-
mentation, we modify the RATS algorithm, which is suitable only for pair-wise 
local time synchronization, and add a global time synchronization mechanism 
with negligible communication overhead. We implement a modified version of the 
global synchronization mechanism, Flooding Time Synchronization Protocol 
(FTSP) [14], due to its multi-hop synchronization capability. In [13], we analyzed 
the impact of two parameters on the precision of linear regression based time syn-
chronization protocols: (1) the frequency at which the time stamp data are col-
lected; (2) the window size, i.e., the number of time stamps used for linear regres-
sion. Based on rigorous theoretical analysis and extensive experimental and 
simulation results, we show that counter to intuition, given a fixed prediction in-
terval, a more frequent synchronization may result in worse time synchronization 
performance. This discovery suggests that a linear regression based time synchro-
nization protocol can achieve both high precision and good energy efficiency by 
operating at a low synchronization frequency.   

21.2.2   Low-Power Adaptive MAC 

To save energy, the radios stay in the sleep mode most of the time and wake up 
periodically to check if they should stay awake and prepare to receive data. That 
is, the radios are duty cycled. There has been a fairly large variety of research 
work on duty-cycling MACs published recently. 

One class of popular early works includes SMAC [16], TMAC [17], DMAC 
[18] and PMAC [19]. These MAC protocols basically follow a straightforward 
concept of macro synchronous duty-cycling. In macro duty-cycling, nodes cycle 
through large sleep and active intervals in synchronized pace. The sleep and active 
interval is in fairly a large time scale comparing to the actual transmission dura-
tion of a typical packet. For example, the active duration could be 200 ms while 
the sleep duration 800 ms (i.e. a duty-cycle of 20%). The advantage of this macro 
duty-cycling approach is that there is no change to underlying PHY communica-
tion mechanism. However, there is substantial MAC latency involved, which may 
lead to highly undesirable performance in a multi-hop communication paradigm. 
Since the accumulation of such large per-hop latency may be rendered as failure 
for many existing upper layer protocols and applications, it will significantly limit 
the applicability of these MAC schemes to only a small portion of sensor applica-
tions. Another weakness of these schemes is the synchronous duty cycles. SMAC, 
TMAC and PMAC require synchronous starting time of the active period among 
nodes while DMAC proposed staggered, yet synchronous, duty-cycles. Note that 
the DMAC approach is less generic and only works in highly “customized” topol-
ogy and traffic scenarios. Although all works claim that only loose synchroniza-
tion is needed given the large time-scale of active duration, one should be aware 
of the challenge of network clock synchronization in large scale ad hoc networks. 
It’s also worth noting that there are plenty of works that investigate the macro du-
ty-cycling from high-level theoretical perspective, such as the scheduling schemes 
in [20, 21]. 
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Another class of schemes adopts the concept of micro duty-cycling, also re-
ferred to as low power listening in some literature. Examples include BMAC [22], 
BMAC+ [23], XMAC [24], CMAC [25], UBMAC [26], and SCP-MAC [27]. Dif-
ferent from macro duty-cycling schemes, micro duty cycling schemes attempt to 
minimize the time-scale of the idling active duration. Therefore, compared to ma-
cro schemes with same duty cycle level, the active-sleep cycle is minimized, 
which in turn mitigates the latency as much as possible. Furthermore, by keeping 
the minimum idling active interval and increasing the sleep interval, micro 
schemes can reach ultra-low duty cycle that is impractical for macro schemes. 

The idling active interval is usually set to the minimum duration feasible for 
hardware and system implementation. If a radio detects/senses a signal during the 
idling active interval, it will stay active until reception is completed. Otherwise it 
will go back to sleep immediately. For example, if the active interval is set 50 us 
and the duty cycle interval is 5 ms, the idling duty-cycle will be 1%. Idling duty-
cycle means the percentage of active time if no data communication event occurs. 
The actual duty-cycle of the radio may be higher than the idling duty-cycle due to 
extended active time for data communication needs. The short duty-cycle interval 
enables prompt response to traffic. As a result, unlike macro duty-cycling, micro 
duty-cycling can be seen as near-transparent to upper layers. 

The benefit of micro duty-cycling does not come free of cost, however. To ena-
ble duty cycling, it is necessary for the radios to know when to wake up and when 
to transmit since communication is possible only if the transmitter and the receiver 
can rendezvous at the same time.  There are three main approaches based on 
whether synchronization information is available or not:  synchronized, asyn-
chronous and hybrid approaches.  On synchronized protocols, such as SCP-MAC, 
nodes exchange a synchronized schedule that specifies when nodes are awake and 
asleep. Knowing when nodes will be awake in order to communicate reduces the 
time and energy wasted in prolonged preamble transmission and potential idle lis-
tening. However, it introduces extra traffic and energy overhead due to synchroni-
zation. Asynchronous protocols such as B-MAC [22], WISEMAC [28], and  
X-MAC [24] use preamble sampling to link together a sender with data to a re-
ceiver. Idle listening is reduced in asynchronous protocols at the expense of the 
sender. For example, when a sender has data, in B-MAC, the sender transmits a 
preamble that is at least as long as the sleep period of the receiver. The receiver 
will wake up, detect the preamble, and stay awake to receive the data. This allows 
low power communication without the need of explicit synchronization between 
the nodes. However, there is an overhearing problem in BMAC where receivers 
who are not the target of the sender also stay awake during the long preamble. X-
MAC addresses the overhearing overhead associated with long preambles by us-
ing a strobe sequence of short packets including the target ID allowing for fast 
shutdown and response. In a hybrid approach, such as UBMAC [26], nodes main-
tain their own asynchronous schedules yet exchange the schedule with other nodes 
for communication.   

Which duty cycle and sync scheme should be used so that the energy consumed 
is near minimum for a given traffic load?  We conducted a thorough investigation  
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on the relationship among duty cycle, synchronization scheme, traffic load and 
energy saving, through extensive network simulation and the results are reported 
in [6]. Simulation results show that it is not necessarily true that the less the duty 
cycle, the less the energy consumed.  

21.3   One-Radio, Two-Tier Architecture for Duty-Cycled 

MAC Protocol 

While it is tempting to leverage prior work in duty cycling for WSNs such as 

those surveyed in Section 21.2, the majority of them impose a flat  (single-tier) 

duty-cycling architecture (i.e., every node follows the same wakeup/sleep rule, 

and serves as a potential router). Such architecture is very inflexible in dealing 

with the often conflicting yet essential objectives of minimizing energy consump-

tion of a set of nodes and limiting latency of another set of nodes.  In addition, the 

cost of duty cycling (either synchronization or prolonged preamble) is not scalable 

for some of the existing schemes. For schemes based on prolonged preamble, a 

single transmission with the prolonged preamble places a significant jamming ef-

fect on all other nodes within its interference range. Such jamming effect aggra-

vates the already limited network capacity as the network grows larger.  The neg-

ative impact on multi-hop latency is even worse.  On the other hand, those 

schemes based on time synchronization, exchanging synchronization messages 

across large scale ad hoc networks incurs substantial overhead and often results in 

low overall energy efficiency.   

However, what is viable even with the radios not designed for long-endurance 

WSNs is to duty cycle the entire node for as many nodes as possible, provided 

that: (i) the remaining nodes can form and maintain robust, low-latency network in 

an energy-efficient manner; (ii) the tight time synchronization is not required be-

tween the up nodes and sleeping nodes in order to bring the nodes back into the 

network; and (iii) the number of the remaining nodes is kept small (say 30% or 

less) on average.  

To do so, we have adopted a pseudo-TDMA-based, two-tier duty-cycling chan-

nel sharing scheme that provides a flexible control over how fast the delivery can 

be at what energy cost. Unlike commercial applications such as environmental 

monitoring dealing with periodic, scheduled data transmissions, we have added 

the near-real-time responsiveness requirement in order to broaden the applicability 

of the solution, and thus, certain nodes must be up more frequently than others. 

Yet, we want to minimize the number of nodes that need to be up more frequently, 

and leave others off as long as possible. That is precisely what our two-tier, self-

organizing duty cycled MAC protocol enables by allowing each node to be either 

Relay or Leaf, but with the same hardware (RF).  
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Fig. 21.2 Illustration of adaptive two-tier duty cycling scheme (Medium Access Control 
Protocol). Each node adaptively selects between Relay and Leaf modes depending on re-
maining battery reserves and route constraints 

Figure 21.2 illustrates a high-level operation of this two-tier mesh-networking 
protocol and how it interacts among Relays as well as between Relays and Leafs. 
First, the TDMA structure for Relays consists of two time scales: frame and sub-
frame. When a Relay owns a subframe, it is called a Master of that subframe, and 
the rest of Relays within the communication range with this Master Relay are 
called Slave Relays. A Master Relay receives data generated or relayed by nearby 
Relays or Leafs. The allocation of Master/Slave subframes is based on a self-
organizing Medium Access Protocol algorithm (Link State Protocol), and the re-
sulting allocation is collision-free (for static Relay nodes).  The principle of the 
algorithm has been discussed in depth in [29]. 

When a Leaf wakes up, it listens for a beacon signal generated by nearby Mas-
ter Relay(s) over the duration of frame. In doing so, the Leaf is guaranteed to pick 
up a beacon signal from a nearby Relay (if within communication range, of 
course) without its time synchronized to the network. Once it correctly decodes 
the received beacon signal, it immediately sends its data to that Master Relay 
(which always waits for short period of time right after transmitting a beacon sig-
nal). The Master Relay goes back to sleep once it finishes listening or receiving 
packets from Leaf or nearby Relay. Each slave Relay, on the other hand, listens 
for a beacon from the corresponding Master Relay of that subframe. If there is no 
packet to relay to that Master Relay, the slave Relay go back to sleep.  

The above design principle yields the following salient features: 

• Two configurable system parameters dominate energy-performance tradeoff: 
TF and TOFF     

• No time synchronization between Relays and Leafs is required, greatly sim-
plifying duty cycling software design and reducing energy usage through 
saved overhead messages.  

• Relay transmits beacon at the beginning of its dynamically allocated master 
subframe with spatial reuse. 
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• Relay listens per every slave subframe and does: (i) dynamic subframe alloca-
tion; (ii) route computation; (iii) time synch adjustment with its peers; and 
(iii) forward packets to next-hop Relay if necessary. 

• Average latency over a stable N-hop route = N * TF / 2.  
• Maximum latency over a stable N-hop route = N * TF . 

A candidate WSN system solution based on the above two-tier duty cycling 
protocol has been developed and demonstrated with a low-cost commercial radio 
(CC11xx series by Texas Instrument) for the tracking and monitoring applications 
identified in Section 21.6. While this particular implementation was successfully 
demonstrated, it lacks one important performance metric: bandwidth. The data rate 
of this radio is only 250kbps A future, high-data-rate physical layer solution based 
on Long-Term Evolution (LTE) Single-Carrier FDMA (SC-FDMA) is presented 
in the next section, along with its advantages and system challenges. 

21.4   Wideband Sensor Waveform (WSW): High-Data-Rate, 

Power-Efficient Radio for LES-WSN 

At the core of the proposed waveform for the LES-WSN, the Wideband Sensor 
Waveform (WSW), is the Single-Carrier FDMA (SC-FDMA) scheme used by the 
Long-Term Evolution (LTE) standard for its uplink (handset to base station). 
WSW based on SC-FDMA utilizes single carrier modulation at the transmitter and 
frequency domain equalization (thus dubbed often as SC-FDE) at the receiver, and 
is a technique that has similar performance and essentially the same overall struc-
ture as those of an OFDM system. One prominent advantage over OFDM is that 
the SC-FDMA signal has lower peak-to-average power ratio (PAPR). SC-FDMA 
has drawn great attention as an attractive alternative to OFDM, especially in the 
uplink communications where lower PAPR greatly benefits the mobile terminal in 
terms of transmit power efficiency. Consequently, SC-FDMA was adopted for the 
uplink multiple access scheme in 3GPP Long Term Evolution (LTE).  

One of the primary drivers of energy consumption in mobile radio is the Power 
Amplifier (PA) used for transmitting RF data.   Further, the OFDM waveform 
commonly in use in high data rate communication systems such as 802.11a/g/n 
requires highly linear class A or AB amplifiers used in a manner which wastes 
much of the power being drawn by the amplifier.  Indeed, this is one of the ad-
vantages of FM (a constant envelope waveform) over AM.  The FM transmitter 
allows for efficient (non-linear) amplifiers to be used, similar to the WSW built 
upon SC-FDMA.  The use of WSW then provides the ability to significantly ex-
tend the communication range while marginally improving battery life of Relay 
nodes due to a more efficient use of the PA.  Because of the high PAPR, existing 
OFDM waveforms must combat the following problems: 

• The PA at the transmitter has to back off more than in a single carrier trans-
mitter, which results in reduced output power and lower energy efficiency. 
Because there are four RF chains, any power efficiency lost at a single RF 
slice is multiplied by four. 
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• The A/D and D/A converters have to provide larger dynamic ranges for 
achieving the same performance as in a single-carrier system, which increases 
hardware complexity and cost. 

 

Fig. 21.3 WSW does not suffer from high PAPR problem as in OFDM, ideal for LES-WSN 
requiring power-efficient transmissions for unattended sensor radios. 

In contrast, the WSW waveform, derived from SC-FDE/SC-FDMA, does not 
suffer from these problems, and yet exhibits similar performance to the OFDM 
waveform in terms of spectrum vs. data rate.  This increased efficiency can be 
utilized to extend the range of the radio or with a different PA supply markedly 
extend the battery life for Relay nodes which operate at a relatively high duty 
cycle (e.g., 10% or so). Consequently, we envision the overwhelming advantage 
of the WSW waveform for the LES-WSN thanks to the plethora of high-efficiency 
PAs available in the commercial marketplace.  Note that the power used by a PA 
is highly correlated to the maximum output which is close to the compression re-
gion. The power used by the PA is mostly independent of the signal going through 
it.  Therefore, the OFDM PA uses much more power than the WSW PA on the 
right independent of the signal being transmitted.  The WSW waveform can 
then be used with either PA, exhibiting extended range with the existing OFDM 
PA or extended battery life with the WSW amplifier whose lower power draw 
(Psupply) is implicit based on the lower non-linearity region. More interested readers 
are encouraged to read additional materials on SC-FDMA7 

We conducted extensive simulation study of the WSW waveform in MATLAB 
in order to validate the claimed advantages of the WSW. Figure 21.4 describes the 
MATLAB model structure of the WSW specification. 

                                                           
7
 http://en.wikipedia.org/wiki/SC-FDMA may be a good starting point as it contains links 

to seminar publications and tutorials on this topic. 
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Fig. 21.4 Baseline WSW physical layer MATLAB model 

Figure 21.5 shows the BER performance of OFDM and WSW for the following 
scenario: Rayleigh fading, IEEE 802.16a SUI-5 channel power profile, QPSK, 5M 
symbols/sec, FFT block size 2048, CP length 128, convolutional code of rate 1/2 
and constraint length 7, interleaving, and two types of channel estimates: perfect 
channel knowledge and Least-Squared channel estimate. It is easy to see that the 
performance of WSW is slightly worse than that of OFDM, but the difference is 
within 1 dB. In short, WSW offers similar BER performance to that of OFDM. 

 

Fig. 21.5 WSW exhibits similar BER performance to OFDM. WSW can use much less 
transmit power than its OFDM counterpart  

21.5   Experimental Results 

This section presents the results of the two field experiments conducted with the 
initial prototypes of the LES-WSN system. The first experiment, described in  
Section 21.5.1, validates the core concepts and benefits of the LES-WSN  
with low-data-rate, commercial radios. The second experiment, described in  



21   Long-Endurance Scalable Wireless Sensor Networks 415

 

 

Section 21.5.2, demonstrates the feasibility of the WSW implementation on  
resource-constrained FPGAs for ultra-low-power operations. 

21.5.1   Two-Tier Architecture with High-Power, Low-Data-Rate 

Radio  

A three-week-long field experiment was conducted near Norfolk, VA, area during 
April 15 – May 7 as part of a large-scale demonstration hosted by a DoD agency. 
The demonstration network topology is shown in Figure 21.6. 

 

Fig. 21.6 Long-endurance field experiment network topology with power-enhanced 
CC1110 radio at Norfolk, VA. About 3 miles of shoreline was covered with six (static) Re-
lay-mode nodes to track target objects (either vehicle or a boat). The numbers next to the 
Node ID (9/10 or 8/10) indicate remaining battery reserves after 3-week experiment, con-
firming that their power consumption behaviors offer at least 6 months of lifetime with 
250kJ batteries. 

The testbed wireless network consisted of five Relay-mode nodes, one Gate-
way, one tag node (with GPS tag), and one sensor Leaf-mode node (weather sen-
sor). Specifically, we have developed two form factors (one for tag Leaf node and 
one for Relay node) that are derived from the same RF specification as shown in 
Figure 21.7. Note that CC1110’s CPU speed is at 26MHz with 32kB flash memo-
ry but only 4kB RAM. The system allowed us to queue about 10 short packets 
maximum with a packet size of 30 bytes in RAM before leveraging the onboard 
EEPROM. Nonetheless, they provided sufficient cushion for retransmission upon 
detecting the collisions (as part of the two-tier duty-cycled MAC algorithm).  
CC1110 provides AES encryption capability via a 128-bit AES security coproces-
sor, which is sufficient for the authentication and encryption needs of the sensor 
networks as long as symmetric, pairwise keys can be established between commu-
nicating nodes.  There are many research works recently on key pre-distribution 
and distribution in sensor networks [30, 31, 32, 33, 34, 35, 36], which can be  
easily applied to our framework and prototypes. 

~2.8 miles
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Fig. 21.7 One Radio, Two Form Factors, Three SW Modules (Leaf or Sensor, Relay, and 
Gateway), and Four Node Types used during the experiment. The same radio is used for 
both Relay and Leaf (Sensor) modes. Only software differs among the modes. 

 

Fig. 21.8 Trajectory of tagged object with GPS tag (boat) detected and stored by the two-
tier duty cycled wireless network. The final demonstration as well as the 3-week experi-
ment was performed with no incidents or interruptions of the network.  

 
 

CC1110 ($5/chip with 0.5 uA clock current)
(250kbps, 433.5 – 434.5MHz, 1MHz BW, FSK)

High-Power, Low Sensitivity RF Front End
(27 dBm Tx Power, -106 dBm sensitivity)

Leaf SW Relay SW Gateway SW

Leaf

(Sensor)

Relay-

Light

Relay Gateway

Separate Digital Board with Multiple Interfaces 

(E.g., 3 Serial Ports, 1 USB, 1 Ethernet)

Relay-Mode Nodes

Trace of Boat tagged with GPS



21   Long-Endurance Scalable Wireless Sensor Networks 417

 

 

Figure 21.8 shows a real-time snapshot of the trajectory of the tagged object 
(boat) detected by our long-endurance, low-latency wireless network. This par-
ticular demonstration resembles endangered species tracking, because we did not 
know when the boat would be coming within the coverage of the network. The fi-
nal demonstration at the end of the 3-week experiment showed near flawless per-
formance. No long-range node failed while delivering data in real-time from both 
GPS tag Leaf node and Leaf node with very high reliability and low energy usage. 

21.5.2   Experimental Results of WSW Prototype System 

This section presents the summary results of the field experiments conducted with 
the WSW prototype implemented under prior projects (sponsored by the U.S. Ar-
my and ONR), which confirmed that WSW works properly with high-efficiency 
PA, and that resource-constrained FPGAs such as flash-based FPGA can host the 
WSW. 

 

Fig. 21.9 WSW Preliminary Prototype Boards, Specification, and Link Test Results 

The RF of the WSW prototype transceiver operates in the 915MHz band, and 
transmits 1M symbols/sec with a maximum transmission power of 1Watt. The 
block diagram of the digital section is shown in Figure 21.9. The prototype has a 
few advanced features. It utilizes digital down conversion to separate I and Q di-
mensions in the digital domain, which reduces the number of RF chains from 2 to 
1. It uses the carrier frequency offset correction algorithm developed by Moose for 
wireless fading channels, and can handle a maximum Doppler shift of 2kHz. The 
digital section is implemented on a low-cost Xilinx Spartan3 FPGA chip. There 
are a number of additional optimizations on the prototype FPGA firmware that 
were not implemented due to budget and resource constraints, with which could 
further improve the performance of the WSW prototype transceiver. The main ac-
complishment made from this implementation exercise is that the implementation 
complexity of WSW is sufficiently low for resource-constrained FPGAs designed 
for extremely low-power operations. The next step of WSW is to utilize these 

WSW Preliminary Prototype Specification:

• QPSK, 1M symbols/sec

• PA efficiency: 50%  (with 1W transmit power)

• Frequency error correction

• Digital down conversion

• Convolutional Code ½, constraint length 7

• Interleaving and SC-FDE

• FPGA: Xilinx SPARTAN3 (XC3S5000-4FGG900C)

Field Test Results:

• Range: ~200meters

• Antenna height: ~1 meter

• TX data rate: 100 packets/sec

• Packet error rate: less than 1%

WSW Dev Board (front and back)
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FPGAs (e.g., Actel’s Egloo series), and be integrated with the two-tier duty-
cycling protocol (Section 21.3). This will produce the first fully developed LES-
WSN system as originally envisioned. 

21.6   Applications  

The market opportunity for the LES-WSNs targeting wide-area GC application is 
extremely bright, including its potential to open up the following new and un-
tapped market categories, each with stated requirements.  

Federal - The Federal (non-tactical) market is defined as real time remote envi-
ronmental monitoring of military and federal lands administered by the DoD and 
other government agencies.  These lands require the capabilities provided by a 
low cost, low power communications architecture using multiple unattended sen-
sors to monitor and collect data on surface, subsurface, and littoral areas. This in-
cludes border operations and critical federal infrastructures where environmental 
and surveillance data gathering is both a compliance and security necessity. For 
example, the Army’s Integrated Training Area Management (ITAM) program in-
cludes monitoring activities for ground water level at remote wells in White 
Sands, Arizona, or weather data and water samples from in accessible river banks 
in Fort Benning. As a whole, military bases, as a result of various Army regula-
tions and training needs, require land and environmental management activities to 
maintain facilities and satisfy environmental regulations.  Examples of such regu-
lations that have created a need for the LES-WSN systems include Army regula-
tion 350-19 (Sustainable Range Program - SRP) from Army Environmental 
Command, which calls for “information excellence” regarding data and science 
used to monitor and manage ranges and training land assets.  In addition, an Ar-
my requirement exists for the “Real-time monitoring of land use conditions and 
usage” from the Environmental Quality Technology Research and Development 
Program.  A second major target within this segment is The Department of the In-
terior.  This Federal department manages large tracts of land through the Bureau 
of Land Management, Fish and Wildlife Service, National Park Service, and sev-
eral other agencies. 

Commercial - The Commercial opportunity is defined as the market for real time 
remote monitoring for environmental purposes of privately held land, facilities, or 
infrastructure monitoring such as remote oil fields and oil and gas pipelines. In 
addition to popular GC applications such as Wildlife Tracking and Wide-Area 
Environmental Monitoring, the same solution can be used to detect environmen-
tally harmful accidents such as oil pipe leakages, forest fires, and sudden vegeta-
tion changes caused by environmental changes.  

Tactical –The Tactical opportunity is defined as the market for real time remote 
monitoring for intelligence gathering in the battlefield, most notably Unattended 
Ground Sensors and Unattended Littoral Sensors (UGS and ULS). Though not 
part of the class of GC applications, these sensor systems have very similar  
requirements as they require long-term operations and must be expandable and 
dispensable (low-cost). Examples of this category include, but not limited to: Tag-
ging, Tracking, and Locating (TTL), Intrusion Detection, and persistent ground  
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Intelligence, Surveillance, and Reconnaissance (ISR) such as detection and moni-
toring of Improvised  Explosive Devices (IEDs). Figure 21.10 illustrates these  
examples.  

 

Fig. 21.10 Illustration of non GC applications enabled by the LES-WSN paradigm 

21.7   Summary  

Experiences with the fielded system and interaction with the current and prospec-
tive GC customers clearly indicate tremendous market opportunities for a high-
data-rate version of the low-latency, long-endurance system such as the  
LES-WSN solution proposed in this effort. This is largely attributed to the capa-
bility to support near-real-time event detection and response while supporting oc-
casional video streaming in an affordable and scalable manner. Though not part of 
GC applications, this new paradigm opens a new market for infrastructure security 
and border protection applications. Collectively, the new applications enabled by 
the proposed paradigm include, but not limited to, Bike Tracking, Children Track-
ing in urban areas, Wildlife Tracking, Wide-Area Environmental Monitoring, and 
Infrastructure Protection, to name a few. These applications share common re-
search challenges that are different from existing solutions. Sensor nodes with 
short-range radios that are popular with existing commercial wireless products 
will be more costly for these wide-area applications due to the sheer number of 
nodes required. In addition, few are able to scale with respect to the network size. 
Consequently, radically different approaches are needed to produce commercially 
viable solutions and products to address these emerging applications. The LES-
WSN presented in this chapter meets these daunting challenges through two key  
innovations.  

In this chapter, we presented a novel WSN system design with several  
innovative features tackling fundamental challenges for long-endurance, wide-area 
sensing with unattended sensors such as environmental monitoring, tactical  
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ground ISR operations, and security/intrusion detection. Unlike existing sensor 
networking systems which are heavily focused on local-area coverage only, per-
sistent wide-area sensing, a fundamental requisite for GC applications, have strin-
gent and yet conflicting requirements: 

• Long Lifetime: Since environmental sensors are likely to be located in hos-
tile/remote areas, making physical access on a regular basis becomes imprac-
tical. This forces sensor nodes to be in sleep mode as much as possible. 

• Fast Detection Time: Time-stringent event-response applications (e.g., forest 
fire detection) force the nodes to be in wakeup mode as much as possible.  

• Wide Adaptation Range: In remote or restricted areas, it is not practical or 
possible to deploy a large number of nodes due to safety or cost concerns. 
Consequently, it is more desirable for sensor nodes to have adaptive data rates 
and large communication for wide-area sensing, forcing the use of high-
power components.    

We presented a novel two-tier duty-cycling architecture that overcomes the 
above requirements: the Relay-mode nodes form a pseudo TDMA backbone with-
out explicit time synchronization overhead, and Leaf-mode nodes are allowed to 
remain off for an arbitrary duration of time since they are not part of the routing 
topology. In addition, our LES-WSN design adopts extremely power-efficient 
Wideband Sensor Waveform (WSW) derived from the 3GPP LTE commercial 
wireless standard. 

On the commercial side, the low-data-rate solution using COTS radio is already 
under a medium-volume production for various customers, justifying the benefits 
of the presented innovations. When WSW, the high-data-rate physical layer solu-
tion based on Long-Term Evolution (LTE) Single-Carrier FDMA (SC-FDMA), is 
completed, the resulting LES-WSN solution will enable even more exciting capa-
bility such as event-driven video streaming while maintaining long endurance and 
scalable, and opens a new market for both GC and non-GC applications. 
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Chapter 22 

Standardization Activities for Green IT 

Gahng-Seop Ahn, Jikdong Kim, and Myung Lee * 

Abstract. The problem of global climate change has evolved to a political and 
economic issue beyond a mere environmental issue and becomes critical for the 
survival of mankind as well as the stabilization of world economy.  

Information Technology (IT) is recognized as an effective means to cope with 
the climate change issue expediting low carbon world. IT can be utilized as a key 
technique for the reduction of the greenhouse gas (GHG) emissions for buildings, 
transportation, logistics, and power grid. These industries are the major sources of 
GHG. IT can reduce GHG emissions from these sectors five times as much as IT 
sector produces [1].  

IT sector itself is becoming a major source of GHG. Although the proportion of 
GHG emission by IT sector is only 2% as of 2007 [2], it will be increased to 10 to 
15% by 2025 [3] due to the increased use of IT. Making IT green is becoming  
important.  

For these reasons, various IT standardization activities have been initiated since 
2008 for improving the environmental friendliness of the IT sector itself as well as 
other sectors.  

Standardization is essential in putting green IT solutions into practical use be-
cause it enables the interoperability of various IT products and services. The over-
view of the standardization activities for green IT is presented in this chapter. In 
section 22.1, the standardization activities to reduce the impact of telecommunica-
tion on climate change are presented. In section 22.2, the IT standards for smart 
grid are presented as a typical example of using IT to improve the environmental 
friendliness of other industries. 

22.1   Standards for Green Communications 

The meteoric growth of voice and data communications usage and its impact on 
the climate change have motivated many standardization organizations to develop 
eco-friendly green communications. The list of standardization bodies related to 
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green communications is presented in Table 22.1. Among the list three major stan-
dardization bodies in telecommunications and their activities are introduced in this 
section since these organizations are dealing with technical issues while other  
organizations such as UNEP, EC, and OECD are dealing with policy issues. Inter-
national Telecommunication Union (ITU) [4] is a specialized agent of the United 
Nations for information and communication technology issues, and the global  
focal point for governments and the private sector in developing networks and ser-
vices. The Alliance for Telecommunication Industry Solutions (ATIS) [6] is a ma-
jor standard body in America and the European Telecommunications Standards 
Institute (ETSI) [7] is a major standard body in Europe. These organizations en-
deavor to mitigate the impact of communications on climate change by improving 
the energy efficiency of equipment/networks and recycling of equipment/facilities. 

Table 22.1 Standardization bodies related to green communications [8]  

Area 
International 
Organizations 

Others 

Policies 
UNEP, Int’l  
Energy Agency 

EC, OECD 

Indicators WMO OECD 
Data collection ISO TC 211 IEEE SCC 40, EC JRC 

Environmental  
Management 

ISO TC 207 - 

Corporate reporting ISO JTC1/SC7 Greenpeace, GHG Protocol 
Initiative 

Energy efficiency of 
equipment 

IEC, ISO,  
ITU-T 

ATIS, ETSI, Energy star, 
CELELEC, EC JRC 

Energy efficiency of 
networks 

ITU-T 

Ethernet Alliance, Energy  
Efficiency Inter-Operator 
Collaboration Group,  
EC JRC 

22.1.1   International Telecommunication Union 

International Telecommunication Union (ITU) [4] began to study the issue of cli-
mate change with its technical watch report in 2007. The ITU Telecommunication 
sector (ITU-T) held two symposiums at Kyoto and London in 2008 on information 
and communication technologies (ICTs) and climate change (CC). As a result of 
the discussion at the symposiums, ITU-T Focus Group on ICTs and Climate 
Change (ITU-T FG ICT&CC) [5] was formed in July 2008 by the ITU-T Tele-
communication Standardization Advisory Group (TSAG) to perform an analysis 
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of the impact of ICT on climate change. It addresses the issues in three aspects:  
the energy consumption of ICT equipment, the efficiencies to be gained through 
the use of ICTs in other sectors, and the need for behavioral change by both  
business and consumers.  

Management

Committee

Working Group A

Deliverable 1 and 3

(Definitions and Methodology)

Working Group C

Deliverable 4

(Direct and Indirect Impacts

of ITU T Standards)

Working Group B

Deliverable 2

(GAP Analysis)

 

Fig. 22.1 Organization of ITU-T Focus Group on ICT & CC 

The focus group has defined four deliverables and three working groups are re-
sponsible for the deliverables as illustrated in Figure 22.1. The management com-
mittee is in charge or coordination among the working groups and organizes meet-
ings and events. The aim of work under deliverable 1 was to reach consensus on 
those key definitions that would be needed for work on methodologies under de-
liverable 3. The deliverable 3 aims to provide a method of calculating the energy 
usage and carbon impact arising from the ICT sector over the entire life cycle of 
ICT devices. It also aims to mitigate the energy usage and carbon impact by sub-
stituting ICT services and devices for intensive fossil-fuelled activities such as 
travel and transport through dematerialization. The aim of deliverables 2 is to 
identify existing standards that are relevant to ICTs and climate change so as to 
avoid unnecessary work. The aim of deliverables 4 is to develop guidelines to al-
low ITU-T Study Groups to evaluate the possible future reduction of CO2 emis-
sion using ICT. 

The Focus Group finished its tasks and was closed in April 2009. The TSAG 
meeting appointed ITU-T Study Group 5 (SG 5) as a lead Study Group for the is-
sue of Environment and Climate Change.  

Five Question Groups under the Study Group are established to discuss the fol-
lowing issues. The aim of the first group (Q.17/5) is to develop and maintain an 
overview of ICT&CC related recommendations, to coordinate with other SGs and 
other bodies on a regular basis to improve the planning of the work, and to provide 
and maintain an overview of key mitigation technologies and their impact on 
GHG emissions. The second group (Q.18/5) provides the methodology of envi-
ronmental impact assessment of ICT and coordinates with other SGs and other 
bodies on a regular basis to collaborate effectively. The third group (Q.19/5)  
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develops standards on the characterizations and specifications of the power feed-
ing system, especially higher voltage DC system and on safety for humans and 
equipment of the power feeding system. The focus of fourth group (Q.20/5) is on 
establishing metrics for collecting data on energy efficiency for ICTs over the life-
cycle, and collecting that data. The fifth group (Q.21/5) studies the methods to 
avoid using hazardous materials in ICT equipment and facilities and to mitigate 
waste and GHG emissions by recycling. 

A Joint Coordination Activity on ICTs and Climate Change (JCA-ICT&CC) 
has been established under the Study Group for coordination of ICT&CC  
issue. Other ITU-T Study Groups are encouraged to develop energy efficiency 
technologies within their scopes. 

22.1.2   Alliance for Telecommunications Industry Solutions 

The Alliance for Telecommunication Industry Solutions (ATIS) [6] is a standardi-
zation organization in the United States of America. ATIS has more than 250 
member companies including various telecommunications service providers, 
equipment manufacturers, and vendors.  

ATIS and its members are committed to providing global leadership for the de-
velopment of environmentally sustainable solutions for the information, enter-
tainment, and communications industry. They aim to promote energy efficiencies 
of telecommunication systems, to reduce greenhouse gas emissions, to promote 
“reduce, reuse, recycle”, to promote eco-aware business sustainability, and to sup-
port the potential for societal benefits. ATIS has released three documents on the 
assessment of telecommunication equipment energy requirements.  

ATIS has created a new committee called “the Sustainability in Telecom: En-
ergy Efficiency Committee (STEP)” that develops and recommends standards and 
technical reports related to power systems, electrical and physical protection for 
the exchange and interexchange carrier networks, and interfaces associated with 
user access to telecommunications networks. The committee has two subcommit-
tees, namely TEE and NPP PWG. 

The Telecommunications Energy Efficiency Subcommittee (STEP-TEE) de-
velops standards and technical reports which define energy efficiency metrics, 
measurement techniques and new technologies, as well as operational practices for 
telecommunications components, systems and facilities. This subcommittee has 
published three standards used to determine telecommunication equipment’s en-
ergy efficiency on March 2009. The standards introduce the Telecommunications 
Energy Efficiency Ratio or TEER as a measure of network-element efficiency.  

The Network Physical Protection Subcommittee Pb-free Working Group 
(STEP - NPP PWG) proposes, develops, and recommends standards and technical 
reports relating to the use of lead or the restriction of lead in solder used in the 
manufacturing of telecommunications network equipment. 

ATIS has also created an Exploratory Group on Green. The exploratory group 
investigates how ATIS and its members can advance environmental sustainability 
efforts, starting with an investigation and prioritization of items identified as  
important to ATIS members companies. The group released its initial report on  
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environmental sustainability on May 2009 [13]. The group released two additional 
reports on ICT life cycle assessment [11] and wireless energy efficiency [12],  
respectively. 

22.1.3   European Telecommunications Standards Institute 

The European Telecommunications Standards Institute (ETSI) [6] is a standard 
organization in the telecommunications industry including equipment manufactur-
ers and network operators in Europe. ETSI has developed standards for the Low 
Power Radio, Short Range Device, GSM cell phone system, and the TETRA  
professional mobile radio system. 

ETSI has issued green agenda with adaptation of the ISO 14001 and 14004 
standards. It operates a committee on Environmental Engineering (ETSI EE) 
which concerns reduction of energy consumption in telecommunication equipment 
and related infrastructure. The committee has published three standards for reduc-
tion of energy consumption in telecommunications equipment and related infra-
structure, for better determination of equipment power and energy consumption 
for improved sizing of power plant, and for reduction of energy consumption in 
broad band telecommunication network equipment. 

ETSI EE continues on the study of the use of alternative energy sources in tele-
communication installations, reverse powering of small access network node by 
end-user equipment, energy efficiency of wireless access network equipment, and 
ICT energy consumption and global energy impact assessment methods.  

22.2   Standards for Smart Grid 

Smart grid is a form of electricity network utilizing digital technology. Smart grid 
delivers electricity from suppliers to consumers using two-way digital communi-
cations to control appliances at consumers' homes; this saves energy, reduces costs 
and increases reliability and transparency. It overlays the ordinary electrical grid 
with an information and net metering system, that includes smart meters. Smart 
grids are being promoted by many governments as a way of addressing energy in-
dependence, global warming and emergency resilience issues. Smart grid is made 
possible by applying sensing, measurement and control devices with two-way 
communications to electricity production, transmission, distribution and consump-
tion parts of the power grid that communicate information about grid condition to 
system users, operators and automated devices, making it possible to dynamically 
respond to changes in grid condition. Smart grid includes an intelligent monitoring 
system that keeps track of all electricity flowing in the system. It also has the ca-
pability of integrating renewable electricity such as solar and wind. When power 
is least expensive the user can allow the smart grid to turn on selected home appli-
ances such as washing machines or factory processes that can run at arbitrary 
hours. At peak times it could turn off selected appliances to reduce demand. 
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Fig. 22.2 Smart Grid Architecture 

The smart grid system can be configured with power system and communica-
tions infrastructure. Communications layer interoperates with control system of 
smart grid through a wide range of wired and wireless communications network 
(see Figure 22.2). In this section, the standards for smart grid communications 
layer and standards bodies for Smart Grid will be introduced.  

22.2.1   Standards for Smart Grid Communications Layer 

A smart grid is achieved by overlaying power systems infrastructures with com-
munications infrastructures (See Figure 22.3). Communications infrastructure can 
be segmented into: 

• Wide Area Networks (WAN)  
• Advanced Metering Infrastructure Networks, Neighborhood Area Net-

works (NANs), Field Area Networks (FANs) 
• Home Area Networks (HANs), Building Area Networks (BANs), Indus-

trial Area Networks (IANs) 

Wide Area Networks consist of metro networks and backhaul network. Ether-
net-based wired network can be used for interworking between relay systems. 
WiMAX (Worldwide inter-operability for Microwave Access) and cellular net-
works can be used for interworking between utility system and maintenance  
system. 

Advanced Metering Infrastructure Networks, Neighborhood Area Networks 
(NANs), Field Area Networks (FANs) are wired and wireless networks that connect 
utility systems with customer premises for supporting a wide range of communica-
tion and control applications; for example, demand response and distribution auto-
mation. These networks are potentially spread over wide geographic areas. A range 
of technologies are relevant to these networks such as RF Mesh, WiFi, WiMAX,  
Cellular, ZigBee, Ethernet, and PLC (Power Line Communication). 

Home Area Networks (HANs), Building Area Networks (BANs), Industrial 
Area Networks (IANs) are wired and wireless networks in customer premises 
(home, building and industry areas respectively) that support messaging between 
appliances, smart meters, electronics, energy management devices, applications 
and consumers. 
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Among many standards, we will focus on several key standards and present 
technical issues and challenges. 

 

Fig. 22.3 Network Technology Standards Mapping 

22.2.1.1   WiMAX 

Worldwide inter-operability for Microwave Access (WiMAX) technology [30] is 
one of 802.16 series standards [31] designed for Wireless Metropolitan Area Net-
work (WMAN). WiMAX’s main goal is to have worldwide interoperability for 
microwave access. IEEE 802.16 standard first draft in 2001 defined the wide op-
erating range of 10-66GHz for communication infrastructure. In order to achieve 
interoperability WiMAX forum has published a subset of the range: 3.5 and 
5.8GHz bands have been dedicated for fixed communication, and 2.3, 2.5 and 3.5 
GHz have been assigned for mobile communication frequency bands. 5.8GHz is 
unlicensed spectrum; whereas the spectrums 2.3, 2.5, 3.5GHz are licensed. In gen-
eral, licensed spectrums are more suitable for long distance communication, be-
cause they can allocate higher power, compared to the unlicensed spectrums.  
Though distance and network speed are inversely proportional to each other, Wi-
MAX can achieve data rate up to 70Mbps and distance up to 48km with lowering 
the maximum achievable date rate.  

WiMAX has adopted several advanced wireless communications techniques; 
orthogonal frequency-division multiplexing (OFDM) to combat delay spread, 
multiple-input multiple output (MIMO) systems for higher data rate, and adaptive 
modulation and iterative coding for robustness. WiMAX provides low latency, 
and supports different levels of quality of service (QoS), allowing the SG operator 
to prioritize time-sensitive traffic. Deploying the WiMAX network is compara-
tively expensive, and therefore, cell planning should be done optimally to reduce 
the WiMAX tower.  

Even though the lower frequency bands are already licensed, lower frequencies 
seem to be more practical for AMI applications especially in urban area, since 
higher frequency above 10 GHz cannot penetrate through obstacles. 
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22.2.1.2   Cellular Networks 

Third-generation (3G) systems brought much higher data rates, compared to  
second-generation (2G) focused on the circuit switched voice data. High-Speed 
Packet Access (HSPA) and Evolution-Data Optimized (EV-DO) are competing 
3G cellular technologies. These two techniques are based on the Code Division 
Multiple Access (CDMA) technology. 

According to the downlink and uplink speed, HSPA consists of two cellular 
packet data protocols: High-Speed Downlink Packet Access (HSDPA) and High-
Speed Uplink Packet Access (HSUPA), upgrading the downlink and uplink chan-
nels independently. HSPA has been enhanced to HSPA+ (Evolved-HSPA) which 
is considered to be a bridge technology to Long-Term Evolution (LTE) standard 
[32]. HSPA+ increases the downlink speed up to 42 Mbps. The uplink speed is 
same as HSUPA limited to 5.8 Mbps.  

LTE is a fourth-generation cellular technology primarily designed to cope with 
the exponentially increasing date usage in cellular networks. To simplify interface 
between the cellular network and the internet, an all-Internet Protocol (all-IP) 
technology has been adopted. The theoretical maximum downlink speed with a 20 
MHz bandwidth is 172.8 Mbps (2 x 2 MIMO) and 326.4 Mbps (4 x 4 MIMO). 
The theoretical maximum uplink speed is 86.4 Mbps. The enhanced version of 
LTE (LTE Evolution) standard, which may be considered as the real 4G cellular 
technology, is now being developed. 

Cellular service could be expensive for individual connection and data transfer 
generally compared to the other service such as Wi-Fi, cellular technology may 
not be economical for regular data transfer or larger group of remote sites. 

22.2.1.3   Satellite Communication 

Point-to-point and point-to multipoint satellite communication service is operating 
at 2.3 GHz. Through a satellite dish and a router, it can provide coverage any-
where in the world. This mature technology uses geostationary communications 
satellites at 22,233 miles altitude and has been available for decades. The offered 
speed ranges from 64Kbps up to 8Mbps. 

Satellite communication can provide better coverage but suffers 550 to 650 mil-
liseconds of latency due to long distance between satellite and transponder. The 
latency may not allow the SG operator to handle time-sensitive traffic through sat-
ellite communication. Satellite communication link can be susceptible to severe 
winter conditions and extremely high winds.  

22.2.1.4   Wireless LAN 

IEEE 802.11 [28] wireless local area network (WLAN) is also known as Wi-Fi 
[29]. It is one of widely deployed and successful wireless data networks in the 
world like cellular networks because it is less expensive, easy to install and  
provides mobility of devices, compared to wired local area networks (LAN). 

Wi-Fi has adopted the spread spectrum technology to allow multiple users to 
use the same frequency band, maintaining minimum interference to the other  
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users. IEEE 802.11 standards have adopted three non-interoperable technologies: 
Frequency Hopping Spread Spectrum (FHSS), Direct Sequence Spread Spectrum 
(DSSS), and Infrared (IR). It can provide high speed point-to-point and point-to-
multipoint communication. Unlike the network using licensed bands such as cellu-
lar and WiMAX, Wi-Fi operate solely on unlicensed spectrum at 2.4 GHz and 
5.8Hz. 

IEEE 802.11b offers the maximum data speed of 11Mbps at 2.4GHz frequency 
band with DSSS technique. Further, IEEE 802.11a and IEEE 802.11g can offer 
maximum data speed up to 54 Mbps. IEEE 802.11a, operating at 5.8GHz fre-
quency band, has introduced Orthogonal Frequency Division Multiplexing 
(OFDM) modulation to enhance data rates; whereas 802.11g, operating at 2.4 GHz 
frequency band, still uses DSSS modulation technique. In order to increase data 
rates of WLAN further, Multiple Input Multiple Output (MIMO) technology has 
been incorporated into IEEE 802.11n standard, which can offer the maximum date 
rate up to 600 Mbps.  

In terms of pre-established consumer comfort with the product, the prevalence 
of Wi-Fi can give some advantages against competitors. However, in terms of in-
terference with other devices at home, its prevalence can be a disadvantage. The 
reliability and availability of wireless LAN can be less comparatively since many 
devices share the same frequency bands and relatively small transmission power is 
allowed in the unlicensed Wi-Fi band. 

22.2.1.5   ZigBee and IEEE 802.15.4 

ZigBee Alliance [25] developed a reliable, cost effective, and low power home 
area wireless network standard, ZigBee which defines the upper layers of IEEE 
802.15.4 standard [26]. Zigbee’s main advantage is battery life which lasts for 
years. ZigBee consumes battery power very little because the devices go to sleep 
mode when they are inactive and wake up again quickly when needed.  However, 
even though ZigBee devices generally consume very little battery power compara-
tively, ZigBee devices have limited battery energy supply, internal memory and 
processing power due to limited physical size. 

Based on the IEEE 802.15.4 standard, ZigBee can support up to 64,000 nodes 
and support star, tree and mesh topologies.  

ZigBee can operate at the unlicensed frequency band of 868MHz, 915MHz and 
2.4GHz with DSSS modulation technique. The coverage is the range of 10-100m 
and the supported data rate is 20-250 Kbps. ZigBee devices mostly operate in the 
unlicensed band of 2.4 GHz, which is very popular band many other wireless 
standards such as Wi-Fi also work in. The fast varying interference particularly 
from 802.11 WLANs can seriously affect the performance of ZigBee-based net-
works. To avoid harmful interference, the interoperability and coexistence be-
tween ZigBee-based networks and other wireless systems will be key issues. 
There are several mechanisms adopted in 802.15.4 standard; carrier sense multiple 
access with collision avoidance (CSMA/CA), acknowledged transmission and re-
tries (ATR) to enhance coexistence, dynamic channel selection (DCS). The 
CSMA technique listens to check if a channel is occupied before transmitting and  
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ATR provides successful reception through an acknowledged frame delivery. The 
DCS technique measures the interference on a particular channel, enabling users 
to select the best available channel. 

IEEE 802.15 working group is working on PHY (the physical layer) and MAC 
(the Medium Access Control layer) amendment to IEEE 802.15.4 standard to  
facilitate large, geographically diverse networks for smart grid with minimal infra-
structure, with potentially millions of fixed endpoints. IEEE 802.15 task group 4g 
[27] is focusing on the PHY amendment. Current IEEE 802.15.4g draft has three 
complimentary PHYs; FSK/GFSK, OQPSK and OFDM.  IEEE 802.15 task group 
4e [34] is working on the MAC amendment to support the amended PHY. In addi-
tion, the amended MAC provides adaptive asymmetric multi-channel adaptation 
(AMCA) and low energy (LE) functionalities as special considerations for smart 
utility networks. 

22.2.1.6   Power Line Communications 

The power line communications (PLCs) are getting attention again as a suitable 
networking technology for smart grid [18]. But, there are still debates on whether 
PLCs are the good solutions in the smart grid. Some insist that PLCs are very 
good candidates for some applications, while others consider wireless technology  
 

Table 22.2 Power Line Communications Technologies  

Narrowband Type Broadband 
High data rate Low data rate 

Operat-
ing 
bands 

HF/VHF 
(1.8-250 MHz) 

VLF/LF/MF 
(3 kHz - 500 kHz), 

Data 
rate 

several Mbps ~ several hun-
dred Mbps 

tens of kbps ~ 
500 kbps 

several kbps 

Exam-
ples 

TIA-1113 (HomePlug 1.0), 
IEEE 1901, ITU-T G.hn 
(G.9960/G.9961), HomePlug 
AV, HomePlug Green PHY, 
HD-PLC, UPA Powermax. 

IEEE 1901.2, 
ITU-T G.hnem, 
PRIME, G3-PLC. 

ISO/IEC 14908-3 
(LonWorks), 
ISO/IEC 14543-
3-5 (KNX), CEA-
600.31 (CEBus), 
IEC 61334-3-1, 
IEC 61334-5-1, 
Insteon, X10, 
HomePlug C&C, 
SITRED, Ariane 
Controls 
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as a more suitable alternative. There is no doubt that the smart grid will exploit 
multiple types of communications technologies such as fiber optics, wireless and 
wireline. Among the wireline technologies, PLCs may be the only candidate that 
has deployment cost comparable to wireless since the power lines already exist. 
One of the problems of the PLC is the significant deterioration of PLC signals go-
ing through the transformers. Hence, it may not be desirable for North America 
where the number of transformers in the power grid is relatively high. The average 
number of households per transformer is in the range of 1-5 in US power grid 
while it is around 100 in Europe. The PLC is actively considered in Europe. 

The overview of PLC technologies is presented in Table 22.2. Single carrier 
narrowband (NB) PLC solutions, operating in the kHz region with data rates up to 
few kbps, have been used for decades by utility companies around the world for 
remote metering and load control applications. The current commercially available 
products have been upgrade to broadband (BB) systems, operating in the High 
Frequency (HF) band (2-30 MHz) with data rates up to 200 Mbps. 

22.2.2   Key Interoperability Standards for Smart Grid 

Interoperability in smart grid enables the utilities and consumers to seamlessly op-
erate a hybrid mix of different connectivity solutions, software and hardware 
products from different providers and it is the key to success in evolving smart 
grid initiatives. Several national and international standard developing organiza-
tions are in charge of investigating this issue. 

22.2.2.1   International Electrotechnical Commission 

International Electrotechnical Commission (IEC) [14] has developed specialized 
communications standards for the power industry, with ongoing work to expand 
and enhance these standards.  

IEC 61850 is for substation automation, distributed generation (photovoltaics, 
wind power, fuel cells, etc.), SCADA communications, and distribution automa-
tion. Work is commencing on Plug‐in Hybrid Electric Vehicles (PHEV). IEC 
61968 is for distribution management and Advanced Metering Infrastructure 
(AMI) back office interfaces. IEC 61970 (CIM) is for transmission and distribu-
tion abstract modeling. IEC 62351 is for security, focused on IEC protocols, Net-
work and System management, and Role‐Based Access Control. IEC TC 13 
handles metering and may undertake a joint effort with TC57 to work on commu-
nications for metering, specifically for AMI. 

22.2.2.2   Institute of Electrical and Electronic Engineers 

Institute of Electrical and Electronic Engineers (IEEE) launched IEEE P2030 
“Draft Guide for Smart Grid Interoperability of Energy Technology and Informa-
tion Technology Operation with the Electric Power System (EPS), and End-Use 
Applications and Loads” [22] in June 2009 to provide an open standard for inte-
gration of information and communications technology in smart grid. When  
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completed (estimated early 2011), P2030 will provide a base for the evolving 
smart grid applications, guidelines in defining SG interoperability, a knowledge-
based architectural design addressing terminology, and characteristics. IEEE 
P2030 consists of three main task forces that are working in parallel on power en-
gineering, information, and communications technologies. 

Task Force 1 (Power Engineering Technology) focuses on functional require-
ments of interoperability in energy sources, transmission, and distribution in smart 
grid. Task Force 2 (Information Technology) is working on issues of privacy, se-
curity, data integrity, safety, management, and interfaces in smart grid. Task Force 
3 (Communications Technology) is neutral to PHY / MAC standards used in smart 
grid and focuses on layers above PHY / MAC because the interoperability of elec-
tric power systems with end use applications should be maintained regardless of 
the PHY / MAC. 

22.2.2.3   Internet Engineering Task Force 

The Internet Engineering Task Force (IETF) [33] is responsible for Internet stan-
dards, many of which are now widely implemented in private Intranets as well. 
IETF is working on identifying the key infrastructure protocols for use in the 
Smart Grid [35]. 

A Request for Comment (RFC) document is the mechanism used by the IETF to 
develop, send out for comment, and finalize standards. Usually, RFC specifications 
must be implemented by more than one vendor before they can be fully accepted as 
standards. Some of the key IETF RFCs that can be used for smart grid are: 

• RFC 791: Internet Protocol (IP)   
• RFC 793: Transport Control Protocol (TCP) 
• RFC 0768: User Datagram Protocol (UDP) 
• RFC 1945: HyperText Transfer Protocol (HTTP) 
• RFC 2571: Simple Network Management Protocol (SNMP) 
• RFC 3820: Internet X.509 Public Key Infrastructure (PKI) for security 
• RFC 4919: IPv6 over Low power Wireless Personal Area Networks 

   (6LoWPAN) 

6LoWPAN is a new protocol that enables energy efficient transmission of IPv6 
datagrams over 802.15.4 links thereby suitable for smart metering devices in the 
smart grid. 

22.2.2.4   National Institute of Standards and Technology 

National Institute of Standards and Technology (NIST) is responsible to coordi-
nate the development of a framework for protocols and standards of interoperabil-
ity in SG system. The NIST Framework and Roadmap for Smart Grid Interopera-
bility Standards [15] provides a conceptual reference model for SG that includes 
seven main domains: bulk generation, transmission, distribution, customer, mar-
kets, operations, and service provider. NIST has recognized 25 existing standards 
for SGC applications and 50 additional standards for further investigation. It also 
identifies 15 areas that urgently need new or revised standards.  
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NIST offers a prioritized action plan (PAP) to establish these critical standards. 
Among the list of PAP, the guidelines for use of Internet Protocol suite, wireless 
communications guidelines, and cyber security are related to IT. 

22.3   Summary 

This chapter has reviewed the standardization activities in telecommunications to 
improve the environmental friendliness of IT itself. Also, the standards for smart 
grid are presented as an example of using IT to improve the environmental friend-
liness and energy efficiency of other industries. The collaborative effort among IT 
industries as well as the cooperation with every sector of industries is critical in 
mitigating the impact on climate change and improving the eco-friendliness of the 
industries. Standardization activities play an important role in coordinating the 
collaborative effort and pushing the green IT solutions into practical use. Cur-
rently, many organizations and industries are actively working on standardization 
of green IT solutions besides the activities introduced in this chapter. Those activi-
ties are in the areas such as green computing, Energy Star and TCO certificates, 
smart transportation, and smart logistics. 
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