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Welcome Message from the General Chairs
ITCS 2011

As the General Chairs of the 3rd Information Technology Convergence and
Services (ITCS 2011), we have the pleasure of welcoming you to this conference
and to this beautiful city, Gwangju, Korea on October 20–22, 2011.

In past twenty five years or so, IT (Information Technology) influenced and
changed every aspect of our lives and our cultures. Without various IT-based
applications, we would find it difficult to keep information stored securely, to
process information efficiently, and to communicate information conveniently. In
the future world, IT will play a very important role in convergence of computing,
communication, and all other computational sciences and application and IT also
will influence the future world’s various areas, including science, engineering,
industry, business, law, politics, culture, medicine, and so on.

Our conference is intended to foster the dissemination of state-of-the-art
research in all IT convergence areas, including its models, services, and novel
applications associated with their utilization. We hope our conference will be the
most comprehensive conference focused on the various aspects of advances in all
future IT areas and IT-based service, sciences and engineering areas.

We would like to thank all authors of this conference for their paper
contributions and presentations. And we would like to sincerely appreciate the
following prestigious invited speakers who kindly accepted our invitations, and
helped to meet the objectives of the conference:

• Dr. Laurence T. Yang
Department of Computer Science, St. Francis Xavier University, Canada

• Dr. Hamid R. Arabnia
Department of Computer Science, The University of Georgia, USA
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• Dr. Hong Shen
School of Computer Science, The University of Adelaide, Australia

• Dr. Hsiao-Hwa Chen
Department of Engineering Science, National Cheng Kung University, Taiwan

We also sincerely thank all our chairs and committees, and these are listed in
the following pages. Without their hard work, the success of ITCS 2011 would not
have been possible. Finally, we would like to thank the workshop organizers of
IRoA 2011, ITMUE 2011, PCT 2011, SAE 2011 and Smartphone 2011, for their
great contributions.

With best regards,
Looking forward to seeing you at ITCS 2011
Hamid R. Arabnia, University of Georgia, USA
Hangbae Chang, Daejin University, Korea
General Chairs
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Welcome Message from the Program Chairs
ITCS 2011

We would like to extend our welcome and express our gratitude to all of the
authors of submitted papers and to all of the attendees, for contributions and
participations.

In ITCS 2011, the 3rd international conference has attracted 97 papers. The
international character of the conference is reflected in the fact that submissions
came from various countries.

The submitted abstracts and papers went through a through reviewing process.
As a result, 34 articles were accepted (acceptance rate: 35%) for the ITCS 2011
proceedings published by Springer, reflecting (but not limited to) the following
areas:

Track 1. Advanced Computational Science and Applications
Track 2. Advanced Electrical and Electronics Engineering and Technology
Track 3. Intelligent Manufacturing Technology and Services
Track 4. Advanced Management Information Systems and Services
Track 5. Electronic Commerce, Business and Management
Track 6. Intelligent Vehicular Systems and Communications
Track 7. Bio-inspired Computing and Applications
Track 8. Advanced IT Medical Engineering
Track 9. Modeling and Services for Intelligent Building, Town, and City

And some papers were invited from Chairs and Committee members to be
included in our ITCS 2011 proceedings.
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Achieving such a high quality of proceedings would have been impressible
without the huge work that was undertaken by the international Program Com-
mittee members. We take the opportunity to thank them for their great support and
cooperation.

Sincerely yours,
Ilsun You, Korean Bible University, Korea
Sajid Hussain, Fisk University, USA
Bernady O. Apduhan, Kyushu Sangyo University, Japan
Zhiwen Yu, Northwestern Polytechnical University, China
Program Chairs
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Conference Organization
ITCS 2011

Organizing Committee

Steering Co-Chair

James J. (Jong Hyuk) Park, Seoul National University of Science and
Technology, Korea

General Chairs

Hamid R. Arabnia, University of Georgia, USA
Hangbae Chang, Daejin University, Korea

General Vice Chair

Changhoon Lee, Hanshin University, Korea

Program Chairs
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Leomar S. Rosa Junior, Federal University of Pelotas, Brazil

International Advisory Board Committee

Mohammad S. Obaidat, Monmouth University, USA
Sang-Soo Yeo, Mokwon University, Korea
Han-Chieh Chao, National Ilan University, TAIWAN, ROC
Andrew Kusiak, The University of Iowa, USA
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Publicity Chairs
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Hongjoo Lee, Kyonggi University, Korea
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David Taniar, Monash University, Australia
Sang Oh Park, Chungang University, Korea

Local Arrangement Chairs

Yang-Hoon Kim, Daejin University, Korea
Hyuk-Jun Kwon, Yonsei University, Korea

Registration and Finance Chair

Jonggu Kang, Daejin University, Korea

Program Committee

Track 1. Advanced Computational Science and Applications

Cheong Ghil Kim, Namseoul University, Korea
Chin-Chen Chang, Chia University, Taiwan
Davy Van Deursen, Universiteit Gent, Belgium
Ghalem Belalem, University of Oran, Algeria
László Horváth, Óbuda University, Hungary
Maumita Bhattacharya, Charles Sturt University, Australia
Michael Schwarz, Universitat Kassel, Germany
MohammadReza Keyvanpour, Alzahra University, Iran
Ruck Thawonmas, Ritsumeikan University, Japan
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Zhihui Du, Tsinghua University, China
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Track 2. Advanced Electrical and Electronics Engineering and Technology

Eva Cheng, RMIT University, Australia
Feng Chen, Tsinghua University, China
Kilhung Lee, Seoul National University of Science & Technology, Korea
Somkait Udomhunsakul, Rajamangala University of Technology Suvarnabhumi
Xinghao Jiang, New Jersey Institute of Technology, USA
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Jin Kwak, Department of Information Security Engineering, Soonchunhyang
University, Korea
Deok-Gyu Lee, Electronics and Telecommunications Research Institute, Korea
Seungmin Rho, Korea University, Korea
Soon Seok Kim, Department of Computer Engineering, Halla University, Korea
Sangyup Nam, Kookje College, Korea
Hyukjun Kwan, Yonsei University, Korea
Yunjae Lee, SK C&C, Korea
Taewoo Roh, ING, Korea

Track 3. Intelligent Manufacturing Technology and Services

Gunter Saake, University of Magdeburg, Germany
Jinjun Chen, Swinburne University of Technology, Australia
Yao Chung Chang, National Taitung University, Taiwan
Yiannis Kompatsiaris, Informatics and Telematics Institute Centre for Research
and Technology Hellas, Greece
Wansoo Kim, LG CNS, Korea
Byungsoo Ko, DigiCAP, Korea
Younggui Jung, Y.M-Naeultech, Korea
ChulUng Lee, Korea University, Korea
Heesuk Seo, Korea University of Technology and Education, Korea
Kae-Won Choi, SeoulTech, Korea

Track 4. Advanced Management Information Systems and Services

Bill Grosky, University of Michigan-Dearborn, USA
MarcoFurini, University of Boloqna, Italy
Mudasser Wyne, National University, USA
Soocheol Lee, Korea Intellectual Property Office, Korea
Porandokht Fazelian, IT Manager at the TMU, Tehran
Tomoo Inoue, University of Tsukuba, Japan
William Grosky, University of Michigan, USA
Zhaobin Liu, Dalian Maritime University, China

Track 5. Electronic Commerce, Business and Management

Geguang Pu, East China Nomal University, China
Gritzalis Stefanos, University of the Aegean, Greece
Raymond Choo, Australian Institute of Criminology, Australia
Somchart Fugkeaw, Thaidigitalid, Thailand

Track 6. Intelligent Vehicular Systems and Communications

Chao-Tung Yang, Tunghai University, Taiwan
Fazle Hadi, King Saud University, Saudi Arabia
Hanáček Petr, Brno University of Technology, Czech Republic
Yuliya Ponomarchuk, Kyungpook National University, Korea
Min Choi, Department of Computer Engineering, Wonkwang University, Korea
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Seung-Ho Lim, Hankuk University of Foreign Studies, Korea
Nak-Seon Seong, Electronics and Telecommunications Research Institute, Korea
Kilhung Lee, Seoul National University of Science and Technology, Korea
Hyo Hyun Choi, Department of Computer Science, Inha Technical College, Korea

Track 7. Bio-inspired Computing and Applications

Albert Zomaya, The University of Sydney, Australia
Alina Patelli, Gheorghe Asachi Technical University of Iasi, Romania
Debnath Bhattacharyya, West Bengal University of Technology, India
Lavi Ferariu, Gheorghe Asachi Technical University of Iasi, Romania
Rahim A. Abbaspour, University of Tehran, Iran
Satoshi Kurihara, Osaka University, Japan
Namsoo Chang, Sejong Cyber University, Korea
SeungTaek Ryoo, Hanshin University, Korea
Hae Young Lee, Electronics and Telecommunications Research Institute, Korea
Dong Kyoo Kim, Electronics and Telecommunications Research Institute, Korea

Track 8. Advanced IT Medical Engineering

Ajaz Hussain Mir, National Institute of Technology, India
Ovidiu Ghiba, Politehnica University of Timisoara, Romania
Ryszard Choras, EE of University of Technology & Life Sciences, Poland
Jiann-LiangChen, National TaiwanUniversity of Science andTechnology, Taiwan
Georgios Kambourakis, University of the Aegean, Greece
Ilias Maglogiannis, University of Central Greece
Jansen Bart, Vrije Universiteit Brussel, Belgium
Wei Chen, Eindhoven University of Technology, Netherlands

Track 9. Modeling and Services for Intelligent Building, Town, and City

Chuang-Wen You, National Taiwan University, Taiwan
Laurent Gomez, SAP Labs France SAS, France
Pereira Rubem, Liverpool John Moores University, UK
Robert Meurant, The Institute of Traditional Studies, USA
Dongho Kim, Halla University, Korea
Yong-hee Lee, Halla University, Korea
Hyunsung Kim, Kyungil University, Korea

xii



Welcome Message from the Workshop Chairs
ITCS 2011

It is a great pleasure to present the technical programs of the workshops held in
conjunction with the 3rd Technology Convergence and Services (ITCS 2011),
Kimdaejung Convention Center, Gwangju, Korea. The main aim of these
workshops is to bring together academics, industry researchers and practitioners
to discuss and share experience on completed and on-going research activities in
the areas of intelligent robotics, automations, telecommunication facilities, and
applications, technology and multimedia for ubiquitous environments, personal
computing technologies, security and application for embedded systems, and
smartphone applications and services. The workshops constitute an important
extension of the main conference by providing a forum for discussions on focused
areas that the main conference. We believe the forum will facilitate active
discussions among researchers in information technologies.

The five selected workshops held in conjunction with ITCS 2011 are:

1. International Conference on Intelligent Robotics, Automations, telecommuni-
cation facilities, and applications (IRoA 2011)

2. International Workshop on Information Technology and Multimedia for
Ubiquitous Environments (ITMUE 2011)

3. International Workshop on Personal Computing Technologies (PCT 2011)
4. International Workshop on Security and Application for Embedded systems

(SAE 2011)
5. International Workshop on Smartphone Applications and Services (Smartphone

2011)

Among the five successful workshops, each workshop deals with various topics
related to Information Technology. All the submitted papers have undergone
rigorous review process by the technical program committee members for origi-
nality, contribution and relevance to the main themes of the conference. We have
selected 39 best papers for presentation and publication in the conference pro-
ceedings.
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As workshop chairs we wish to thank all the organizers of the workshops and
the international technical committee members for their professional support.
We would also like to express our gratitude to all Organizing Committee members
of ITCS 2011. In particular, we would like thank the ITCS 2011 General Chairs,
Prof. Hamid R. Arabnia, and Hangbae Chang and General Vice Chair,
Prof. Changhoon Lee and Program Chairs, Prof. Ilsun You, Sajid Hussain,
Bernady O. Apduhan, and Zhiwen Yu. Last but not least, we would also like to
thank the Steering Co-Chair, Prof. James J. (Jong Hyuk) Park for coordinating the
entire conference event.

Naveen Chilamkurti, La Trobe University, Australia
Yang Sun Lee, Chosun University, Korea
Leomar S. Rosa Junior, Federal University of Pelotas, Brazil
Workshop Chairs
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IRoA 2011 Welcome Message from
Workshop Organizers
ITCS 2011

It is our pleasure to welcome you The 2011 FTRA International Conference on
Intelligent Robotics, Automations, telecommunication facilities, and applications
(IRoA-11) held in Gwangju, Korea, October 20–22, 2011.

The 2011 FTRA International Conference on Intelligent Robotics, Automa-
tions, telecommunication facilities, and applications (IRoA-11), co-sponsored by
FTRA will be held in Gwangju, Korea, October 20–22, 2011. The IRoA is a major
forum for scientists, engineers, and practitioners throughout the world to present
the latest research, results, ideas, developments and applications in all areas of
intelligent robotics and automations. Furthermore, we expect that the IRoA-11 and
its publications will be a trigger for further related research and technology
improvements in this important subject. The IRoA-11 is co-sponsored by FTRA.
In addition the conference is supported by KITCS.

We would like to send our sincere appreciation to all participating members
who contributed directly to IRoA 2011. We would like to thank all Program
Committee members for their excellent job in reviewing the submissions. We also
want to thank the members of the organizing committee, all the authors and
participants for their contributions to make IRoA 2011 a grand success.

James J. (Jong Hyuk) Park and Shigeki Sugano
IRoA 2011 Chairs

Workshop General Chairs

James J. (Jong Hyuk) Park, SeoulTech, Korea
Shigeki Sugano, Waseda University, Japan

General Vice Chair

Sang-Soo Yeo, Division of Computer Engineering, Mokwon University, Korea
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Program Chairs

Taeshik Shon, Ajou University, Korea (Leading Chair)
Ken Chen, Tsinghua University, Beijing, China
Honghai Liu, University of Portsmouth, UK

Workshop Chairs

Sang Oh Park, Chung-Ang University, Korea
Jiming Chen, Zhejiang University, China

Publicity Chairs

Uche Wejinya, University of Arkansas, USA
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Kok-Meng Lee, Georgia Institute of Technology, USA
Tzyh-Jong Tarn, Washington University, USA
Kazuhiro Saitu, University of Michigan, USA
David Atkinson, Air Force Office of Scientific Research, USA

Local Arrangement Chairs

Yang Sun Lee, Chosun University, Korea

Registration / Finance Chair

Changhoon Lee, Hanshin University, Korea

Web and System Management Chair

Kyusuk Han, KAIST, Korea

Program Committee

Abdel AITOUCHE, Hautes Etudes d’Ingenieur, France
Abdel-Badeeh Salem, Ain Shams University, Egypt
Adil Baykasoglu, University of Gaziantep, Turkey
Ahmed Zobaa, Brunel University, UK
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Angelos Amanatiadis, Democritus University of Thrace, Ksanthi, Greece
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ITMUE 2011 Welcome Message from
Workshop Organizers
ITCS 2011

It is our pleasure to welcome you to The FTRA International Workshop on
Information Technology and Multimedia for Ubiquitous Environments (ITMUE
2011), held in Gwangju, Korea, October 20–22.

The ITMUE 2011 provides a forum for academic and industry professionals to
present novel ideas on ITMUE. We expect that the ITMUE technologies have
become state-of-the-art research topics and are expected to play an important role
in human life in the future. ITMUE 2011 aims to advance ubiquitous multimedia
techniques and systems research, development, and design competence, and to
enhance international communication and collaboration. The workshop covers
traditional core areas of information technology and multimedia for ubiquitous and
Intelligent Recommendation and Personalization.

We would like to send our sincere appreciation to all participating members
who contributed directly to ITMUE 2011. We would like to thank all Program
Committee members for their excellent job in reviewing the submissions. We also
want to thank the members of the organizing committee, all the authors and
participants for their contributions to make ITMUE 2011 a grand success.

Yanming Shen, Ali Asghar Nazari Shirehjini, Jung-Sik Cho
ITMUE 2011 Chairs

Workshop Chairs

Yanming Shen, Dalian University of Technology, China
Ali Asghar Nazari Shirehjini, University of Ottawa, Canada
Jung-Sik Cho, Chuang-Ang University, Korea

Program Committee

Tobias Bürger, Capgemini SD&M, Germany
Yiwei Cao, RWTH Aachen, Germany
Minoru Uehara, Toyo University, Japan
Fatos Xhafa, Polytechnic University of Catalonia, Spain
Muhammad Younas, Oxford Brookes University, UK

xxi



Hahn Le, University of Cape Town, South Africa
Qun Jin, Waseda University, Japan
Hung-Min Sun, National Tsing Hua University, Taiwan
Li-Ping Tung, Academia Sinica, Taiwan
Eric Na, LG Electronics, Korea
S. Raviraja, University of Malaya, Malaysia
Matthias Rauterberg, Eindhoven University of Technology, Netherlands
Claudio Biancalana, Roma Tre University, Roma
Ernesto William De Luca, TU Berlin, Germany
Hao Wang, Nokia Research Center, China
Hyuk Cho, Sam Houston State University, USA
Jingyu Sun, Taiyuan University of Technology, China
Marius Silaghi, Florida Institute of Technology, USA
Nurmamat Helil, Xinjiang University, China
Okkyung Choi, Sejong University, Korea
Se Joon Park, SK C&C, Korea
Seunghwan Kim, Korea Atomic Energy Research Institute, Korea
Sten Govaerts, Katholieke Universiteit Leuven, Belgium
Yangjin Seo, SECUI, Korea
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PCT 2011 Welcome Message from
Workshop Organizers
ITCS 2011

On behalf of the 2011 International Workshop on Personal Computing Technol-
ogies (PCT 2011), we are pleased to welcome you to Gwangju, Korea.

The workshop will foster state-of-the-art research in the area of personal
computing technologies. The PCT 2011 will also provide an opportunity for
academic and industry professionals to discuss the latest issues and progress in the
area of personal computing technologies.

Due to many high quality paper submissions and the lack of space in
proceedings, the review process was very tough and we had no choice but to reject
several good papers. Finally, we would like to sincerely express gratitude to all the
people who have contributed directly or indirectly to make PCT 2011 a grand
success. We would like to express our appreciation to all TPC members for the
valuable time and their professional supports to this workshop. Particularly, we
would like to thank ITCS 2011 General Chairs (Prof. Hang-Bae Chang and
Prof. Hamid R. Arabnia) who allow us to hold this workshop in conjunction with
ITCS 2011.

Thank you
Jeunwoo Lee, Electronics and Telecommunications Research Institute, Korea
Changseok Bae, Electronics and Telecommunications Research Institute, Korea
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Analysis of Security Vulnerability
and Authentication Mechanism
in Cooperative Wireless Networks

Ki Hong Kim

Abstract In this paper, we study the security vulnerabilities a CoopMAC faces
and authentication mechanisms suitable for cooperative networks to be achieved.
We identify various security attacks against control packets of CoopMAC and
security vulnerabilities caused by these attacks, and discuss channel-based non-
cryptographic mechanisms for user authentication in CoopMAC using physical
layer characteristics.

Keywords CoopMAC � Cooperative communication � Security vulnerability �
Physical layer security � Channel-assisted authentication

1 Introduction

Cooperative communication is indispensable for making ubiquitous communica-
tion connectivity a reality. Cooperative network is an innovative communication
networks that takes advantages of the open broadcast nature of the wireless
channel and the spatial diversity to improve channel capacity, robustness, reli-
ability, and coverage. In the cooperative network, when the source node transmits
data packet to the destination node, some nodes that are close to source node and
destination node can serve as relay nodes by forwarding replicas of the source’s
data packet. The destination node receives multiple data packet from the source
node and the relay nodes and then combines them to improve the communication
quality [1, 2].
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A MAC protocol called CoopMAC is designed to improve the performance of
the IEEE 802.11 MAC protocol [3] with minimal modification. It is able to
increase the transmission throughput and reduce the average data delay. It also
utilizes the multiple transmission rate capability of IEEE 802.11b, 1–11 Mbps, and

allows the source node far away from the access point (AP) to transmit at a higher

data rate by using a relay node [4, 5].

Although cooperative communication has recently gained momentum in the

research community, there has been a great deal of concern about cooperative

communication mechanism and its security issues. There have been several

previous related works regarding communication techniques and security issues

for cooperative network. The work in [1, 2] described wireless cooperative

communication and presented several signaling schemes for cooperative com-

munication. In [4, 5], a new MAC protocol for the 802.11 wireless local area

network (WLAN), namely CoopMAC, was proposed and its performance was also

analyzed. The potential security issues that may arise in a CoopMAC were studied

in [6], and various security issues introduced by cooperating in Synergy MAC

were also addressed in [7]. The [8] suggested cross-layer malicious relay tracing

method to detect signal garbling and to counter attack of signal garbling by

compromised relay nodes, while the [9] presented the distributed trust-assisted

cooperative transmission mechanism handle relays’ misbehavior as well as

channel estimation errors. Also, a performance of cooperative communication in

the presence of a semi-malicious relay which does not adhere to strategies of

cooperation at all time was analyzed in [10], and a statistical detection scheme to

mitigate malicious relay behavior in decode-and-forward (DF) cooperative envi-

ronment was developed [11]. The examination of the physical consequences of a

malicious user which exhibits cooperative behavior in a stochastic process was

discussed in [12]. The [13] described a security framework for leveraging the

security in cognitive radio cooperative networks. However, most of the works on

cooperative communication is focused on efficient and reliable transmission

schemes using the relay and identification of general security issues caused by the

malicious relay node. No work has been done on the analysis of denial of service

(DoS) vulnerability caused by an attacker node in cooperative networks.

In this paper, a case study of DoS attack in CoopMAC is presented for the first

time. Security vulnerabilities at each protocol stage while attacking a cooperative

communication is analyzed and compared. The authentication approaches,

conventional mechanism using cryptographic algorithm and emerging mechanism

using physical layer characteristics, are also discussed to verify entities in coop-

erative networks. This study differs from previous works in that it concentrates on

one significant aspect of security vulnerability in the CoopMAC, namely DoS

vulnerability of CoopMAC caused by the Dos attack of attacker node. This is

believed to be the first comprehensive analysis and comparison of the security

vulnerability from possible DoS attack and its authentication mechanisms in

CoopMAC.

The remainder of this paper is organized as follows. In Sect. 2, we identify

some possible security attacks against CoopMAC and then analyze the security
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vulnerabilities. Next, we discuss that it is possible to achieve a channel-based non-

cryptographic authentication mechanism that uses physical layer properties to

provide authentication service. Finally, in Sect. 4, we review our conclusion and

detail plan for future work.

2 Security Vulnerability in CoopMAC

Due to broadcast nature of the wireless channel and cooperative nature, cooperative

communication suffers from various attacks. The goal of the attacker node is to

obstruct the communication between source and destination. These attackers would

exploit the weakness in cooperation procedures, especially in the control packet

exchange, and disguise themselves as legitimate relays. We will analyze and

compare some cases of attacks according to the control packet of CoopMAC next.

2.1 Attacks on RTS Control Packet

In the CoopMAC as shown in Fig. 1a, attacker A sends the faked RTS to relay

R and destination D, and then waits for the HTS from relay R as well as CTS from

destination D. After the attacker A receives the HTS and the CTS, it sends a faked

data to the relay R. Consequently, this attack results in a transmission disturbance

in the RTS and the data packet from source S.

Fig. 1 Security vulnerability by RTS packet attack. a Faked RTS to R and D. b Faked RTS to D
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On the other hand, as shown in Fig. 1b, attacker A intentionally sends the faked

RTS to only destination D. The legal RTS from source S can be rejected by

destination D due to an illegal previous RTS received from attacker A. Hence, CTS

is sent from the destination D to attacker A, which causes source S to continuously

wait for the CTS from destination D. As a result, normal cooperative communi-

cation between source S and destination D cannot be guaranteed.

2.2 Attacks on HTS Control Packet

As shown in Fig. 2a, the faked HTS is sent from attacker A to source S and

destination D. Accordingly, the legal HTS from relay R is denied by source A and

destination D. Then, destination D sends CTS to source A. After receiving the

faked HTS and CTS, source S starts data transmission to attacker A, but relay

R. Due to this false transmission to the attacker A, cooperative communication

between source S and destination D via relay R is not established.

The potential vulnerability from faked HTS is also shown in Fig. 2b. In the case

of sending faked HTS to only destination D, since the destination D is typically not

come to know of this, although the legal HTS is sent from the relay R to desti-

nation D, it is denied by destination D. Then, the destination D sends a CTS to

source S in order to notify that it successfully receives the control packet. This also

means that attacker A is an intended legitimate relay forwarding data packet.

Therefore, if relay R receives the data packet from source S, it does not forward

data packet to the destination D, but forwards it the attacker A. Finally, the attacker

A denies cooperative communication to the source S by simply dropping the data

packet it receives. It also spoofs an ACK, causing the source S to wrongly con-

clude a successful transmission.

Fig. 2 Security vulnerability by HTS packet attack. a Faked HTS to S and D. b Faked HTS to D
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The potential vulnerability from faked HTS is also shown in Fig. 2b. In the case

of sending faked HTS to only destination D, since the destination D is typically not

come to know of this, although the legal HTS is sent from the relay R to desti-

nation D, it is denied by destination D. Then, the destination D sends a CTS to

source S in order to notify that it successfully receives the control packet. This also

means that attacker A is an intended legitimate relay forwarding data packet.

Therefore, if relay R receives the data packet from source S, it does not forward

data packet to the destination D, but forwards it the attacker A. Finally, the attacker

A denies cooperative communication to the source S by simply dropping the data

packet it receives. It also spoofs an ACK, causing the source S to wrongly con-

clude a successful transmission.

2.3 Attacks on CTS Control Packet

Figure 3 shows a security vulnerability which caused by the faked CTS from

attacker A. The attacker A sends a faked CTS to the source S, informing the source

S that it is an intended recipient of future data packet. And, since the authentication

is not applied to CTS packet, the legal CTS from destination D can be rejected by

source S due to previous illegal CTS from attacker A. After receiving the CTS

from attacker A, source S transmits data packet to relay R. Subsequently, the relay

R receives the data packet and then forwards received data packet to attacker

A. The attacker A may try to deny communication service to the source S by

deliberately not forwarding data packet received from the relay R. Consequently,

cooperative communication is not established.

3 Cryptographic & Non-cryptographic Authentication

In order to prevent the security attacks inherent in cooperative networks and to

verify communication entities more efficiently, we discuss authentication

approaches and the practical implementation issues. Such authentication approach

can be achieved by one of two approaches: (1) conventional approach using

cryptographic algorithm, or (2) channel-assisted approach using physical layer

properties of wireless channel [14–16].

3.1 Conventional Cryptographic Authentication

Authentication provides the assurance that users are who they claim to be or that

data come from where they claim to originate. Most conventional cryptographic

mechanisms of authentication are accomplished at a higher layer, namely above

Analysis of Security Vulnerability and Authentication Mechanism 7



the physical layer. Although these conventional mechanisms can potentially pro-

vide authenticity in static networks, they are inefficient in dynamic networks

including cooperative wireless networks.

A few demerits can be identified as follows. First, most conventional crypto-

graphic mechanisms are not suited for less equipped wireless networks due to large

computational complexity. Second, the conventional cryptographic techniques

need key management system which generates, distributes, and refreshes the keys.

However, it is difficult in dynamic wireless networks where entities frequently join

and leave the network. Third, wireless communication devices are subjects to

physical compromises in adversarial communication environment. Therefore,

these constraints of dynamic networks can cause the conventional cryptographic

authentication not to work well in cooperative networks [17].

3.2 Channel-Assisted Non-cryptographic Authentication

Due to the main characteristics in cooperative networks or in its communication

systems, namely dynamic network topology, variable channel capacity, limited

bandwidth, limited processing capacity, and limited power, the authentication

mechanism in cooperative networks should be lightweight and scalable.

In light of these constraints, there is increasing concern in enhancing or

complementing conventional cryptographic authentication techniques in wireless

networks using physical layer authentication mechanisms. The physical layer

authentication mechanism is the channel-assisted non-cryptographic authentication

scheme using the inherent and unique properties of wireless channel. The following

Fig. 3 Security vulnerability
by CTS packet attack
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four main characteristics of wireless channels can allow the wireless channel to be

used as a means to authenticate the legitimate entity [14–17].

• The time-variant wireless channel impulse response h(t, s) decorrelates quite

rapidly in space. It implies that if the one of the entities changes its location in

space by the order of a wavelength or more, the resulting channel response will

be uncorrelated with the previous one.

• Wireless channel also changes in time. It results in a natural refresh for a

channel-assisted security mechanism.

• The wireless channel is reciprocal in space, which means that the channel

between two transceivers has the same frequency response in either commu-

nication direction at the same time instant.

• The time variation is slow enough so that the channel response can be accurately

estimated within the channel coherence time. The channel state is considered to be

stable, predictable, or highly correlated during the coherence time of the channel.

As depicted in Fig. 4, three different entities, Alice, Bob, and Eve, are poten-

tially located in spatially separated positions. Alice and Bob are the two legitimate

entities, and Eve is the illegitimate entity. Alice is the transmitter that initiates

communication and sends data packet, while Bob is the intended receiver. Eve is

an adversary that injects false signals into the channel in the hope of spoofing

Alice. In this typical communication environment, our major security goal is to

provide authentication service between Alice and Bob. The legitimate receiver

Bob should have to distinguish between legitimate signals from transmitter Alice

and illegitimate signals from illegitimate Eve because Eve locates within range of

Alice and Bob so that it is capable of injecting undesirable signals into the wireless

channel to impersonate Alice.

In the environment as shown in Fig. 4, suppose that Alice transmits data packet

to Bob at a sufficient rate to ensure temporal coherence between successive data

Fig. 4 Typical scenario of
security community with
Alice (legitimate), Bob
(legitimate), and Eve
(illegitimate)

Analysis of Security Vulnerability and Authentication Mechanism 9



packets and that Bob estimate the Alice-Bob channel prior to Eve’s arrival. In

addition, while trying to impersonate Alice, Eve wishes to convince Bob that she is

Alice. To provide authentication between Alice and Bob, Bob first uses the

received signal from Alice to estimate the channel response. He then compares this

signal with a previous signal version of the Alice-Bob channel. If the two channel

responses are close to each other, Bob conclude that the source of the data packet

is the same as the source of the previously transmitted data. Otherwise, Bob

concludes that the transmitter is not Alice [14–17]. Using this uniqueness of the

Alice-Bob wireless channel, it is possible to distinguish between a legitimate

transmitter and illegitimate one. It is caused by the fact that the wireless channel

decorrelates in space, so the Alice-Bob channel is totally uncorrelated with the

Alice-Eve and Bob-Eve channels if Eve is more than an order of a wavelength

away from Alice and Bob.

4 Conclusion and Future Work

This paper presented the first comprehensive case study of DoS attack in the

CoopMAC, which analyzed security vulnerabilities at each protocol stage while

attacking a control packet exchanged among nodes. It also discussed that a

channel-assisted authentication approach is applicable to enhance and supplement

conventional cryptographic authentication mechanisms for cooperative networks.

These channel-assisted non-cryptographic mechanisms exploit physical layer

information of wireless media, such as the rapid spatial, spectral, and temporal

decorrelation properties of the radio channel. In this way, legitimate entities can be

reliably authenticated and illegitimate entities can be reliably detected. Our ana-

lytical results can be applied not only to cooperative network security, but also

wireless sensor network (WSN) security design in general.

In the future, the authors will attempt to design and implement physical layer

authentication mechanism suitable for cooperative networks. The plan is then to

examine the effect that the proposed authentication mechanism has on the per-

formance and efficiency of the cooperative transmission.
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Spam Host Detection Using Ant
Colony Optimization

Arnon Rungsawang, Apichat Taweesiriwate

and Bundit Manaskasemsak

Abstract Inappropriate effort of web manipulation or spamming in order to boost

up a web page into the first rank of a search result is an important problem, and

affects the efficiency of a search engine. This article presents a spam host detection

approach. We exploit both content and link features extracting from hosts to train a

learning model based on ant colony optimization algorithm. Experiments on the

WEBSPAM-UK2006 dataset show that the proposed method provides higher

precision in detecting spam than the baseline C.45 and SVM.

Keywords Spam host detection � Ant colony optimization algorithm � Content
and link features � Search engine

1 Introduction

Search Engine has been developed and used as a tool to locate web information

and resources. For a given query, the ranking result on the first page of a famous

search engine is highly valuable to commercial web sites. Current competitive

business then gives birth to aggressive attempts from web engineers to boost the
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ranking of web pages in search results to increase the return of investment (ROI).

Manipulating search engine ranking methods to obtain a higher than deserved rank

of a web page is called search engine (or web) spam [1]. Besides degrading the

quality of search results, the large number of pages explicitly created for spam-

ming also increases the cost of crawling, and inflates both index and storage with

many useless pages.

As described by Gyöngyi and Garcia-Molina in [1], there are many varieties of

spamming techniques. Often, most of them exploit the weakness of the search

engine’s ranking algorithm, such as inserting a large number of words that are

unrelated to the main content of the page (i.e., content spam), or creating a link

farm to spoil the link-based ranking results (i.e., link spam). Many researchers

have concentrated on combating spam. For example, Gyöngyi et al. [2] propose an

idea to propagate trust from good sites to demote spam, while Wu and Davison [3]

expand from a seed set of spam pages to the neighbors to find more suspicious

pages in the web graph. Dai et al. [4] exploit the historical content information of

web pages to improve spam classification, while Chung et al. [5] propose to use

time series to study the link farm evolution. Martinez-Romo and Araujo [6] apply

a language model approach to improve web spam identification.

In this paper, we propose to apply the ant colony optimization algorithm [7, 8]

in detecting spam host problem. Both content and link based features extracted

from normal and spam hosts have been used to train the classification model in

order to discover a list of classification rules. From the experiments with the

WEBSPAM-UK2006 [9], the results show that rules generated from ant colony

optimization learning model can classify spam hosts more precise than the base-

line decision tree (C4.5 algorithm) and support vector machine (SVM) models,

that have been explored by many researchers [10–12].

2 Related Work and Basic Concept

2.1 Web Spam Detection Using Machine

Learning Techniques

Web spam detection became a known topic to academic discourse since the

Davison’s paper on using machine learning techniques to identify link spam [13],

and was further reasserted by Henzinger et al. [14] as one of the most challenges to

commercial search engines. Web spam detection can be seen as a binary classi-

fication problem; a page or host will be predicted as spam or not spam.

Fetterly et al. [15] observe the distribution of statistical properties of web pages

and found that they can be used to identify spam. In addition to content properties of

the web pages or hosts, link data is also very helpful. Becchetti et al. [10] exploit the

link features, e.g., the number of in- and out-degree, PageRank [16], and TrustRank

[2], to build a spam classifier. Following the work in [10, 12], Castillo et al. [11]
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extract link features from the web graph and host graph, and content features from

individual pages, and use the simple decision tree C4.5 to build the classifier.

Recently, Dai et al. [4] extract temporal features from the Internet Archive’s

Wayback Machine [17] and use them to train a cascade classifier built from several

SVMlight and a logistic regression implemented in WEKA [18].

2.2 Basic Concept of Ant Colony Optimization

Naturally, distinct kind of creatures behaves differently in their everyday life. In a

colony of social ants, each ant usually has its own duty and performs its own tasks

independently from other members of the colony. However, tasks done by different

ants are usually related to each other in such a way that the colony, as a whole, is

capable of solving complex problems through cooperation [8, 19]. For example, for

survival-related problems such as selecting the shortest walking path, finding and

storing food, which require sophisticated planning, are solved by ant colony without

any kind of supervisor. The extensive study from ethologists reveals that ants com-

municate with one another by means of pheromone trails to exchange information

about which path should be followed. As antsmove, a certain amount of pheromone is

dropped to make the path with the trail of this substance. Ants tend to converge to the

shortest trail (or path), since they canmakemore trips, and hence deliver more food to

their colony. The more ants follow a given trail, the more attractive this trail becomes

to be followed by other ants. This process can be described as a positive feedback

loop, in which the probability that an ant chooses a path is proportional to the number

of ants that has already passed through that path [7, 8].

Researchers try to simulate the natural behavior of ants, including mechanisms

of cooperation, and devise ant colony optimization (ACO) algorithms based on

such an idea to solve the real world complex problems, such as the travelling

salesman problem [20], data mining [19]. ACO algorithms solve a problem based

on the following concept:

• Each path followed by an ant is associated with a candidate solution for a given

problem.

• When an ant follows a path, it drops varying amount of pheromone on that path

in proportion with the quality of the corresponding candidate solution for the

target problem.

• Path with a larger amount of pheromone will have a greater probability to be

chosen to follow by other ants.

In solving an optimization problem with ACO, we have to choose three fol-

lowing functions appropriately to help the algorithm to get faster and better

solution. The first one is a problem-dependent heuristic function (g) which mea-

sures the quality of items (i.e., attribute-value pairs) that can be added to the

current partial solution (i.e., rule). The second one is a rule for pheromone

updating (s) which specifies how to modify the pheromone trail. The last one is a
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probabilistic transition rule (P) based on the value of the heuristic function and on

the contents of the pheromone trail that is used to iteratively construct the solution.

3 Spam Detection Based on Ant Colony

Optimization Algorithm

3.1 Graph Representation

In a learning process based on the ACO algorithm, problems are often modeled as

a graph. Thus, we let {A1, A2,…, Am} represent a set of m features, i.e., both

content and link features, extracted from hosts. If we denote {ai1, ai2,…, aini} to a

set of ni possible values belonged to a feature Ai. Therefore, we can construct a

graph G = (V, E) including a set of nodes V = {A1, A2,…, Am}[{S} and a set of

edges E = V2, where S is a virtual node set to a starting point. This graph can be

illustrated in Fig. 1.

3.2 Methodology

Consider the graph in Fig. 1, when we assign artificial ants to start walking from

node S, behavior of those ants will decide to choose a path to walk in each step,

from one node to others, using some probabilistic transition function calculated

based on the value of a heuristic function and pheromone information value. The

following probabilistic transition Pij is denoted a probability value for an ant to

walk from any current node to node aij:

Pij ¼
gijsijðtÞPm

i¼1 xi �
Pni

j¼1 gijsijðtÞ
� � ; ð1Þ

where gij denotes a heuristic function, sij(t) denotes a pheromone information

value obtained at iteration time t, and

xi ¼
1 If the node ai� has never been passed by that ant,

0 Otherwise:

�
ð2Þ

In this paper, we use an open source software package called GUIAnt-Miner

[21] which provides an implementation of the ACO algorithm [19] used for

classification problems in data mining. The default heuristic function with the

value of disorder (i.e., the entropy function) between nodes is defined by:

gij ¼
log2 k � H W jAi ¼ aij

� �
Pm

i¼1 xi �
Pni

j¼1 log2 k � H W jAi ¼ aij
� �� � ; ð3Þ
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where

H W jAi ¼ aij
� �

¼ �
Xk

w¼1

P wjAi ¼ aij
� �

� log2 P wjAi ¼ aij
� �� �

: ð4Þ

Here, we define W as a set of target classes and k as the number of classes (i.e.,

|W|), so that W = {spam, normal} and k = 2 in this case. P(w|Ai = aij) is the

probability of class w given Ai = aij. Consequently, the range of a value obtained

from Eq. 4 is (0, log2k).

Since the ACO algorithm iteratively finds the optimal solution, the pheromone

in Eq. 1 which controls the movement of ants will be changed for each run. For

GUIAnt-Miner, the pheromone information function has been defined as:

sijðt þ 1Þ ¼
sijðtÞ þ sijðtÞQPm
i¼1

Pni
j¼1 sijðtÞ

; ð5Þ

where Q measures the quality of prediction rules over the training data set. This

measure is defined as the product of the sensitivity and specificity:

Q ¼
TP0

TP0 þ FN 0
�

TN 0

FP0 þ TN 0
: ð6Þ

Note that TP0 is the number of hosts covered by rule that has the class predicted

by that rule, FP0 is the number of hosts covered by rule that has a class different

from the class predicted by that rule, FN0 is the number of hosts that is not covered

by rule but has the class predicted by that rule, and TN0 is the number of hosts that

is not covered by rule and that does not have the class predicted by that rule.

For the first iteration, the initial pheromone value is normally set to:

sijðt ¼ 0Þ ¼
1Pm
i¼1 ni

ð7Þ

After each iteration run, a result of the model can be expressed by a path of ant

walking from a value of a feature through one of the other feature. However, this

result does not specify to any target class yet and then cannot be utilized. We

therefore check all hosts covered by the result from the training data set again to

obtain a target class by majority vote, and subsequently create a rule as follows.
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Fig. 1 The problem
represented as a graph

Spam Host Detection 17



IF Ai ¼ aix ANDj ¼ ajy AND . . .
� �

THEN W ¼ wzð Þ

Consequently, the iterative computation in Eq. 1 will terminate if it produces

the set of rules covering all hosts in the training data set.

4 Experimental Results

4.1 Data Set Preparation

We use the WEBSPAM-UK2006 [9] containing hosts within .uk domain. From

these, there are 1,803 hosts labeled as spam and 4,409 hosts labeled as normal. The

data set contains several features including both content- and link-based features,

as well as a spamicity value of each host. We further process this data set as

follows (see Fig. 2):

• For the 1,803 spam hosts, we first sort them by ascending order of the spamicity

values. Each host will be assigned with an identification number beginning from

0. We then decompose spam hosts into to 3 buckets by considering the

remainder from dividing its identification number with 3. Eventually, we will

have ‘‘bucket1’’, ‘‘bucket2’’, and ‘‘bucket3’’, in which each contains equally 601

spam hosts.

• Similarly, for the 4,409 normal hosts, we sort them by descending order of the

spamicity values. We equally divide them into 10 portions, and assign an

identification number beginning from 0 to each host in each portion separately.

For each portion, each identification number is again modulo by 7. The normal

hosts whose remainder is 0, 2 and 5, will then be assigned into ‘‘bucket1’’,

‘‘bucket2’’, and ‘‘bucket3’’, respectively. Note that the host with less identifi-

cation number will be first assigned. To avoid data imbalance of normal and

spam hosts in training set, we will stop the assigning process if each bucket

contains 601 normal hosts. For all remaining hosts, we will put them into a new

‘‘bucket4’’.

4.2 Host’s Feature Selection

We use the information gain as a criterion to select the host’s features. Figure 3

shows the 10 highest information gain features used to train the machine learning

models. Of these, the first nine features are the link-based features; but only the

last one is the content-based feature. Since all these features have continuous-

range values, which cannot directly exploit in the GUIAnt-Miner program; we

therefore discretize those values into 10 equal ranges.

18 A. Rungsawang et al.



4.3 Results

From the set of data described in Sect. 4.1, we design 3 set of experiments

according to the following scenarios:

• Scenario 1: we use bucket1 for training, while use bucket2, bucket3, and

bucket4 for testing.

• Scenario 2: we use bucket2 for training, while use bucket1, bucket3, and

bucket4 for testing.

• Scenario 3: we use bucket3 for training, while use bucket1, bucket2, and

bucket4 for testing.

We compare performance of the ACO model with two other baselines, i.e., the

decision tree (C4.5) and the support vector machine (SVM), using two standard

measures: the positive predictive value (i.e., precision) and false positive rate (i.e.,

fall-out). To train the ACO model, we use 5 artificial ants. The terminating con-

dition is either uncovered hosts by the rules are less than 10, or the number of

1.  Logarithm value of TrustRank/PageRank of homepage 

2.  Logarithm value of TrustRank/in-degree of homepage 

3.  Logarithm value of TrustRank/PageRank of max PageRank 

4.  Logarithm value of TrustRank of homepage 

5.  Logarithm value of TrustRank/in-degree of max PageRank 

6.  Logarithm value of TrustRank of max PageRank 

7.  Logarithm value of number of different supporters (sites) at distance 4 from homepage 

8.  Logarithm value of number of different supporters (sites) at distance 4 from max PageRank 

9.  Logarithm value of number of different supporters (sites) at distance 3 from homepage 

10.Top 200 corpus recall (standard deviation for a ll pages in the host) 

Fig. 3 Features used to train the machine learning models
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iterations reaches 100. Generated rules that can cover at least 5 hosts will be kept

as a candidate set of usable rules. These rules will finally be checked with the

training data set again to obtain a target class by majority vote. For the C4.5

model, the rule pruning is disabled. For all other remaining parameters of C4.5 and

SVM, the default setting in WEKA software [18] has been assigned.

The precision results in Fig. 4 show that the ACO learning model has the ability

to detect spam hosts more accurate than C4.5 and SVM in all experiments. This is

consistent with the fall-out results that the ACO learning model yields the least

error prediction.

5 Conclusions

In this article, we propose to apply the ant colony optimization based algorithm to

build a set of classification rules for spam host detection. Both content and link

features extracted from normal and spam hosts have been exploited. From the

experiments with the WEBSPAM-UK2006 dataset, the proposed method provides

higher precision in detecting spam than the basic decision tree C4.5 and SVM

models. However, we currently just run our experiments using the default heuristic

and basic pheromone updating function setting in the GUIAnt-Miner. In future

work, we are looking forward to doing further experiments using other types of

heuristic and pheromone updating functions, and hope to obtain higher quality set of

classification rules.
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Location Estimation of Satellite
Radio Interferer Using Cross
Ambiguity Function Map
for Protection of Satellite Resources

Chul-Gyu Kang, Chul-Sun Park and Chang-Heon Oh

Abstract In this paper, a scheme using Cross Ambiguity Function (CAF) map is

proposed to estimate the location of an unknown interferer which emits harmful

radio signal in the satellite communication network. In conventional CAF based

TDOA, FDOA location, TDOA and FDOA are determined by location the peak in

the CAF plane and then the peak’s information is fed into a least squares like

location tool to determine the emitter’s location. However, this proposed scheme

omits the step in which the location is determined with the post processed CAF

peak information and instead maps the CAF surface directly to the earth surface. In

simulation results, the distance error of about 800 m is occurred at Eb/N0 =

4–10 dB and the distance error of about 1.3 km is occurred at -20 dB of Eb/N0.
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1 Introduction

In all around world, USA(’77), Germany(’80), Japan(’98), and China are operating

the satellite radio monitoring system to protect their satellite resources from other

country’s satellites and paper satellites. In case of our country, to secure satellite

resources and protect the right at the state level, the satellite radio monitoring

center was constructed in 2002 and it has been contributed to the policy estab-

lishment of the satellite and the development of the satellite industry as eliminating

harmful interferer, supplying all sort of measurement data, and monitoring the

domestic and foreign satellite what they fulfill international telecommunication

union (ITU) international regulation. The accurate location of the illegal interferer

has to be estimated first to perform those roles.

There are time difference of arrival (TDOA), frequency difference of arrival

(FDOA) and cross ambiguity function (CAF) schemes, which is using TDOA and

FDOA both, to estimate the interferer location in satellite radio interferer searching

system so far. However, the estimation scheme using TDOA is affected by the

shape of receiver position for the estimation performance, and FDOA can not

estimate when there is no movement of receivers or interferer as the frequency

offset is not happened [1, 2]. The cross ambiguity function is somewhat free from

these problems having TDOA and FDOA scheme as it is using TDOA and FDOA

both to estimate the interferer location. In CAF, TDOA and FDOA are determined

by the peak location in the CAF plane and then the peak’s information is fed into a

least squares like location tool to determine the emitter’s location. Therefore, the

computational complexity becomes a problem [3].

To solve these kinds of the problems and get the high performance in the

interferer location estimation, the scheme using CAF map is proposed. The pro-

posed scheme in this paper omits the step in which the location is determined with

the post processed CAF peak information and instead maps the CAF surface

directly to the earth surface.

2 Searching Technique of Satellite Radio Interferer

2.1 Interference Scenario

As shown in Fig. 1, the signal transmitted at the same interferer notated as

interference earth station is received at the contiguous two satellite SAT1 and

SAT2.

We assume that s1(t) is a received signal with high signal to noise ratio when an

arbitrary signal source s(t) is transmitted to the earth station of satellite SAT1. At

the same time, s2(t) is also transmitted from the side lobe of the interference earth

station and it is received at the satellite SAT2 with low signal to noise ratio.

We assume this signal is s2(t). Even though signal s1(t) and s2(t) are transmitted at
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the same source s(t), they have time differences of arrival caused by difference

transmission paths each other. Furthermore, they have difference doppler fre-

quencies of arrival because SAT1 and SAT2 move along their own orbit and own

speed.

2.2 Cross Ambiguity Function Map

Figure 2 shows the steps of the cross ambiguity function map algorithm. The

algorithm used in this approach follows:

1. Calculate the theoretical TDOA and FDOA value for points on the X, Y

coordinates for the current geographic area to create a lookup table of FDOA

and TDOA.

2. Calculate the normal cross ambiguity function.

3. Use the lookup table in step 1 to map the amplitude of the CAF in step 2 to a

new X, Y coordinates.

4. Repeat 1-3 and sum maps

Fig. 1 The location estimation scenario of the interferer using CAF

Fig. 2 The algorithm of the cross ambiguity function map
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2.3 Cross Ambiguity Function

In Fig. 1, two transmitted signal s1(t) and s2(t) can be written like Eqs. (1) and (2).

s1ðtÞ ¼ sðtÞ þ n1ðtÞ ð1Þ

s2ðtÞ ¼ sðt � f Þejf ðt�sÞ þ n2ðtÞ ð2Þ

n1(t) and n2(t) are additive white gaussian noise (AWGN). s1(t) is received signal

with added AWGN at s(t) and s2(t) is received signal that is added time delay,

s, frequency difference, f, and AWGN to s(t). The time delay and frequency

difference are only decided according to the location of the signal source trans-

mitting the signal. If TDOA and FDOA value are calculated comparing the

received two signal s1(t) and s2(t), the location of the signal source is decided

automatically. As previously stated, s2(t) includes the TDOA value and the FDOA

value to s1(t) which are able to decide the location of the signal source. As long as

TDOA value and FDOA value are compensated to s2(t), it could be the same signal

as s1(t) except for AWGN. But the real TDOA and FDOA value are not calculated

as making a simple comparison between the received two signals so cross ambi-

guity function are used.

CAFðs; f Þ ¼
Z T

0

s1ðtÞs�2ðt þ sÞe�j 2pftdt ð3Þ

In Eq. (3), T is signal time period and * is conjugation. To modify continuous

time signal like Eq. (3) to discrete time signal, time t ¼ nTs and f ¼ kfs=N, where
Ts is the sample period, fs ¼ 1=Ts is the sampling frequency, n represents the

individual sample numbers, and N is the total number of samples. Once these are

inserted back into Eq. (3), we get Eq. (4):

CAFðs; kÞ ¼
XN�1

n¼0

s1ðnÞs�2ðn� sÞ
� �

e�j 2pkn
N ð4Þ

where s1 and s2 are the sampled signal in analytic format, s is the time delay in

samples, and k=N is the frequency difference in digital frequency, or fraction of the

sample frequency. Note the similarity with the discrete fourier transform (DFT) in

Eq.(5).

XðkÞ ¼
XN�1

n¼0

xðnÞ½ �e�j 2pkn
N ð5Þ

Now replace xðnÞ with s1ðnÞs�2ðn� sÞ and we get the discrete form of the CAF

Eq. (4). Cross ambiguity function, jCAFðs; kÞj, has the peak value like showing

Fig. 3 when the TDOA and FDOA value of s1 and s2 are the same. In Fig. 3, X

axis, Y axis, and Z axis are TDOA value, FDOA value, and CAF value.
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3 Simulation and Results

For the computer simulation, we assume the parameters as Table 1. We assume

that the interferer transmits signal s1(t) to Koreasat-3, signal s2(t) is transmitted

from a side lobe of the same antenna to Koreasat-5 at the same time.

Figure 4 shows the TDOA and FDOA error according to Eb/N0 changing -20

to 10 dB. In these results, the time error and frequency error is dramatically

increased from 4 dB of Eb/N0 because the correlation value between two signals

transmitted from the interferer is decreased.

The left side of Fig. 5 shows the estimated interferer location using CAF map at

10 dB of Eb/N0. In theoretical calculation, the TDOA value and FDOA value are

6.9722 ms and -311.872 Hz in Table 1 parameters but the estimated values using

CAF map are 6.9699 ms and -312.5305 Hz. The right side of Fig. 5 shows

the estimated distance error of the interferer according to changing Eb/N0.

Fig. 3 The estimated TDOA
and FDOA with cross
ambiguity function

Table 1 The simulation parameters for the interferer searching system

Parameters Values

Carrier and sampling frequency 11.8 GHz, 160 MHz

Symbol rate 13,333 ksymbol/sec

Signal to noise ratio s1 = 10 dB, s2 = -30–10 dB

Satellite 1 & 2 geodetic coordinates Koreasat3(E:116�, N: 0�), Koreasat5(E:113�, N: 0�)

Satellite 1 & 2 velocity(m/s) x = 150, y = 0, z = 0

Interferer geodetic coordinates E:139�39’ 16’’, N: 35� 12’ 12’’

Interferer velocity (m/s) x = 0, y = 0, z = 0
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The distance error is about 800 m at 10 -4 dB of Eb/N0 and about 13 km of

distance error is occurred at Eb/N0 = -20 dB. It is also caused by the correlation

value of two received signals.

4 Conclusion

In this paper, a scheme using CAF map is proposed to estimate the location of an

unknown interferer which emits harmful radio signal in the satellite communica-

tion network. In this proposed scheme omits the step in which the location is

Fig. 5 The error distance (right) according to Eb/N0 and the estimated interferer location with
CAF Map (left) at 10 dB of Eb/N0

Fig. 4 The time error (left) and frequency error (right) according to Eb/N0
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determined with the post processed CAF peak information and instead maps the

CAF surface directly to the earth surface.

In simulation results, the distance error of about 800 m is occurred at 4–10 dB

of Eb/N0 and the distance error of about 1.3 km is occurred at Eb/N0 = -20 dB.

The reason showing the large distance error at low Eb/N0 is that the correlation

value between received signals is low. From these results, we confirm that this

proposed scheme is very useful for the satellite radio monitoring system with the

low computational complexity and high accuracy.

‘‘This paper was partially supported by the education and research promotion program of
KUT’’
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Korean Voice Recognition System
Development

Soon Suck Jarng

Abstract In this paper, the voice recognition algorithm based on Hidden Markov

Modeling (HMM) is analyzed in detail. The HMM voice recognition algorithm is

explained and the importance of voice information DB is revealed for better

improvement of voice recognition rate. An algorithm designed to extract syllable

parts from continuous voice signal is introduced. This paper shows the relationship

between recognition rates and number of applying syllables and number of groups

for applying syllables.

Keywords Hidden Markov Model � Voice Recognition Algorithm

1 Introduction

Voice recognition was attempted in the 1960s based on Motor theory presented by

Liberman and others [1]. The theory was as simple as that a voice was generated

through the trachea and the speech was decoded in the brain. Even the voice

spectrogram was not considered. In the 1970s Cole and Scott presented a pro-

gressive Multiple-Cue model where they suggested that a voice might be classified

as an independent or dependent cue from a sentence, and that a phonemic shift

would happen in the sentence [2]. Fletcher, who was studying about human

auditory sensation on telephone speech, found that the non-sensation rate of a

certain frequency band was the same as the non-sensation rate of a narrow band
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multiplied by the number of non-sensible narrow bands [3]. Allen suggested a

Fletcher–Allen algorithm in which voice recognition should be independently

done in the frequency domain. However even though voice recognition is done

partly in frequency domain, a still unknown brain-like functioning algorithm

should be discovered to explain how the voice is divided into syllables and pho-

nemes for recognition. Since there are too many unknown facts about how the

brain recognizes the voice through different paths and processes, it may be still

better to approach the problem by probabilistic algorithm than analytic algorithm.

For this reason, two different voice recognition algorithms have been studied while

the common feature in both these algorithms is to extract the feature parameters of

the speech signal. The Neural Network (NN) recognition algorithm first generates

a large-sized coefficient matrix through training of characteristic feature parame-

ters representing syllables or words, then calculates an output index by directly

applying the feature parameters of an unknown new syllable or word to the huge

coefficient matrix [4, 5]. Recognition using a neural network speech recognition

method with a large coefficient matrix for the whole learning process is time-

consuming. If you add a new speech signal to the recognition algorithm, the entire

process should be repeated from the beginning which is time consuming [6]. In the

second method, Hidden Markov Model (HMM) recognition algorithm, for every

new input voice signal, voice feature parameters are generated which are used in

the learning process to create a new HMM model. So with each new HMM model

created for every word, during the testing phase, all these models are compared

with the test word to find out the matching voice sample [7, 8].

The disadvantage that a HMM model has is, that for every new voice that is

added to the model, a new individual HMM model needs to be created, and each

model should be compared with all the existing HMM models to get a match,

slowing down the recognition process speed. But HMM method is fast in initial

training, and when a new voice information is added into the HMM database, only

the new voice is used in the training process to create a new HMM model [6].

Compared to the neural network algorithm, for a large number of speech samples,

the HMM algorithm provides a higher speech recognition rate.

In both these recognition algorithms, in order to increase the recognition rate,

unique feature parameters (Feature) of the signal should be extracted. Even similar

words with the same meaning spoken by the same user at different time intervals

differ in sound intensity, pitch, and timbre. The voice waveform varies in vocal-

izing speed, personnel style, and is masked by environmental noise. Speech itself

strongly depends on the language. Rate of speech and ambient noise, are con-

sidered to be the biggest factors that reduce recognition rate and ways to overcome

these challenges are presented [9]. In this paper, a detailed explanation of the

HMM speech recognition algorithm along with the challenges to improve speech

recognition rate are explained.
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2 Voice Feature Parameter Extraction

First, an important issue in speech recognition algorithm is to identify the unique

features of speech and to extract the quantitative parameters, which are interwoven

in the selection of parameters. Until now, Mel-Frequency Cepstral Coefficients

(MFCC) parameters are the most commonly used, but extraction of new param-

eters of the speech signal can dramatically improve voice recognition. MFCC

calculated from a given speech signal to know the hourly cepstrum is usually

expressed as the coefficient matrix. MFCC feature parameters are extracted from

the voice signal and the procedure used for parameter extraction is described

below. During MFCC calculation, the sampling frequency is set to 16,000 Hz for

each 10 ms frame. Mel frequency bands were split into 24 bands.

1. Time interval Voice signals (Frame) are multiplied by a Hamming window,

after which a FFT power spectra is obtained by conversion.

2. Apply the triangular window of (1) to the Power spectrum and convert it to Mel

frequency units.

w nð Þ ¼ 2

N

N

2
� n� N � 1

2

�

�

�

�

�

�

�

�

� �

: ð1Þ

3. Take the logarithm of the power you have in the Mel frequency units.

4. Take the discrete cosine transform (DCT) of the Mel log spectral power.

3 HMM Recognition Algorithm Overview

For better understanding of HMM a 6 9 10 MFCC matrix is assumed, where 6 is

the number of MFCC coefficients and 10 is the corresponding number of time

coefficients.

W1P1 ¼

0 1 0 1 1 1 0 0 0 1

2 1 0 1 4 1 2 2 2 1

2 1 5 1 1 1 2 2 2 1

2 1 3 1 1 1 2 2 2 1

2 1 3 1 1 1 2 2 0 1

2 1 2 1 1 0 2 2 2 1

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð2aÞ

W1P2 ¼

0 1 0 1 1 1 0 0 0 1

2 1 5 1 1 1 2 2 2 1

2 1 4 1 1 1 2 2 2 1

2 1 0 1 1 1 2 2 2 1

2 1 3 1 1 1 0 2 2 1

2 1 3 1 1 1 2 2 2 1

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð2bÞ
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W2P1 ¼

0 0 0 0 0 1 1 1 0 1

2 2 4 2 2 3 1 1 2 1

2 5 2 2 2 1 0 1 2 1

2 2 1 2 2 1 1 1 2 1

2 2 1 2 2 4 1 1 2 1

2 2 1 2 2 7 1 1 2 1

2
6666664

3
7777775

ð2cÞ

W2P2¼

0 0 0 0 0 1 1 1 0 1

2 2 7 2 2 1 1 1 2 1

2 6 2 3 2 4 1 1 2 1

2 2 0 2 2 1 1 1 2 1

2 2 1 2 2 1 5 1 2 1

2 2 1 3 2 1 1 1 2 1

2
6666664

3
7777775

ð2dÞ

The four MFCC coefficient matrices shown above are assumed to be two

syllables or words (W1, W2) spoken by two (P1, P2) different people. For speaker

independent voice recognition, [W1P1] and [W1P1] can be concatenated into

[W1], that is, [W1] = [W1P1 W1P2]. Likewise, W2 is denoted by, W2 = [W2P1

W2P2]. The more people we gather speech samples from, W1 can be extended to

be, W1 = [W1P1 W1P2 W1P3… W1PN]. This will produce better results due to

better convergence. W1 and W2 will each be 6 9 20 matrices.

As shown in Fig. 1, W1 and W2 MFCC coefficient matrices are transformed

into several states and transients, then are modified into sequential probabilistic

models. We call the total time, T and the discrete-time is set to t = {1, 2, 3,… T}.

N number of states are denoted as q = {q1, q2, q3,...qN} and M number of events

are denoted as o = {o1, o2, o3,… oM}. Figure 1 shows two different states (State)

and the resulting state transition probability of four aij is shown. HMM models

have an initial steady state, the probability of which is the initial probability, and

each probability of transition from one state to another is called transition prob-

ability. In addition, the probability of observing a state refers to the probability of

another event.

Initial probability pj ¼ P q1 ¼ j½ � 1� j�N: ð3aÞ

Transition probability aij ¼ P qt ¼ j j qt�1 ¼ i½ � 1� i; j�N: ð3bÞ

Observation probability bj kð Þ ¼ bj otð Þ ¼ P ot ¼ ekj qt ¼ j½ � 1� j�N;

1� k�M:
ð3cÞ

As shown for convenience, A represents a matrix, aij and B represents a set

bj(ot), and p represents pj. Thus the HMM model is denoted by k = (A, B, p). If

o = {o1, o2, o3,… oT} and q = {q1, q2, q3,… qT}, the simultaneous probability of

both states and observations happening together is

P½o; q jk� ¼ pq0 bq1 01ð Þ aq1q2 bq2 02ð Þ aq2q3 � � � aqs�1qs bqs 0Tð Þ:
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And the sequential probability of continuous observations o = {o1, o2, o3,… oT}

for the model is

P½ojk� ¼
X

allq

P 0 q; kj½ �P q kj½ �

¼
X

q1;q2;q3;...qT

pqq bq1 01ð Þ aq1q2 bq2 02ð Þ aq2q3 � � � aqs�1qs bqs 0Tð Þ: ð4Þ

The above state representations are defined as vector quantization (VQ), so as to

statistically quantize the two-dimensional MFCC coefficients. Each word/syllable

goes through the HMM routine individually to produce three variables that help in

differentiating between different words/syllables (Learning process, ki = (Ai, Bi,

pi)). During the testing phase, the test word is compared with the different HMM

models that were calculated during the training phase to find the match that pro-

duces the Maximum Log Likelihood.

After the learning process, during the testing phase, each individual word is

passed through the HMM (Recognition process, kj = (Aj, Bj, pj)) and the word

with the highest similarity (Maximum log likelihood value) against all the words

tested is the likely match. For every single word or every syllable (W1 or W2), the

same HMM technique is applied separately.

4 HMM Algorithm’s Programming

Let us reconsider W1. Both W1 and W2 of the 6 9 20 matrix are transposed.

Initial values of a and p are taken at random, and using W1 we calculate a more

accurate a and p. To do this, we start by selecting a random center point l (Center

Points) and r (Covariance) and follow the set of procedures described below based

on W1

1. From W1 by VQ, new l (Center Points) yields r2 (Covariance)

li ¼

PN
i¼1 xi

N
: ð5aÞ

r2ii ¼

PN
i¼1 xi � uið Þ2

N � 1
¼

PN
i¼2 x

2
i �

PN
i¼2 xi

� �2
=N

� �

N � 1
: ð5bÞ

Fig. 1 HMM transforms W1
and W2 MFCC coefficients
matrix into some states and
state transitions
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Where xi is the input data set, an element of W1 and N is the total number of set

elements. The initial values of HMM technique are used to calculate the exact l

and this accelerates the rate of convergence. For example, the centers in Fig. 2 are

calculated from the W1

The two initial random center points are given by,

1 1 1 1 1 1

0 5 4 0 3 3

	 

: ð6Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XF

f¼0

x fð Þ � xt fð Þð Þ2
vuut : ð7Þ

The next set of center points of the state which are calculated by the K-means

technique is more accurate. The next set of the center points are

0:5263 1:5263 1:6316 1:5263 1:3158 1:4211
0 5:0000 4:0000 0 3:0000 3:0000

	 

: ð8Þ

2. p = pj and A = aij are taken to be random intial matrices.

3. Using the calculated l, q values, we calculate the observation probability, b

b ¼ �0:5 � D � log 2pð Þ þ log rj jð Þ þ d½ �: ð9Þ

Where d is the Squared Euclidean Distance between W1 and l, D is the length of

the spectrum of MFCC, 13, log(2p) * 1.8379 and |r| is a matrix Determinant.

4. Improved values of p, a, b are obtained from a, b, c calculations.

When calculating P [o | k], using Eq. 4 to reduce the amount of computation

of the 2T 9 NT, we introduce a inductive operation. The variable at(i) indi-

cates the probability of observations o = {o1, o2, o3, … ot}, and being in

state i and time t.

Fig. 2 If W1 of the 6920
matrix is transposed, a 2096
matrix ot is formed as MFCC
observed data
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at ið Þ ¼ P o; qt ¼ ijk½ �j: ð10aÞ

a1 ið Þ ¼ pi bi o1ð Þ 1� i�N: ð10bÞ

atþ1 jð Þ ¼
XN

i¼1

at ið Þ aij

" #
bj otþ1ð Þ

1� t� T � 1; 1� j�N:

ð10cÞ

P O kj½ � ¼
X

i¼1

as ið Þ ¼ a: ð10dÞ

log (a) is defined as the Log Likelihood.

bt(i), the observed probability is obtained as a result of the forward–backward

algorithm. bt(i) is defined as the probability of observations, o = {oT, oT-1, oT-2,…

ot+1}, given that we are in state i at time t

bt ið Þ ¼ P ojqt ¼ i,k½ �: ð11aÞ

bT ið Þ ¼ 1 1� i�N: ð11bÞ

bt ið Þ ¼
XN

i¼1

btþ1 jð Þ aij bj otþ1ð Þ

t ¼ T � 1; T � 2; . . .1; 1� i�N:

ð11cÞ

bo �ð Þ ¼
XN

i¼1

b1 jð Þ pj bj o1ð Þ ¼
XN

i¼1

aT ið Þ ¼ P o kj½ �: ð11dÞ

The observed data, b0 (�) is defined as a total observation probability, that is, o

(sequential MFCC data) which occurs sequentially.

And ct (i) is the probability of being in a state i at time t given an observation

sequence, o = {o1, o2, o3, … oT} and a HMM model state.

ci ið Þ ¼ P qt ¼ i o; kj½ � ¼ P o; qt ¼ i kj½ �=P o kj½ �

¼ P o; qt ¼ i kj½ �=
XN

j¼1

P o; qt ¼ i kj½ �ð Þ ¼ at ið Þbt ið Þ:
ð12aÞ

ci ið Þ ¼
at ið Þbt ið ÞPN
j¼1 at jð Þbt jð Þ

: ð12bÞ

5. a, and b are calculated from Rv

vt (i,j) is the probability of being in state i at time t, and in state j at time t ? 1

given the observations, o = {o1, o2, o3, … oT} and the HMM model state.
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vt i; jð Þ ¼ P qt ¼ i,qtþ1 ¼ j o; kj
� 

1� t� T � 1: ð13aÞ

¼ P qt ¼ i; qt ¼ 1 ¼ j; o kj½ �=P o kj½ �: ð13bÞ

¼
at ið Þaijbj otþ1ð Þbtþ1 jð Þ

p o kj½ �
: ð13cÞ

¼
at ið Þaijbj otþ1ð Þbtþ1 jð Þ

PN
k¼1

PN
p¼1 at kð Þakpbp otþ1ð Þbtþ1 pð Þ

: ð13dÞ

ct ið Þ ¼
XN

j¼1

vt i; jð Þ: ð14Þ

Rv = Rv +norm(a*(a(:,t)*(b*b)0)) and is calculated as.

6. Log Likelihood (=log(R a)) calculations

a ¼ P o kj½ � ¼
XN

i¼1

aT ið Þ: ð15Þ

7. Improved values of a0 and p0 are obtained from the following calculations

a
0

¼ norm
X

v
� �

* a
0

ij ¼

Pc�1
t¼1 vt i; jð Þ
Pc�1

t¼1 ct ið Þ
: ð16aÞ

p
0

¼ norm cð Þ * p
0

j ¼ c1 jð Þ: ð16bÞ

8. Improved values of l0 and q0 are obtained by the following calculations

op ¼ op þ wobs � W10: ð17aÞ

m ¼ m þ Rwobs: ð17bÞ

op ¼ op þ wobs � W10: ð17cÞ

l
0

¼ m/
X

c * lij ¼

PT
t¼1 ct jð Þ otPT
t¼1 ct jð Þ

: ð17dÞ

r
0

¼ op/
X

c� l
0

� l
0

� �s� �
*

r
0

j ¼

PT
t¼1 ct jð Þ ot � u

0

j

� �
ot � u

0

j

� �t

PT
t¼1 ct jð Þ

ð17eÞ
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To improve l0, r0, p0 and a0, repeat steps three to six and this will provide a

maximum likelihood estimate (Maximum Log Likelihood). The above process is

also performed for W2. At the end of the training process for each trained word,

we have improved set of variables l0, r0, p0 and a0 which are stored.

Now, the test procedure is similar to the training process for newly learned

words. For example, consider W01, which undergoes the process of recognition for

the HMM. It undergoes the learning process described above, but steps 1 and 2 are

omitted.

Using the variables learned from the previous stage l0, r0, p0 and a0 and following
the steps three to six provided in the HMM learning process, Log likelihood (=log(R

a)) is calculated. Since we used two words W1 and W2, in HMM training, the

following variables l0, r0, p0 and a0 were calculated for each word. As a result two

Log likelihood (=log(R a)) values were obtained. The value with largest maximum

likelihood (Maximum Log likelihood) indicates the recognized word.

5 Apply Theory and Analysis

In order to apply the HMM theory to Korean syllables, I selected the most fre-

quently used 72 Korean syllables, and then they were listed based on the highest

frequency of use.

‘‘I HA E GA RA EUL EUI GUI NA NI NEUN RO YEO A LI REUL GI GO SEO GAE
DEUL JAR SA DA WA NAE EU KI EUN SI KWA DO NEO GEOK HEU DEO HAN
MYEO HO MAL DAE JOO KKE SEU REU WOO RAM IL MO GEO BO IN SUNG
SOO DEO JEO YO YEOT IT JE DEUN O SIN NIM SO HAM MOO EL REO SE WE’’
(in English)

For verifying the speech recognition rate, I recorded the voice of four adult

males with normal hearing, then detected an envelope curve of voice signal

waveform as you see in Fig. 1a. Then the signals over a certain amplitude were

extracted and applied to each corresponding syllable. The following Table 1 lists

the recognition rate by the HMM algorithm, after the syllables went through a

learning phase, and eventually were tested. I tried different number of Mel fre-

quency indices like 13 or 24 and compared many cases, but for the sake of brevity

I have written only the most important result in this paper.

As the number of word samples W1 (=[W1P1 W1P2 W1P3… W1PN])

increase, we see that the recognition rate increases too. This shows that the more

data we use in training the higher recognition rate we can achieve. When the

Mel frequency index increases, from 13 to 24, the recognition rate increases, but

the computation time increases too. Figure 3 shows the recognition rate of 72

syllables tested against the same 72 syllables that were trained in HMM. Table 1

and Fig. 3 show the result of testing syllables with a Mel frequency index of 24.

There are three errors out of a total of 72 syllables. Three syllables were rec-

ognized incorrectly. ‘‘DO’’ was recognized as ‘‘GO’’ and ‘‘BO’’ was recognized
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as ‘‘DO,’’ and ‘‘IT’’ was recognized as ‘‘MO’’. To decrease the speech syllable

recognition error rate, increasing the count from 24 to 40 would be reported as

the most direct way to reduce the error rate [11]. we can see that it is better to

introduce a parameter with more stable accuracy by increasing the number of

syllable, when the similarity level of voice signals for the same syllable has large

deviation.

6 Conclusion

In this paper, speech recognition HMM technique was applied for the Korean

language. For speech recognition, first we should develop a speech recognition

engine software program, and then record a person’s or several people’s voice.

Subsequently we should divide the speech into sub-units (syllables), and then the

syllables should go through the learning process. Increasing the number of samples

of the same syllable during learning tends to increase the recognition rate. At the

end of the learning process, the re-recorded syllables go through the speech rec-

ognition process. This paper describes the core engine of the HMM method, and

simple syllables were used for the recognition process. In order to achieve a high

recognition rate for different syllables, significant quantitative information of

syllables is required. In this paper MFCC parameters were used. MFCC with a Mel

frequency index of 24 provides a higher recognition rate (96%/72 syllables).

Table 1 Voice Recognition Rate Result by HMM Algorithm

The number
of syllables

The number
of melfrequency index

Number of syllable
utterance

Recognition
rate (%)

32 13 8 56

32 13 16 78

32 13 24 94

72 13 24 94

72 24 24 96

Fig. 3 72 tested syllables
against 72 HMM trained
syllables
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Speaker dependent recognition requires only a mel frequency index of 14 during

training in comparison to the 24 required for speaker independent recognition

training. And as the number of training syllables are increased, more significant

characteristic features of voice samples need to be developed.
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Availability Management in Data Grid

Bakhta Meroufel and Ghalem Belalem

Abstract The data grids are highly distributed environments where nodes are

geographically distributed across the globe and shared data are generally very

large. The use of replication techniques ensure better availability and easy access

to data handled in the grids. In this article, we propose a dynamic replication

strategy based on availability and popularity, this replication takes into account

failures in the system. The minimum degree of replication is specified by a certain

probability of availability and the maximum degree is controlled by the popularity

of the data, we introduced also the concept of dynamic primary replica that is used

to ensure availability without increasing recovery time. We show in this article that

the proposed strategy improves the availability of data according to its popularity

and at the same time it improves system performance.

Keywords Data grid � Hierarchical topology � Replication � Availability �
Popularity

1 Introduction

Availability is a very important parameter for evaluating a system. Several studies

in the literature suggest techniques to ensure the availability, an improvement of

1% of availability are important, corresponding to about 3.5 additional days of
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uptime per year [1]. Replication is a technique used to guarantee the availability of

data in the system. In this work we focalize on the availability of data. Static

replication sets from the beginning the number of replicas in the system which

makes the availability fixe, there are systems that use this strategy as: CFS [2],

Glacier [3], GFS [4], IrisStore [5] and MOAT [6]. Unfortunately this type of

replication does not take into account the popularity of data in the system. But the

dynamic replication [7, 8] is an effective strategy that adapts to large scale sys-

tems. It can be used for several reasons such as: reducing response time, improved

communication costs, preservation of bandwidth, assurance of data availability

and fault tolerance. Although this type of replication ensures good availability for

the requested data, in large environments that replication can not avoid some

problems such as:

Loss of data due to the unpopularity of these: if there is a change in the

popularity of a data (data that is not popular at the time t become popular at the

moment t0) it may be unavailable (for deletion) or it will be very rare, which

increases the response time, increases the server load and degrades availability.

There are systems where the availability is defined as the availability of the least

available object in the whole system such that the system FARSITE [9] and in the

case of a data loss, availability becomes 0%. To resolve this problem there is

researches that propose the idea of the primary copy. Each data has one or more

replicas that can not be deleted whatever the number of access on this data, in this

way, the system guarantees the existence of this data in the system.

Loss of data may be due to the failure of nodes: the failure of a node that

contains rare data may cause their unavailability. To resolve this problem, some

studies propose that in case of failure, the node replicates all the data it stores,

which increases the recovery time. Other works propose to replicate only the

primary copies. But if the data is already popular in the system, it will be replicated

several times at different nodes; in this case it is inefficient to replicate the primary

replica elsewhere in case of failure.

So the primary copies are a good strategy to solve the problems of dynamic

replication but they may increase the recovery time in the system and they do not

ensure availability. To solve this problem and ensure the availability of data

regardless of the popularity of the data, we proposed an approach that combines

between replication based on availability offered in the work [1, 10] and repli-

cation based on the popularity of the work given in [7, 8] with some improve-

ments. In this approach the minimum number of replicas for each data is the

number of replicas that meets the availability desired by the administrator, but the

number of replicas can increase depending on the number of petitions requesting

this information (popularity). We have also introduced the idea of dynamic pri-

mary copy to minimize recovery time in case of failure. At the end we consider the

choice of threshold level to control the degree of replication. Our replication

approach is articulated on a semi-centralized hierarchical topology.

The remainder of this article is organized as follows: Sect. 2 presents the used

topology. Section 3 defines our service of dynamic replication. Section 4 will be

reserved for the experimental part; we show in this section that the results are
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encouraging from a performance standpoint. We conclude this paper with a

summary and some future work.

2 Description of the Used Topology

In our work, we used a hierarchical topology (see Fig. 1). The choice of such a

topology is motivated by: minimizing the time of reception of each message and

minimizing the number of messages exchanged through the tree architecture.

Several global systems use this type of topology (Internet and DIET) [1, 11].

3 Replication Manager

Our proposal for replication manager exploited the powers of dynamic replication

and dynamic primary copy taking into account the availability of data and its

popularity as well. In our approach, the administrator requires the minimum level

of availability for each data. But this availability may increase depending on the

popularity of the data. The replication Manager consists of two collaborative sub

services: the first subs service is ‘‘dynamic replication’’, it creates replicas

depending on the availability and popularity. Each node in the system can use this

service. The second sub service is ‘‘availability monitoring’’, it minimizing the

number of copies without degrading availability. Only the Cluster-Head can use

this service to monitor the availability in the cluster.

Fig. 1 The topology of work
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3.1 Dynamic Replication

The definition of availability is the measure of the frequency or duration in which a

service\system is available to the user. To calculate the availability of data we

assume the following case: Each node (the component that contains the replica)

has a certain probability of stability. The availability of a replica is the stability of

the node where it is stored. So if p is the probability of availability of data noted

M in a node and if a is the number of replicas of data M then the availability Avail

(M) can be calculated as follows:

Avail Mð Þ ¼ 1� ð1� pÞa ð1Þ

From this formula we can calculate the number of replicas a needed to have some

probability of availability. At first, the administrator requires a certain probability

of availability. The desired availability for each data is specified by some

parameters such as: access history in prior periods and the importance of the data.

The replicas that assure the availability are primary copies. As soon as the number

of replicas is known (using the formula 1), the replication manager with its cen-

tralized management at the Cluster-Head starts creating primary replicas. We

associate with each replica a boolean variable D.

• D = False: indicates that the replica is primary and is created by cluster-head to

meet availability. The node is not allowed to delete this replica even if not

requested. Nodes that have this type of replicas are the most stable in the system.

In case of failure, the node that contains this data will replicate it among the best

responsible.

The best responsible are the nodes that have the smallest degree of responsi-

bility and a good stability, there will always be the destination of the primary

replica created by the CH or replicated by another node in case of failure. The

degree of responsibility is the sum of the sizes of primary replicas in the node (in

Bytes).

But what is missing in this strategy is that the data have not the same popularity.

The popularity of the data M is calculated by the following formula:

popðMÞ ¼ Number of requests demanding M

Number of all the requests
: ð2Þ

So it is not to assure the same degree of availability for all data. For this reason

we add another type of replication based on popularity. This replication is a non-

centralized replication (unlike the case of replication based on availability)

because it is triggered by the local replication manager of each node. Each node

has a history table that stores the number of accesses to its data. If the number of

total access exceeds a certain threshold, the node replicates the data in the best

client. The best client is the node that has the greatest number of access on a given

data [17]. The replica created in this case is a non-primary copy that has D = True.
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• D = True: indicates that the replica is not primary and it is created by a node to

meet the demands on the data. The node that contains the replica can remove it

to store more popular data in local disk. In case of failure, it is not necessary to

replicate this data elsewhere.

The diagram of the Fig. 2 shows the steps of replication in our approach. The

first step is to compare the number of replicas that really exists in the system

(e) with the number of replicas that meets the desired availability (a).

• If e\ a: then the system performs steps 2 and 3 to satisfy the availability.

• If e[= a: then the system executes the steps 4–6 to satisfy popularity.

The broken lines in the diagram indicate that the system must wait some time

before executing the next stage (between 6 and 1 for example).

A best responsible can store the new replica if it has a sufficient memory size,

if it has not; it removes the non-primary data starting with the lower frequency

data access. In the case of best client, that client can remove only the non-

primary data that have access rate less the rate of access of the data they want to

store.

In this strategy, the number of primary copies is static which increases the

degree of responsibility of the nodes and also the recovery time after each

failure. We also note that in case of failure it is unnecessary to replicate else-

where a primary copy of a popular data because it already exceeds availability

desired. To resolve this problem, we added a service known as: monitoring

availability.

Fig. 2 Steps of dynamic replication sub service in our approach
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3.2 Availability Monitoring

The objectives of this sub service consist of: ensures that the number of replicas a

that satisfies the desired availability is always respected, whatever the popularity

of the data taking into account failures in the system and minimize system

recovery time. The fact that the monitoring service availability is localized within

the cluster, it can be triggered by each CH. This CH uses three types of messages:

• Request message of replication: is sent to node to replicate the data.

• Message ‘‘Fixed’’ is sent to nodes that have the reply with D = True (non-

primary copy) to transform to D = False (primary copy).

• Message ‘‘Relax’’ is sent to nodes that have the reply with D = False (primary

copy) to be transformed into D = True.

We call e(M) is the number of replicas of the data M which exists in a cluster.

Each period, the CH checks whether:

• The first case: If e (M) < a (M), the CH sends a fixe message to all replica sets

that exist in the cluster. And sends requests to the best responsible for storing

(a (M) 2 e (M)) replicas that ensure the availability desired.

• The second case: If e (M) = a (M), the CH sends a fixe message to the replicas

that exist in the cluster.

• The third case: If e (M) > a (M), the CH sends a message to relax d (M) of the

replicas, this number is calculated by formula (3)

dðMÞ ¼ MinðbðMÞ; rðMÞ � 2ðaðMÞ � bðMÞÞÞ ð3Þ

where b (M) is the number of primary copies that exist in the system. The process

of monitoring availability is summarized in the following diagram (See Fig. 3).

4 Experimental Results

To validate the proposed approach we used the simulator FTsim (Fault Tolerance

simulator) developed in Java [12]. In this section, we simulated different scenarios

to study our approach and the impact of various parameters on system performance.

We also Compare this approach (DR + Av: Dynamic Replication + Availability)

with the classical dynamic replication approach (CDR) proposed in [7].

4.1 Response Time

The number of requests affects the response time of the system (see Fig. 4). We

note that for both approaches (ours and CDR) the response time decreases if the

number of requests increases. We also note that the response time of our approach
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is better than the approach of CDR guarantees the existence of the data in the

system if it is popular otherwise this data will be lost or at least rare (because of the

unpopularity). In the event of a change in the frequency access on a given data (if a

data unpopular who becomes popular), the access on nodes will be overload before

begin to create new replicas in the system, which increases the response time. Our

approach (DR + Av) guarantees the existence of a data regardless of its popularity,

which minimizes the response time.

In second series of experiments, we study the impact of the frequency of failures

(ratio between the number of failed nodes and the number of all nodes in the system)

on the response time, and the results are shown in Fig. 5. The number of failures

increases the response time because there are lost replicas, but our approach gives

good results compared to traditional replication. In CDR: unlike a rare data, the

Fig. 3 Steps of availability monitoring sub-service

Fig. 4 Impact of number of
requests on response time
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failure of a node that contains a popular data shall not cause the loss of this data but it

minimizes its availability. In our approach (DR + Av), whatever the number of

failures or unpopularity of the data, the system always assures the desired avail-

ability which improves response time. The strategy of best responsible guarantees a

good distribution of primary copies. The average gain in our approach is 12%.

4.2 SFMR (System File Missing Rate)

The second metric in our simulations is SFMR. SFMR is the ratio between the

number of unavailable data and the number of data requested by queries we call it

also (unavailability of requests). This parameter is proposed in work [13] where

the authors proved that the minimization of this parameter indicates a good

availability for the data system. According to [13] SFMR is calculated by the

following function:

SFMR ¼
Pn

i¼1

Pm
j¼1 ð1� PjÞPn
i¼1 mi

ð4Þ

where n is the total number of jobs, each job request to access m data. Pj is the

availability of the data. In our case the job is a request and each request requires

access to a single given time (m = 1). We studied the impact of the number of

requests on the unavailability of requests. The results in Fig. 6 show that the

SFMR decrease if the number of request increase in both strategy of replication

because if the number of requests augment, the data concerned will be replicated

and its availability will increase. We remark also that our dynamic replication

(DR ? Av) minimize the SFMR parameter, especially in the case where the fre-

quency of access to the requested data is changed. The gain is estimated by 14%.

The number of failures also infects the unavailability of requests; this result is

confirmed by the simulation of the second scenario (see Fig. 7). Queries laced in a

Fig. 5 Impact of Failures’
frequency on response time
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system that uses CDR are less satisfied compared to queries made in the system

that adopts our approach that ensures availability of data.

4.3 Availability and Recovery Time

In these experimentations, system availability is the average availability of all data.

We measured the availability of our approach and that of the CDR. The results

illustrated in Fig. 8 shows that the average availability of data in a system that uses

our approach is that better then the availability assured by the approach CDR. Our

approach (DR ? Av) provides at least the desired availability, but it increases the

availability by the popularity of the data. In case of CDR, data are available only if it

is requested otherwise it may be lost because of failures or unpopularity.

The recovery time is the time required to replicate the primary data elsewhere

(best responsible) in case of failure. In this experiment, we studied the recovery

time in two cases: a replication manager that uses the monitoring of availability

Fig. 6 Impact of number of
requests on SFMR

Fig. 7 Impact of failure’s
frequency on SFMR
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(DR + Av) and another manager who does not use the monitoring of availability

(DR - Av). In both cases with a replication manager monitoring availability and

replication without the availability monitoring, increasing the desired availability

increases the recovery time because the number of primary copies is also

increasing and therefore increases the time needed to replicate these copies at best

responsible (see Fig. 9). Despite the replication with availability monitoring has

minimized recovery time by 42% compared with replication alone, because in the

DR + Av cluster-head begins to relax the primary replicas of popular data.

5 Conclusion

In this work we presented our replication manager that uses the dynamic repli-

cation service that increases the availability of the data according to its popularity

and the availability monitoring service that assure the desired availability without

Fig. 8 Impact of failure’s
frequency on availability

Fig. 9 Impact of desired
availability on recovery time
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increasing the response time. The experiments we did prove that our replication

manager is better than a classical dynamic replication manager in terms of

response time and availability. In future work, we propose to extend the approach

proposed by a multi-agent decision-making within each Cluster-Head for the

removal of replicas, by taking into account the replicas consistency, and the

medium term, we propose to integrate our solution in the Globus middleware.
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Mobi4D: Mobile Value-Adding
Service Delivery Platform

Ishmael Makitla and Thomas Fogwill

Abstract Mobi4D is a generic mobile services delivery platform that simplifies

development of mobile value-added services by offering reusable communication

and shared resource components as part of an extendible IP-centric service

delivery framework. As a communication service delivery platform, it is based on

the JAIN SLEE specification which was developed by the Java Community

Process under the JAIN Initiative. The JAIN SLEE architecture provides an

abstraction between end user services and the underlying telecommunication

networks and their protocols, thus simplifying the development of converged

Information Technology and telecommunication applications. This paper gives a

technical overview of the Mobi4D platform that is being developed within the

Next Generation ICT and Mobile Architectures and Systems research group of the

CSIR Meraka Institute. It also highlights the opportunities that such a platform

presents to the developing world, particularly in light of the rapid penetration of

mobile phones and related technologies in these regions.
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1 Introduction

The wide-spread adoption and usage of mobile phones in developing regions

makes mobile communication and computing a viable platform for development.

The mobile phone offers great opportunities for developmental impact, potentially

allowing ordinary phone users to use the cellular phone as a crucial ICT tool for

empowerment and development in various sectors such as education, health,

government and business. The Mobi4D platform leverages this potential, by

enabling non-telecommunications developers to easily and rapidly build mobile

services. It offers them a robust framework, together with a library of re-usable and

integrated components, which together abstract the technical details of the

underlying telecommunications and mobile technologies. This alleviates the need

for developers to possess in-depth technical knowledge of mobile technologies,

allowing them to rather focus on the business and interaction logic of their

applications and services.

Mobi4D is a communication service delivery platform based on the Java API

for Integrated Networks Service Logic Execution Environment’s (JAIN SLEE, or

JSLEE) specification developed through the Java Community Process (JCP).

Mobi4D is based on the open source Mobicents platform. Mobicents is, as of the

writing of this paper, the only open source and certified JSLEE implementation

[1]. A technical overview of the platform and its technologies are discusses in the

remainder of this paper.

2 Technology Description

2.1 The JSLEE Over View

Java Community Process (JCP) and the Java Specification Participation Agree-

ment (JSPA) carry out the development of Java APIs for Integrated networks

(JAIN) [2]. The objectives of the JAIN initiative are to define application pro-

gramming interfaces APIs for application development, as well as a set of lower-

level APIs for signalling protocols such as Session Initiation Protocol (SIP) and

Signaling System #7 (SS-7). The JAIN program had to ensure that the following

requirements were met:

• Service portability, to allow services to run on any JAIN-compliant environment.

• Network independence, to provide APIs that abstract the complexity of the

underlying network infrastructure from the service logic.

• Open development, to provide Java industry standards to transform telecom-

munication systems into more open environments.

The development of the JAIN API specification led to the creation of a

specification and architecture for an environment for execution of service logic,
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known as the JAIN Service Logic Execution Environment (JSLEE). The JAIN API

specifications covered the following two aspects with regard to the service logic

execution environment:

• A specification for container interfaces which specifies APIs for service exe-

cution environment (SLEE) that can support low-latency, high throughput and

other stringent requirements of the communications domain.

• A specification for service development APIs for distributed communication

applications.

The challenge of ensuring service interoperability required a standardised exe-

cution environment that could host services from different vendors, or developed

using different technologies, provided they comply with the SLEE standard. SLEE

standardisation thus ensures and promotes service portability and interoperability.

The Devoteam white paper [3, p. 21] lists the following as key features that a

SLEE should have in order to support interoperability:

• Portability of services over different SLEE vendors that support the standard,

through standardised APIs, objects and methods.

• Operating Systems (OS), hardware, platform, and network architecture

independence.

• A common framework providing the generic services of a SLEE (timers, sta-

tistics, fault tolerance, etc.).

• A modular architecture, allowing interoperability with legacy, state-of-the-art,

and next generation service networks.

The JSLEE which is specified through the JCP meets these requirements [3].

JSLEE provides ‘‘tools’’ for building a service execution framework [3]. According

to the JSLEE Specification 1.1 document [2], JSLEE brings service portability,

convergence and secure network access to telephony and data networks.

The JSLEE Specification 1.1 document [2, p. 23] identifies some of the goals of

the JSLEE architecture as follows:

• Defining the standard component architecture for building distributed, object-

oriented communication applications using the Java programming language.

• Allowing the development of these distributed communication applications by

combining different components from different vendors, developed using

different tools.

• Adopting the ‘‘Write Once, Run Anywhere’’ philosophy of Java to support

portability of service components.

• Defining interfaces that enable communication applications from multiple

vendors to interoperate.

The JSLEE specification describes a number of key elements of the architec-

ture, including the following:

• Resource adaptors (RAs): resources are technologies and systems outside the

SLEE, that the SLEE interacts with. Examples include networks, protocol
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stacks, directories and databases. RAs are software components that adapt and

translate the interfaces and requirements of these resource into interfaces and

requirements understood by JSLEE.

• Service Building blocks (SBBs): the JSLEE is a component architecture.Whereas

RAs are components that encapsulate access to and control of external resources,

SBBs are atomic service components, and contain the actual service and appli-

cation logic. SBBs are intended to be atomic, self-contained, reusable and por-

table across compliant platforms. They represent the smallest self-contained units

of service functionality (i.e. components). SBBs are combined, composed and

orchestrated to form larger services that are consumed by users/subscribers.

• Events: JSLEE has an event-oriented component model, and uses an

asynchronous invocation model based on events. SBBs send and receive

asynchronous messages as events, which are queued, prioritised and managed

by the SLEE on an internal event bus. The SLEE offers sophisticated event

distribution and management mechanisms, and uses type and an event sub-

scription model to map events onto the appropriate processing components

(SBBs). SLEE events are typically fine-grained, and of high frequency.

Figure 1 depicts the JSLEE architecture and indicates how the JSLEE archi-

tecture addresses the requirements of the SLEE, as well as the network abstraction

concerns.

2.2 Mobi4D and the JSLEE

Mobi4D is a services delivery platform that simplifies development of value-

adding mobile services by offering reusable communication, service and shared

resource components as part of an extendible IP-centric service framework. It is

based on JSLEE and is based on Mobicents, which is an open source, certified

implementation of the JSLEE 1.1 specification. The Mobi4D platform and

architecture are described in the next section.

Fig. 1 JAIN SLEE
architecture [4]
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3 The Mobi4d Platform

Mobi4D is a communication service delivery platform based on the JSLEE

architecture. The rationale behind the development of Mobi4D was to realise the

advantage of growing penetration of the mobile phone as primary ICT devices in

Africa, by empowering developers to create converged, IP-centric applications and

services and to easily deliver those services to mobile devices. Mobi4D strives to

lower the barrier to entry for non-telecommunications developers by shielding

them from the lower-level technical details of the telecommunications protocols,

allowing them to focus on the logic of their service.

Building on the conceptual platform depicted in Fig. 2, Mobi4D was envisaged

to be network protocol agnostic. This implies that a request coming into the

platform could come from any network, using any protocol. The Resource Adaptor

(RA) layer adapts this external protocol into a format understandable internally by

the platform and by service components. The resource in this case could be a

protocol stack that represents the network from which a request came; it could also

be an interface into external application servers through an API. Figure 2 depicts a

simplified view of the Mobi4D internal architecture.

Discussions of the major components of the platform are given in subsequent

sub-sections.

3.1 Platform Access Channels

The first layer (Access channels) connectsMobi4D to underlying access networks. It

comprises a set Resource Adaptors (RAs) that serve as network protocol abstraction

mechanism and adapts Mobi4D to different communication protocols supported by

the underlying access networks. These RAs are technology-specific protocol stack

implementations and will be called protocol-RAs throughout this document. Each

protocol-RA is paired with a corresponding service building block (SBB). These

SBBs (SBB-1 to SBB-4 in the Fig. 4) are called protocol-SBBs and serve as an

additional abstraction layer. They act as clients to the protocol-RAs, process events

that are passed to and from the protocol_RAs, and translate these events into requests

that are understood by the non-protocol SBBs within the platform. The protocol-

SBBs have some knowledge of the protocols supported by the protocol-RAs to

which they are attached, and define Resource Adaptor bindings in their descriptors,

which represent the logical links between the SBBs and the RAs.

3.2 Event Bus

The Event Bus (EB) is placed between the Access Channel layer and the Mobi4D

Core in the conceptual architecture. The EB is where all the events defined and
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supported by the JSLEE container, RAs and SBBs are fired, fetched, distributed

and managed. JSLEE follows the Subscribe-Notify event model, therefore the

SBBs that are interested in receiving certain events must specify these events

explicitly and when these events occur, the SLEE event router will deliver them to

the interested SBBs.

3.3 Mobi4D Core

The Mobi4D core is the architectural layer within which service and internal

application logic is executed. It contains a class of SBBs that are completely

independent of the underlying RAs. These SBBs contain the necessary business

logic to provide services regardless of the RAs from which the request came, and

regardless of the channel on which the response should be sent. In fact, these SBBs

only communicate with protocol-RAs via the protocol-SBBs, not directly.

An example of such an SBB is a lookup service that receives a lookup key and

returns a corresponding value from some dictionary. The lookup SBB is solely

responsible for its own service logic (find and returning the correct value for the

requested key), and carries no knowledge of the communication channels or net-

works on which the request was received. It is this design principle that makes it

possible for Mobi4D to provide network and protocol agnostic delivery of services.

The core controller and processing engine that orchestrates, controls and coor-

dinates the flow of execution of services hosted within the Mobi4D core using a

rules engine. The processing logic is specified as a set of rules, together with a set of

‘‘commands’’. The rules are interpreted by the rules engine, which determines the

appropriate flow of execution, and is responsible for invoking the correct ‘‘com-

mand’’. For each ‘‘command’’, there is an SBB implementing the Command Pat-

tern, that is responsible for processing that ‘‘command’’—it is to these SBBs that

Fig. 2 Simplified Mobi4D
architecture
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the rules engine delegates control. The use of the rules engine allows for great

flexibility, as the flow of execution for services can be changed through the rules

editor, without having to modify or redeploy any SBB code. The rules engine is

currently implemented using Business Logic Integration Platform called Drools [5].

The Mobi4D core SBBs are either service endpoints themselves, or they for-

ward requests (as events) through to the third party, external services in the

enterprise Information Technology (IT) domain through the resource layer, which

is described in the next section.

3.4 Mobi4D Resources Domain

The final Mobi4D architectural layer is the resource layer. It defines pairs of RAs

(resource-RAs) and SBBs (resource-SBBs), similar to the protocol-RA and pro-

tocol-SBB pairs. In this case, the underlying resource-RAs are not communication

protocol abstractions, but rather APIs for accessing resources within the IT

enterprise, and external parties. Essentially, these resource-RA resource-SBB pairs

allow Mobi4D to access internal and external systems, information sources and

services. This is typically achieved through the use of technologies such as Service

Oriented Architectures (SOA), Web Services and standard protocols such as

Simple Object Access Protocol (SOAP). Examples include: web news feeds over

Hypertext Transfer Protocol (HTTP), directory services over Lightweight Direc-

tory Access Protocol (LDAP), and Operations Support Systems/Business Support

Systems (OSS/BSS) like accounting and Customer Relationships Management

(CRM) systems.

SBBs in core layer access external resource via the resource-SBBs, which in

turn delegate to the resource-RAs. The function of the resource-SBBs and

resource-RAs is to channel the requests to the appropriate service providers (third

parties or internal IT systems). By doing this, the core SBBs are completely

independent of the underlying networks via which the resources are accessed

(whether HTTP, SMPP, XMPP, SIP, etc.) and it is this design principle that further

contributes towards making Mobi4D truly network and protocol agnostic.

4 Mobi4d: State of the Project

4.1 Current Capabilities

The first phase of the platform development was aimed at providing a sufficient

proof of concept by developing Resource Adaptors (RAs) for popular mobile

services such as Short Message Service (SMS), Unstructured Supplementary

Service Data (USSD), and Extensible Messaging and Presence Protocol (XMPP)

Mobi4D: Mobile Value-Adding Service Delivery Platform 61



used in Instant Messaging (IM). Currently the SMS, USSD and IM RAs and their

respective protocol-SBBs are fully functional, and a Simple Short Message

Interface (SSMI) RA has been developed which connects these components to a

mobile network aggregator. This aggregator acts as a gateway for sending and

receiving SMS and USSD using the proprietary SSMI protocol.

For the IM/chat service access, libpurple and XMPP protocol-RAs have been

developed. Along with the protocol-SBBs, these protocol-RAs enable an instance

of service to connect to multiple IM service providers using multiple accounts for

each of these IM services. This means that an end-user is able to ‘‘chat’’ with the

platform through different IM accounts by adding the relevant service address as

one of his/her contacts.

The Voice over Internet Protocol (VoIP) capability has been added as one of the

platform’s access mechanisms. In the current design, Mobicents Media Server and

Mobicents JSLEE [6] are used as media gateway and call control agent, respec-

tively. VoIP functionality is made possible using a Session Initialization Protocol

(SIP) protocol-RA, a Media Gateway Control Protocol (MGCP) protocol-RA, and

a single protocol-SBB that handles both the SIP messages and simultaneously acts

as call control agent using the MGCP to interact with the media server. In addition,

a resource-RA and resource-SBB have been developed to access an external

speech synthesis server to provide text-to-speech (TTS) services. The TTS server

provides speech synthesis for a number of indigenous South African languages.

The VoIP and TTS capabilities enable the development of Interactive Voice

Response (IVR) applications on top of Mobi4D. The basic architecture of the

Mobi4D voice capabilities is depicted in Fig. 3.

A Keyword service was developed to provide an easy-to-configure keyword

lookup service; the lookup service was designed to allow its owner to define how

keyword request responses are to be rendered back to the end user. The Keyword

SBB provides text-based user-system interaction as well as lookup and delegation

services to other SBBs within the platform.

Fig. 3 Access-agnostic
weather service
implementation example
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In addition, the Authentication, Authorization and Accounting module (AAA)

access control module has also been developed. The current module uses open

LDAP, an open source directory service implementing LDAP, for user white- or

blacklisting and call-blocking. An LDAP resource-RA was developed with an API

client to enable the platform to communicate with the open LDAP directory server to

perform directory lookups. This implementation uses the group concept of LDAP

to define service access groups and adds users to these groups to grant or block access

to services. The Diameter Credit Control Application [1] is used to provide

accounting and charging for resource usage as part of the AAA functionality of

Mobi4D.

4.2 Opportunities for Developmental Initiatives

This section seeks to advocate the case for Mobi4D in supporting developmental

projects.

Extending the reach—The World Bank’s report on ICT4D [3] discusses the

developmental impact of ICTs and highlights the need to expand the reach and

increasing impact of ICT4D initiatives in developing countries.

Mobi4D provides a technology-agnostic service delivery platform, allowing

users to access content from IM clients, SMS, USSD or HTTP, whichever

technology the user’s device is able to support. This is particularly helpful for

making information accessible to end-users in environments where higher-end

phones are not pervasive, and where only the so-called bottom-of-the-pyramid

mobile capabilities (SMS, USSD, Voice) can be assumed to exist. To cater for

textually-illiterate portion of the user population, the use of voice to access

information offers promise, particularly when paired with local-language TTS

services. Mobi4D’s IVR service is used to achieve this end.

Capitalizing on available technological capabilities—it is important to deter-

mine which technologies the resource-constrained user communities already

possess, and to offer services supported by the capabilities of those technologies

[7]. Although full device agnostic service delivery may pose many technical

challenges, particularly relating to the type, format and size of media (text, audio,

video), network abstraction is a key milestone towards this goal. The Mobi4D

platform achieves network and protocol abstraction through the Resource Adaptor

framework of the JSLEE architecture.

4.3 Mobi4D Value Proposition

JAIN SLEE is known for its steep learning curve [8]. Mobi4D addresses this by

enabling a non-telecommunications expert developer to define new service
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functionalities by defining set of rule and processes using rules engine in the

Mobi4D core (see Fig. 2).

Furthermore, one of the known limitations of the JAIN SLEE architecture is the

tight coupling between the protocol-to-java object mapping and the SBB, which

limits the portability of the SBBs [8]. Mobi4D addresses this by defining the

protocol-RA-SBB pairs that handle protocol-specific signalling (at the RA level)

and the protocol-specific Java event objects (at the RA-bound SBB). These pro-

tocol-RA-SBB pairs transform protocol-specific events into access-agnostic events

understood by the SBBs within the Mobi4D core. The SBBs within the Mobi4D

core are independent of both the protocols and service functionalities and are

highly reusable and portable across services and even JAIN SLEE containers.

4.4 Mobi4D Demonstrators

One of the demonstrator services hosted on Mobi4D platform is a ‘‘Weather

service’’, developed as a means to demonstrate the network agnostics of the

platform; it makes use of the Keyword service to delegate control to the Weather

SBB, which performs an external lookup via the resource layer to a website

containing weather information. The weather information is repackaged and

returned to the user. Due to the network agnostics of Mobi4D, it is possible to send

a keyword ‘‘Weather’’ from an IM application, via SMS, USSD, and even through

a web browser (using HTTP), to access the same weather information, via the

same Weather SBB. It is also possible to access the weather service through a SIP-

based Interactive Voice Response (IVR) system which uses Text-To-Speech

technology to render audio version of the retrieved weather information, this audio

functionality is particularly useful to cater for the textual illiterate users in

developing regions such as Africa’s rural areas. Section 4.5 presents the imple-

mentation example.

Another demonstrator service involves the use of SMS and USSD at a local

academic conference hosted at the South African Council for Scientific and

Industrial Research (CSIR). This allowed the conference delegates to access the

conference programme and to comment on speaker presentations using SMS and

USSD, in real-time. Questions posed were viewed by the session chair, who would

then read them out to the speaker to address the audience.

4.5 Mobi4D Implementation Example: Weather-Service

This section presents the implementation example of Mobi4D and discusses how a

weather service, which is traditionally accessible only through the provider’s

website, has been made accessible through USSD, SMS, IM and voice using a

SIP-based IVR.
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Scenario:

Context: a farming rural community with basic communications infrastructure.

Individual residents have personal computing and communications devices of

various technological capabilities; some have powerful smart phones, others have

very basic SMS-Call-Only mobile phones, while yet others have computers with

Internet access.

Potential access-technologies supported by the collective technological capa-

bilities are:

• SMS

• USSD

• IM (e.g. MXit)

• Voice-Calls

• Web (HTTP)

Purpose: the community would like to get on-time, up-to-date weather infor-

mation in order to properly plan their farming activities.

Typical challenge: the weather service is only available online from website for

free. However phones that do not have Internet browsing capabilities cannot

access this service. How might the same weather service be made accessible

through all other access-technologies supported by other personal computing and

communication devices within the community?

Solution approach: deliver the weather service through an access-agnostic

service delivery platform.

Platform access channels/protocol-RA-SBB pairs:

• SSMI-RA and SSMI SBB (handle both USSD and SMS)

• SIP-RA and SBB handle SIP voice calls

• HTTP-Servlet-RA and SBB handle incoming web-based requests (HTTP)

• MXitGateway-RA and SBB handles incoming Mxit chats (Instant Messaging)

Access-agnostic Mobi4D core:

• Weather-Service-SBB: receives weather requests from any underlying access

network represented by the protocol-RA-SBB pairs. Once it retrieves the

weather information from the service provider, it sends the response (as a

JSLEE Event) back to the requesting protocol-RA-SBB pairs.

• Text-to-Speech Service SBB: this helper service receives requests from within

the delivery platform to convert from text to speech (audio). These requests can

originate from the Protocol-RA-SBB pairs or from other access-agnostic SBBs.

Mobi4D resource domain:

• HTTP-client RA and SBB sends access-agnostic SBBs’ HTTP requests (GET or

POST) to remote Web-based services hosted at the service provider’s domain.

The schematic representation is provided in Fig. 4:
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The flow of events and processing that happens within the platform is presented

in Fig. 5

When a user send a request either through SMS, USSD, Instant Messenger

(MXit), VoIP voice call (SIP) or Web browser client (HTTP), an access-tech-

nology specific signalling begins, the protocol-RA for the specific access network

With
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Fig. 4 Basic Mobi4D IVR architecture

Fig. 5 Event flow and processing within Mobi4D
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receives the request, it generates a JAIN SLEE typed event and hands it over to the

event router, the event router follows the event delivery semantics to invoke event

processing logic on the SBBs (these SBBs are bound to the protocol-RAs as part of

a protocol-RA-SBB pair). The event processing logic invoked on these SBBs

involves creating access-technology agnostic request events and sending these

requests to access-agnostic SBBs. The access-agnostic SBBs handle the request

and send back responses to the requesting SBBs which in turn invoke response

creation methods on the RA to which it is bound (this is achieved using a Custom

RASbb Interface Java Interface class as defined by the JAIN SLEE specification).

4.6 Future Work

Development is ongoing on the Mobi4D platform. The short term roadmap

includes plans to add the following capabilities:

• Location-based services, requiring the development of a location-lookup-

resource-RA to access secure external services that provide cell-based,

estimated geo-location for mobile phone users, as well as base service

components for processing and extracting geo-spatial information.

• Multimedia message services (MMS), requiring an MMS-protocol-RA to send

and receive multipart messages containing multimedia.

• Full integration into the MXit mobile communications and IM system.

• Automated Speech Recognition (ASR), Language Detection and Speaker

Verification, and other human language technology capabilities.

In addition, a number of demonstrators and applications may be developed,

including:

• A demonstrator application showing the potential of Mobi4D in MHealth.

• A demonstrator application showing the potential of Mobi4D for enhanced

access to educational resources.

A converged demonstrator for a call centre application, combining all the

capabilities of the platform.

5 Conclusion

Mobi4d presents numerous opportunities for developing mobile services or for

adding mobility to existing services. As this paper describes, socio-economic

developmental initiatives can also benefit from the use of Mobi4D as a value-

adding mobile services delivery platform. The growing penetration rate of mobile

phones in developing countries strengthen the case for adopting platforms such as

Mobi4D, as it lowers the technological barriers to serving that rapidly growing
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user-base, and allows service developers to focus on developing good services,

without worrying about the complexity of the underlying protocols. Through

technologies such as text messaging (SMS) and USSD, which are supported even

by the most basic mobile phones, access to information can be significantly

improved for disadvantaged individuals, particularly in developing and under-

resourced areas. To enable such improved information access, value added

services such as those demonstrated by the Mobi4D capabilities are key.
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The Security Management Model
for Small Organization in Intelligence
All-Things Environment

Hangbae Chang, Jonggu Kang and Youngsub Na

Abstract Since organizations have recognized needs for industrial technique

leakage prevention, they tend to construct information security system causing

huge consumption of budget, yet many of them are not affordable to organize

information security team to operate integrated information security management

system with consistent investment and maintenance. It is fact that there only occur

instant introductions of certain system. In this study, we designed information

security management system for organizations’ industrial technology leakage

prevention which is differentiated from those of large enterprises based on current

status of small and medium-sized organizations’ industrial technology leakage.

Specifically we analyzed current status and vulnerability of organizations’

industrial technique leakage and we designed industrial technique leakage pre-

vention management system for organizations. Then we applied Delphi method to

validate appropriateness of study result. We strongly believe that organizations

may estimate an appropriate level of investment on information security and

develop countermeasures for control by utilizing this study result.

Keywords Information security � Information security management system for

small organization � Vulnerability of information security
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1 Introduction

It seems that ICT paradigms are standing on the brisk of a new internet era,

‘Internet of Things’, which will radically evolve to the world of Intelligent All-

Things. The concept of the Intelligent All-Things will entail the connection of real

world myriad things and intelligent devices to all kinds of networks. Building the

new world, Intelligent All-Things, however, will pose important challenges.

Concerns over privacy on the Intelligent All Things Environment are newly

emerged and widespread.

As technique-based Small and Medium Business (SMBs) that are usually venture

businesses tend to retain world class techniques, the number of industrial technique

leakage and the amount of damage of those incidents for SMBs are increasing rapidly

than large enterprises. This tendency attributes to increasing interest of Korean and

overseas competitors in high technologies that SMBs possess. These damages caused

by industrial technique leakage delay the development pace of SMBs in the knowl-

edge-information-based society where a level of retaining technology directly influ-

ences enterprises’ competitiveness. It also deteriorates the competitiveness of SMBs.

Preliminary studies regarding this tendency generally possess limitations as

below. Firstly, technology-based approach was centered and there have existed a

lack of study on managerial and environmental factors regarding information

security. Secondly, existing studies concerning information security are just

introducing research methodology and deal with a necessity of implementing

information security. Only some of recent studies tried to investigate information

security management system and level evaluation. Thirdly, due to the stagnation of

preliminary researches that are basic level as explained previously, there emerges a

lack of research for characteristics of SMBs’ information security. Different

characteristics of information security should be perceived and different counter-

measures are needed for SMBs in comparison with large enterprises, due to SMBs’

a limitation of resources and workforce for SMBs in comparison with large

enterprises which have large scale of fund and have abundant workforce to utilize.

In this study, we expect to provide an adequate level of investment on infor-

mation security and control tool for SMBs to progress information security by

designing information security management system for SMBs industry technology

leakage prevention, based on investigation of current status of SMBs’ industrial

technology leakage.

2 Characteristics of Small Organization’s Industrial Leakage

2.1 Patterns of Industrial Technology Leakage

The patterns of recent illegal industrial technology leakage which happen fre-

quently are divided into four types. The first one is the industrial technology

leakage caused by labor mobility. Some try to attract competitors’ employees with
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offer of high annual salary and incentives or bribe Korean engineers who are on the

overseas business trip for product demonstration or else purpose. Installing a

regional branch to headhunt competitors’ core workforce could be another way.

The second type of information leakage is a transfer of empirical knowledge

concerning components and equipment. This case may take place when partners

export core component or equipment that were developed with associate devel-

opment or when partner collects technical information regarding equipment fac-

tory and finished products. The third type of industrial technology leakage may

arise by technology transaction. When the overseas firm where technology is

transferred grants other company a technology without previous warning or in case

of contract conclusion of technology license with third-country firm, the third type

may take place. Last type of industrial technology leakage is an industrial spy.

Some foreign employees hired by Korean enterprises as researcher, technical

counselor, and etc. could be directed to thieve information concerning industrial

technology by foreign governments or companies. This sort of information leakage

may be classified as fourth type of information leakage.

2.2 The Current Status of SMBs’ Industrial

Technology Leakage

SMBs possess higher risk of possibility of industrial technology leakage because

SMBs feature that they have a relative importance of core technology comparedwith

large enterprises. According to (SMBA, Small and Middle Business Administra-

tion)’s data, the core industrial technologies that SMBs retain have been categorized

as manufacturing technology, knowhow, research and development technology/

results, industrial property rights, and sale methods. Amongst those core technolo-

gies, research and development technology/results account for the biggest part. The

methods of industrial technology leakage are duplication/theft and headhunting core

workforce. This is a stereo type of leakage that retiree outflow a related confidential

information and provide it to headhunting firm.Other types of leakage channel can be

identified as e-mail transmission, the person concerned, tour or observation, coop-

erative research, and joint business. However SMBs’ countermeasures for those risk

factors are insufficient except for confidentiality agreement and access control.

3 Study on Information Security Management System

3.1 Preliminary Study on Information Security

Management System

Information Security Management System (ISMS) is a certain process and activity

to actualize 3 factors (confidentiality, integrity, availability) and it is a systematic

management system which is including human resources, process, and information

The Security Management Model 71



system to protect firms’ sensible information safely [1]. To achieve those objec-

tives, ISMS systematically establishes procedure and process to raise a level of

reliability and safety of organizations’ asset and put in writing them to maintain

consistent management and operation.

‘BS7799’ has been developed to provide universal reference materials as

security standard, consisting of document form to managers who realize infor-

mation security of organization and are responsible for maintenance of the system

under the title of ‘Information Security Management Working Standard’ by UK’s

domestic major enterprises and UK Department of Commerce. ‘BS7799’ provides

the unitary reference to identify a necessary and appropriate control for the cir-

cumstance that firms are facing with and it has been designed to help not only

SMBs but also large enterprises apply it to the extensive areas [2]. The design

purpose of ‘BS7799’ is to cultivate reliability amongst business organizations by

providing common information security management document. But ‘BS7799’ is

the authentication regarding management system which is regardless of authen-

tication of information security product/system. Furthermore there exists difficulty

to apply itself to SMBs because it just supplies rigid level of standard which lacks

flexibility and adaptability under the current information security environment.

Korea Internet and Security Agency has developed information security

management system which enables comprehensive application to various

environments, based on managerial method in perspectives of organization or

environment rather than terms of information technology, referring ‘BS7799’. This

management system consists of four parts, which encompass 13 specific control

areas. The four parts are information security management (strategic policy, risk

analysis, security plan, materialization of security, perception education and work

process of security audit), information security industry (related products and

original technology of information security), information security technology

(authentication, legal, publicity, standardization), infrastructure for information

security (accident response, encryption and decryption) [3]. This management

system of Korea Internet and Security Agency is suggesting areas which need

control such as information security management, information security industry,

information security technology, yet there lack practical application cases owing to

specific application methodology. It also possesses a possibility of limitation of

certain areas’ excessive appropriation, due to an extensive assessment.

4 Design of Information Security Management System

4.1 Conceptual Understanding for Design of Information

Security Management System

The information security system should be designed based on general application

architecture because strategy and level of the system has to be designed in

accordance with informatization level of SMBs. For these processes, we have
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conducted the study on evaluation of the level of informatization and preceding

research regarding information security management system in this study. In the

next phase, we have organized components for basic informatization structure and

identification of informatization assets according to the preceding studies ana-

lyzed. Then we have defined coverage area of information security management

system for SMBs and ranges of information security to protect critical assets and

components of informatization. The specific elements of information security

management system were organized by eliminating parts that are not appropriate

for characteristics of information security of SMBs. The suitability of specific

elements was deduced by repetitive survey of professionals and referring to

preceding studies.

4.2 Design of SMBs’ Information Security Management

System to Prevent Industrial Technology

To design the management system to prevent SMBs’ industrial technology leak-

age, vulnerabilities were deduced according to analysis results of survey differ-

entiated with general information security and a solution was discussed by

professionals (3 scholars, 3 practitioners) with Delphi methods. Delphi method is

that the repetitive process of taking advice for statistical analysis from profes-

sionals. This method provides professionals with chances to modify their opinions

Table 1 Vulnerability and countermeasure for industrial technology leakage

Vulnerabilities of industrial
technology leakage

Industrial technology leakage
prevention plan

Insufficient of industrial technology leakage
prevention policy and procedure, and etc.

Industrial technology security policy

Lack of recognition of possibility of reducing
industrial technology leakage

Uplift of recognition of Industrial
technology security

Lack of capability of preventing industrial
technology leakage

Education and training about industrial
technology security

Defenseless access to industrial technology
Information

Industrial technology processing
procedure

Lack of investigation and grade classification
of industrial technology

Systematization of Industrial technology
information

Consciousness of insider’s dissatisfaction with
organization (promotion, salary, relocate,
and etc.)

Industrial technology task processer
management

Lack of control on information leakage via
various channel of information circulation

Industrial technology security system

Lack of industrial technology share of access
authority and modification management

Obligation of industrial technology
compliance

Lack of insuring accountability on application
program

Industrial technology disclosure security
accident response
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and to share others’ opinion. Currently this method is prevailed in the field of

technology forecasting research. It also gives a chance to guarantee reliability by

participation of professional group. Table 1 describes the vulnerability and

countermeasure for industrial technology leakage.

5 Conclusion

Although Korean SMBs allocate huge budget to information security to con-

struct security systems due to recognition of necessity of industrial technology

leakage prevention, there is only a single shot of implementation of the partial

certain system. They are not affordable to organize special task team handling

comprehensive information security management system with consistency.

The constructions of these simple types of information security system cause

only single event of investment, when a novel vulnerability emerges. To

achieve an objective of investment on information security efficiently and

effectively, the organizations’ propulsion of information security should be

progressed in accordance with the evaluation model of information security

level, which manages the level of recognition of information security, the level

of information security system construction, and the possibility of application

of information security technology comprehensively, in the perspective of

managerial level.

We have designed the information security management system for SMBs to

prevent an industrial technology leakage, which is differentiated from those of

large enterprises, based on survey results of the SMBs’ current state of industrial

technology leakage in this study. We have analyzed and organized cases regarding

current state and vulnerabilities of SMBs’ industrial technology leakage, and we

designed SMBs’ industrial technology leakage prevention management system

by applying Dephi method. The validity of designed contents has been verified by

applying literature studies to verification process to minimize industrial technology

leakages. As a result, three management system areas (support capability, support

environment, infrastructure) were developed, and five items of management sys-

tem (education and training, managerial security, human resources security,

physical and technical security), and 22 specific elements of management system

(Public Relationship, Professional Education, Policies, Special Task Team, Busi-

ness Process, Security Audit, Incidents Handling Procedure, Management of

Change in Human Resources, Reward System, Management of Restricted Area,

Processing Equipment Management, and Management of Retaining Industrial

Technology, Access Control System, Alarm Monitoring System, CCTV System,

Mail and Messenger Security, Document Security, DB Security, Network Access

Control, Content Monitoring, and Filtering, Digital Forensic for protection of

industrial technology) were designed.
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Simulation Modeling of TSK Fuzzy
Systems for Model Continuity

Hae Young Lee, Jin Myoung Kim, Ingeol Chun,

Won-Tae Kim and Seung-Min Park

Abstract This paper presents an approach to formally model Takagi–Sugeno–

Kang (TSK) fuzzy systems without the use of any external components. In order to

keep the model continuity, the formal simulation model for a TSK fuzzy system is

comprised of three types of reusable sub-models involving primitive operations.

Thus, the model can be executed even on limited computational platforms, such as

embedded controllers.

Keywords Modeling and simulation � Model continuity � Fuzzy logic � Discrete
event system specification � Embedded systems

1 Introduction

Modeling and simulation (M&S) technologies have been widely used in industry

to assist in system development [1]. One particular use of these technologies is in

the development of embedded controllers since they usually have time constraints

[2, 3]. When modelers build simulation models for embedded fuzzy controllers,

they typically embed external fuzzy components in their models [4, 5]. These

models, however, may not be used throughout all of the design phases since M&S
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environments do not support the use of some external components. Also, the use of

external components may make the transformation of simulation models difficult

or impossible [6]. Therefore, simulation models should not contain any external

components to keep their continuity.

Several research efforts [6–8] have been made to build ‘pure’ simulation

models for fuzzy controllers. In [7], Jamshidi et al. proposed an approach to model

the Mamdani fuzzy systems [9] based on pararell discrete event system specifi-

cation (P-DEVS) [10]. The modeling approach proposed by Lee and Kim [8] can

reduce the complexity of the Mamdani P-DEVS models. The Mamdani model has

a great advantage in terms of expression power, though it involves some complex

computation. The standard additive model (SAM) fuzzy systems [11] can be built

with P-DEVS models based on the approach proposed in [6]. The main advantage

of the SAM is computational efficiency since most parameters can be precom-

puted. However, simulation modeling of Takagi–Sugeno–Kang (TSK) fuzzy

systems [12, 13] has not been addressed yet. Compared to the Mamdani model, the

TSK model can reduce the number of rules, especially for complex and high-

dimensional problems.

This paper presents an approach to build simulation models for TSK fuzzy

systems based on P-DEVS. A P-DEVS model of a TSK fuzzy system is a coupled

model consisting of three types of sub-models: an input membership function

model, rule model, and defuzzification model. Since the models are all pure

simulation models involving only addition and multiplication, they could be

executed even on embedded platforms. Consequently, their continuity can be

maintained. Compared to the existing approaches for the modeling of fuzzy

systems, the proposed approach can model a TSK fuzzy system with a smaller

number of sub-models.

2 Background

In this section, we briefly describe the backgrounds of TSK fuzzy systems and P-

DEVS.

2.1 TSK Fuzzy Systems

In general, a rule in a TSK model has the following form:

IF x1 is Ai1 and x2 is Ai2 and; . . .; and xk is Aik

THENy ¼ ai0 þ ai1 � x1 þ � � � þ aik � xk
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where x1, x2,…, xk are input parameters, Ai1, Ai2,…, Aik are the membership

functions of ith rule, ai0, ai1,…, aik are real-valued parameters, and y is the output

parameter. The total output, y, of the model is given by Eq. (1), where ai is the

matching degree of the i-th rule.

y ¼
P j

i¼1 aiðai0 þ ai1x1 þ � � � þ aikxkÞP j
i¼1 ai

ð1Þ

The great advantage of the TSK model is its representative power. Moreover,

due to the explicit functional representation form, it is convenient to identify its

parameters using learning algorithms [14].

2.2 Parallel DEVS

The basic formalism of a P-DEVS model is:

M ¼ X; Y; S; dext; dint; dcon; k; tah i;

where

X is the set of input events,

Y is the set of output events,

S is the set of sequential states,

dext: Q 9 Xb
? S is the external transition function,

where Q = {(s, e) | s [ S, 0\ e\ ta (s)}, e is the elapsed time since the last

state transition, and X
b is a set of bags over the elements in X,

dint: S ? S is the internal transition function,

dcon:Q 9 Xb
? S is the confluent transition function, subject to dcon (s,[) = dint (s),

k: S ? Yb is the output function,

ta is the time advanced function.

3 P-DEVS Modeling of TSK Fuzzy Systems

In the proposed approach, a TSK fuzzy system containing i input membership

functions and j rules, with k inputs and a single output is represented as a P-DEVS

coupled model with k input ports and a single output port. The coupled model

contains i ? j ? 1 P-DEVS atomic models: i input membership function models

(IMs), j rule models (RMs) and a single defuzzification model (DM). Figure 1

shows the P-DEVS model of a fuzzy system containing four input membership

functions and four rules with two inputs and a single output (i.e., i = 4, j = 4,

k = 2).
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3.1 Input Membership Function Models (IMs)

Each input membership function of the fuzzy system is represented as an IM

M that is defined as:

M ¼ XM; YM ; S; dext; dint; dcon; k; tah i;

where

InPorts = {‘‘In’’}, XIn = <,
OutPorts = {‘‘Out’’}, YOut = [0, 1],

XM = {(p, v) | p [ InPorts, v [ Xp},

YM = {(p, v) | p [ OutPorts, v [ Yp},

S = {‘‘passive’’, ‘‘active’’} 9 <,
dext (‘‘passive’’, d, e, (‘‘In’’, x)) = (‘‘active’’, l (x)),

dint (‘‘active’’, d) = (‘‘passive’’, d),

dcon (s, ta (s), x) = dext (dint (s), 0, x)

k (‘‘active’’, d) = (‘‘Out’’, d),

ta phase; dð Þ ¼ 0 if phase ¼ ‘‘active’’;

1 otherwise:

Every IM produces a matching degree of the corresponding membership

function for each input value. It initially starts with its state = (‘‘passive’’, d),

where d is an arbitrary real value. When the IM for an input membership function

I receives a real value x as an input, it transitions its state to (‘‘active’’, lI (x)).

Immediately, the IM generates lI (x) as its output and transitions to the passive

state.

Fig. 1 A model structure for a TSK fuzzy system
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Once an IM for a membership function type has been implemented, it can be

easily reused just by setting the parameters of the membership functions in the

same type. Even if any IM for a certain type does not exist, it can be implemented

just by redefining dext of the existing one. IMs are independent from fuzzy

inference models; TSK, SAM, and Mamdani use the same IMs in the approach.

3.2 Rule Models (RMs)

Each if-then rule of the fuzzy system corresponds to an RM. An RM is defined as:

M ¼ XM ; YMS; dext; dint; dcon; k; tah i;

where

InPorts = {‘‘In1’’,…, ‘‘Ink’’, ‘‘Ind’’}, XIn1 = _ = XInk = XInd = <,
OutPorts = {‘‘Out’’}, YOut = <2,

XM = {(p, v) | p [ InPorts, v [ Xp},

YM = {(p, v) | p [ OutPorts, v [ Yp},

S = {‘‘passive’’, ‘‘active’’} 9 <k+3,

dext (‘‘passive’’, a0,…, ak, b, c, e, ((‘‘In1’’, x1),…, (‘‘Ink’’, xk), (‘‘Ind’’, d1),…,

(‘‘Ind’’, dk))

= (‘‘active’’, a0,…, ak, a0 ? _ ? ak�xk, min (d1,…, dk))

or

= (‘‘active’’, a0,…, ak, a0 ? _ ? ak�xk, d1 9 _ 9 dk),

dint (‘‘active’’, a0,…, ak, b, c) = (‘‘passive’’, a0,…, ak, b, c),

dcon (s, ta (s), x) = dext (dint (s), 0, x)

k (‘‘active’’, a0,…, ak, b, c) = (‘‘Out’’, (b 9 c, c)),

ta phase; a0; . . .; ak; b; cð Þ ¼ 0 if phase ¼ ‘‘active ’’;

1 othewise:

Each RM produces a conclusion of the corresponding rule, based on input

values: all input values of the fuzzy system and the membership degrees from the

associated IMs. It has k input ports, ‘‘In1’’,…, ‘‘Ink’’, used to receive the k input

values, x1,…, xk, of the fuzzy system; an additional input port, ‘‘Ind’’, used for

k membership degrees, d1,…, dk, from the associated IMs; and a single output port,

‘‘Out.’’ The RM corresponding to rule R starts with the initial state = (‘‘passive’’,

a0,…, ak, b, c), where a0,…, ak are the constant values defined in the consequent

part (then-part) of R, and b and c are arbitrary real values. When the RM receives

x1,…, xk, through the ports ‘‘In1’’,…, ‘‘Ink’’, respectively, together with d1,…, dk
through the port ‘‘Ind’’, it stores b = a0 ? _ ? ak�xk and c = min (d1,…, dk) or

(d1 9 _ 9 dk). Finally, the RM outputs (b 9 c, c) via the output port and tran-

sitions to the passive state.
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The RM can be reused repeatedly once it has been implemented. The reuse can

be done simply through the creation of RM instances and assigning k ? 1

parameters a0,…, ak, of each instance.

3.3 Defuzzification Model (DM)

A DM is an application-independent atomic-model that generates the outputs of a

fuzzy system. It is formally defined as:

M ¼ XM; YM ; S; dext; dint; dcon; k; tah i

where

InPorts = {‘‘In’’}, XIn = <2,

OutPorts = {‘‘Out’’}, YOut = <,
XM = {(p, v) | p [ InPorts, v [ Xp},

YM = {(p, v) | p [ OutPorts, v [ Yp},

S = {‘‘passive’’, ‘‘active’’} 9 <,
dext (phase, y, e, (b1, c1),…, (bj, cj)) = (‘‘active’’, (b1 ? _ ? bj)/

(c1 ? _ ? cj)),

dint (‘‘active’’, y) = (‘‘passive’’, y),

k (‘‘active’’, y) = (‘‘Out’’, y),

ta phase; yð Þ ¼ 0 if phase ¼ ‘‘active’’;

1 otherwise:

The DM produces a final conclusion of the fuzzy system based on the collection

of conclusions of the rules. It starts with the passive state = (‘‘passive’’, y), where

y is an arbitrary real value. When the DM receives (b1, c1),…, (bj, cj) from all

RMs, it transitions its state to (‘‘active’’, (b1 ? _ ? bj)/(c1 ? _ ? cj)). Then,

the DM outputs y and transitions its state back to the passive state.

Since any implementation of the DM is application-independent, it is reused

for every TSK fuzzy system. Also, it is identical to the DM of SAM described

in [6].

3.4 Models Couplings

The coupled model has i input ports and a single output port. Each of the input

ports is connected with the associated input ports (e.g., input port ‘‘In1’’ for input

x1, ‘‘In2’’ for x2,…) of all RMs. The port is also coupled with the input ports of the

associated IMs. Consider the following fuzzy if-then rules of a TSK fuzzy system

that receives quantity x1 and softness x2:
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Rule 2 : IF x1 is Large and x2 is Soft

THEN y ¼ 1þ 2 � x1 þ 2 � x2

Rule 3 : IF x1 is Small and x2 is Hard

THEN y ¼ 1þ x1 þ 2 � x2
In the above example, the port that receives x1 (quantity value) would be

connected with the input ports of IMSmall and IMLarge. Note that each IM has a

single input port ‘‘In’’. The output port ‘‘Out’’ of each IM is coupled with input

port ‘‘Ind’’ of each associated RMs. In the example, ‘‘Out’’ of IMSmall would be

connected with ‘‘Ind’’ of RM3, which have a linguistic variable ‘Small’ in the if-

part. The output port of every RM is coupled with the input port of the DM. And

the output port of the DM is connected with that of the coupled model.

3.5 Overhead Analysis

Table 1 shows an overhead analysis for the approach and the three existing

approaches [6–8]. Each fuzzy system consists of i input membership functions,

j rules, and l output membership functions, with k inputs and a single output. In the

approach, a coupled model for a fuzzy system contains i ? j ? 1 atomic models,

while a higher number of sub-models is required to build a coupled model for a

fuzzy system in other approaches. The complex couplings among the sub-models

in the approach make the communications overhead increase. However, the

overhead of the approach is still smaller than that of [7]. Moreover, TSK can

describe a highly nonlinear system using a small number of rules [14]. That is, j of

TSK could be much smaller than that of SAM or Mamdani. While Mamdani fuzzy

systems are widely used, they usually involve complex operations, such as the

clipping and merging of membership functions and finding their centroids. Such

Table 1 Overhead in four modeling approaches

Complexity TSK (proposed) SAM [6] Mamdani [7] Mamdani [8]

Sub-models i ? j ? 1 i ? j ? l ? 1 j 9 k ?

2j ? 2
i ? j ? l ? 2

Communications i ? 2j 9 k ?

j ? 1
i ? j 9 k ?

j ? k

? 1

2j 9 k ?

2j ? 2
i ? j 9 k ?

j ? l ? 2

Inference Multiplication
? addition

Multiplication Finding a minimum
? clipping of or scaling a MF

Combining Addition Merging MFs

Defuzzification Multiplication Finding the mean of the maximum or
the centroid of an area
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complex operations might be too heavy on resource-constrained systems. Similar

to [6], the approach can model TSK fuzzy systems, which involve only primitive

operations. Thus, the approach will be suitable for the M&S-based engineering of

embedded software systems.

4 Implementation Status

The P-DEVS models for TSK systems described in Sect. 3 were implemented in

C++ for our simulation environment, the DEVS object C++ (DOC) environment.

The IM for the triangular membership function type was implemented as an

IMTraingle class. The RM and DM were implemented as TSKRM and SAMDM

classes, respectively. As shown in Fig. 2, these classes inherit the atomic class of

DOC class, which corresponds to the basic model of P-DEVS. The essential

member functions of atomic are ext_tn_fn (the implementation of dext), int_tn_fn

(dint), and output (k). By overriding these functions, the behavior of a subclass is

defined. The FuzzyMessage class is used for internal communications between the

atomic models of fuzzy systems. In order to facilitate the modeling process,

we have also developed a prototype of a visual modeling tool. The simulation

modeling of fuzzy systems can be done with ease using the tool. However, they

atomic

# sigma : timetype
# phase : phasetype

+ ext_tn_fn (e : timetype, x : message *) 
+  int_tn_fn ()
+ output () : message *

IMTriangle

# m_dA, m_dB, n_dC : double

# m_dMembershipDegree : double

# GetMembershipDegree

SAMDM

# m_dDefuzzifiedValue : double

TSKRM

# m_iK : int

# m_pConstants : double *
# m_dFirstValue : double
# m_dSecondValue : double

# SetConstants (dA0 : double, …)

TSKFuzzyController

+ Initialize ()

1..*

1..*

1

FuzzyMessage

# m_dFirstValue : double

# m_dSecondValue : double

+ GetFirstValue () : double
+ GetSecondValue () : double

digraph

- Coupling : coup_rel

+ Add_Coupling (c1 : model *,

p1 : port, c2 : model, p2 : port)

Fig. 2 Simplified UML diagrams of TSK simulation models
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can also be manually constructed without the use of the tool, thanks to the hier-

archical and modular model-composition provided by the P-DEVS environments.

5 Conclusions and Future Work

In this paper, we presented an approach for representing P-DEVS models of TSK

fuzzy systems without the use of any external components. Exclusion of external

components from simulation models would improve the continuity of the models

so that the user can efficiently manage software complexity and maintain con-

sistency throughout the design phase. A P-DEVS model of a fuzzy system is

comprised of easy-to-reuse atomic models: IMs, RMs, and a DM. Since each

atomic model involves primitive operations, such as addition or multiplication, the

model works on target platforms and can be smoothly transformed into other forms

of models or languages. A coupled model for a TSK fuzzy system requires a

smaller number of sub-models, compared to that of a Mamdani or SAM fuzzy

system. Thus, it will be more compatible with embedded platforms. We have

implemented P-DEVS models on DOC, for fuzzy systems including TSK, SAM,

and Mamdani. To facilitate the modeling of fuzzy systems, a GUI-based modeling

tool prototype was developed. We will implement the models for other DEVS

environments, such as eCD++ [2].
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A New Method of Clustering Search
Results Using Frequent Itemsets
with Graph Structures

I-Fang Su, Yu-Chi Chung, Chiang Lee and Xuanyou Lin

Abstract The representation of search results from the World Wide Web has

received considerable attention in the database research community. Systems have

been proposed for clustering search results into meaningful semantic categories for

presentation to the end user. This paper presents a novel clustering algorithm,

which is based on the concept of frequent itemsets mining over a graph structure,

to efficiently generate search result clusters. The performance study reveals that

the algorithm was highly efficient and significantly outperformed previous

approaches in clustering search results.
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1 Introduction

Search engines are widely used tools for obtaining information from the Web.

They usually return a list of results that are ranked in order of relevance to a user’s

query. The user must start reviewing the list at the top and follow it down checking

one result at a time, until the information is found. This representation of search

results is good for searching simple tasks, such as finding the home page of a

company. However, users often issue semantically incomplete or ambiguous

queries. A list representation of the searching results is less effective for these

kinds of queries. For example as shown in Fig. 1, a user is trying to find a picture

of an apple from the Web. The results are presented in the form of a ranked list;

however, since the keyword ‘‘apple’’ may represent a fruit, a newspaper, or a

computer manufacturer, the search results are mixed and have different meanings,

and the information in the is disorganized and redundant. Generally, users check

only the links of the first few pages. If a satisfactory answer is not found in the first

few pages, the user will re-issue another keyword for a second round of searching.

In this case, the user may need to query numerous times, and read a large amount

of irrelevant snippets, to find the results they need.

olve the information disorganization and redundancy in search engine results, a

different approach was proposed to group search results into a hierarchy of labeled

clusters, in which each cluster contains web pages that are semantically related to

each other. By analyzing the hierarchy of the results, the user can have a global view

of the different semantic areas of his query, and can explore the areas in which he is

interested. Documents can therefore be accessed in logarithmic rather than linear

time. For example, in Fig. 2, the results from the above query are categorized into

several clusters. Each cluster has a shortcut to the results that have the same related

meaning. It allows users to explore their topics of interest without checking

numerous irrelevant search results. In this example, users can directly choose the

cluster ‘‘pictures’’ and access the results from this cluster. It is obviously more

efficient to return results in a clustering engine than in a lengthy ranked list.

Although a clustering engine has many advantages, it also has many challenges.

The first challenge is that the clustering engine has to classify input contents that

are usually short into several meaningful topics. The next challenge is that the

clustering engine has to find readable labels for each topic in an acceptable

response time (usually just a few seconds). While classifying the clusters, the

engine has to face a third problem of being unable to predetermine the number and

size of the clusters, as they may vary with the queries and be inferred from a

variable number of search results. As the same result can often be assigned to

multiple topics, it is preferable to cater for overlapping clusters. The existing static

classification systems, such as DMOZ1and Yahoo Directory,2 are static web page

classifications that generate clusters manually. The categories and labels of manual

1 http://www.dmoz.org
2 http://dir.yahoo.com
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systems are usually readable and easy to understand, since they are generated

artificially. In addition, these systems are fast, because there is little dynamic

analysis of the significance of the user-issued query. However, manual systems are

not efficient for clustering engines, due to the high update rate of web pages.

Figure 3 illustrates the number of web pages that were added to the Google search

engine3 index in 2010. It shows that the number of web pages increases dramat-

ically over time. The manual categorizing method requires a lot of effort create and

maintain clusters. Hence, an automatical clustering system that analyzes contents

dynamically is highly demanded.

Fig. 2 A clustering engine
results for query ‘‘apple’’

Fig. 1 The search engine
results for query ‘‘apple’’

3 http://www.google.com
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Systems [2, 4, 5, 8] that automatically perform clustering of web search results

have become popular in recent years. They are mainly focused on generating

expressive clustering labels. However, constructing clustering labels is a time

consuming process for these systems. Therefore, this paper presented a novel web

clustering engine, named Clustering Algorithm by Frequent Itemsets with Graph

structure (CAFIG), which was designed to improve the efficiency of web clus-

tering. This study compared CAFIG to other state-of-the-art search results clus-

tering algorithms using kSSL and Fß measures to evaluate the accuracy and

efficiency of clustering construction. The performance study indicated that CAFIG

had a significantly lower processing time and a higher clustering accuracy than the

previous methods.

The rest of this paper is organized as follows. The related works are discussed

in Sect. 2. The details of the proposed method are described in Sects. 3 and 4

discusses the simulation results. Conclusions are finally drawn in Sect. 5.

2 Related Work

As mentioned in the previous section, search result categorizing can be divided

into two approaches: web directories and search result clustering. In this paper, we

focused on search result clustering algorithms. Hence, a survey of web directories

was omitted. In Sect. 2.1, a number of state-of-the-art algorithms are briefly

described. Then, a graph-based algorithm is introduced in Sect. 2.2.

2.1 State-of-the-Art SRC Algorithms

We first introduce the three state-of-the-art SRC algorithms, such as KeySRC [2],

Lingo [8], and OPTIMSRC [4], in this section, and discuss the problems of these

three algorithms.

Fig. 3 The size of world
wild web pages which was
estimated by
worldwidewebsize.com
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The main idea of KeySRC is to extract and analyze frequently used phrases

from the search results using a tree structure, and then cluster these selected

phrases to the end users. The selected phrases are called keyphrases. The steps of

extracting and analyzing keyphrases are described as follows. First, phrases are

constructed by processing the search results using a generalized suffix tree (GST).

Then, keyphrases are extracted from the GST using the following rules: Each

phrase must (a) not be equal to the query, (b) be contained in at least two search

results, (c) contain no more than four words, and (d) contain only adjectives and

nouns. As to criterion (d), the word forms are implemented by checking the

dictionary. Each keyphrase is then represented as a document vector, and a hier-

archical agglomerative clustering of the keyphrase vectors is performed. Finally, a

cluster label is determined by the keyphrases of each cluster.

The Lingo [8] method discovers the clusters of the search results by performing

singular value decomposition (SVD) in a vector space model (VSM). Frequently

occurring phrases are first extracted from the input documents. Next, the existing

latent structure of diverse topics in the documents are found using SVD. Finally,

group descriptions are matched with the extracted topics and relevant documents

are assigned.

Every clustering algorithm discovers clusters from web search results, but

OPTIMSRC [4] proposes a different method of merging the outputs of multiple

search result clustering algorithms. OPTIMSRC produces clustering by analyzing

the outputs.

From the above discussion, problems can be seen in these algorithms. For

example, in KeySRC, the accuracy of the clustering is highly related to the accuracy

of the dictionary that has to be checked when finding the keyphrase. Since the

phrases that are submitted as queries to the system change in popularity over time,

they may also different meanings and word forms over time. If the dictionary is not

updated periodically to get the correct word forms of the phrases, the system could

get the wrong forms and extract the wrong keyphrases when performing clustering

algorithms. The problem with Lingo is that SVD decomposition is computationally

quite demanding. A large number of results and phrases will highly affect the

efficiency of performing clustering. Although OPTIMSRC has a superior perfor-

mance compared to Lingo and KeySRC, the response time for OPTIMSRC is

significantly higher than that for Lingo and KeySRC. This is because before

OPTIMSRC analyzes the outputs of the multiple search result clustering algo-

rithms, it must wait until these algorithms are performed. Thus, OPTIMSRC

requires a much longer response time than other clustering systems.

2.2 Graph-Based Algorithm

Most of the search results clustering algorithms represent the clusters using a list or

a tree structure. WhatsOnWeb [5] proposes a graph-based user interface for

clustering search results. Users may explore the different categories and
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relationships of the search results from a graph visualization technique. The vertex

in a graph visualization represents a snippet of the search results, and an edge

represents the semantic connection between two vertices. The edges are built by

sequentially searching the connection between any two vertices. The graph visu-

alization is completed after WhatsOnWeb merges the vertices that have similar

semantics into a cluster and refines the edges of the vertices.

Since WhatsOnWeb sequentially searches the semantic connections between

vertices, the classification accuracy of this algorithm is significantly high. How-

ever, comparing the semantic connection between any two vertices is time con-

suming and requires a high response time to process a query. Therefore, it is not

suitable for processing queries in a real system.

3 Clustering Algorithm by Using Frequent Itemsets

with Graph Structure

Our algorithm contains the following phases. The first one is to preprocess the

search results. Next, we adopt a mining technique to retrieve the frequent itemsets

from the preprocessed results. Then, a graph structure is applied for clustering the

semantic itemsets as a group. Finally, the label of each cluster is induced.

3.1 Preprocessing

We assume the input of our algorithm are derived from the Google search engine.

In our work, we adopt the mechanism of [7] to perform the operations of steaming,

stop words removing, and tokenization. For example in Table 1, the snippets

are the search results of the query’’zombie’’. After the preprocessing phase, the

snippets are stemming and tokenized into many items, and the stop words of the

snippets are removed. The results in Table 2 shows that the items are preprocessed

from the previous snippets.

3.2 Frequent Itemsets Mining

The main goal of this phase is to find the frequent itemsets from the preprocessing

results. Intuitively, if an item is used repetitively, this item should be a frequent

item and it usually is a subject-related keyword. Those itemsets should be retrieved

to represent a category. Since there is a long stream of research on frequent

itemsets mining, a large number of mining rules [1, 6, 10] have been developed for

this purpose. FP-growth [6] is the most efficient technique for mining frequent

itemsets among these rules. Hence, we adopt the FP-growth to mine the frequent

itemsets from the preprocessing results.
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FP-growth retrieves the items from the preprocessing results and orders these

items in the support descending order. If the number of an item appeared in

documents is larger than the minimum support of FP-growth, the item is one of the

frequent itemsets. Note that the minimum support is a small integer and is set as a

system parameter. The minimum support here has been experimentally set to

m � 0.1 where m is the number of search results. We take the results of Table 2 as

an example. If the minimum support of FP-growth is 2 which means that each

retrieved item has been written in at least two documents, the frequent itemsets of

Table 2 are shown in Table 3.

3.3 Graph Building

After the frequent itemsets are mined, we use the graph structure to group the

similar items as a category. In this section, we first define the vertex of the graph.

Then, introduce how to find the relationship between two vertices and determine

the level of each vertex in a hierarchical representation.

We take the frequent itemsets as the input and each frequent item is viewed as a

vertex, as well as each vertex initially represents a cluster. Take Table 3 as an

Table 2 Snippets after
preprocessing

Doc. ID Items are extracted from snippets

D1 Zombie PC games fun

D2 Rob zombie heavy metal singer

D3 Watch dead film walk dead cinema online

D4 Zombie wars PC game

D5 Rob zombie official site

D6 George romero dead zombie films

D7 Hacker PC spew spam steal

D8 Monster Island serial horror novel Wellington

D9 Spam phish harass sly

D10 Horror novel element werowolvo vampire zombie

Table 1 An example of
search results for a query
‘‘zombie’’

Doc. ID Snippets

D1 Ziombie PC games is so funny

D2 Rob zombie: heavy metal singer

D3 Watch dead films—Walking dead cinema online

D4 Zombie Wars PC Game

D5 Rob Zombie Official site

D6 George A Romero’s dead zombie films

D7 Are hackers using your PC to spew spam and steal

D8 Monster Island, a serial horrer novel by D. Wellington

D9 Spam, phish, harass, on the sly.

D10 Horror novel: elements, werewolves, vampires, zombies

A New Method of Clustering Search Results 93



example, there are sixteen vertices in the graph. We use an edge to represent the

connection between two vertices. If two vertices, Vi and Vj, share the same item,

there is an edge among Vi and Vj. However, sequentially searching the connection

between any two vertices is time consuming. Hence, we design a hash table

structure to improve the searching process.

We retrieve the items from the frequent itemsets and set the items as the keys

of a hash table. For example in Table 3, the retrieved keys of the hash table are

zombie, PC, game, rob, dead, film, spam, horror, and novel. If a vertex contains

the item in it, it is hashed to the bucket of the key. For example in Table 4, the

vertex V9 is hashed to the buckets of zombie and game since the frequent

itemsets of V9 is ‘‘game zombie’’. While the hash table is constructed, we can

only check the vertices in the same bucket. For example in Table 4, V7 only has

to check V1, V2, V8, V9, V10, and V12 while building the edges of V7. Using the

Table 3 Frequent itemsets
of minimum support of 2

Vertex ID Frequent Itemsets Doc. ID

V1 Zombie D1, D2, D4, D5, D6, D10

V2 PC D1, D4, D7

V3 Game D1, D4

V4 Rob D2, D5

V5 Dead D3, D6

V6 Film D3, D6

V7 PC zombie D1, D4

V8 PC game D1, D4

V9 Game zombie D1, D4

V10 Rob zombie D2, D5

V11 Dead film D3, D6

V12 Game PC zombie D1, D4

V13 Spam D7, D9

V14 Horror D8, D10

V15 Novel D8, D10

V16 Horror novel D8, D10

Table 4 Hash table of the
vertices

Key Vertex ID

Zombie V1, V7, V9, V10, V12

PC V2, V7, V8, V12

Game V3, V8, V9, V12

Rob V4, V10

Dead V5, V11

Film V6, V11

Spam V13

Horror V14, V16

Novel V15, V16
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hash table in the search process can highly reduce the computation of connec-

tions between vertices from C16
2 (=120) to 64 times. The graph is then con-

structed as shown in Fig. 4.

Next, we further prune the edges that are not highly related to each other.

We use weight to determine the relationship between two vertices. If two vertices

are related to each other, the value of the weight should be high. The weight of two

vertices is derived according to Eq. 1. Then we use a threshold hold u to deter-

mine which edge should be prune. In our work, the value of u is set as a system

parameter and it has been experimentally set to 0.4. For example in Fig. 4, the

value of weight (V14, V16) is higher than 0.4 and the edge of V14 to V16 is not

pruned in this graph.

After the edges are pruned, we merge the semantically related vertices into a

same cluster. Figure 5 shows the graph after merging. While the graph is con-

structed, we give each cluster a human readable label. The label of each cluster is

derived from the frequent itemsets of a cluster.

weight Vi;Vj

� �
¼ jIvi \ Ivjj

jIvjj
ð1Þ

Fig. 4 Graph construction

Fig. 5 The graph after
merge
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4 Evaluation

In this section we describe the test collections and metrics used in the experiments

and compare our algorithm to keySRC, Lingo, OPTIMSRC and WhatsOnWeb.

Test Collections:

There is no standard test collection for evaluating clustering algorithms. The popular

test collections for evaluating clustering algorithms are ODP-239 and AMBIENT

[3]. Thus, we use these two collections as our test collections. Due to space limita-

tions, we refer readers to [3] for more details about these two collections.

Clustering Retrieval:

In this section,we evaluate the clustering retrieval effectiveness of our algorithm.We

use the same experimental setting as previous experiments. We compare the corre-

sponding kSSL values of our algorithm to the-state-of-art algorithms and What-

sOnWeb. This experiment was limited to the Ambient collection. The performance

result, which is shown in Table 5, shows that CAFIG andWhatsOnWeb outperform

the other approaches on various k. This is because CAFIG and WhatsOnWeb both

precisely retrieve the semantic connections between documents using graph struc-

tures. AlthoughWhatsOnWebperforms slightly better thanCAFIG, it requires a high

response time to process a query. Thus, CAFIG is still a good choice for search results

clustering in a real-time system.

Clustering Validation:

We use Fß measure to evaluate how good a clustering method is at recovering

known clusters from a gold standard partition. Since many documents in Ambient

are not assigned to any category, we only use the ODP-239 collection in this

experiment. Due to space limitations, we refer readers to [9] for more details about

Fß measure.

Since the OPTIMSRC produces clustering by analyzing the outputs of multiple

search result clustering algorithms, we can take OPTIMSRC as an optimal

approach. The performance result, which is shown in Table 6, illustrates that our

algorithm outperforms KeySRC and Lingo for all evaluation measures and it is

close to the result of OPTIMSRC. Although the performance of WhatsOnWeb is

also close to OPTIMSRC, the response time of WhatsOnWeb is still a big

problem.

Table 5 Performance of clustering algorithms on the Ambient test collection expressed as kSSL
for several values of k

Algorithms k = 1 k = 2 k = 3 k = 4

CAFIG 14.19 22.67 27.14 31.07

OPTIMSRC 20.56 28.93 34.05 38.94

KeySRC 24.07 32.39 38.19 42.13

Lingo 24.4 30.64 36.57 40.69

WhatsOnWeb 10.54 20.34 25.47 29.12
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5 Conclusion

In this paper, we design and implementation an algorithm for efficiently clustering

search results. Our design applies the frequent itemsets mining and a graph

structure to group the semantical pages into a cluster. The major advantage of this

design is that it drastically reduces the processing time and increase the clustering

accuracy. Our performance study shows that this design exhibits a superior per-

formance of our algorithm over other approaches.

Currently, we are extending the capability of this design to dealing with the

representation of clusters to the end user. Current clustering engines only focus on

how to generate clusters, without considering user feedback on the representation

of clusters. We try to determine the importance of each cluster and adjust the

presentation of clusters accordingly. A feedback clustering algorithm that works

for search result clustering is under designed.
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A Data Gathering Scheme Using Mobile
Sink Dynamic Tree in Wireless
Sensor Networks

Kilhung Lee

Abstract This paper suggests a data gathering scheme for wireless sensor

networks. A mobile sink gathers data from each sensor node using a dynamic data

gathering tree rooted at the mobile sink node. As the sink moves, a tree is formed

and changed dynamically as with the position of the sink node. A hop-based scope

filter and a transition rate to other branch for the operation and management of the

tree are also suggested. Simulation results show that the proposed data gathering

scheme has good results in data arrival rate and the end-to-end delay

characteristics.

Keywords Data gathering �Wireless sensor network �Mobile sink �Dynamic tree

1 Introduction

A wireless sensor network consists of spatially distributed autonomous sensors to

monitor physical or environmental conditions, such as temperature, sound,

vibration, pressure, motion or pollutants and to cooperatively pass their data

through the network to a main location. The more modern networks are

bi-directional, enabling also to control the activity of the sensors. The development

of wireless sensor networks was motivated by military applications such as bat-

tlefield surveillance; today such networks are used in many industrial and con-

sumer application, such as industrial process monitoring and control, machine
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health monitoring. These devices can gather information about their surrounding

environments once they have been deployed in small or large area [1].

For collecting data from sensor nodes, a sensor network that connecting the

sensor nodes and a sink node must be formed. The routing techniques are classified

into three categories based on the underlying network structure: flat, hierarchical,

and location-based routing. These protocols can be classified into multipath-based,

query-based, negotiation-based, QoS-based, and coherent-based depending on the

protocol operation [2]. A multihop-based data gathering network can be more

efficient than direct connection between sensor nodes and a sink node [3]. Sink

nodes can be in a specific location and do not move. But in some cases, it needs

that a sink node moves around the sensor network and collects data from sensor

nodes directly. This can be more efficient in energy consuming aspects, and more

accurate data collection can be possible at some specific interest area.

In this paper, a MSDT (mobile sink dynamic tree), a data gathering scheme for

wireless sensor networks, is suggested. A mobile sink gathers data from each

sensor node using a dynamic rooted at the mobile sink node. As the sink moves, a

tree is formed and changed dynamically as with the location of the sink node.

2 Related Works

For simple and efficient delivery of data from the source to the sink in a large

network, a tree-based routing scheme would be more flexible and more practical.

MobiRoute [4] is a superset of Berkley MiniRoute [5]. MiniRoute is a routing

protocol designed specifically for the all-to-one data transmission of the wireless

sensor networks. It takes a distributed distance-vector-based approach: route

messages are exchanged periodically among neighbor nodes, and the next hop

nodes, a parent, are chosen by evaluating the cost of the routing data through

different neighbors. MobiRoute applies a beacon mechanism to trace the state of

the neighbors of a sink. MobiRoute increases the rate of route message exchange

to speed-up topological changes, but limits the propagation by performing

broadcasts until the sink reaching to the anchor node.

A sink node can move while gathering data from sensor network. SMS (sink

mobility support) supports the sink mobility of the conventional routing proto-

cols [6]. It does not use flooding method, and does not need to know the

geometric location of sensor nodes. This algorithm incurs very small commu-

nication overhead. In case of mobile sinks, conventional routing protocols can

be drastically improved in terms of both energy and delay. ALURP (adaptive

local update-based routing protocol) is a solution with adaptive location updates

for mobile sinks to resolve collision and energy consumption incurred by fre-

quent location updates [7]. When a sink moves, it only needs to broadcast its

location information within a local area other than among the entire network.

There are some cases where data sink are more than one. TTDD (two-tier data

dissemination) model provides scalable and efficient data delivery to multiple
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mobile sinks [8]. Each data source in TTDD proactively builds a grid structure which

enables mobile sinks to continuously receive data on the move by flooding queries

within a local cell only. TTDD’s design exploits the fact that sensor nodes are

stationary and location-aware to construct and maintain the grid structure with low

overhead. TTDD approach can handle multiple mobile sinks effectively with per-

formance comparable with that of stationary sinks. SEAD (scalable energy efficient

asynchronous dissemination) protocol seeks minimization of energy consumption in

both building the dissemination tree and disseminating data to mobile sinks [9].

SEAD protocol considers the distance and the packet traffic rate along nodes to

create near-optimal dissemination trees. The sinks can move without reporting their

location to the tree while receiving data updates successfully.

The tree topology is changed as sink moves. DST (dynamic shared tree), an

extension of the DDT (distributed dynamic tree), is able to accommodate multiple

mobile sinks [10]. DDT is able to identify current location of the sink locally and

dynamically transforms the tree shape according to the sink movement. DST

performs considerably energy-efficient data with relatively low delay. Rob [11]

proposes a method for reconfiguration of a tree-based wireless sensor network with

a mobile sink. It does not only reconstruct the routing tree, but also optimizes the

parameters of the nodes that were affected to improve the service level. It is

efficient and scalable, and able to flexibly trade reconfiguration cost for quality to

match the demands of the application.

3 Creation and Dynamic Management of Sink Tree

In sensor networks, each node is deployed at the point where environmental data is

required and data is sent to the sink using a data gathering tree. If required, a mobile

sink collects data by going the interested area on either a regular or an occasional

basis. Each sensor node has a neighbor table and a parent node table. A neighbor

table has a set of detected neighbor node. A parent node table is a set of neighbor

nodes that sent a data interest. A parent node is a next node to go to the sink node in

data path.When a data interest is received for data collection from a sink, a new route

to the sink is made and updated. A route element in routing table is made when there

is a new interest. It is eliminated when there is not data transfer anymore.

A mobile sink node sends data interest message to neighbor nodes periodically.

This data interest message comes from a mobile sink node and floods along the

network, and finally reaches to all nodes in a specific area of networks. This

specific area is defined as a filter in the message expressed by area description or

number of hops to be delivered. A sink tree generated by an interest message is

temporal and will be disappeared after an expiration time.

As a sink moves, the neighbor node of the sink node will be changed. So, the tree

should be changed, too. The change of the tree is minimized by accepting only a new

node or permitting only a shorter path from each sensor nodes to the sink node.

A Data Gathering Scheme Using Mobile Sink Dynamic Tree 101



By doing so, we can minimize the exchange of the control data and depress the

dissipation of the energy of the sensor node, and minimize the data transfer delay.

3.1 Sink Tree Creation

For collecting data from sensor nodes, the sink node broadcasts an interest message

to sensor nodes. An anchor node, which is a neighbor node of the sink, registers to

the sink node and gets a branch identifier from the sink node. After successful

registration, the anchor node adds the branch identifier to the data interest and

increases the hop counts, and broadcasts it again. Whenever a node receives an

interest that has a smaller value than that of current hop counts to the sink node, each

node registers to the sending nodes as a parent node and makes a parent–child

relationship. By repeating this operation, the sink tree is formed and expanded.

There is a filter that defines the scope of an interest message to be delivered.

The filter element consists of two fields: one for the hop counts and the other for

the expiration of the interest. If the value of hop counts in a message received by a

node reaches to the maximum hop counts (max_hop), the message is not broad-

casted any more. If the current time of the node passes over the timeout time of the

interest, the message is ignored.

Once registered to a parent as a child, the node ignores additional interest of the

same sink that has more than or equal hop counts compared with the previously

received. But the parent table and the routing information are updated. When a

branch node receives the same interest from the sink node, the node refrains from

sending the interest again. But, when the branch node receives the same interest from

sink node after branch waiting timeout (br_timeout), the node broadcast the interest

message to neighbors. The following is a procedure for an interest message.

1 Procedure Rx_Interest (sender, sink, bid, hop, out_time)

2 Increase hop counts and Update Route_Table (sink)

3 If parent == null or hop\hops (sink) then

4 Send Register message to the sender

5 Exit

6 Endif

7 If hop[= max_hop then

8 exit

9 Endif

10 If out_time[current_time then

11 exit

12 Endif

13 If current_time[br_time ? br_timeout then

14 Broadcast Interest (this, sink, bid, hops(sink), out_time)

15 br_time = current_time

16 Endif

102 K. Lee



After receiving an interest message, the node updates the neighbor node table

and the parent node table. Same interest message can be received from several

neighbor nodes with different path. The node selects the path that is shortest and

received first. The other sending node will be a candidate parent for that interest.

After making a parent–child relationship by registering to the sender, the node

broadcasts the interest message to neighbors. If a node receives the same interest

from the same parent, the node refrains broadcasting the interest immediately. A

child node broadcasts the interest only when the branch timeout time passes if it

has sent the interest message before.

3.2 Dynamic Sink Tree Update

A sink node collects data from sensor nodes while it is moving or stopping. As the

sink node moves, the shape of the tree is changed. Some anchor nodes connected

to sink node lost their connection when it moved away. Some new nodes are added

as an anchor node when the sink node is approaching. Now, they can communicate

with the sink node directly. The broken connection to the sink node is detected by

timeout mechanism after failing the interest from the sink node. Then, the node

finds a neighbor node that is connected to the sink tree and makes a parent–child

relationship with that node. The new parent node would be one of the candidate

parent nodes.

When a node that is not an anchor node receives an interest message from a sink

node at first time, the node will be an anchor node. The node broadcasts an interest

message after registering and getting a new branch identifier. When a node that is

not an anchor node receives an interest message that has shorter hops than before,

the node updates routing table and makes a parent–child-relationship with that

node. The sink tree is maintained adequately by a timeout mechanism. Each node

does not broadcast interest message whenever it receives interest message. The

following cases are the time when a node broadcast an interest message.

1. When a node successfully registered to a parent node.

2. When a node receives an interest message after active tree timeout.

3. When there is a change in hops to the sink node.

There are two cases when a node registers to a parent node. One is the case

when a node receives an interest message at first time. The other case is when a

node receives an interest message that has shorter hops compared with the hops of

the previous parent node.

Next, an anchor node broadcasts an interest message to its branch whenever

there is a timeout at the branch. The anchor node does not send an interest message

when the node receives an interest message from the sink node. The sink node

broadcasts an interest message periodically but this message is screened at anchor

nodes. Instead, an anchor node broadcasts an interest message whenever a branch

timer is timeout. The message sent from an anchor node is restricted in that branch.
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So, if a node outside of the branch receives this message, the node updates routing

information but refrains from any other action. When a node registers to a parent

that has better path to the sink, the node sends an interest message to its neighbor.

After receiving this message, neighbor nodes update their parent table and may

start changing their parent node. But in most cases, there is no action in child

nodes when there has been no data transfer from the child nodes.

When a sensor node in a sink tree has a data to send, it sends the data to the

parent node of the sink tree. If a parent node receives a data from a child node, the

node updates the tree usage information. If a parent node does not receive a data

from its child nodes in a period of time, the parent node eliminates such child node

from the sink tree. So, a child node can be included in a sink tree when there is a

data reception from that child even if the length of the child exceeds the maximum

hop counts. Figure 1 shows a formation of a sink tree and also illustrates such an

example.

3.3 Traffic Control of a Sink Tree

Each sensor node sends data generated from its own and transfers data that comes

from child nodes. If data congests more than the available bandwidth of the node,

the waiting delay of the data is increased at that node. This eventually increases the

end-to-end delay of the data from sensor nodes to a sink node. When traffic

concentrates to a certain node, the traffic that comes to this node must be rerouted

to other path. For this, the shape of a sink tree is changed dynamically. For

controlling the traffic of a sink tree, the following traffic distribution scheme can be

employed.

1. A sink node monitors all incoming traffic and controls the entire traffic by

specifying and changing the filter parameters of the interest message.

2. An anchor node monitors all incoming traffic and its own traffic and controls

traffic by specifying control parameters of the branch of the tree.

1 3

4
2

moving

sink

Fig. 1 A formation and a
shape of sink tree while sink
are moving. The maximum
length of the tree is confined
to length 2 and the node 1, 2,
3 are still connected to a sink
tree when there is a data
transaction

104 K. Lee



3. A parent node monitors all incoming traffic and its own traffic and controls

traffic by recommending to its child for changing the parent from it to other

candidate parent node.

For the control of the traffic of each branch, a parameter with the name of

‘‘transition rate’’ is devised. This parameter describes the tendency of a node

transition to a new branch of the sink tree. When a duplicated interest message

received from the other node different from its parent, the node checks the hop

counts of the message. When this value is less than that of the previously regis-

tered parent, the node changes the parent to a new node. When the hop value is

same but has different branch id, the node changed to a new parent with a certain

value of the probability. With this transition rate, the sensor node moves to a new

parent when it receives with same hop counts and different branch identifier. A

sink node specifies this parameter after considering the shape of the tree and the

speed of the sink node. An anchor node can modify this value when there is

congestion at its branch. A parent node can change this value temporarily when

congestion occurs in its node.

4 Simulation Results and Evaluation

For the evaluation of the proposed MSDT (mobile sink dynamic tree) scheme, a

standalone simulation program is used. There are a hundred of nodes in simulation

network. Each node deployed in 2000 m 9 2000 m area with 200 meters apart.

Each sensor node is fixed after deployment and a mobile sink moves around sensor

networks with variable speed between 0 to 100 meters per seconds. In simulation,

data is collected within 5 hops from the sink node. For the evaluation of the

proposed scheme, data arrival rate and end-to-end data transfer delay is collected

and compared.

Figure 2 is the result of data arrival rate of the sink node when it moves around

sensor network. The speed varies from 0 to 100 m/s. When the speed is under the

20 m/s, all data are arrived to the sink node correctly. As the speed increases, the

arrival rate is decreased. When the speed goes over 50 m/s, the arrival rate goes

down under 60%. So, for the stable data gathering operation, the speed of the sink

node should remain under 20 m/s. The arrival rate is a little bit larger when the

transition rate is high, but the difference is so much.

From Fig. 3, we can see the characteristics of the end-to-end delay from sensor

nodes to the sink node. The scope filter is defined as the maximum hop value of 3.

So, only nodes near the sink node send data to the sink. When the sink is not

moving, the end-to-end delay is about 14 ms. As the speed of the sink increases,

the delay also increased, too. But, as the speed of the sink increases more, the

delay is decreased at this time. This is because the arrival rate of the message is

decreased as shown Fig. 2. Only the messages near the sink could arrive well and

the data sent from the long distance from the sink node didn’t arrive and not
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counted. As with the variation of the transition rate, the difference can be shown

only at low speed. When the transition rate is high, the delay is increased a bit at

low speed.

From these results, we can see that themobile sink dynamic tree operates well in a

moderate speed. The arrival rate of the sink node shows good characteristics when

the speed of the sink node is not high. The delay is dependent with the speed of the

sink node. The delay can be minimized when we increase the transition rate of the

branch at low speed, but it shows no difference when the sink moves in high speed.

5 Conclusion

In this paper, we propose a data gathering mechanism for mobile sink in a sensor

network. The sink tree is created and changed dynamically as with the movement

of the sink. By constructing and adapting the sink tree effectively, we can obtain
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some good characteristics in arrival rate of the sensed data collection, end-to-end

delay from sensor nodes to the sink node.

The quality of data traffic is varied as with the moving of sink node. In this

paper, network traffic is controlled by changing transition rate of a node a bit. But

there needs a more elaborate data quality guaranteeing mechanism for the stable

and hi quality operation and management. Other issues like energy efficiency

should be evaluated simultaneously.
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An Enhanced Resource Control Scheme
for Adaptive QoS over Wireless Networks
for Mobile Multimedia Services

Moonsik Kang and Kilhung Lee

Abstract In this paper, an enhanced resource control scheme based on traffic

estimation for adaptive QoS control is proposed with the use of the IEEE 802.11e

wireless LAN standard for wireless access network. The proposed network model

consists of both the core network and a number of wireless access networks

including several mobile hosts. The interface between the core network and the

access network is designed to include a means of provisioning differentiated

service (DS) according to the requirements of a particular flow. Simulation results

demonstrate the effectiveness of the proposed enhanced resource control scheme at

the aspect of the available bandwidth and throughput.

Keywords Resource Control � Adaptive QoS � Traffic estimation � Wireless

access network � Differentiated service (DS)

1 Introduction

With the successful development of the mobile Internet access technology, new

demands for multimedia applications over the Internet including both wired and

wireless parts have been rapidly increasing [1–3]. In order to cope with the traffic
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requirements, several research topics have aimed at providing users for the

required Quality of service (QoS) at different network layers [1, 4]. Here, QoS is

the ability to provide different priority to different applications, users, or data flows

or to guarantee a certain level of performance to a data flow. For this, we consider

the appropriate service model which is required to meet diverse multimedia traffic

requirements, such as efficiency, fairness and scalability.

We propose an enhanced resource control scheme considering traffic estimation

for adaptive QoS in wireless networks, which is a solution for the required QoS

from one end of the network to the other. This may just be a wired connection

between the access point and the router, which lies at the border of the core-IP

network. The core network is followed by a similar access network at the other

end, and finally ends at another wireless user.

It is mentioned that both DS and wireless LAN QoS methodologies try to

provide a better service for specific classes of traffic [5–7], and not for the par-

ticular end-to-end flows [8]. In this sense, our overall framework may be more

specifically considering as a Class of Service (CoS) optimization. Also, we show a

solution to optimize the performance of the network for different classes of traffic

and a plan to introduce dynamic provisioning based on traffic estimation scheme.

The real-time traffic monitoring and estimating is necessary at the ACA

(Admission Control Agent) from which now also provisions individual BR

(Border Router) based on this information [5].

2 Service Model and Access Network

The primary goal of QoS scheme is providing a prioritized service including

dedicated bandwidth, controlled jitter and latency, and improved loss character-

istics. Also, it is important to make sure that providing priority for one or more

flows does not make the other flows fail. The QoS scheme enables us to provide a

better service to certain flows. This is done by either raising the priority of a flow

or limiting the priority of another flow. When using congestion management tools,

we try to raise the priority of a flow by queuing and servicing queues in different

ways. The queue management tool used for congestion avoidance adapts priority

by dropping lower-priority flows before servicing higher-priority flows. Policing

and shaping scheme provide a priority to a flow by limiting the throughput of other

flows. Link efficiency tool limits some large flows that showing a preference for

other smaller flows.

The DS model is an appropriate architecture for implementing a scalable ser-

vice differentiation in the Internet by aggregating traffic classification state [5, 6].

Instead of maintaining state information, the DS applies different PHBs (Per Hop

Behaviors) that are specified by DS Code Point (DSCP) in the ToS (Type of

Service) field of IP header [3]. Because of aggregation function, the core routers in

DS network only maintain minimum state information and yet provide the required

QoS. In DS model, DS domains will negotiate a Service Level Agreement (SLA)
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when they forward traffic to each other. Using the SLA, a traffic profile is taken for

configuring the border routers. As a part of SLA the Traffic Conditioning

Agreement (TCA) is translated into a DS specific conditioning TCS (Traffic

Conditioning Specification). The TCS is defined as a set of parameters specifying

the traffic profile.

The Traffic Conditioning Framework (TCF) includes two parts: traffic classifier

and traffic conditioner. The Traffic classifier is used to select packets from

incoming packet stream according to predefined rules. Two kinds of classifiers are

defined in the DS model. The classifiers may be located at the ingress nodes or at

interior nodes in the DS domain. Generally, the classifier located at the ingress

node is a MF (Multi-field) classifier. The other is a BA (Behavior Aggregate)

classifier located at Interior routers; this classifier is based on DSCP value. The

DSCP is a reformatted ToS field of the IP header, which is used to define the class

of the packet. This class specifies both forwarding treatment (scheduling) and path

selection (routing). Forwarding treatment is a set of rules defining the importance

of a class compared to other classes. These rules characterize the relative amount

of resources, which should be dedicated for a particular class in the scheduler, and

the packet dropping order during congestion. The Traffic conditioner is used to

verify whether the offered traffic is in compliance to the agreed profile (subscribed

information). Two kinds of routers are identified in DS domain, i.e., border routers

and core routers. Border routers exchange packets with other domains and perform

traffic conditioning. Border routers are allowed to keep per-flow information, and

core routers examine the DSCPs of the packets. Thus, mapping them to different

PHBs gives appropriate forwarding treatments to packets.

An RSVP reservation request message contains a flow descriptor. The flow

descriptor is composed of two parts: the flow specification (flowspec) and the filter

specification (filterspec). The flowspec describes the traffic and the desired QoS.

The filterspec specifies the parameters to which the flowspec needs to be applied.

This is done by setting up these parameters in the filter or classifier. The flowspec

carries the flows traffic specification (Tspec) and the requested service specifica-

tion (Rspec). The sender specifies Tspec and the receiver send Rspec.

Providing QoS is a challenging issue in 802.11 networks due to the limitations

of the wireless medium [7]. In the advent of QoS in the IP Core Network, it has

become imperative that the wireless access network also provide the required QoS.

The end-to-end QoS requires not only QoS support mechanism in the core net-

work, but also in the access networks. The 802.11e proposes an Enhanced Dis-

tributed Co-ordination Function (EDCF) for wireless access. EDCF is an extension

of the existing DCF scheme with some of the elements of the MAC parameterized

per Traffic Category (TC), which works to prioritize traffic on the basis of Access

Categories (AC).

Each MAC Frame is tagged with a Traffic Category Identification (TCID). With

a mapping of the TCIDs into the ACs, the 8 TCs map directly to the RSVP protocol

and other protocol priority levels. The AC3 has highest priority and AC0 has lowest

priority. The TCIDs are not strictly in numerical order. This is because the EDCF

mechanism has been designed to be compatible with IEEE 802.1D/Q [7].
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The TCIDs are the same as the User Priority (UP) tag of the 802.1D/Q Header. The

EDCF works based on the TCID values to provide a kind of statistical priority for

Traffic.

3 Proposed Resource Control Scheme for Adaptive QoS

3.1 Network Model and Core Network Architecture

Our proposed network model is shown in Fig. 1, of which model will also support

legacy 802.11 users. The wireless access point should also be 802.11e enabled. It

should be capable of interfacing with the rest of the QoS network. In this regard,

we introduce the concept of Access Router (AR). The AR is an AP, which is

capable of providing all this functionality. So, AR becomes the end point for PHB

communication as also the Service Level Specification (SLS) [3].

In this paper, the AR establishes the requirements based on traffic estimation

comparing with the current observed traffic load, and then accordingly asks for

service from the network. Thus, the AR must also do some form of traffic mon-

itoring. Another important function of the AR is the marking of packets so that the

core DS network may easily recognize it. This is important for the translation of

information between the two networks. This is the issue of integrating the 802.11e

with the DS framework [7]. The AR and boundary entity of the DS core are the

critical elements of this integration. The AR uses the User Priority Tag to mark

packets of different type. The integration consists of a translation between these

UP tags and the DSCP. The basic thing that needs to be achieved by the inter-

networking is actually to translate the 802.11e parameters to DS parameters. The

four classes of traffic then map to different TCIDs within the 802.11e framework.

Fig. 1 The proposed resource control network model for adaptive QoS
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Thus a direct mapping of the DSCP field to the TCID field, and vice versa can be

formulated. This gives a simple mechanism for translation.

The boundary entity is co-located at the ingress router to the DS network and is

now called a Border Router (BR) as in Fig. 1. The BR has a number of functions

and is under the control of the resource control agent (RCA). It maintains the

interface with the AR. It is in charge of receiving packets from the AR and

marking them with an appropriate DS code point (DSCP). This is not necessarily a

direct translation of the UP tag. This is because if incoming traffic is in excess of

what is expected; it will be marked simply as BE traffic. In this way the BR

performs admission control for incoming traffic.

The RCA can also instruct the BR to drop packets from certain users, or of a

certain flow. The BR forwards all incoming traffic information to the RCA. It must

provide policing to account for falsification. This can be done by any standard

means such as token bucket/leaky bucket policing. The BR may also take part in

control layer signaling with other DS routers as well as the RCA. This signaling is

to react to emergencies, congestion as well as provisioning. In general, the BR

does not perform this role. The BR in fact, can forward RSVP messages to the

RCA, who ultimately decides whether or not to grant a certain request. The

managing entity is called as the RCA. The RCA is the central management entity.

It is in charge of traffic monitoring, dynamically provisioning the DS network

based on current load and Time of Day, as well as indirectly controlling the

admission control of the BR. This is the end point for RSVP communication. Thus,

it is the element in the network, with which users communicate. It may be sup-

ported by a database to store SLA information, as well as traffic pattern and

monitoring information.

The DS routers within the network are now called core routers. The typical DS

core network consists of a number of BRs, a RCA, and a number of CRs (Core

Routers). The DS network has a BR at each and every ingress/egress point to the

network. For simplicity, at present we restrict our model to two BRs at either end

of the DS core. The BR has a number of functions under the control of the RCA.

It maintains the interface with the AR. It is in charge of receiving packets from the

WAR and marking them with an appropriate DSCP.

In this way the BR performs admission control for the incoming traffic. The

RCA can also instruct the BR to drop packets from certain users, or of a certain

flow. The BR also forwards all incoming traffic information to the RCA. It must

also provide policing to account for falsification. This can be done by any standard

means such as token bucket. The BR may also take part in control layer signaling

with other DS routers as well as the RCA. This signaling is to define emergency

conditions, congestion as well as provisioning. The BR can forward RSVP

messages to the RCA, who ultimately decides whether or not to grant a certain

request. The RCA is the central management entity, which is in charge of traffic

monitoring, dynamically provisioning the DS network based on current load and

Time of Day, as well as indirectly controlling the admission control of the BR.

This is the end point for RSVP communication. Thus, it is the element in the
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network, with which users communicate. It may be supported by a database to

store SLA information, as well as traffic pattern and monitoring information.

3.2 Bandwidth Allocation Scheme Based on Traffic Estimation

In our architecture, the ingress traffic is continuously monitored and estimated. The

infrastructure continuously collects data about the traffic. Over time this collection

of data, helps to characterize the behavior of the traffic. For example it tells us

what kind of traffic dominates at a particular time of day. As an example, we may

find that in the morning there is a large amount of data traffic, whereas late in the

evening and at night voice traffic tends to predominate. This enables us to compile

data about traffic patterns over time. We can then begin to define the required

parameters in the core of the network to support this variation of traffic over time.

As shown in Fig. 2, the basic concept within a Core DS router is that of four

priority queues-One for Expedited Forwarding (EF), two queues for Assured

Forwarding (AF4x, AF2x), and the fourth for Best effort (BE) traffic. As can be

seen from the figure different weights (or precedence/priority) for weighting

algorithms such as Priority Queuing (PQ) govern each of these queues. It can be

seen from the figure that the EF queue, the highest priority one, passes through a

single weighing stage, that of the PQ. While AF and BE traffic pass through two

levels of weighing stage of PQ. Thus, the EF queue has highest precedence and the

least number of weighing stages. As shown in the Fig. 2, the network service maps

to different Traffic Classes (TC). Thus, the real time voice traffic is for TC1, which

is implemented using EF and so on.

Fig. 2 Bandwidth allocation scheme and traffic classifier
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The traffic matrix is specified based on traffic patterns according to traffic

estimation as shown in Fig. 3. The values within such a pattern matrix are con-

sidered to be typical or normal values. The normal values are of course, within a

predefined threshold. This is a so called normal state of affairs. In the normal state,

we can safely provision the network according to our pre-specified matrix. Con-

tinuous monitoring of the incoming traffic enables us to recognize whether at any

given time the incoming traffic is within the bounds of the expected traffic. In the

presence of sudden changes, the network as an abnormal state notes such a change.

In an abnormal state, the network reacts by further changing the weight in

discordance with the matrix above. Thus, we can account for such sudden varia-

tions. As soon as the network returns to a normal state, we also bring back

parameters to the recommended values. This brings us to another interesting

implication. Since we are monitoring the network condition continuously it gives

us the opportunity to in fact record variations in traffic pattern over longer periods

of time. Thus, the weights within the matrix can be defined and re-defined over

time as a continuously varying function. Though, this is an additional overhead,

the advantages gained from this optimization make up for the initial overhead

incurred.

4 Performance Evaluation

In order to evaluate the performance of proposed scheme, several QoS parameters

are considered as the followings. First, the delay parameter may refer to either

propagation delay or round-trip delay. Propagation delay refers to a short but finite

Fig. 3 Resource control and optimization according to traffic matrix (estimation)
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delay for a signal to travel from one end of a transmission medium to the other.

Round-trip delay refers to the delay between the first bit of a block being trans-

mitted by the sender and the last bit of its associated ACK being received. Second,

the packet loss parameter refers to the ratio between the number of lost packets

from source to destination domains and the amount of packets submitted by the

application in the source domain. This may be due to either buffer overflow or, in

the case of real-time applications, to the end-to-end delay incurred longer than the

specified maximum delay requirements.

Finally, throughput can be defined as the bit rate coming out of the last hop of

the service scope in the destination domain. This parameter may or may not be

considered as an independent parameter, because depending on the definition of

the traffic profile it can be calculated as a function of both the transmission rate and

the packet loss. The state of the network is determined by the rate at which

messages arrive and depart from various queues as well as the set of messages

waiting for service. Hence, the state of the network is the collection of all indi-

vidual nodes and link states. Network traffic consists of messages in the network

and can generally not be abstracted by a generic representation. Messages must be

represented explicitly as they determine the behavior of nodes and links at a

particular point in time. In order to analyze the performance of the proposed

scheme, we consider the efficiency measured by the average bandwidth. Here, the

autoregressive (AR) model is used for the traffic estimation. Thus the traffic arrival

process is selected as Poisson model with mean throughput of 89 Mb/s for the

simulation network model as shown in Fig. 1.

Figure 4 shows the average access bandwidth (BW) according to each traffic

class. These results show that the BW allocation performance of TC1 (EF traffic) is

much improved compared with TC2, TC3, and TC4. This performance resulted

from the adaptive resource control scheme considering the flow condition based on

the traffic estimation for the high priority packets. In the simulation work, the

Fig. 4 Average BW for each traffic class according to simulation time
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estimation-based resource control adaptive QoS queuing (ARC_PQ) and Fair

queuing (FQ) functions are implemented respectively between AR and the core

routers (CR) in the core network. The end-to-end access throughput with ARC_PQ

and FQ is shown in Fig. 5. This figure shows more than four times difference of

end-to-end performance for the TC1 (EF) traffic between ARC_PQ and FQ. When

the simulation time is very short and the traffic density is heightened, ARC_PQ

performance is much greater than FQ performance.

5 Conclusion

In this paper, the traffic estimation-based resource control model is introduced for

the multimedia traffic transmission with the use of the wireless access network.

This scheme can provide end-to-end QoS guarantees between mobile users over

wireless networks. It classifies all the traffics into different types and then

accordingly treats them differently as performed in DS model.

The proposed scheme is analyzed for the multimedia traffic patterns in

wireless network model. It is also a scalable solution in the core network since

the low-overhead performance nature of behavior aggregation transmission. The

performance of the proposed scheme was evaluated from the aspect of access

throughput. Simulation results show that the proposed resource control scheme

has the better performance of the low delay. For further study, we will devote

time to the research of more efficient QoS control schemes to cooperate with

wireless sensor and ad-hoc networks including the extension of the service

coverage area.

Fig. 5 The end-to-end average throughput
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An Analysis of Critical Success Factor
of IT based Business Collaboration
Network Implementation

Hangbae Chang, Hyukjun Kwon and Jaehwan Lim

Abstract In the diversifying competitive environment, enterprises have cooper-

ated with others in various ways. In the competitive environment where increase in

uncertainty of demand and supply, market globalization, diminish in Product Life

Cycle (PLC), and rapid changes in technologies and business process take place,

the enterprises are able to guarantee their own competitive advantage by collab-

orating with other enterprises. Under this situation, many enterprises have realized

an importance of collaboration with others and changed a traditional transaction

relationship into a collaborative relationship. Hence, we would like to analyze a

Critical Success Factor (CSF) of IT business collaboration and performance

evaluation to develop a method to facilitate IT business collaboration.

Keywords Information technology � IT business collaboration � Inter-organiza-
tional system � Critical success factor (CSF)

H. Chang (&) � J. Lim
Department of Business Administration, Daejin University,
Hogukro 1007, Pocheon-Si, Gyeonggi-Do, Korea
e-mail: hbchang@daejin.ac.kr

J. Lim
e-mail: lim0410@daejin.ac.kr

H. Kwon
Yonsei University, New Millenium Hall, 262 Seongsanno,
Seodaemun-Gu, Seoul 120-749, Korea
e-mail: gloryever@gmail.com

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_12,

� Springer Science+Business Media B.V. 2012

119



1 Introduction

In the diversifying competitive environment, enterprises have cooperated with

others in various ways. In the competitive environment where increase in uncer-

tainty of demand and supply, market globalization, diminish in Product Life Cycle

(PLC), and rapid changes in technologies and business process take place, the

enterprises are able to guarantee their own competitive advantage by collaborating

with other enterprises. Under this situation, many enterprises have realized an

importance of collaboration with others and changed a traditional transaction

relationship into a collaborative relationship.

The enterprises have implemented an information system for the collaboration

and the information system connects business process among enterprises for

sharing information. Such business collaboration based on IT is expressed in

various ways such as ‘‘Information Partnership, Electronic Partnership, and

Electronic Integration’’. The meaning of business collaboration is located between

‘‘Market Relationship and Rank Relationship’’ and constructing a governance

structure [1].

Meanwhile, as a result of investigation, 37.9% of Korean enterprises, which

participated in survey, answered that they cooperate with others, and 26.5% of the

enterprises utilize IT for business collaboration. As this survey results indicate, the

IT collaboration level is low. It is necessary to investigate the cause of low level of

IT business collaboration and a way to facilitate IT business collaboration. Hence,

we would like to analyze a Critical Success Factor (CSF) of IT business collab-

oration and performance evaluation.

2 Preliminary Study

2.1 Inter-Organizational IT Business Collaboration and Informa-

tion System

IT business collaboration means that one or more than one constituent(s) of supply

chain cooperate for a creation of competitive advantage through collaborative

information sharing, decision making, and profit sharing [2]. This is also related to

business process regarding decision making of collaboration and this concept

includes joint ownership of collaborative decision and corporate responsibility of

results. This is differentiated with ‘Market Relationship’, because collaboration

means a cultivation of a prolonged and stable relationship, denying a temporary

relationship. In addition, it does not need a direct control, so it is distinguished

with a ‘Rank Relationship’. Specifically IT business collaboration includes col-

laborative a product development, supply forecasting, production planning, cir-

culation and inventory management. The collaboration level is defined as a degree

of collaboration of collaborative critical activities [3].
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An inter-organizational information system (IT business collaboration system)

means the automated information system among more than two enterprises for

information sharing. Some of the examples of IT business collaboration system are

common application, database, and communication network [4]. It also supports

inter-organization IT business collaboration by exchanging structured/unstructured

database via network. The inter-organization IT business collaboration system

facilitates cooperation among enterprises and manages an inter-organizational

conflict by electronic integration [5]. Consequently this function supports an

expansion of business range and restructure of business process.

2.2 CSF of Inter-Organizational IT Business Collaboration

and Information System

The CSF for an implementation of the inter-organizational IT collaboration system

consist of External Environment, Organizational Readiness, Innovation Charac-

teristics, Perceived Benefits, Transaction Characteristics, Resource Dependence,

Network Externality, and Culture/Intuitional Forces. Table 1 shows CSF for

implementing inter-organizational IT collaboration system [6].

3 CSF of Inter-Organizational IT Business Collaboration

and Performance Evaluation of Utilization Level

3.1 Research Design for CSF of Inter-Organizational IT Business

Collaboration and Information System

The research subjects are the enterprises, which have participated in ‘Network

Construction Project for Inter-organizational Collaboration, Collaborative Net-

work Construction Project for Inter-organizational Collaboration based on IT,

‘Large and Medium Enterprise IT Innovation Project’. Totally 77 enterprises (13

managing enterprises, 64 participating enterprises) participated in this survey, and

they are from 11 different types of business (home appliance: 1, display: 6, trade:

3, textile: 1, car: 9, electricity: 23, heavy electric machine: 3, steel: 7, and aerial: 11).

Table 1 Priority of information through IT collaboration system

Priority type of
participation

1st 2nd 3rd

Managing enterprise Delivery information Production planning
information

Resource/inventory
information

Participating
enterprise

Production planning
information

Delivery information Resource/inventory
information
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3.2 Analysis of CSF of Inter-Organizational IT Business

Collaboration

We have conducted an empirical study on External Environment, Organiza-

tional Readiness, Innovation Characteristics, Perceived Benefits, Transaction

Characteristics, Resource Dependence, Network Externality, and Culture/Intu-

itional Forces for an analysis of CSF of inter-organizational IT business

collaboration.

The study results show that the majority of enterprises have realized a necessity

of implementing IT collaboration system and they seem to have sympathy of IT

collaboration system which is scheduled to be implemented. But there are still

some enterprises, which possess low sympathy, so it is necessary to analyze a

relationship between performance of the IT business collaboration project and

sympathy. Furthermore, the business processes related to IT were structured at a

certain level, but some enterprises’ business processes are still needed to be

structured. And majority of the CEOs have high interests in IT. Especially CEOs

of participating Small and Medium sized Business (SMBs) have higher interests in

IT than CEOs of ordinary SMBs. Based on characteristics of SMB, an ability to

manage and control business of CEOs of participating SMBs have shown a similar

condition with an interest in IT (Fig. 1).

The managing enterprises primarily consist of large enterprise, and as a result of

research, they have an appropriate level of IT special work force. But only 21% of

participating enterprises have IT special work force or a concurrent officer. Hence

the level of IT work force turned out to be CSF of IT business collaboration (Fig. 2).

Based on research, the most of the enterprises, which have participated in the

projects, have their own IT system, and some of them have an inter-organizational IT

system. According to above fact, IT infrastructure is constructed above the average.

As shown in the Table 1, managing enterprise pose the first priority to delivery

information. On the other side, participating enterprise mainly pose the first pri-

ority to information regarding production planning (Fig. 3).

Fig. 1 Status of IT work
force
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The information, which became possible to share for managing enterprise, is

mainly focused on information about delivery of product, and participating

enterprises share information regarding delivery and production planning actively.

This tendency is coincident with a priority of IT business collaborating informa-

tion (Fig. 4).

The information of the certain product, which is shared through the constructed

IT system, is primarily related to a critical product of respective enterprise, and in

case of participating enterprises, some of them share information of non-critical

product (Table 2).

The frequency of transaction shows a similar pattern with the ratio of products

manufactured through IT business collaboration system. And the mutual reliability

among managing enterprises and participating enterprises was quite high. This

tendency attributes to the realization that the risk of information leakage amongst

Fig. 2 Status of IT system construction

Fig. 3 Range of shared information through IT collaboration system
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enterprises might be low. In addition many enterprises believe that the possibility

of information leakage during IT business collaboration.

4 Conclusion

‘Collaborative Network Construction Project for Inter-organizational Collabora-

tion based on IT’ has improved a collaborative process and an information inte-

gration of entire supply chain by applying IT to Korean industry and it has caused

Fig. 4 Range of product manufacture with information sharing through IT collaboration system

Table 2 Analysis of CSF of inter-organizational IT business collaboration

(Unit: number of enterprises)

Area Item Very
high

High Average Low Very
low

s œ s œ s œ s œ s œ

Frequency of transaction � 5 9 7 27 1 24 0 1 0 3

Reliability ` 0 7 12 39 1 13 0 3 0 2

Risk of abuse/miss-use of shared information ´ 0 0 1 3 2 15 10 37 0 9

ˆ 0 0 1 5 2 10 7 32 3 17

s Managing enterprise,œParticipating enterprise
� Frequency of Production through IT Business Collaboration, ` Mutual Reliability, ´ Risk
Level of Information Miss-use during IT Business Collaboration, ˆ Possibility of Information
Leakage during IT Business Collaboration
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an improvement of productivity, mutual growth and innovation of enterprises

(large and small and medium). In this study, we have conducted an empirical study

on CSF of inter-organization IT business collaboration.

As a result of analysis, as a readiness of inter-organization IT business col-

laboration is high, a performance level is high. Especially, IT sophistication, which

includes a level of IT work force and a level of IT system, turned out to be closely

related to IT business collaboration performance.

In the future, the analysis of co-relation between IT readiness and IT business

collaboration performance and characteristic of collaboration and IT business

collaboration performance should be conducted based on a descriptive statistics.

Furthermore that analysis results should be utilized as a basic material for con-

structing a strategy for IT utilization project.
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Study of Generating Animated Character
Using the Face Pattern Recognition

Seongsoo Cho, Bhanu Shrestha, Bonghwa Hong

and Hwa-Young Jeong

Abstract The similar character of input video image can be generated by com-

bining each components points after extracting the position of each component

points using the ratio of face. By selecting the face area, in case of the upper half

image, the neck and stained hair become change and accuracy of recognition of

selected area becomes low, so in order to compensate the area of inaccuracy, we

can find the shape of face, eyes and mouth applying the golden ratio and the

character is reflected in the results. Using color informations of the image of the

face, the TSL color can be analysed and shown the face recognition ratio of 1.7%.

The components in each five input images (left and right eyes, eyebrows and

mouth) by selecting the test results showed the performance of 88.3%. By ana-

lyzing the characteristics of the elements found in those features automatically

generate the appropriate characters, and the rabbit character can be automatically

generated from the animation story of ‘Rabbit and Tortoise’ made by flash tool.

S. Cho (&) � B. Shrestha
Department of Electronic Engineering, Kwangwoon University,
26 Kwangwoon–gil Nowon-gu, Seoul, 139-701, Korea
e-mail: css@kw.ac.kr

B. Shrestha
e-mail: bnu@kw.ac.kr

B. Hong
Department of Information Communication, Kyunghee Cyber University,
Dongdaemun-gu, Seoul, 130-701, Korea
e-mail: bhhong@khcu.ac.kr

H.-Y. Jeong
Department of General Education, Kyunghee University,
1 Hoegi-dong Dongdaemun-gu, Seoul, 130-701, Korea
e-mail: hyjeong@khu.ac.kr

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_13,

� Springer Science+Business Media B.V. 2012

127



Using the TSL color model, the face shape and the eyes, eyebrow, nose, mouth,

and ears are visualised in a 2D. In the digital cultural content, the character is

automatically generated by video input image and oneself can be staged as a hero

in the animation which is the development of a new digital cultural contents.

Keywords Face patter recognition � Pattern recognition � Character animation �
Auto-character generation

1 Introduction

With the fast development of IT technology and wide use of computers and fast-

speed network, many things that have been done in the real world are now

performed in the cyber space generated by IT technology [1, 2]. Increased

capability, capacity and speed in processing information by computers, improved

Tx/Rx of digital information of IT devices, lively exchange of information over

international information network like Internet, and integration and multi-func-

tionalization of various types of media accelerate globalization in political and

economic terms. In the socio-cultural aspects, they provide the possibility of

changing into totally new concepts, such as open society, lifelong study society

and global culture. People are surrounded by CCTVs, traffic cameras, phone

cameras and web cameras, and tens of thousands of video clips are made every

day. Digital contents enable One Source Multi Use (OSMU) in which incidental

revenues are made in various forms with a single item. In short, a single content

is delivered through various forms of media. Recently, a material produces

various contents with various media such as comics, novel, movie and game.

Study on human face on computer extends its scope of application from

extraction of human face or features of human face and recognition of expres-

sion via analysis of general image or video image to various fields such as

teleconference and human–computer interaction.

The technology of extraction and tracing of a face is one of the technologies

being studied for many application systems, such as locomobile robot, moni-

toring system and human–computer interface. So far, it is a challenging task to

extract and trace facial features in real time. With the development of image

processing technique thanks to increasing performance of computer, this tech-

nology is one of the subjects being investigated most actively [3]. Active

Contour Model (ACM) and the data from Edge are used to as the base tech-

nology to extract facial area and features. In extracting facial area, the change of

facial area is used as the external energy for ACM, reducing the effect of

deterioration of lighting and picture quality of low-resolution pictures [4]. Since

this technique requires manual definition of start and end of change of facial

expression, however, it requires long production time and it is difficult to

generate an animation with realistic facial expression.

128 S. Cho et al.



2 Related Studies

2.1 RGB Color Model

Many color models have been developed for image processing, and various

models are under development. All these models require conversion of Red,

Green, Blue (RGB) color mode in order that they should be used for special

purposes. It means that additional operations are required to those for image

processing, and as a result, the amount of real time operation required for each

frame grows exponentially. Therefore, this study aimed at reducing the amount

of operation by restricting use of other color models but using the RGB model

only. In this study, color data were identified with the ratio of RGB. To reduce

the search area, facial tones were defined based on the RGB model. Because the

skin color in a picture typically depends on the lighting, skin colors were defined

with the color ratio of RGB. The following formula (1, 2) is used to define the

area of skin colors.

Rði;jÞ þ l[UCCMax Gði;jÞ;Bði;jÞ
� �

ð1Þ

Rði;jÞ [UCCMax Gði;jÞ;Bði;jÞ
� �� �

Rði;jÞ [m
� � ð2Þ

In the above formula, R, G and B represent Red, Green and Blue in the pixel

(i, j), respectively, and i, j, m are constants. Normally, skin color has more red than

others. Therefore, in this study, red was detected to reduce the search area first.

2.2 Blocking process

The blocking process evaluates the block (normally, square) area in an image, and

realign the data. Because the process reflects the data of a specified area,

it removes small images (noise). It rounds the border line of an image, and fills up

small blanks between pixels [5–7]. Formula (3) describes the blocking process.

Xiþs

k¼i�s

Xjþs

k¼j�s

X
i; jð Þ[ a ð3Þ

In Formula (3), (i, j) is the (i, j)th pixel, and s is the block size and a is a

constant. By adjusting a, the level of blocking is changed. The bigger the value,

the amount of loss of the image grows. Figure 1a illustrates the result of blocking.

In Fig. 1b, small noises are all removed, and the blank caused due to eyes and

eyebrows are filled up. The face is not in a lump. Using this face, labeling can be

performed.
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2.3 Face golden ratio

Facial areas are found in the above process, but you cannot be sure if all of them

are faces. Especially for a bust shot, the distorted image of neck and dyed hair

lowers the accuracy of recognition. Therefore, in order to supplement the inac-

curate area, the golden ratio is used. When a line segment is split into two by a

point, the ratio between the two parts which makes the square of the length of one

part to be equivalent to the length of the other part multiplied by the entire length

of the line segment is called a Golden Ratio, which is about 1:1.61803.

In the above example in Fig. 2, in the triangle DABC, assume that AB = 2BC.

On AC, take the point of CD which is equivalent to BC. Then, on AB, take the

point AP which is equivalent to AD. The point P is the golden ratio point of AB.

The golden ratio was first found by ancient Greeks, and was named as it provides

the most well-balanced ratio. Human face also is considered to be most beautiful

when it is at the golden ratio. This golden ratio is applied to paintings and comics

[8]. The golden ratio is expressed in Formula (4).

ðAPÞ2 ¼ BP� AB ð4Þ

2.4 Extraction of human face

A new color space was created to guarantee accurate extraction results without any

additional operation and regardless of input data. The most widely-used CbCr, HS

Fig. 1 Results of blocking
a Extraction of skin color
region b Method of
eliminating a small image
(noise) using blocking

Fig. 2 Example of sampling
of golden ratio
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and TS were broken down to Cb, Cr, H, S, T and tS (Note: ‘tS’ was used in order

to distinguish this component from ‘S’ of the HIS color model.), and then, these

components were combined to make a new color space. Formula (5) is an equation

of a line that passes two points (Max. and Min. of H and T). After converting each

pixel of the input image into the H-T color space, in order to extract the skin color

only from the input image, the distance between the straight line in Formula (5)

and the input image was measured with Formulas (5) and (6).

F hð Þ ¼ Tmin � Imax

Hmin � Hmin

h� Hminð Þ þ TmaxðHmin � h�HmaxÞ
ð5Þ

d x; yð Þ ¼ jf xð Þ� c x; yð Þj ð6Þ

As expressed in the above formulas, the distance between the straight line and

the pixel of the input image was measured, and the pixel was considered as the

skin area if the value is smaller than the critical value.

3 Result of Experiment

3.1 Result of the Study

The images used in this experiment were randomly selected from Internet. It is

difficult to distinguish sex of the characters on the photos with the image pro-

cessing only. Therefore, sex distinction was entered manually, and the images of

the characters were selected accordingly.

Because the boundary of components of an input image is not determinedwith one

or two pixels only, it is impossible to separate the face area or component in the input

image by pixel. Therefore, by maintaining the original video of extracted area, the

experiment is evaluated that the existence of desired position of component char-

acters can be extracted. Because there is a restriction that the face area should be

located in the center of the input image, out of 60 input images, face recognition

through analysis of TSL color was successful for 55 images and failed for 5 images,

resulting in the success ratio of 91.7%. For the test of 5 components (left/right eyes,

left/right eyebrows and amouth), recognitionwas successful for 53 images and failed

for 7 images, resulting in the success ratio of 88.3%. The result is 10% increase in

face area extraction when comparedwith the ACM-basedmethod, and 3.4% increase

in face component extraction when compared with Kenny Edge-based method.

3.2 Results of Automatic Character Creation

When compared with live films, various characters with clearer and more exag-

gerated looks and characteristics appear in animated films. Because characters
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have distinctive roles and personalities, animated files are appropriate for

collecting character images of variety of personality. Especially in case of 2D

animation, because most characters are expressed with clear lines and simple

shapes, unnecessary face components are eliminated. With the processes above

mentioned, it was possible to find the face area, and the relative position and size

of eyes and mouth in a face area. By analyzing characteristics of the detected

components, a character that meets the characteristics was automatically created.

A rabbit character from the animation ‘‘the Rabbit and the Tortoise’’ made with

Flash was created. Figure 3 shows the result of detection of the components of an

input image, and the character created. This character was created with the image

that has similar components.

In the character created in Fig. 3, the distances between the feature vectors used

to represent a face must be combined as well as other geometric features captured

from the animation ‘‘the Rabbit and the Tortoise’’. The feature vectors acquired

from the test images and the images in the database are used to recognize a face.

The measurement of similarity between the vectors of the shortest distance is used

to determine the uniqueness of the face. Based on the conversion of a real time

input image to a character, it is possible to create a new character-composed

animation and to extract the face recognition information. Overall key frame

animation flow can be acquired by substituting animation frames between each

other, rather than using a single image.

4 Conclusion

The 3 min and 25 s 2D Flash animation featuring ‘Rabbit and Tortoise’ was made

with main key frames where input image is converted into the Rabbit character.

Users input face images to create the desired character of the animation. This

technology can be used as the basic module in a wide range from Internet-based

technology, e-book to 3D simulation games. The proposed technology will

enhance the existing 2D effect to the 3D effect, providing more realistic and

effective animation effect. The current technology cannot automatically create or

create movement of objects, but under certain rules, it may give movement of

Fig. 3 The components
points recognized character
generation results of the
original image. a Input image
b Generation of character by
detecting the main points
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certain form with certain level of change. The resulted character may be used on

Internet and in personal devices. It is expected that more diverse characters are

implemented if feather analysis is performed in various ways and more original

character images are added. One of the subjects of the future studies is to enable

users to make 3D animations by modeling images as the like. For this purpose, it is

required to develop the 3D animation encoding technology to enhance the memory

and transmission time and the processing speed. Sound function must be devel-

oped to support the multimedia function.
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Enhancing Performance of Mobile Node
Authentication with Practical Security

Kyusuk Han and Taeshik Shon

1 Introduction

In this paper, we enhance our untraceable mobile sensor node protocol [1] that

reduce computation overhead, and also satisfies practical security strength.

1.1 Untraceable Mobile Node Authentication

In this section, we briefly describe procedures of [1] as in Fig. 1. There are a base

station BS, a sink S1, a neighbor sink S2, and a mobile node N in the network. We

define the neighbor sink as the sink that is in the 1 hop communication range.

S1 periodically broadcasts HELLO in Phase 0.When S2 receives HELLO, S2 initiates

the neighbor relationship if S1 is a newly discovered sink. After the pairwise key

between S1 and S2 has been exchanged in Phase 1, S1 and S2 exchange the authen-

tication key that is used to verify the authenticated user in Phase 2. Phase 1 and Phase

2 are only required during establishing the static sensor network. We let the estab-

lishing the static sensor network follows the any previous protocol such as [2].

When N firstly joins the network, N may be connected to S1 in the network as in

Fig. 1. After receiving HELLO of S1, N initiates the initial authentication with S1
in Phase 3. After N is authenticated S1, N only needs the re-authentication in Phase
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4 when N continuously moves and request the authentication again. The authen-

tication process in Phase 3 is only necessary when the re-authentication fails due to

the certain case that the neighbor sink is not available.

1.2 Authentication Ticket

In previous work, we defined ‘Authentication Ticket’ that is used for the node

re-authentication. When a node requests authentication to a sink, the sink generates

the authentication ticket and sends it to the node. The authentication key that is given

to neighbor sinks can verify the authentication ticket. Using the authentication

ticket, the node movement is untraceable. Verification of the authentication ticket is

available to neighbor sinks of the sink that issued the ticket. We adopted the idea of

‘cluster key’ in [3] that shared to neighbor sinks. The main difference is that the

cluster key in [3] is used for broadcast communication in the cluster, while the key in

our protocol is used for verifying the authentication ticket. Thus, we rename the key

as ‘authentication key’ due to the different use in the protocol.

2 Previous Protocol

Previous protocol consists of five phases as follows: Phase 0 The common

neighbor discovery, Phase 1 Neighbor sink relationship set up, Phase 2 Neighbor

group authentication key share, Phase 3 Initial node authentication, and Phase 4

Node re-authentication.

The notations used in the protocol are defined in Table 1. Key IKN is the

integrity key derived from KN, where IKN ¼ KDF KNð Þ: KDF is a one-way key

derivation function. We can also use a hash function for KDF.

Fig. 1 Protocol overview: in receiving HELLO of Sink 2 (S2), a Sink 1 (S1) mutually
authenticate Sink 2 (Phase 1), and share the authentication key (Phase 2). b Node is initially
authenticated by Sink 1 (Phase 3), and requests re-authentication to Sink 2
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2.1 Phase 0: Neighbor Discovery

A sink S1 periodically generates a random nonce R0. S1 also generates u0 ¼
EKS1

R0jjTS0f g and v0 ¼ MACIKS1
S1jjHELLOjju0ð Þ; where TS0 is time stamp.

u0 and v0 are included in the HELLO message. Then S1 broadcasts u0 and v0 as

follows:

S1 ! Broadcast : S1jjHELLOjju0jjv0
Phase 0 is the periodical common procedure. When a sink receives HELLO, the

sink initiates Phase 1 or Phase 2. When a node receives HELLO, the node initiates

Phase 3 or Phase 4.

2.2 Phase 1: Neighbor Sink Relationship Set Up

Assume another sink S2 receives HELLO message. S2 checks the sender of

HELLO whether S1 is known or not. If S2 already knows S1, S2 discards the

message. Otherwise, S2 requests the setting up the neighbor relationship as

follows:

P-1.a. S2 randomly selects R1 and generates u1 ¼ EKS2
R1jju0f g; and

v1 ¼ MACIKS2
S2jjBSjjS1jju1jjv0ð Þ.

S2 ! BS : S2jjBSjjS1jju1jjv1jjv0

Table 1 Notations

Term Description

BS Base station

h{m} Hash arbitrary message m

TS Time stamp

IKN IK derived from KN

IKS IK derived from KS

SIK IK derived from SK

AIKS IK derived from AKS

NIK IK derived from NK

Et{m} Encrypt arbitrary message m using t

MACt(m) Message authentication code using t

KN Pre-shared key between N and BS

KS Pre-shared key between S and BS

SK Shared session key between sinks

AKS Group authentication key of sink

NK Shared session key between S and N

IK Integrity key
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P-1.b. After verifying v1, BS decrypts u1 and retrieves R1 and u0. Then, BS

verifies v0 and decrypts u0. Finally, BS retrieves R0 and TS0. BS generates and

sends u4, v4, and v3 to S2 where, u3 ¼ EKS1
R1jjh TS0ð Þf g; v3 ¼ MACIKS1

BSjjS1jju3ð Þ; u4 ¼ EK2
R1jju3f g and v4 ¼ MACIK2

BSjjS2jjR1jju4jjv3ð Þ:

BS ! S2 : BSjjS2jjS1jju4jjv4jjv3

2.3 Phase 2: Neighbor Group Authentication Key Share

Phase 2 can be operated solely or after Phase 1 is completed. In Phase 2, S1
initiates following procedures.

P-2.a. S1 randomly selects two nonce ASEEDS1 and R1. Then S1 generates

u1 ¼ EKS1S2
ASEEDS1 jjR1f g and v1 ¼ MACIKS1S2

S1jjS2jju1ð Þ

n ffSg f1ggntoffSg f2gg : ffSg f1ggjjffSg f2ggjjffug f1ggjjffvg f1ggn½ �:

2.4 Phase 3: Initial Node Authentication

When N receives HELLO that S1 broadcasts in Phase 0 and is not yet authenticated

by any sink, N proceeds followings.

P-3.a. N randomly selects R1 and generates u1 ¼ EKN
R1jju0jjv0f g and

v1 ¼ MACIKN
N1jjS1jju1ð Þ:

N ! S1 : NjjS1jju1jjv1

P-3.b. S1 generates v2 ¼ MACIKS1
S1jjBSjjNjju1jjv1ð Þ:

S1 ! BS : S1jjBSjjNjju1jjv1jjv2

2.5 Phase 4: Node Re-authentication

When N receives HELLO that S2 broadcasts in Phase 0 and is previously

authenticated by a sink, N proceeds followings.

P-4.a. N generates v1 ¼ MACNIKN
NjjS2jjtjjwjjv0ð Þ:

N ! S2 : NjjS2jjtjjwjjv1

P-4.b. S2 verifies w and decrypts t. S2 retrieves R1, NKN and TS. Using NKN, S2
verifies v1. Then S2 generates NK 0 ¼ KDFðR1jjR0Þ, also generates t0 ¼ EAKS2
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R1jjNK 0
N

� �

and w
0 ¼ MACAIKS2

Njjt0
� �

: S2 generates v2 ¼ h NK 0
N jjR0

� �

and

u3 ¼ ENKN
R0jjv2jjt

0 jjw0� �

; v3 ¼ MACNIKN
S2jjNjju3ð Þ:

S2 ! N : S2jjNjju3jjv3

3 Analysis

In revised protocol, sink doesnot broadcast encrypted random nonce. Such

reduction could weaken theoretical security strength of proposed protocol, yet still

secure in practical environments. Also, proposed protocol reduced additional

computation and communication overheads by reducing R0.

4 Conclusion

In this article we proposed a modified model of [1] for improvement of efficiency.

Although such reduction may need more clear security analysis, proposed protocol

still support practical security strength.
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A Study on Turbo Coded OFDM System
with SLM for PAPR Reduction

Mashhur Sattorov, Sang-Soo Yeo and Heau-Jo Kang

Abstract Orthogonal frequency division multiplexing (OFDM) technique is a

promising technique to offer high data rate and reliable communications over

fading channels. The main implementation disadvantage of OFDM is the possi-

bility of high peak to average power ratio (PAPR). This paper presents a novel

technique to reduce the PAPR using turbo coding and selective mapping (SLM).

We show that the probability of the PAPR of OFDM signal with 512 subcarriers in

a 16-QAM channel can be reduced by 25% in a Turbo selector. The rest of the

paper, simulation results are superimposed by using Matlab interface as well.

Keywords OFDM � PAPR � Turbo coding � SLM

Sang-Soo Yeo—This research was supported by Basic Science Research Program through the
National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science
and Technology (2011-0014394).

M. Sattorov � S.-S. Yeo � H.-J. Kang (&)
Division of Computer Engineering, Mokwon University,
Deajeon, Republic of Korea
e-mail: hjkang@mokwon.ac.kr

M. Sattorov
e-mail: mashhurs@yahoo.com

S.-S. Yeo
e-mail: sangsooyeo@gmail.com

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_15,

� Springer Science+Business Media B.V. 2012

141



1 Introduction

Orthogonal frequency division multiplexing (OFDM), is a multicarrier commu-

nication technique, where a single data stream is transmitted over a number of

lower rate subcarriers. OFDM has become tangible reality, it has been employed

for wire-line communications and also has been employed in wireless local area

network (WLAN) e.g. IEEE 802.11. Other applications of OFDM are digital audio

broadcasting (DAB) and digital video broadcasting (DVB).

Unfortunately, OFDM has the drawback of a potentially high peak to average

power ratio (PAPR). Since a multicarrier signal consists of a number of inde-

pendent modulated subcarriers that can cause a large PAPR when the subcarriers

are added up coherently.

To reduce the PAPR different techniques were proposed. These techniques can

be categorized into the following, clipping and filtering [1], coding [2], phasing

[3], scrambling [4], interleaving [5], and companding [6].

In this paper we propose and examine a technique for reducing the probability

of a high PAPR, based on part on a method proposed in [7, 8]. This technique is a

variation of selective mapping (SLM) [7], in which a set of independent sequences

are generated by some means from the original signal, and then the sequence with

the lowest PAPR is transmitted. To generate these sequences we use turbo

encoder. Using turbo coding will offer two advantages, significant PAPR reduction

and astonishing bit error rate (BER) performance.

The rest of the paper is organized as follows: The problem of high PAPR of

OFDM signal is briefly defined in Sect. 2. Section 3 introduces the proposed

technique. Some simulation results are superimposed in Sect. 4. Finally, the

conclusions are drawn in Sect. 5.

2 PAPR Problem Definition

When transmitted through a nonlinear device, such as a high-power amplifier

(HPA) or a digital to analog converter (DAC), a high peak signal generates out-of-

band energy and in-band distortion. These degradations may affect the system

performance severely. The nonlinear behaviour of an HPA can be characterized by

amplitude modulation/amplitude modulation (AM/AM) and amplitude modula-

tion/phase modulation (AM/PM) responses. Figure 1 shows a typical AM/AM

response for an HPA, with the associated input and output back-off regions (IBO

and OBO, respectively).

To avoid such undesirable nonlinear effects, a waveform with high peak power

must be transmitted in the linear region of the HPA by decreasing the average

power of the input signal. This is called (input) backoff (IBO) and results in a

proportional output backoff (OBO). High backoff reduces the power efficiency of

the HPA and may limit the battery life for mobile applications. In addition to
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inefficiency in terms of power, the coverage range is reduced, and the cost of the

HPA is higher than would be mandated by the average power requirements. The

input backoff is defined as:

IBO ¼ 10 log10
Pinsat

Pin

: ð1Þ

Where Pinsat is the saturation power, above which is the nonlinear region, and

Pin is the average input power. The amount of backoff is usually greater than or

equal to the PAR of the signal. The power efficiency of an HPA can be increased

by reducing the PAR of the transmitted signal. Clearly, it would be desirable to

have the average and peak values are as close together as possible in order to

maximize the efficiency of the power amplifier. In addition to the large burden

placed on the HPA, a high PAR requires high resolution for both the transmitter’s

DAC and the receiver’s ADC, since the dynamic range of the signal is proportional

to the PAR. High-resolution D/A and A/D conversion places an additional com-

plexity, cost, and power burden on the system.

3 SLM Using Turbo Coding

The probability that, the PAPR of the OFDM signal exceeds a certain threshold c

is given by

Pr PAPR[ cf g ¼ 1� 1� e�cð ÞN : ð2Þ

N ¼ 2:8 � N, when the system uses a large number of N, the [9]. In SLM it is

assumed that, U statistically independent alternative sequences, which represent

the same information, are generated by some suitable means. The sequence with

the lowest PAPR is selected for transmission. The probability that, the lowest

PAPR cl exceeds a certain threshold c is given by

Fig. 1 A typical power
amplifier response
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Pr cl [ cf g ¼ Pr PAPR[ cf gð ÞU : ð3Þ

To generate these sequences linear feedback shift register (LFSR) is used [10].

A LFSR is used to transform the data before it is mapped to the orthogonal

channels. Different sequences are generated by inserting different bits labels at the

beginning of the data. This results U ¼ 2m different sequences, where m is the

length of the inserted bits. Turbo codes [11] are parallel concatenated convolu-

tional codes in which the information bits are first encoded by a recursive sys-

tematic convolutional (RSC) code and then, after passing the information bits

through an interleaver, are encoded by a second RSC code. Turbo decoder is used

to recover the transmitted signal at the receiver side. The Turbo decoder consists of

two soft input soft output (SISO) modules [12], an interleaver and de-interleaver.

Figure 2 shows a turbo system, turbo encoder and decoder.

In this paper, instead of using LFSR, we use turbo encoder to generate different

sequences and the sequence with the lowest PAPR is selected for transmission.

The different sequences are generated by inserting different bits labels at the

beginning of the data. The Fig. 3 can be an example for PCCC Turbo Code system

that uses 16-QAM Modulation with code rate of 1/3 and in a simulation results

section, the PAPR of this system is simulated.

Figure 4 shows the transmitter of an OFDM system, where the turbo coding and

SLM are used for PAPR reduction. For each bits labels bi; i ¼ 1; 2; . . .; U;
where bi a sequence of m bits, the turbo encoder will generate a sequence xi; i ¼
1; 2; . . .; U: The sequence that has the lowest PAPR will be selected for trans-

mission. At the receiver side, the receiver does not need any side information, and

the bits labels are discarded after decoding.

Fig. 2 Turbo system
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4 Simulation Results and Discussions

The PAPR reduction and BER performances of the proposed scheme are examined

by computer simulation. In the simulation we consider an OFDM signal with

N = 512 subcarriers, quadrature amplitude modulation (16-QAM) mapping.

Puncturing is used to increase the overall code rate to R = 1/2. And also AWGN

channel is assumed. At the receiver side Soft output Vitebri Algorithm (SOVA) is

used to implement the SISO modules.

Figure 5 shows the probability of PAPR at given threshold. It gives us a great

feature that selector can be in range of 0:86 � PAPRc �PAPRcl � 0:25PAPRc.

Parameters for simulation: (Fig. 6)

Frame size = 100

Code generator:

1 1 1

1 0 1

Punctured, code rate = �

Iteration number = 3

Terminate frame errors = 5

Eb/N0 (dB) = 2.00

Fig. 3 A rate 1/3 parallel concatenated convolutional code turbo coding in a 16-QAM channel

Fig. 4 System model
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Fig. 5 PAPR probability in selector

Fig. 6 BER performance
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In our turbo system, the frame BER gradual decrease condition can be seen

when the iteration values rise. For instance, in generated frame 41 the frame BER

is less then transmitted symbol BER. This condition could be easily seen in Fig. 6

that provides to draw BER performance. From this illustration, it can be noticed

that our simulation maintains better result at four iterations. However, even though

five iteration is the reason for BER increasing, its performance is better than

others.

From simulations and theories given in this manuscript, we can say that as

everything has a pros and cons, Turbo system proposed to reduce PAPR is also not

an exception. The advantage sides of system are PAPR and BER reduction

technique. Opposite to these, a time consuming and hard implementable features

are main disadvantages of Turbo coding technique.

5 Conclusion

We have shown that Turbo coding and SLM can be combined to reduce the PAPR

of OFDM signal with quite moderate additional complexity with our experiments.

The advantage of the proposed scheme is that the Turbo encoder is used for two

purposes, error correction and PAPR reduction. Even though it raises the hardware

complexity of the system, it can be considered as an effective model for certain

communication environments.
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A Context Information Management
System for Context-Aware Services
in Smart Home Environments

Jong Hyuk Park

Abstract In recent years, context-aware systems that exploit a variety of context

created in the smart home environment to provide information and services to

users have been studied. Existing context-aware systems determine the environ-

ment’s state (context) based on isolated context data from individual devices or

sensors. In addition, there has been little attempt to infer the inhabitants’ needs or

preferences from the sensed context. This paper examines the characteristics of

context recognition based on the context information created in the smart home

environment and suggests a way to provide context-aware services using the

inhabitants’ behavior patterns. The context information management system pro-

posed in this paper analyzes context information to identify patterns, conflicts and

faults in a smart home environment.

Keywords Behavior pattern � Context-aware � Context information � Context-

aware service � Smart home network

1 Introduction

In the smart home networking environment, recognizing and using different

devices in the network is a critical technology. Early stage research on smart home

networking focused on providing compatibility between heterogeneous middle-

ware to connect a variety of entities in the network. This research enabled users to
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manage various devices and applications (services) in smart home environments in

a convenient and flexible manner [1]. Nowadays, more advanced smart home

applications such as situation information management, adaptive self-configura-

tion management, and automated failure management are being studied. One of

the essential technologies needed to build such advanced systems is context-

awareness, perceiving the current state of the environment based on context data

produced in the smart home network. Context awareness that infers the user’s

preferences or intentions to provide services best suited to the user has been

studied in many different fields [2, 3]. In the smart home environment, the context

is recognized based on data produced by a variety of household devices and

sensors. In general, devices and sensors in the smart home environment have their

own way to represent context data. This impedes producing comprehensive con-

text information through the integration of context data from different sources.

Previous works in [2–4] perceives the context of the environment based on isolated

context information sensed by individual devices or sensors. For the acquisition of

integrated context, a flexible and scalable framework that supports the addition of

new devices or services is needed. In addition, previous research on context-

awareness in the smart home environment was environment-oriented rather than

user-oriented [4]. That is, previous works focused on context related to physical

environment and relatively neglected human factors related context. It is important

to study people-centered context information in order to provide services that add

more convenience for smart home users, such as situation information manage-

ment, adaptive self-configuration management and automated fault management.

This paper proposes a context information management system that addresses the

shortcomings of the conventional context-aware applications in the smart home

environment.

The rest of this paper is organized as follows. Section 2 presents related work

and discusses how context in the smart home environment has been handled in

previous work. Section 3 describes uniform context generation in smart home

environments. In Sect. 4, the proposed context information management system is

presented. Section 5 states the experiments performed to evaluate the proposed

system in a simulated environment. Finally, conclusions and future research

directions are given in Sect. 6.

2 Related Work

With the advance of context-awareness technologies in the smart home envi-

ronment, several systems that infer the user’s needs and environmental state

from context data and provide information or services adapted to the user’s

current situation have been proposed. Currently, methods that provide intelligent

services based on the user’s personal profile, temporal context, and the user’s

intentions and emotional state are being investigated. A smart home environment

called the ‘adaptive house’ was implemented by a research group at Colorado
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University [2]. The adaptive house observes the occupancy patterns and desires

of the inhabitants using the sensors installed in the house and adapts itself to the

lifestyle of the inhabitants. The Aware Home constructed at Georgia Institute of

Technology [3] has the ability to sense and understand contextual information

about the house, surrounding environments and inhabitants. In this work, a

practical smart home model was suggested by clearly specifying residential

information to be recognized. In previous work, frameworks that provide a

means to use context in smart home settings were studied. In these frameworks,

the context information was not considered in an integrated manner, resulting in

poor flexibility and scalability (i.e., it is difficult to add new devices or services).

To provide more relevant services to the smart home user, context-aware tech-

nologies that recognize the current environmental state and the inhabitants’ needs

are utilized. While the configuration of the smart home network is continually

changing in connection with technological advances, previous context-aware

solutions are not scalable. This gives rise to difficulties in adding or updating

smart home devices or sensors [5]. The overall context of the environment can

be recognized by integrating context information from different devices and

sensors. The problem is that various household devices (TV, refrigerator, etc.)

and sensors (temperature, humid, etc.) in the smart home network have their own

way to create context data. Thus, the overall context information cannot be

obtained by simply integrating context data from different sources. A mechanism

to integrate context information in different forms is needed. There are regu-

larities (patterns) in the inhabitants’ behavior. These patterns can be exploited to

provide intelligent, adaptive smart home services that meet the inhabitants’

needs. In addition, a certain pattern in the inhabitants’ behavior might cause

failures in the smart home environment. When a device failure or a service

conflict occurs, the related user pattern can be filed as a cause for future

reference.

3 Context Generation in the Smart Home Environment

In this paper, context is defined as ‘‘information that can be used to characterize

the situation of an entity in the smart home environment.’’ Context information

from devices and sensors in the smart home network is represented in a certain

way. When devices use different methods to represent their current state or context

in the environment, it is hard to integrate context information from different

sources. To address this problem, this paper employs the 5W1H mechanism

providing a uniform context representation, as shown in Table 1.

In the current smart home environment, the amount of context information

created by the devices, sensors, and applications is not sufficient to be represented

in the 5W1H. Thus, their context is represented in 4W1H, excluding the property

‘Why’. Uniform, comprehensive context can be obtained by integrating 4W1H

context from different sources.
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4 Context Information Management System (CIMS)

The Context Information Management System (CIMS) proposed in this paper

collects and manages information like user patterns and conflicts/faults based on

the contextual data created in the smart home environment. Rule-based scripts are

adopted to increase flexibility and scalability. The system recognizes the state

(context) of the environment by integrating different contextual data from different

devices and sensors. The system predicts the inhabitants’ needs using patterns in

the inhabitants’ behavior. Figure 1 shows the overall architecture of the proposed

system, consisting of a number of modules. The major modules are Context

Integrator, Context Manager, Pattern Manager and Situation Manager.

The Context Integrator collects contextual data from different devices and

sensors and integrates the collected data to create complete 4W1H context.

As described earlier, devices and sensors in the smart home environment produce

context information in diverse forms. Integrating context data from different

sources to perceive the overall environmental state requires a significant pro-

gramming effort because devices’ source code must be updated whenever a new

device or a new integration rule is added. To provide flexibility and scalability, the

Context Integrator uses rule-based scripts for context integration. Whenever new

context is created in the smart home environment, the Context Integrator verifies

that this new context can be incorporated into the existing context. If the condition

for integration is satisfied, the new context is integrated according to the inte-

gration rules.

Table 2 shows an example of context integration rules. Rule1 integrates context

related to the user’s action. Rule 2 integrates context related to the application’s

action. The Context Manager analyzes the 4W1H context created by the Context

Integrator to identify any conflicts or faults. If a conflict or fault is detected, this

information is stored in the database. Otherwise, the context is passed to the

Pattern Manager and Situation Manager. The Pattern Manager retrieves the con-

text stored in the database and finds patterns for each user or application (service).

The identified pattern is made up of single context or integrated context of the data

from several context sources. If new context is similar to any existing pattern, the

matching pattern is given to the ‘Why’ property of the context. This facilitates

finding the user’s or application’s device usage pattern. The Situation Manager

Table 1 Context representation

Classifier Description

Where Location where the action occurs

Who The actor (user or application) that activates the action

What The action that the actor (user or application) performs

When The time when the action occurs

How A description about the action (What)

Why The actor’s behavior pattern associated with the action occurred
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analyzes house occupancy patterns using the user’s patterns. It is composed of two

submodules: one for collecting the context and the other for performing pattern

comparison. The Situation Manager monitors the context newly created in the

smart home environment and checks its similarity to the patterns in the database.

The similarity comparison results are stored in the database.

5 Experiment

A simulator was built to demonstrate that the proposed CIMS manages a variety of

context in the smart home environment and uses the context to find patterns and

conflicts/faults. Multiple users and devices were populated in a way that the

simulator has an environment similar to the real-world smart home environment.

Table 3 shows the entities in the simulator.

In the experiments, diverse user behavior patterns were created to test the

proposed CIMS using the simulator. For example, one pattern used in the experi-

ments is described as follows: ‘‘The user enters Room 1 and turns on the light. After

watching the television, the user turns off the light and moves to the living room.’’

Table 2 Example of
integration rules

Rule1 If(clock.time and User.action and radio.power) then

Integrate (clock, User1, radio)

Integrate (clock, radio)

Integrate (clock, User1)

Rule2 If (clock.time and light.power and Service.action) then

Integrate (radio, User2)

Fig. 1 CIMS overview
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The created patterns were implemented in the batch file in terms of batch items.

In the experiments, the number of generated patterns was monitored by varying the

number of batch items for the user in the batch file (Fig. 2).

6 Conclusion

Context-aware systems that anticipate the user’s needs and provide services suited

to the user needs play a key role in increasing the applicability and efficiency of the

smart home. Despite the fact that a considerable amount of research has been

performed on context awareness in smart home environments, the context infor-

mation produced by different devices and sensors in the environment is not con-

sidered in an integrated manner. That is, previous works rely on isolated context

data created by individual devices in recognizing the overall state (context) of the

environment. In addition, context data from various devices and sensors is typi-

cally in diverse forms of representation, which makes conventional context-aware

systems weak in terms of flexibility and scalability.

This paper proposes a way to incorporate information about the context to

provide context-aware services to the smart home inhabitants. To improve flexi-

bility and scalability, a context representation (the 5W1H mechanism) that facil-

itates the integration of the context from a variety of devices is suggested. The

CIMS proposed in this paper identifies various context data available in the smart

home environment and defines the integration rules by considering the relationship

between context sources. The CIMS uses the defined rules to produce the

Table 3 Entities in the simulator

Classifier Entity type

Space Room 1, room 2, living room, boiler room

Device Air conditioner, boiler, gas range, electric lights, TV, router

Sensor Temperature sensor, humid sensor, user location sensor (motion detector)

Fig. 2 Number of patterns
for the user
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integrated 4W1H context. The produced context is used to identify patterns and

conflicts/faults, which, in turn, are used to produce information or services adapted

to the current state of the environment.

In the future, a way to make the CIMS interact with other smart home appli-

cations will be examined and exploiting context information for fault prevention,

rather than fault detection provided in the current version of CIMS, will be studied.
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Enhanced Security Scheme for Preventing
Smart Phone Lost Through Remote
Control

Jae Yong Lee, Ki Jung Yi, Ji Soo Park

and Jong Hyuk Park

Abstract The smartphone market is growing at a rapid pace. The security issues

of smartphones are increasing, and preventive measures for smartphone loss are

needed. The portability of smartphones has increased the risk of loss incidents, and

the dangers of lass are increased by personal information leakage and subsequent

damages. In this paper, we propose an enhanced security scheme through remote

control for the prevention of smartphone loss through remote control to minimize

such damages. The proposed scheme provides remote synchronization, blocking

access to personal information, location tracking, remote camera control, and

event log transferring. In addition, the scheme can prevent personal information

leakages and increase the possibility of re-acquisition.
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1 Introduction

With the development of telecommunication technology, smartphone market

shares have increased in the mobile market. Compared to the feature phone, the

smartphone is advanced and equipped with a general-purpose OS. It combines the

personal information manager of a PDA with the communication function of a

feature phone. Recently released smartphones have touchscreen and QWERTY

keyboards to provide convenience to the user, and can equipped with GPSs,

accelerometers, and high-resolution cameras [1].

Because of the extensive functionality of these smartphones, they store more of

the user’s personal information more than a feature phone. For Google’s Android

OS, it stores users’ Google account at activation time, and information about

contacts and schedules is stored. In addition, because it saves a lot of personal

information in the SMS list and call list and a lot of data on the SD_card, the

amount of leaked information due to attacks by malicious code will be grow faster

than it will with the feature phone. These smart phones are always prone to

security threats because the data network is always connected. Gartner predicts

that security risks will rise, as smart phones get smarter, the smartphone user has

careless habits in using their smart phone in spite of increasing security threats.

The internet security company Trusteer investigated the ‘phishing sites’ that col-

lect personal information illegally and found out that smart phone users are three

times more likely than users of desktop computers to offer up confidential login

details to a phishing sites, and that they are quicker to respond to phishing scams

[2, 3].

In this paper, we inquire into various security threats to smart phones, and

describe an enhanced security scheme through remote control to prevent personal

information leakage and smartphone loss. The organization of this chapter is as

follows: in Sect. 2, wewill describe related works for smartphone security; in Sect. 3,

we will propose an enhanced security scheme through remote control; finally,

in Sect. 4, we will summarize and conclude this paper.

2 Related Works

In this section, we discuss important issues of personal information on smart

phones, remote control, security threats due to the loss or theft of a smartphone,

existing security solutions, and their issues.

Personal information on smartphones: ‘‘Law about information network use

promotion and information privacy’’ defines personal information as ‘‘personal

information is information that can identify a individual by name, social security

number, such as code, letter, voice, video’’. Therefore most of the information that

is stored in smartphones such as ‘‘phone numbers, contacts, text message list,
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schedules, pictures, videos, call logs, internet history’’ can be defined as personal

information [4].

Remote control: Remote control is often thought of as the functionality of man-

aging servers remotely. Most IT managers use such remote control methods as

Telnet, and FTP to remotely manage servers. In addition, the necessity of managing

PCs on other networks has emerged. But there are problems posed by firewalls

when connecting to PCs on other networks. Thus, an early remote control technique

was to restrict access to authorized IPs. More recently, remote control has become

possible via secure communication channels even through firewalls [5].

Security threat due to the loss or theft of a smart phone: Most of smartphone

users store their personal information in their phones because of its functional

ability and portability. Accordingly, the risk of personal information leakage and

financial damages due to smartphone security incidents has been increasing.

Predictable security threats are as follows [6, 7]:

• History leakage: Leakage of video/picture viewing logs, search logs, and

password logs, that are stored in the smartphone.

• Leakage of stored information: Leakage of data such as pictures, videos, music,

documents, the user’s mail account, stored cookies, and session information.

• Leakage and fabrication of call, and message information: Leakage of call log

and message transfer log which can also lead to secondary damage by

fabrication.

• Unauthorized charges: Causing financial damage by sending SMSs, attempting

calls, or making unauthorized payment request.

Security solution trends: Most solutions for managing smartphone loss are based

on existing USB security solutions. If devices registered on an administrative

system the server can remotely control registered smartphones to prevent leakage

of significant personal information. These security solutions for managing

smartphone loss have been provided by several carriers. One of these, ‘‘Mobile

Protection Service’’ provides a function that restricts the use of unauthorized

USIMs, ‘‘Mobile Device Management Security Solution’’ provide ‘factory reset’,

‘camera block’, ‘print sreen block’ functions. And ‘‘Information Keeper Service’’

can enable users to lock, adjust, manage, and back up or delete the information in a

smartphone device through remote control. It also provides a function that can

send a text message to a preset phone number when a different USIM is equipped.

‘‘Find My iPhone’’ for iPhone provides functions for ‘location tracking’, ‘sending

message’, ‘change password’, and ‘delete all data’ [10].

Issues with the existing solutions: Most existing solutions for managing smart

phone loss only restrict access through the touchscreen via ‘remote locking’.

Therefore, it is still possible to access the phone through its USB port or even

through serial cables, Bluetooth, or the infrared port. Data backup or removal

services even back up users’ data to service providers’ private servers or back up

data to smartphones’ SD_cards that have already been stolen. It decreases the
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possibility of data recovery or has no use if the smartphone is not re-acquired.

Also, the availability of GPS-based location tracking decreases indoors because of

reception attenuation. With ‘‘Find My iPhone’’, location tracking is not available

in Korea because it is contrary to ‘‘Laws about Protection and Use of Location

Information’’.

3 Enhanced Security Scheme Through Remote Control

Even if users restrict touchscreen access by remote locking, it is still possible to

access the smartphone through Bluetooth, USB, or 3G network. To make up for

this, the enhanced security scheme through remote control blocks all routes that

can access the user’s personal information in the smartphone. It facilitates

location tracking while indoors by not jut using the GPS, but also using the

proximity to 3G cell tower, Wi-Fi access points(Aps) to establish a location. To

improve the possibility of reacquiring a lost smartphone, it remotely operates the

built-in camera, and sends the pictures to the user’s email address. If someone

else uses the smartphone, it records an event log and sends it to the users’ email

address.

In this chapter, we look at countermeasures to mitigate the loss of an Android-

based smart phone (Fig. 1).

Remote synchronization: Android-based smartphones provide a synchronization

function with a Google account. Because these synchronizations operate passively,

when a smart phone is lost or stolen, there is no way to get a user’s information

that was not already synchronized. To make up for this, there is

a method to synchronize remotely on the web, so the user can get his information

(Fig. 2).

Blocking access to personal information: If a smart phone detects an attempt to

access a user’s personal information it will cut it off by blocking not only

touchscreen access but also that of USB and Bluetooth (Fig. 3).

Location information transmission: Users can get their smartphone’s location

information remotely on the web. The GPS-based location tracking has better

accuracy, but while indoors, the accuracy is decreased. Therefore, the system

enables location tracking by 3G cell-tower and Wi-Fi APs (Fig. 4).

Remote camera control: Users can control the built-in camera remotely on the

web and pictures taken are sent to the user’s email address. It increases the pos-

sibility of reacquiring the smartphone (Fig. 5).

Event log transfer: Android-based smartphones can record logs about all the

processes running on the system. When a smartphone is lost or stolen, these

recorded logs are filtered and processed into an identifiable shape, and sent to the

user’s email address. This way, the user can see the state of his smartphone (Fig. 6).
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Fig. 2 Remote synchronization diagram

Fig. 3 Blocking access to personal information diagram

Fig. 1 Enhanced security scheme through remote control diagram
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4 Conclusion

In this paper, an enhanced security scheme through remote control is described. It

focuses on preventing smartphone loss, blocking the leakage of the user’s personal

information, and increases the possibility of reacquiring a lost smartphone.

These methods enable the user to actively cope with the security threats of a

lost or stolen smartphone. They help to obtain personal information that was not

previously synchronized and block unwanted access to the user’s information.

Users can identify the event log of a lost smart phone, track its location infor-

mation, or operate the built-in camera remotely. These can increase the possibility

of reacquiring the smartphone and help minimize the financial damages.

Fig. 4 Location information transmission diagram

Fig. 5 Remote camera control diagram

Fig. 6 Event log transfer diagram

162 J. Y. Lee et al.



For future research measures, the system could be made more lightweight to

comply with the limited specifications of smartphones, and be adjusted to suit a

variety of Android-based platforms. Management techniques and vulnerability

analysis and the undergoing of certification processes by the user should be done in

parallel, because these methods are liable to be abused by others.
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SSP-MCloud: A Study on Security Service
Protocol for Smartphone Centric Mobile
Cloud Computing

Ji Soo Park, Ki Jung Yi and Jong Hyuk Park

Abstract Users can overcome the capacity and performance limitations of

smartphone by using mobile cloud computing services. However, security threats

accompany the use of the cloud computing with smartphone, both in preexisting

cloud computing security issues and smartphone security issues, thus highlighting

the need for research on security technologies. This paper will discuss the security

threats and response technologies associated with cloud computing, smartphone

and the security technology required for mobile cloud computing service using

smartphone.

Keywords Smartphone � Cloud computing � Security

1 Introduction

Various services are provided in the new cloud computing paradigm, such as

simple data storage services, OA(Office Automation) or development environment

services. Users include daily users who log on to portal sites and employees who

use internal cloud computing systems. The devices that are able to connect to

cloud computing are changing from PCs to smartphone to Tablet PCs, which

J. S. Park � K. J. Yi � J. H. Park (&)
Seoul National University of Science and Technology (SeoulTech),
172 Gongreung 2-dong, Nowon-gu, Seoul, 139-743, Korea
e-mail: jhpark1@seoultech.ac.kr

J. S. Park
e-mail: jisoo08@seoultech.ac.kr

K. J. Yi
e-mail: kaksy@seoultech.ac.kr

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_18,

� Springer Science+Business Media B.V. 2012

165



allows various terminals to use this service. Users can save data from their PCs,

and store and access it using various mobile devices such as smartphone and

Tablet PCs. Thus, users tend to prefer the IaaS (Infrastructure as a Service) for

sharing and synchronizing various devices that can access cloud computing.

Furthermore, by utilizing SaaS (Software as a Service), users can have word

processing capability without purchasing OA. All cloud computing services are

web-based. This means that cloud computing has the same vulnerabilities as the

web, in addition to the vulnerabilities of the smartphone [1, 2].

This paper will discuss various security threats and countermeasures associated

with cloud computing and smartphone as well as technologies for cloud computing

security that are based on the mobile environment.

This article is organized as follows: ‘‘Spam Host Detection Using Ant Colony

Optimization’’ will discuss related work on this topic; ‘‘Location Estimation of

Satellite Radio Interferer Using Cross Ambiguity Function Map for Protection of

Satellite Resources’’ will explore security service protocol for smartphone centric

mobile cloud computing and ‘‘Korean Voice Recognition System Development’’

will present the conclusions of this study.

2 Related Works

2.1 Cloud Computing Security Technology

Cloud computing can be classified based on the scope of usage under the following

categories: public cloud, private cloud and hybrid cloud. Public clouds offer

services to a wide scope of people without any user limitations, whereas private

cloud are only accessible to a limited number of users, for instance, within a

company. A hybrid cloud is a mix between the public and private sphere, and is

used to overcome the shortcomings of each one [1, 2].

Although there were pre-existing security threats in web-based cloud comput-

ing, new mobile terminals have created their own set of threats. Among these are

smartphone data protection, ID management, cloud computing standards and

problems involving service-to-mass.

In an attempt to solve ID management problems using SSO, the cloud service

existed ‘outside’ the firewall, and the ID management was conducted through the

router within the firewall. This allowed users to manage their IDs without going

through authentication each time they used the service. Other major security issues

include data integrity, availability and recovery, virtual machine protection,

network security and attack modeling and simulation (M&S) [3–5].

Since cloud computing provides various resources necessary for computing,

different security technologies are required for each type of resource. User

authentication and access control technology is required for the platform. Service

providers use authentication to confirm that the user is valid and access control to
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restrict the user’s access to services they are allowed to access. For storage

services, personal information is protected by encryption or limiting the search of

user data. To this end, searchable encryption systems and privacy preserving data

mining (PPDM) technologies are implemented. For network services, security is

enhanced by SSL/TLS using security protocol IPsec, certificate, application fire-

wall and defense mechanisms that block increasing DDoS attacks [2].

2.2 Smartphone Security Technologies

Unlike contemporary PCs, smartphone can access a network via various routes and

stays connected to the network at all times. Such characteristics present the greatest

threats to smartphone users. Furthermore, there is the possibility of losing the

phone, due to its mobility. The privacy issues associated with losing a smartphone

are serious because the user’s account information, work data and other critical

information are stored in the device’s internal storage. Moreover, the probability of

malicious codes affecting the smartphone is much higher because of the phone’s

performance limitations. This requires a different defense technology to protect

against malicious codes. Already, many users are experiencing problems caused by

malicious codes, including device malfunctions, discharge, unfair accounting,

information breaches and spreading to other devices via cross platforms [6].

The standardized method of verifying smartphone terminal reliability and

integrity is currently under development. The same is true for server-based

security management by remote control. In order to prevent the spread of mali-

cious codes, applications are verified before registration. Application verification

is different for each smartphone OS (Operating System). Google Android OS has

relatively weaker criteria compared to other OS. Other technologies prevent the

outflow of personal information by monitoring the control of sensitive data, which

is a minimum policy suitable for the smartphone environment. In order to maxi-

mize resource efficiency, they also provide access control over user data, and

automation of security services based on the purpose, location and network [6, 7].

3 Security Service Protocol for Smartphone

Centric Mobile Cloud Computing

3.1 Smartphone Cloud Computing Security Threats

Smartphone cloud computing security threats involve the vulnerability of smart-

phone, wireless networks and cloud computing services. Major smartphone

include, malicious codes that cause accounting problems, denial of service,

information leakage, device malfunction and the loss and theft of devices.
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Furthermore, if the smartphone loses access to the cloud computing service, then

the stored data and resources within the cloud are exposed to threats. For wireless

networks, information leakages by sniffing, network profiling, jamming and ses-

sion hijacking are major potential threats. Finally, vulnerabilities exist within the

cloud computing system, such as information leakages due to mismanagement,

denial of services, access control through applications with defaults and other

authentication threats [8].

3.2 Attack Scenario and Response Options

In order to respond to security threats in smartphone centric mobile cloud com-

puting systems, a plan for each component (smartphone, network and cloud

computing) is required.

• If data or applications with malicious codes are downloaded by a user, the user

Cloud Computing account and data is extracted and unfair accounting occurs.

Response option: Only download verified data and block applications with

abnormal activities.

• Cloud computing services are abused or account information is leaked if a

smartphone using cloud computing is lost or stolen.

Response option: Utilize the internal lock system and enhance user authenti-

cation by establishing a secondary authentication process. Moreover, backup

and initialize critical information using encryption and remote control.

• Information is leaked and a terminal malfunctions through various routes such

as 3G, Wi-Fi, Bluetooth and USB.

Response option: Control access points based on usage frequency and cut any

abnormal access.

• A user does not use encryption enabled wireless AP, and personal information

within the smartphone, such as internet history and account information, is

extracted.

Response option: Enable encryption and refrain from using a public wireless AP.

• Information is leaked from a broadcasted SSID and unauthorized personnel gain

access.

Response option: Disable the broadcast of SSID and utilize an enhanced key

authentication algorithm.

• Abnormal access occurs and web/network vulnerabilities are abused. Informa-

tion is leaked and a denial of service attack occurs.

Response option: Implement network encryption such as SSL/TLS and IPsec to

control access to mistrusted sites.

• Bypass authentication, authorization and access control, which are abusing the

defects of an application.

Response option: Check for application defects when uploading the service, and

if any defects are found, block the upload.
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• A denial of service attack occurs and information is leaked, which abuses the

internal defects of the cloud computing system.

Response option: Analyze vulnerabilities within the system and continue

monitoring to identify abnormal patterns.

3.3 Proposed SSP-MCloud

In the proposed SSP-MCloud, protocol was comprised of two phases Smartphone

Verification and Cloud Computing Verification. Smartphone sends to device status

verification server to control the use of Cloud Computing services. Verification

Server verifies a defect of Cloud Computing system and application.

3.3.1 System Parameters

The System parameters used in this scheme were as follows.

• *: (SPD: Smartphone Device, SCVS: Smartphone centric Mobile Cloud Com-

puting Verification Server, CCS: Cloud Computing Service, OD: Other Device)

• DDL: Download Data Link

• MCL: Malicious Code List

• LS: Lost Status

• NS: Network Status

• AID: Application Information Data

• SID: System Information Data

• V(): Verify Function

• S(): Search Function

• M(): Status Modification Function

3.3.2 Phases for SSP-MCloud

• Phase 1. Smartphone Verification (Fig. 1).

Step 1. SPD ? SVCS: SPD sends DDL to SVCS.

Step 2. SCVS: S(MCL, DDL), SCVS searches MCL for same DDL.

Step 3. SCVS ? SPD: SCVS responds accept or deny to SPD.

Step 4. SPD ? SVCS: SPD sends NS to SVCS.

Step 5. SCVS: V(NS), SCVS verifies network status.

Step 6. SCVS ? SPD: SCVS responds accept or deny to SPD.

Step 7. OD ? SCVS: OD requests to Smartphone lost at SCVS.

Step 8. SCVS: M(LS), SCVS modifies lost status.
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Step 9. SPD ? SCVS: SPD request to user authentication at SCVS.

Step 10. SCVS: V(Request, LS), SCVS verifies lost status.

Step 11. SCVS ? SPD: SCVS responds accept or deny to SPD.

• Phase 2. Cloud Computing Verification (Fig. 2).

Step 1. CCS ? SCVS: CSS sends AID to SCVS.

Step 2. SCVS: V(AID), SCVS verifies Cloud Computing application.

Step 3. SCVS ? CCS: SCVS respond to CCS about application defect.

Step 4. SPD ? CSS: SPD request to Cloud Computing Service at CSS.

Step 5. CSS ? SPD: CSS respond to SPD about Cloud Computing Service.

Step 6. CSS ? SCVS: CSS sends SID to SCVS.

Step 7. SCVS: V(SID), SCVS verifies Cloud Computing System.

Step 8. SCVS ? CCS: SCVS respond to CCS about System defect.

Step 9. SPD ? CSS: SPD request to Cloud Computing Service at CSS.

Step 10. CSS ? SPD: CSS respond to SPD about Cloud Computing Service.

Fig. 1 Smartphone verification phase
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4 Conclusion

This paper discussed security threats and response options for cloud computing,

smartphone, and smartphone cloud computing. Cloud computing is no longer

based on the PC environment alone, but is relevant for mobile-based smartphone

as well.

Smartphone cloud computing allows users unlimited resources through their

smartphone and overcomes the limits of smartphone resources and capabilities.

Despite the added benefits, threats to data and service leakages exist, as well as

abuse caused by smartphone and cloud computing security vulnerabilities. This

paper discusses various response options and technologies that counter smartphone

cloud computing security threats.

In order to enhance the security of smartphone cloud computing, continuous

research is needed to understand the various types of smartphone and cloud

computing security threats. Moreover, continued research on new threats, and

creating a response plan to such threats, is necessary to create a safer and more

secure user environment for smartphone cloud computing.
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Self-Adaptive Strategy
for Zero-Sum Game

Keonsoo Lee, Seungmin Rho and Minkoo Kim

Abstract Strategy is one of the most important factors to win a game. Especially in

zero-sum game, where a loser is necessary to make a winner, the player who has

better strategy can be the winner. A fixed or solid strategy cannot be the better

strategy, because game is like dancing with partner and responding the partner’s

behavior is important. In order to win, the strategy should be dynamically adapted

to the situation of the game according to the opponent’s action and at the same time,

the strategy should provide the suitable action with performance limitation such as

time and space. In this paper, we propose a method of dynamically modifying the

strategy to the drift of the game. This method classifies the game situation and

selects the best action in that situation by evaluating all the possible options.
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1 Introduction

As the Sun Tzu said in his book ‘‘The Art of War’’, it is the best not to fight when

there is no chance of defeating the opponent [1]. In games, especially zero-sum

games, every participant has a chance to win and want to achieve the winning.

But what the zero-sum means is that all the participants cannot be the winner at the

same time. If there is a winner, then there should be a loser. One of the most

important elements for winning is a strategy. The basic strategy in zero-sum game

is making actions which maximize my advantage and at the same time minimize

the opponent’s advantage in every step until the game is over. If these actions are

properly made, a victory can be guaranteed for any games. But finding such

actions is not an easy task to achieve.

One reason for this difficulty is the limitation of time and space. In most games,

a player is asked to finish the turn in a proper time. And to make a decision in that

time, the player cannot consider all the possible options which can lead to the

victory. For example, let me assume a game which has 40 turns to the end and in

each turn, the player can choose one action from the eight possible options.

In order to find the path to the victory, players need to travel the 840 nodes which

can be generated according to the players’ choices. As the game is getting more

complex, the size of searching space is getting larger. Therefore, it will be

impossible to consider the whole environment of the game to decide the current

action with a given limited resources such as time and space for computation.

The player should choose the plausible action for the victory with incomplete

information. The way of finding the plausibility of each option will be the answer

to this requirement.

The other reason is that the game is drifting. Until the end of the game, we

cannot be sure who will be the winner. This is how the Rocky wins in the movie.

There is always a chance of winning the losing game and losing the winning game.

Even if a player does anything s/he wants to do, it cannot be guarantee the victory.

It is just a necessary condition for winning. To disturb the opponent is required

additionally. For this, a player, who wants to win, should keep eyes on what the

opponent does and change the strategy to the opponent’s reaction.

Therefore, it is the most important factor for victory to rapidly select the proper

action in a given situation. In order to achieve such task, it needs to take two

subtasks. The first subtask is to recognizing the current situation. With this

knowledge, we can decide whether the new strategy needs to be adapted or the

existing strategy needs to be preserved. The second subtask is generating

the suitable strategy for each situation. With these two subtasks, the player can

decide the proper action with right strategy in a recognized situation. In this paper,

we propose the method of finding such action. It consists of two parts, each for the

subtask. One is classifying the current game situation. The other is modifying

the strategy to the newly classified situation. In next article, the employed tech-

niques in the proposed method will be described.
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2 Proposed Method

2.1 Self-Adaptive Strategy

In using the minimax algorithm, the evaluation function works as the key role. As

this evaluation function decides the best action is best in a given situation, we can say

that the perfection of this function will decide the winner of the game. In order to

make a good evaluation function, two features need to be considered. One is that a

single evaluation function should not be used during the entire game. For example,

chess can be divided into three phases; opening, middle game, and closing. In each

phase, a different and proper strategy needs to be used. As a strategy for openingmay

be useless for middle game or closing, the strategy of the game should be modified

according to the transition of the game. And to be a proper strategy, the strategy

should be changed flexibly according to the opponent’s movement. In the chess’s

opening phase, the best action for the opponent’s king’s Indian will be the king’s

Indian defense, even if the player prepared to make a Sicilian defense move. King’s

Indian and Sicilian opening are well known opening strategy in chess play. In this

paper, we propose the way of modifying the strategy which is represented as eval-

uation function in minimax algorithm to provide the flexibility.

An evaluation function decides the best action in a given situation and this

decision is affected by multiple features. If n features affect this selection, the form

of this function will be like this. Each factor of this formula means how the feature

affects the action’s appropriateness. For example, if the features to be considered

are king’s safety and queen’s activity, the action which has the biggest value of

summing king’s safety (f1) and queen’s activity (f2) will be selected.

Action’s appropriateness ¼
Xn

i¼1

fi ð1Þ

Each factor represents the rule of how to calculate the feature’s affecting value.

For example, the f1 can be the rule which is that the king’s safety is increased if the

king is surrounded by same colored pieces. These rules are generated from

the knowledge engineering of that game domain. If the rules are well made, the

strategy can be better. And each rule has different priority. This means if several

rules are fired at the same time, or conflicts among rules are made, more important

rule should make more affection to the resulted action. With this importance, the

above formula can be modified to this. Each rule is multiplied by its importance

and the sum of all the factors makes the decision of next action. And these weight

values are normalized to avoid the excessive leverage of a specific rule.

Action’s appropriateness ¼
Xn

i¼1

wi � fi ð2Þ

The weight of a rule defines the importance of that feature and this weight

should be changed when the drift of a game is changed. For example pawns in
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chess are not that important in the early phase. But if a pawn advances all the way

to the opposite side, its importance will be the same as that of queen. Therefore,

this set of weights should be modified flexibly to correspond to the current game

state. And the modified calculation of each action’s appropriateness becomes the

strategy in the given game state. Figure 1 shows the basic structure of evaluation

function from the atomic rules to the strategy.

2.2 Modification of Strategy

The modification has two components. One is to make a set of weight values for

game states. And the other is defining the game states. With these two com-

ponents, when the game situation is inserted, the situation is classified to the pre-

defined state and the state’s weight value set is applied to the current strategy as

shown in Fig. 2.

In order to define the states of a game, we use time and topology as basic

parameters for game state types. This step can be different according to the game

domain. The time parameter has three values; opening, middle game, and closing.

Opening means the phase from the start of the game to the completion of the

formation. Generally, it takes 20% of the average turns for the game. Closing

means the phase of making the drift of s game immobile. In this phase, the chance

of victory is fixed and any move cannot turn the game around. Generally, when the

minimax algorithm’s foreseeing step reaches the end of the game, it can be

regarded as closing. The between opening and closing will be the middle game.

The topology parameter has various values [2]. So we recommend using x-means

clustering method [3]. For the game’s replay data, it divided into the time phase

and each phase is clustered.

When the game’s states are made from this process, each state’s weight value

set needs to be made. The features in this set should be made beforehand. Defining

features to be considered in the strategy is the result from the knowledge engi-

neering of that game domain. As this passes the bounds of this paper’s topic, we

assume that the proper atomic rules are generated. With this assumption, the

weight values are made by the reinforcement learning [4, 5]. From the game’s

Atomic 

Rule

Atomic 

Rule

Atomic 

Rule

Atomic 

Rule
...

Combination By Meta-Rule

Strategy for Current Situation

Factors which effects the player’s behavior 

Fig. 1 Structure of strategy
hierarchy from atomic action
to composited action set
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replay data, the best action in a given game state can be extracted. Simply the

winner’s action in that situation will be the best action. In order to make more

accurate training data set, the best action is defined according to the game state’s

transition flow. If the action changes the game state to the favorable state for the

player, it can be classified as the good action. If the action changes the game state

to the unfavorable state for the player, it can be classified as the bad action. To use

this method, each game state should be classified as favorable or unfavorable. This

classification can be made based on the statistics. If the state is included more in

the won game’s replay, it is classified as favorable. If it is included more in the lost

game’s replay, it is classified as unfavorable.

If this pre-process is finished, this strategy can be used for new game. As shown

in Fig. 2, firstly, the game’s situation data is inserted. Then, this data is classified

to the defined game state. The matched state’s value set are applied to the current

strategy and with this updated strategy, the possible actions are evaluated. The best

action is selected and this action changes the game situation and this changed

game situation is inserted when the player’s next turn starts.

3 Implementation

3.1 Othello as Game Domain

In order to test the proposed method, we select Othello game as the target game

domain. Othello is a classic board game with two players [6, 7]. There are 64

places in the board and each player places his/her piece in the board. The piece can

be placed only if the piece can flip the opponent’s pieces. One player’s piece

between the opponent’s pieces is flipped to the opponent’s piece. When no empty

Current Game Situation

State 1 Set of Weight Values

State 2 Set of Weight Values

State n Set of Weight Values

Game State

...

1. Current Situation is inserted

2. Current Game State is retrieved

Current Strategy3. Strategy is updated

4. Best action is selected by evaluation

Selecting Action 5. Situation is changed

0. Game States are made from the game’s knowledge engineering

Fig. 2 Process of strategy modification
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place is left or both players have no place where their piece can be placed, the

game ends and the player, who has more pieces in the board, wins. We make this

Othello application in C# and the various strategies can be applied by changing the

position selecting class. In order to make the test data set, 10 users played 300

games. Four players are novices, four players are in average level, and two players

are very good at this game.

3.2 Atomic Rules and Meta Rules

First of all, the atomic rules are made by the help of the test users. The atomic rules

are shown in Table 1. The states of game are defined by the topology of all the

pieces in the board. The topology is defined by the rates of current possible

positions over all the empty positions, current my pieces over opponent’s pieces,

and the possibly flipped opponent’s pieces over my pieces. Time factor is not

considered to make this game’s states because the left empty positions, which is

used, for topology can indicate the consumed time for the game. Each state’s

weight values are calculated from the 300 game replays. The inserted game sit-

uation is classified to the pre-defined game states by calculating the distance

between each cluster’s center position and the current situation. The state which

has the shortest distance is selected. And the state’s weight values are applied to

the current strategy which consists of the rules shown in Table 1.

The result of this implementation and execution shows that the trained strategy

wins the novices but hardly wins the two experts. But any single rule in Table 1

cannot win against the novices. And if the weight values of the strategy are fixed,

the victory rate is lower than the tested result. The obvious conclusion of this

simulation is that the good strategy is made from the good domain knowledge

engineering. If we find the better atomic rules than those in Table 1, the result

seems to be better. However, the significant point is that even the poor rules can

win the game if they are correctly used in a given situation. As the test shows, the

poor rule which cannot win can make victory by combined with other rules and the

rate of victory can be increased by tuning their weights. With more appropriate

rules, this proposed method of self-adaptive strategy can be more useful.

Table 1 The atomic rules for
Othello game

ID Description

Rule 1 The position which can flip the opponent’s piece
is good

Rule 2 The position which can reduce the opponent’s
possible positions is good

Rule 3 The position which is far from the border is better

Rule 4 The position between the opponent’s pieces is good
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4 Conclusion

Strategy is the most important key to win a game. And this strategy needs to be

flexible to handle the dynamically changing drifts of the game. For chess, the game

is divided into three steps, opening, middle game, and closing. A single fixed

strategy cannot be used these three steps. In this paper, we propose a method of

modifying the strategy according to the situation of game to provide the flexibility.

This method classifies the situation into the pre-defined types and employs the

type’s weight value set to modify the strategy. In order to maximize the advantage

of this method, the atomic rules, which present the effect of each attribute to the

game, and the pre-defined types, which tell when the strategy needs to be changed

and how the strategy should be changed, should be provided correctly. This

information is different according to the game domain. In this paper, Othello is

selected as the game domain and implementation shows winning ratio of a little

better than 50%. But considering that the used atomic rules, which hardly win if

each single rule is employed, this ratio made by this proposed method can be good

enough. With proper domain knowledge engineering, this method can increase the

winning ratio by providing the dynamically changing strategy according to the

game situation.
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Effect of Light Therapy of Blue LEDs
Irradiation on Sprague Dawley Rat

Taegon Kim, Yongpil Park, Yangsun Lee and Minwoo Cheon

Abstract In order to examine the healing effect of the blue light emitting diode

(LED) irradiation on skin wounds, a round slice of wound 1 cm in diameter was

cut on the back of the laboratory animal. Animals treated with blue light emitting

diode (LED) irradiation (p\ 0.05) healed at a faster rate than non-irradiated

controls. The blue light emitting diode (LED) irradiated groups also had more

collagen, according to Masson’s trichrome staining for collagen analysis.

In conclusion, blue light emitting diode (LED) irradiation had a beneficial effect on

wound healing and could probably replace low level laser therapy.
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1 Introduction

Currently, lasers are one of the most popular light sources in use for medical

treatment. They can be divided into high power lasers and low power lasers

depending on radiation level; the former is applied to surgery without bleeding or

to instantly burn cells by using higher energy level [1–3] and poses a lower risk of

side effects or inflammatory indications. It is also used for skin peeling, hair

removal and artificial depigmentation. The latter penetrates into cells, effectively

stimulating cellular tissues and activating cellular function [4]. Lasers with specific

wavelengths such as He–Ne and GaAlAs lasers induce proliferation of fibroblasts

depending on the wound area or wavelength [5] and are effective in pain relief [6],

anti-inflammation [7] and wound healing [8–13]. Vinck et al. [14]. reported that

both LED irradiation and low level laser treatment induced high cellular prolif-

eration in specific cells and that LED irradiation had a higher rate of proliferation

than low level lasers. Many studies on low power lasers are being done in cell

culture or through animal tests and most report different findings, making it dif-

ficult to verify their true effects. There are shifts in trends of studies from laser and

LED that are expensive and generate heat problem to LED that are economically

effective and safe.

This study verified the effect of blue LEDs irradiation on wound healing by

using LEDs irradiation system.

2 Materials and Methods

2.1 LEDs Irradiator

The LEDs irradiator was designed to apply LEDs beams of wavelengths to light

therapy, thus activating cell proliferation and wound healing. The device consists

of five parts; power supply, key switch, control panel, LED driver, and LEDs

module.

TLC5941 IC, a component of LED driver, was used to control multiple LEDs

simultaneously including monocolor, multicolor, LED display and display back-

light. The element used for our device controls 96 LEDs simultaneously and runs

at 3.0–5.5 V and can control static current up to 90 mA. It can precisely adjust

brightness in 4096 steps by using 12 bit gray scale PWM and brightness variance

of LED driver by using 64 step static current sink (dot correction), respectively.

The TLC5941 is composed of 16 static current output channels from 0 to 15 and

can independently adjust output current by adjusting brightness variance in LEDs

connected to channels. Eight TLC5941 ICs in total were used to control four

LEDs. Three output channels were used for one TLC 5941 and beam output from

one module of 96 LEDs was controlled with two TLC 5941 s.
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One LED module consisted of 96 LED so that LEDs irradiation could be

applied to cells and wounds and it was configured to supply current and voltage

necessary for operation and control of LEDs. The LEDs module was connected to

controller and D-sub connector via cable in order to make beam radiation avail-

able. For LEDs module, five U LEDs were used and it was designed so that LEDs

irradiation could be evenly applied to well position of 96 well plate which was

widely used for cell culture and bioassay. Fig. 1 shows the schematic diagram of

LEDs irradiator.

2.2 Laboratory Animal Model

This study used eight week old male adult 250–300 g Sprague–Dawley Rat (ILAR

CODE: NTacSam:SD) and minimized stressful factors while checking injury and

disease and reducing environmental changes during test period. Breeding chamber

was automatically adjusted at the temperature of 21–23�C and test chamber that

was subject to LEDs irradiation was kept constant at 20�C, who were freely given

animal feed and water. Both blue LEDs irradiation group and non-irradiation

group were anesthetized with sevoflurane, and hairs on the back of test animals

were removed. To obtain wounds even in size, a forceps type of tool was made,

affixed to a 1 cm diameter circular blade and its case, and excisional wounds were

taken out after removing the epidermal and dermal layers.

Fig. 1 Schematic diagram of LEDs irradiator. The micro controller used to control the LED
irradiator consisted of a power supply, LCD display and switch. It was designed to control
multiple LEDs that consisted of TLC 5941 IC through micro controller and serial interface and to
make LED irradiation applicable by using light module that included 96 LEDs
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Wounds were made on both the right and left sides of the animals. The right

side wound, 1 cm in diameter, which was pierced through the circular blade, was

correctly taken out but the left side was deformed. So, the right side wound was

used for the test. Fig. 2 shows the image of laboratory animal that had full the

thickness excisional wound.

The LEDs irradiator was used to identify the effect of blue LEDs irradiation on

wound healing. The test was carried out for non-irradiation group, blue LEDs

irradiation group (n of each group = 7). Test animals were relieved for 24 h after

wounds had been excised and then the blue LEDs irradiation group was given

irradiation therapy over nine days one hour per day. Table 1 describes the

experiment conditions for blue LEDs irradiated group.

2.3 Reagents

For immunohistological examination,mousemonoclonal antibody, pan-Cytokeratin

(C-11), mouse monoclonal antibody Actin(C-2) and mouse monoclonal antibody

PCNA (PC10) manufactured by Santa Cruz Biotechnology Co. Ltd (Santa Cruz,

CA, USA) and secondary anti-body and color former, LSAB Kit and Diamino-

benzoic acid (DAB) kit manufactured by Dako Co. Ltd.(Glostrup,

Denmark), respectively were used. Contrast staining was conducted by using

Mayer’s hematoxylin and inclusion was treated with Universal Mount developed

by Research Genetics (Huntsville, AL, USA).

Fig. 2 Image of wound of
laboratory animal. Its
epidermal and dermal layers
were removed by using our
independently developed
blade

Table 1 The conditions of
blue LEDs irradiated group

Blue LEDs irradiation group

Light intensity 3.5 mW/cm2

Irradiation time 1 h/day for 9 days

Wave type Continuous wave
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2.4 Tissues Samples

Tissues for observation were fixed with 10% neutral formalin and sliced in 4–5 lm

thickness by paraffin embedding and double stained with hematoxylin-eosin and

treated with immunohistological staining against pan-cytokeratin and PCNA.

Massons’ trichrome staining was carried out to identify the regeneration of tissues

in the defect area.

3 Results and Discussions

3.1 Defect Size Analysis

In order to examine the effect of blue LEDs irradiation on wound healing, the

respective sizes of defects in the blue LEDs irradiation group and non-irradiation

group were measured by using a MagnaFire digital camera system (Optronics,

Goleta, CA, USA) and the long meter of defect was measured through Visus

Image Analysis System (Image & Microscope Technology, Daejon, Korea).

Immunohistochemical staining was conducted for cytokeratin in order to precisely

measure the defect size. Measurements were made for defect sizes after blue LEDs

irradiation and mean ± S.D was obtained and shown in Table 2.

Comparison was made between the blue LEDs irradiation group and the non-

irradiation group and the defect size in the blue LEDs irradiation group decreased

more than in the non-irradiation group (P\ 0.05). It describes images of repre-

sentative defect size in the non-irradiation group and the blue LEDs irradiation

group. Figure 3 describes images of representative defect size in the non-irradiation

group and the blue LEDs irradiation group.

3.2 Proliferating Cell Nuclear Antigen

To examine how fast tissues are regenerated, immunohistochemical staining was

conducted for expression of proliferating cell nuclear antigen (PCNA), focusing on

the defect area under repair. It was determined that pan-Cytokeratin was positive

when cytoplasm was stained with brown color and PCNA when the nucleus was

Table 2 Defect size (mean ± S.D.)

Mean S.D. P value

Non-irradiation group (n = 7) 2,428± 623

Blue LED irradiation group (n = 7) 1,594± 497 *

*P\ 0.05

Effect of Light Therapy 185



Fig. 3 Cases of defect areas by group. a shows 2,331lm tissue close to average 2,428 lm wound
size for non-irradiation group, b 1,366 lm tissue close to average 1,594 lm wound size for the
blue light irradiation group

Table 3 Proliferating cell nuclear antigen (mean ± S.D.)

Mean S.D. P value

Non-irradiation group (n = 7) 77± 7.5

Blue LEDs irradiation group (n = 7) 85± 8.7 N.S.

*P\ 0.05
N. S Non Significance
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stained. The most strongly stained 4 or 5 points of PCNA were selected for

photographing and observed by using computer measurement program and the

percentage of cells that were stained positive was calculated for comparison with

total cells. Table 3 shows the average percentage of PCNA by group.

As result of examining PCNA, there was no observed statistical significance in

PCNA expression for both LEDs irradiation group and non-irradiation group. It is

expected that this may be because each group went through the wound repair

process from cell proliferation stage to collagen.

4 Conclusion

The study was carried out in vivo experiment by using the LEDs irradiation system

to investigate the effects of the blue LEDs irradiation on the wound healing as a

preliminary study aimed at the application of the blue light to the wound healing of

human skin injury.

The defect size of the wound in the experimental animal was measured and it

was found that blue LEDs irradiation group showed decreasing rate of defect size

quicker than non-irradiation group. For the blue LEDs irradiation group defect

sizes decreased in a statistically significantly manner (p \ 0.05). Immunohisto-

chemical staining was carried out for expression of PCNA and it was observed that

cells were conspicuously proliferating around neighboring wound tissues. As there

was some difference in wound repair among groups, no statistical significance

could be observed for expression of PNCA between blue LEDs irradiation group

and non-irradiation group.
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Fast Cancer Classification Based
on Mass Spectrometry Analysis
in Robust Stationary Wavelet Domain

Phuong Pham, Li Yu, Minh Nguyen and Nha Nguyen

Abstract Mass spectrometry (MS) is a technology recently used for high

dimensionality detection of proteins in proteomics. However, due to the high

resolution and noise of MS data (MALDI-TOF), almost existing MS analysis

algorithms are not robust with noise and run slowly. Developing new ones is

necessary to analyze such data. In this paper, we propose a novel feature extraction

method considering the inherent noise of mass spectra. The proposed method

combines stationary wavelet transformation (SWT) and bivariate shrinkage esti-

mator for MS feature extraction and denoising. Then, statistical feature testing is

applied to denoised wavelet coefficients to select significant features used for

biomarker identification. To evaluate the effectiveness of proposed method,

a double cross-validation support vector machine classifier, which has high gen-

eralizability, and a fast Modest AdaBoost classifier, which improves significantly

experimental runtime, are applied for cancer classification based on selected

features by proposed method. Several experiments are carried out to evaluate the

performance of our proposed methods. The results show that our proposed method

can be an effective tool for analyzing MS data.
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1 Introduction

The development of technology in recent years has stimulatedmany researches using

proteomicmass spectrometry to recognize biomarkers for determiningmany types of

cancer, distinguishing between tumor and normal tissues or between malignant and

benign ones. Moreover, proteomic patterns also help to monitor disease progression

as well as response to treatment. Protein serum profiles using time-of-flight (TOF)

mass spectrometry technologies, such as Surface enhanced laser desorption/ioni-

zation—TOF (SELDI-TOF) and Matrix-assisted laser desorption/ionization—TOF

(MALDI-TOF) for cancer classification have been developed by several researchers

[1–4]. De Noo et al. [5] in 2006 assessed the feasibility of mass spectrometry based

protein profiling for the discrimination of colorectal cancer (CRC) patients from

healthy individuals. They pre-processed the spectra and applied a linear discriminant

analysis with double cross-validation to classify protein profiles. Then, Alexandrov

et al. [6] presented an improved procedure of biomarker extraction on the basis of the

ideas proposed in Schleif et al. [7]: (i) discrete wavelet transformation of the spectra,

(ii) feature (wavelet coefficients) selection by statistical testing, and (iii) double

cross-validation SVM classification.

In this paper, we propose to use stationary wavelet transform (SWT) instead of

DWT in feature extraction step of Alexandrov et al. [6]. Since SWT is shift-

invariant transform, it transforms input data and restores perfectly the translation

invariance, which is a desired property not obtained by DWT. Furthermore,

a bivariate shrinkage function is combined with SWT in order to threshold noisy

wavelet coefficients. Then biomarker selection is deployed on selected wavelet

coefficients after the statistical feature testing. For cancer classification, the double

cross-validation SVM classifier used in [5, 6] has high generalizability. However,

the experimental runtime reaches tens of hours for each experiment. Therefore,

we propose another procedure using bootstrapping resampling and boosting

classifier, SWTBF-MBoost, which gives much faster runtime. We implement

several experiments and compare our results with the results of [5, 6, 8] to evaluate

the effectiveness of proposed methods. We also perform experiments using double

cross-validation SVM classifier, SWTBF-SVM, in order to prove the superior of

our proposed feature extraction to methods in [5, 6] and compare with the

SWTBF-MBoost in terms of performance as well as runtime.

2 Methodology

2.1 Robust Stationary Wavelet Domain

SWT is derived from discrete wavelet transform. The DWT decomposes an input

signal using successive low and high pass filters into subbands, followed by

decimators. The DWT is a concise representation since the number of coefficients
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over all subbands is equal to the length of input signal. The SWT performs the

same transformation as DWT except the decimation steps. Appropriate low and

high pass filters are applied to the input data at each level to produce two coef-

ficient sequences at the next level. Without decimation steps, two new sequences

each have the same length as the original data sequence. The filters, instead, are

upsampled at each level of decomposition by zero-padding. This leads to a

redundant representation of the original data. For example, with an input signal

decomposed at level L, the redundant ratio is (L+1):1. However, this property, also

called translation-invariant, has considerable statistics and classification potentials.

For more information, see [9].

Wavelet thresholding is an approach which is usually used to remove noise and

recover the true signal. Denoising procedure often follows three steps, using

shrinkage techniques [9]. First, noisy data are transformed in wavelet domain.

Next, hard or soft thresholding is applied to suppress noise portion from noisy

wavelet coefficients. Wavelet coefficients falling below a threshold are set to 0 in

hard thresholding. In soft thresholding, those falling below a threshold are set to 0

and others are shrunk toward 0 by subtracting the threshold from those coefficients.

Finally, resulting wavelet coefficients are converted to original domain. Thres-

holding methods such as hard, universal, and un-universal thresholding were

considered [9, 10]. However, these methods are not exploited the dependency of

wavelet coefficients. Therefore, for denoising inherent noise of mass spectrometry

signal, bivariate shrinkage estimator [11, 12], which takes into account the sta-

tistical dependencies among wavelet coefficients, is used. Bivariate shrinkage

function can be obtained as below.

In wavelet domain, the noisy wavelet coefficient y can be calculated as

y ¼ wþ n ð1Þ

where w is the original coefficient and n is coefficient of noise, which is assumed as

independent and identically distributed (i.i.d) Gaussian noise. To estimate w from

the noisy observation y, the maximum a posteriori (MAP) estimator can be used.

Let w2 represent the parent of w1 (w2 is the wavelet coefficient at the same position

as w1 but at the next coarse level), y1 and y2 are noisy coefficients according to w1

and w2 respectively, n1 and n2 are noise coefficients. Then, as proposed in [12], the

MAP estimator of wavelet coefficient w1 is derived to be

ŵ1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y21 þ y22

p

�
ffiffi

3
p

r2n
r

� �

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y21 þ y22

p � y1 ð2Þ

Here ðgÞþ is defined as

gð Þþ¼
0 if g\0

g otherwise

�

Here, we can estimate the noise variance from noisy wavelet coefficients by a

robust median estimator at the finest scale wavelet coefficients [13]
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rn ¼
medianðjyijÞ

0:6745
ð3Þ

In this paper, the wavelet coefficients are considered as features which are

further used for statistical feature selection and classification. We propose an

approach of coefficient extraction, denoted as SWTB (SWT with bivariate

shrinkage estimation), including detail coefficients of each level together with

approximation coefficients of the maximum level. The SWTB coefficients are

obtained as follows.

Suppose h0j and g0j are reconstruction filters at decomposition level j. Here, h0j
and hj; g

0
j and gj have to satisfy the perfect reconstruction criterion by using

quadrature mirror filters. The SWTB detail coefficients at level j, d0j; can be cal-

culated from SWT detail coefficients dj; djþ1 as Eq. 2

d0j ¼ bishrinkðdj; djþ1Þ ð4Þ

and the SWTB approximation coefficients at level j, a0j; are

a0j ¼ h0jþ1 � a0jþ1 þ g0jþ1 � bishrinkðdjþ1; djþ2Þ ð5Þ

Suppose the maximum decomposition level is J and apply recursive rule in the

Eq. 5, we can have

a0j ¼ h0jþ1 � h0jþ2 � ::: � h0J�1 � h0J � a0J þ g0J � d0J
� �

þ h0jþ1 � h0jþ2 � ::: � g0J�1 � ðdJ�1; dJÞ
þ :::þ h0jþ1 � g0jþ2 � ðdjþ2; djþ3Þ
þ g0jþ1 � ðdjþ1; djþ2Þ

ð6Þ

Note that a0J ¼ aJ ; d
0
J ¼ dJ and h0J � aJ þ g0J � dJ ¼ aJ�1; so we can get

a0j ¼ h0jþ1 � h0jþ2 � ::: � h0J�1 � aJ�1

þ h0jþ1 � h0jþ2 � ::: � g0J�1 � bishrinkðdJ�1; dJÞ
þ :::þ h0jþ1 � g0jþ2 � bishrinkðdjþ2; djþ3Þ
þ g0jþ1 � bishrinkðdjþ1; djþ2Þ

ð7Þ

Here, if we define

pjþ1;J ¼ h0jþ1 � h0jþ2 � ::: � h0J�1

pjþ1;J�k ¼ h0jþ1 � h0jþ2 � ::: � g0J�k

pjþ1;jþ1 ¼ g0jþ1

ð8Þ
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then Eq. 7 can be written as

a0j ¼ pjþ1;J � aJ�1 þ
XJ�1

k¼jþ1

pjþ1;k � bishrinkðdk; dkþ1Þ ð9Þ

With the combination as we propose above, the computation complexity

reduces OðN
2
log2NÞ þ OðNlog22LÞ when comparing to general wavelet threshold-

ing method, which decomposes noisy signal at maximum level, estimates true

coefficients, reconstructs denoised signal, and then decomposes denoised signal at

level L (Fig. 1).

2.2 Statistical Feature Selection

The feature extraction, in general, leads to a high-dimensional feature space.

In case of SWTB feature extraction, decomposition step creates a huge amount of

coefficients that makes feature selection methods difficult to obtain a good

selection for subsequent processing step. Therefore, we apply non-parametric

statistical testing to extract the discriminative features between two classes of

wavelet coefficients as in [4, 6, 7]. Two types of statistical testing are conducted,

consisting of the two-sample Kolmogorov–Smirnov (KS) test and Mann–Whitney

U (MW) test (or Wilcoxon rand sum test). Besides, multiple testing corrections

which adjust p-values derived from multiple statistical tests to correct for the

occurrence of false positives are carried out as used in [6], including Bonferroni

(Bonf), Benjamini–Hochberg (BH), and Benjamini–Yekutieli (BY) adjustment.

The statistical testing reduces considerably feature space dimensionality.

a'4=a4

d'4=d4 h'1

g'1

h'2

g'2

h'3

g'3

a'3=h'4 a'4+g'4 d'4

a1

d'3=bishrink( d3,d4)

d1

h'4

g'4

a'2=h'3 a'3+g'3 d'3

d'2=bishrink( d2,d3)

Fig. 1 SWTB coefficients at level 2 with maximum decomposition level J = 4
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2.3 Biomarker Selection

The objective of biomarker selection is to find mass spectra that can be used for

distinguishing cancer patterns from healthy patterns. In the this paper, the bio-

markers for each class are obtained from mass spectra which represented by

discriminative SWTB coefficients of each class. In details, after the statistical

feature testing, only selected SWTB coefficients of each class are used to recon-

struct the m/z ranges represented by these coefficients. Then, the average of the

obtained spectral components of all spectra are computed for each class. The

significant peaks are selected by the differences between the average reconstructed

spectra of two classes.

2.4 Proposed Procedures for Mass Spectrometry

Classification

To classify mass spectrometry data, we propose two procedures, one, denoted as

SWTBF-SVM, is based on the above feature extraction method and ideas of [6],

and the other, denoted as SWTBF-MBoost, uses boosting classifier for runtime

improvement.

The classification procedures can be summarized as follows:

Step 1: SWT with bivariate shrinkage estimator denoising

a. Decompose mass spectrometry data using the SWT to maximum level.

b. Calculate noise variance by using Eq. 3.

c. Estimate denoised SWTB detail coefficients at each level (from 1 to L) by

using Eq. 2.

d. Estimate denoised SWTB approximation coefficients using Eq. 9.

Step 2: Perform statistical test on two groups of data and adjust p-values of the test

to obtain discriminative coefficients.

Step 3: Classify obtained data by using double k-fold cross validation SVM or

using bootstrapping resampling and Modest AdaBoost classifier

There are some advantages of using SWTB coefficients for classification. First,

the combination of SWT and bivariate shrinkage function is responsible for not

only separating noise from signal but also estimating true components (wavelet

coefficients) from noisy ones. This assists the statistical feature selection (Step 2)

in finding significant differences of two classes. Second, shift invariant property of

the SWT provides a great deal of spatial information, which makes it superior to

the DWT in denoising and classification. The redundant representation property of

the SWT reduces many of the artifacts created around the discontinuities of the

input signal [9], which inherently exist in mass spectra, and provides more sig-

nificant features for the better statistical feature selection and classification.
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For classification in Step 3, we use a double k-fold cross-validation SVM to

classify the discriminative coefficients obtained from previous steps. This SVM is

a C-SVM type with a gaussian kernel and SVM hyperparameters C and c are

chosen by using the double CV paradigm as proposed in [14]. The double CV

scheme includes an inner training loop using double k-fold CV to find the best C

and c based on grid search and an outer validation loop using leave-one-out cross-

validation. For more complete coverage, see [6] and references therein.

Classification methods based on double k-fold cross-validation SVM, however,

face a big problem relating to runtime since they take a long time to perform grid

search steps. This makes them difficult to be applied in practice. Therefore,

we propose to use the Modest AdaBoost classifier [15–17] which improves sig-

nificantly experimental runtime but still gives good classification results. To assess

the prediction performance of the classifier, bootstrapping resampling is used for

repetitively selecting training and testing subsamples of data. Each subsample is a

random sample, with replacement from the full dataset.

3 Experiments and Discussion

3.1 MALDI-TOF Serum Protein Profiles

The first dataset is the mass spectrometry based protein profile of colorectal cancer

(CRC) patients and healthy individuals as mentioned in [6]. The preprocessed data

consisted of 64 cancer and 48 control spectra of length 16331 m/z covering a

domain of 960-11163 Da. The second dataset obtained from serum samples of

HCC cases, cirrhosis cases, and healthy controls was collected from Egypt in the

period from 2000 to 2002 as concerned in [8] and analyzed using an Ultraflex

MALDI TOF/TOF mass analyzer (Bruker Daltonics). The preprocessed data

consisted of 201 spectra (78 HCC, 51 cirrhosis and 72 normal) of the length

23846 m/z over the mass range 0.9–10 kDa.

3.2 Biomarker

Average biomarkers of CRC and control spectra using SWTB feature extraction

with MW, BH statistical testing are presented in Fig. 2a. The biomakers obtained

by our method are more detailed than those of APPDWT in [6]. In the results

of [6], the large peak at 1467 Da seem to be combined with the small peak at

1451 Da but it is separated clearly in our results. Besides, peaks at 1520 Da and

1538 Da of control biomarkers are difficult to recognize as in [6]. To compare

visually the discrimination of average cancer and control biomarkers, the differ-

ence between class-discriminating parts of spectra (cancer minus control) are
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computed as shown in Fig. 2b. At the same m/z range 1200–2050 Da, our method

detects 11 peaks with the largest difference are marked 1208, 1265, 135, 1467,

1520 for control spectra and 1451, 1693, 1779, 1867, 2023 for cancer spectra. The

method in [6] omitted two difference peaks 1520 for control spectra and 1451 for

cancer spectra. The difference of biomarkers are almost the same as the difference

mean spectra.

We also find the biomarker patterns of HCC and cirrhosis and difference

between class-discriminating parts of spectra (HCC-cirrhosis) using SWTBF-

SVM. The difference of biomarker patterns with (KS, BH) testing method, for

example, still keeps 10 largest peaks marked as 958, 2379 Da for HCC cancer

spectra and 1352, 1451, 1467, 1683, 1779, 1867, 2605, 2605 and 2935 Da for

cirrhosis cancer spectra as the difference of mean spectra.

3.3 Classification Results

To evaluate the performance of the proposed procedures, an average of classifi-

cation results corresponding to six methods of statistical feature selection in [6] is

calculated. The SWT in Step 1 is carried out at level decomposition L = 5 using

bior6.8 wavelet, which has the largest filter length among bi-orthogonal wavelets.

The statistical feature selection in Step 2 is performed at significant level a ¼ 5%:
The SWTBF-SVM applies the double 5-fold cross-validation SVM classifier in

Step 3. The SWTBF-MBoost uses bootstrapping resampling and Modest AdaBoost

classifier. The parameter rho is set at 0.8 to select the same number of training

samples and testing samples as 5-fold cross-validation SVM for the purpose of

comparison. Modest Adaboost classifier is then applied with the number of

1000 1200 1400 1600 1800 2000 2200
−20

0
20
40
60
80

100 CANCER mean spectra and biomarker patterns

m/z value

In
te

n
s
it
y

1000 1200 1400 1600 1800 2000 2200
−20

0
20
40
60
80

100 CONTROL mean spectra and biomarker patterns

m/z value

In
te

n
s
it
y average spectrum

average biomarker

average spectrum

average biomarker

(a) CRC and Normal biomarker

1000 1200 1400 1600 1800 2000 2200
−100

−50

0

50
Difference in mean spectra

CANCER

CONTROL

m/z value

In
te

n
s
it
y

1000 1200 1400 1600 1800 2000 2200
−100

−50

0

50
Difference in biomarker patterns

CANCER

CONTROL

m/z value

In
te

n
s
it
y

(b) CRCvs.Normal difference patterns

Fig. 2 Biomarker mean spectra and the differences of biomarkers. a CRC and Normal
biomarker, b CRC versus Normal difference patterns
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boosting iterations set at 100 and the number of tree splits to the constructor

chosen at 2. Our proposed methods are compared with CONVDWT, APPDWT

methods in [6].

The average classification results for CRC and HCC dataset are shown in

Table 1. The table shows that the SWTBF-SVM and SWTBF-MBoost have

comparable results. For CRC data set, the SWTBF-SVM outperforms the CON-

VDWT and APPDWT 1.4 and 0.3% for average TRR, respectively. The SWTBF-

MBoost also yields better results than CONVDWT and APPDWT, improving 1.3

and 0.2% for average TRR, respectively. For HCC dataset, the SWTBF-SVM

exceeds the CONVDWT and APPDWT 4.9 and 5.2% for average TRR, 4.3 and

4.0% for average sensitivity, 5.9 and 6.9% for average specificity. The SWTBF-

MBoost also gives better performance than the CONVDWT and APPDWT,

improving 4.4 and 4.7% for average TRR, 4.4 and 4.1% for average sensitivity, 4.3

and 5.3% for average specificity.

In order to evaluate thoroughly the proposed methods’ performances, several

experiments are employed with additional Gaussian noise for HCC dataset.

In Table 2, Gaussian noise is added at different levels of rn ¼ 100; 200: At rn ¼
100; the SWTBF-SVM outperforms the CONVDWT and APPDWT 5.2 and 5.0%

for average TRR, 4.1 and 4.3% for average sensitivity, 6.9 and 6.2% for average

specificity. At rn ¼ 200; the SWTBF-SVM is superior to the CONVDWT and

APPDWT 4.4 and 3.9% for average TRR, 4.5 and 3.9% for average sensitivity, 4.3

and 4.0% for average specificity.

Table 1 A comparison of average classification results for detecting colorectal cancer from
healthy patterns and detecting HCC from cirhosis patterns

Methods CRC dataset HCC dataset

TRR
(%)

Sens.
(%)

Spec.
(%)

Runtime
(min)

TRR
(%)

Sens.
(%)

Spec.
(%)

Runtime
(min)

SWTBF-SVM 96.9 97.9 95.5 326 95.6 97.0 93.5 205

SWTBF-
MBoost

96.8 97.1 96.4 22 95.1 97.1 91.9 6

CONVDWT 95.5 96.6 94.1 143 90.7 92.7 87.6 113

APPDWT 96.6 97.7 95.1 171 90.4 93.0 86.6 150

Table 2 A comparison of average classification results for detecting HCC from cirhosis cancer
with additional Gaussian noise

Method rn ¼ 100 rn ¼ 200

(TRR%) Sens.(%) Spec.(%) TRR(%) Sens.(%) Spec.(%)

SWTBF-SVM 95.1 96.6 92.8 94.1 96.2 90.9

SWTBF-MBoost 94.9 97.2 91.7 95.1 96.9 92.3

CONVDWT 89.9 92.5 85.9 89.7 91.7 86.6

APPDWT 90.1 92.3 86.6 90.1 91.9 87.3
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Modest AdaBoost classifier with bootstrapping resampling improves signifi-

cantly computational efficiency in comparison with double cross-validation SVM

classifier. In Table 1, the runtimes (run on PC with Pentium Dual Core 1.86GHz,

4GB DDR2) of the SWTBF-MBoost are faster than those of double cross-vali-

dation SVM approximate 6–15 times for CRC dataset and approximate 19–34

times for HCC dataset. The SWTBF-MBoost has better performance than double

cross-validation SVM based methods in terms of computational efficiency

since the former method is not involved in solving any quadratic programming

problems as well as grid searching ones. The experimental results show that the

classification performance of SWTBF-MBoost is comparable with that of the

SWTBF-SVM.

4 Conclusion

In this paper, we develop a robust-to-noise feature extraction method which

combined the SWT and a bivariate shrinkage estimator to transform MS data into

robust stationary wavelet domain. Biomarker selection corresponds to new feature

extraction method is also presented. To evaluate the performance of proposed

methods, robust cancer classification algorithms, SWTBF-SVM and SWTBF-

MBoost, are deployed on real MALDI-TOF datasets. The SWTBF-SVM has

generalizability while the SWTBF-MBoost gives significantly faster experimental

runtime. The experiments show that two proposed classification procedures pro-

vide better performance than other methods. The SWTBF-MBoost’s performance

is comparable with the SWTBF-SVM’s one. Therefore, the SWTBF-MBoost is

potential for MS analyzing applications which strictly require fast experimental

runtime.
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Part II

Future Security Technologies



An Improved User Authentication Scheme
for Wireless Communications

Woongryul Jeon, Jeeyeon Kim, Junghyun Nam, Youngsook Lee

and Dongho Won

Abstract Recently, wireless communications using mobile device are growing

rapidly. The most advantage of wireless communication is that user can transfer

various information to anywhere at any time using mobile device. However, to

ensure security of communications, authentication is being magnified as an

important issue in wireless communication. Recently, in 2011, Cui and Qin

pointed out that Wu et al.’s scheme is failed to provide user anonymity and

proposed an improved scheme. However, in this paper, we discuss that Cui et al.’s

scheme is still vulnerable to malicious FA and does not provide perfect forward
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secrecy. Finally, we will propose an improved scheme to overcome these

vulnerabilities.

Keywords Wireless communication � Anonymity � User authentication � Security

1 Introduction

Recently, wireless communications are growing rapidly, and furthermore with

growth of smartphone in mobile market, wireless network using mobile device is

also growing fast. However, wireless network is susceptible to various attacks,

because of its openness [1]. Thus, sometimes, wireless network security is con-

sidered as more complex than that of wired network. To ensure security of

communications via wireless network, authentication is being magnified as an

important issue. The authentication is fundamental for establishing secure com-

munication channels over public insecure networks [2].

After Zhu and Ma proposed an authentication scheme to provide anonymity

service for wireless communications [3], many subsequent studies have found and

correct the security weaknesses [3–6]. In 2006, Lee, Hwang and Liao pointed out

that Zhu et al.’s scheme is vulnerable to forgery attack and proposed an improved

scheme [4]. Two years later, in 2008, Wu et al. discussed that both authentication

scheme does not provide anonymity as claimed and then proposed a modified

scheme [5]. Recently, in 2011, Cui and Qin pointed out that Wu et al.’s scheme

also fails to provide anonymity service and then, proposed a modified scheme [6].

However, in this article, we show that Cui et al.’s scheme is still susceptible to

malicious FA and does not provide perfect forward secrecy. To deter these

vulnerabilities, we propose an improved authentication scheme with anonymity for

wireless communications.

2 Review of Cui et al.’s Scheme

In this section, we review Cui et al.’s scheme for wireless communications.

Following shows all notations used throughout in this paper.

• HA: Home agent of a mobile user.

• FA: Foreign agent of the network.

• MU: Mobile user.

• Att: Malicious attacker.

• IDA: Identity of an entity A.

• PWA: Password of an entity A.

• TA: Timestamp generated by an entity A.

• CertA: Certificate of an entity A.
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• (M)K: Encryption of a message M using a symmetric key K.

• EK(M): Encryption of a message M using an asymmetric key K.

• h(�): Cryptographic one-way hash function.

• �: Bitwise exclusive-or(XOR) operation.

As previous researches, Cui et al.’s scheme consists of three phases: initial

phase, first phase and second phase.

2.1 Initial Phase

Before starting communications in wireless network, mobile device has to register

itself to HA for authentication. Following shows register process of mobile device

which wants to use wireless network. The statement A ? B: M denotes that A

sends message M to B.

(1) MU ! HA : IDMU

First, MU sends its own ID to HA for registration.

(2) HA ! MU : PWMU ; fIDHA; r; hð�ÞgSmartcard
When HA receives a message from MU, HA computes PWMU and r as follows;

PWMU ¼ hðNjjIDMUÞ
r ¼ hðNjjIDHAÞ � hðNjjIDMUÞ � EPHA

ðIDHAjjIDMUÞ

where N is a secret value kept by HA, and EPHA
denotes encryption using public

key of HA. Finally, HA sends PWMU and a smartcard which includes IDHA,

r and h (�) to MU. As a result, HA keeps a password table for user authenti-

cation (Fig. 1).

2.2 First Phase

In wireless network, MU can freely move to other FAs from HA. First phase shows

that how FA authenticates MU and issues a temporary certificate.

Fig. 1 Initial phase of Cui et al.’s scheme
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(1) MU ! FA : n; c; IDHA; TMU

When MU wants to access FA, MU computes n and C using r which is stored

in his/her smartcard as follows:

n ¼ r � PWMU ¼ hðNjjIDHAÞ � EPHA
ðIDHAjjIDMUÞ

C ¼ ðIDMU jjx0jjxÞL
where L ¼ hðTMU � PWMUÞ is a temporary symmetric encryption key between

MU and HA, and both x0 and x are random numbers generated by MU. Finally,

MU sends n, C, IDHA and TMU to MU.

(2) FA ! HA : b; n; c; TMU ; ESFAðVÞ; CertFA; TFA
Upon receiving the request message from MU, FA verifies TMU. If TMU is

valid, then FA generates a random number, b and computes a digital signature

ESFAðVÞ with its private key, where V ¼ hðb; n; C; TMU ; CertFAÞ: Finally, FA
sends b; n; C; TMU ; ESFAðVÞ; CERTFA, and TFA to HA.

(3) HA ! FA : c; W ; ESHAðb; c; W ; CertHAÞ; CertHA; THA
First, HA verifies both CertFA and TFA: If they are valid, HA retrieves MU’s

identity from n, where n ¼ hðNjjIDHAÞ � EPHA
ðIDHAjjIDMUÞ: If MU is a legal

user of HA, HA computes L ¼ hðTMU jjPWMUÞ and decrypts C to obtain x0 and

x. Using both x0 and x, HA computes W ¼ EPFA
ðhðPWMUÞjjx0jjxÞ; and gen-

erates a random number c. Finally, HA computes a digital signature

ESHAðb; c;W ;CertHAÞ and sends c;W ;ESHAðb; c;W ;CertHAÞ; CertHA; and THA
to FA.

(4) FA ! MU : ðTCertMU jjhðx0jjxÞÞsk
FA verifies HA’s timestamp and certificate. If they are valid, then FA decrypts

W and computes a session key sk ¼ hðhðPWMUÞjjx0jjxÞ: Finally, FA issues a

temporary certificate T CertMU and sends ðT CertMU jjhðx0jjxÞÞsk to MU.

(5) MU computes sk and decrypts the message. Then MU verifies hðx0jjxÞ with

his/her random numbers. If it is valid, then MU shares sk with FA (Fig. 2).

2.3 Second Phase

The second phase is invoked when MU wants to update its session key shared with

FA. In order to enhance efficiency of the protocol, while MU stays with the same

FA, the new session key ski can be derived from unexpired previous secret

knowledge xi and the fixed secret x as, ski ¼ hðhðPWMUÞjjxijjxÞ where

i ¼ 1; 2; 3; 4; . . .; n:
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3 Security Weakness of Cui et al.’s Scheme

This section demonstrates that Cui et al.’s authentication scheme is insecure

against an active adversary.

In the wireless network, service boundary of FA is not strictly defined. Thus,

MU can be located in two or more FA’s service boundaries. This means that MU

can communicate several FA’s simultaneously. Now, we assume an adversary Att

as a legal FA, which can communicate MU.

3.1 Session Key Exposure

Let’s assume that MU starts the first phase with a FA in Att’s service boundary.

In this circumstance, MU is located in both FA and Att’s service boundaries, and

intended service provider is FA. Now, Att can obtain a secret session key, sk

between MU and FA.

Fig. 2 First phase of Cui et al.’s scheme
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Following steps show session key exposure by Att.

(1) MU ! FA : n;C; IDHA; TMU

When MU sends the request message to FA, an adversary Att captures this

message.

(2) Att ! HA : b0; n; c; TMU ;ESAttðVÞ; CertAtt; TAtt
Att generates a random number, b0 and computes a digital signature ESAttðVÞ
with its private key, where V ¼ hðb0; n;C; TMU ;CertAttÞ: Finally, Att sends
b0; n;C; TMU ;ESAttðVÞ;CertAtt and TAtt to HA.

(3) HA ! FA : c; W ; ESHAðb0; c;W ;CertHAÞ; CertHA; THA
First, HA verifies both CertAtt and TAtt: Because Att is also a legal FA, this

verification is always valid. Then, HA retrieves MU’s identity from n, where

n ¼ hðNjjIDHAÞ � EPHA
ðIDHAjjIDMUÞ: If MU is a legal user of HA, HA com-

putes L ¼ hðTMU jjPWMUÞ and decrypts C to obtain x0 and x. Using both x0 and

x, HA computes W ¼ EPAttðhðPWMUÞjjx0jjxÞ; and generates a random number

c. Finally, HA computes a digital signature ESHAðb0; c;W ; certHAÞ and sends

c;W ;ESHAðb0; c;W ;CertHAÞ;CertHA; and THA to FA.

(4) Upon receiving the message from HA, Att decrypts W with its private key and

compute sk ¼ hðhðPWMUÞjjx0jjxÞÞ which is the secret session key between

MU and FA.

Actually, this attack is also available to [3–5], because MU does not notice IDFA

to HA neither. Therefore when HA receives messages from FAs simultaneously,

HA cannot determine which FA is involved with MU in communication.

3.2 Perfect Forward Secrecy

The security of session key depends on the both random values, xi and x. As

mentioned in Sect. 2, to enhance efficiency of the protocol, MU just updates xi to

compute i-th session key.

When MU visits FA at i-th session, MU sends the message ðTCertMU jjxijjother
informationÞski�1

where ski�1 ¼ hðhðPWMUÞjjxi � 1jjxÞ is the current session key.

Upon receiving the message, FA updates session key as ski ¼ hðhðPWMUÞ
jjxi � 1jjxÞ:

However, Att can capture this message, too. When Att obtains this message

from wireless communication, then Att decrypts this message using the exposed

session key. Then Att obtains xi and can compute the next session key. As a result,

Cui et al.’s scheme does not provide perfect forward secrecy.
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4 Improved Scheme

This section demonstrates an improved authentication scheme for wireless com-

munications. From the above analysis, we can easily conclude that HA has to

identify FA which MU intends to communicate with. Due to this, we modify C in

authentication phase as follows:

C ¼ ðhðIDMUÞjjIDFAjjx0xÞL
Likewise, when HA decrypts C in the first phase, HA verifies FA’s identity with

IDFA. Att cannot replace IDFA with IDAtt; because C is encrypted by L.

5 Security Analysis

This section demonstrates that how our modified scheme prevents attacks and

provides perfect forward secrecy.

In order to impersonate FA, an adversary Att has to replace IDFA with IDAtt in

C. However, it is impossible because C is encrypted by L. To compute L, Att has to

know PWMU Actually, Att can easily get TMU in wireless communications. Nev-

ertheless, Att cannot compute L, because Att cannot compute PWMU ; where

PWMU ¼ hðNjjIDMUÞ: To compute PWMU ; Att has to know both N and IDMU ; but
it is impossible, because N is the strong secret key of HA. Therefore, our scheme is

secure against to a malicious adversary.

Table 1 shows comparison between our scheme and previous schemes.

6 Conclusion

Recently, in 2011, Cui and Qin pointed out that Wu et al.’s scheme is failed to

provide user anonymity and proposed an improved scheme.

However, in this paper, we discussed that Cui et al.’s scheme is still susceptible

to malicious FA and does not provide perfect forward secrecy. To deter these

vulnerabilities, we proposed a modified scheme and achieved perfect forward

secrecy.

Table 1 Security Analysis Schemes Session key
exposure

Perfect forward
secrecy

Zhu et al. [3] X X

Lee et al. [4] X X

Wu et al. [5] X X

Cui et al. [6] X X

Our scheme O O
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An Improved Protection Profile
for Multifunction Peripherals
in Consideration of Network Separation

Changbin Lee, Kwangwoo Lee, Namje Park and Dongho Won

Abstract Multifunction peripherals, capable of networking and equipped with

several hardcopy functions with various security functions, are taking place of

printers and other printing devices in office workplaces. However, the security

functions within a multifunction peripheral and its IT environments may have

vulnerabilities. The information transmitted in multifunction peripherals includes

very sensitive data since the device is networked to transmit data including con-

fidential information. There have been international efforts to mitigate this anxiety

of consumers through common criteria. In 2009, a series of standards for multi-

function peripherals were developed. These protection profiles are classified in

accordance to four different operational environments. However, though multi-

function peripherals treat confidential information, network separation issue is not
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regarded in classifying the operational environments. Thus, in this paper, we

present an operational environment and propose a protection profile that is

appropriate for the new environment.

Keywords Network separation � Common criteria � Security evaluation � Mul-

tifunction peripheral � Virtual personal network

1 Introduction

Multifunction peripherals (MFP for short hereinafter) are office machines which

incorporate the functionality of multiple devices such as printer, copier, scanner,

and fax machine in one. Recently, several security functions have been added to

MFP to protect the confidential information and intellectual property related with

various areas including extremely sensitive information such as industry tech-

nology information from leakage. To evaluate and assure that these security

functions are well developed and functioning, Common criteria (CC for short

hereinafter) evaluation assurance on MFP is in progress in Japan, USA, and South

Korea. However, there was no criterion that is well-documented to evaluate

security functions of MFP. The insufficient criterion made developers and evalu-

ators difficult to evaluate the security functions of MFP. To solve this problem,

IEEE P2600 Working Group has been developing protection profiles for MFP. The

developed protection profiles are classified according to their usage in four

different operational environments. Although these protection profiles tried to

consider all of the possible operational environments for MFP, they still did not

consider every possible operational environment of MFP. The missing environ-

ment is highly considerable. Therefore, it is required to add a protection profile to

existing protection profiles to evaluate additional security functions of MFP. Thus,

in this paper, we present an operational environment and propose a protection

profile that is appropriate for the new environment [1, 2].

This paper is organized as follows. In Sect. 2, we briefly describe existing

standards for MFP and discuss the operational environments of each. Then, we

present a new operational environment for MFP and propose supplementary

classes along with the environment in Sect. 3. Finally, we summarize and con-

clude our research in Sect. 4.

2 Background and Related Work

In this section, we present a list of standards with brief background information,

and analyze each of them with regard to their operational environments.
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2.1 Existing Standards

IEEE P2600 Working Group is an approved standardization project that is spon-

sored by the IEEE Information Assurance Standards Committee of the IEEE

Computer Society. The working group mainly endeavors to develop system

security in MFP and its system. The working group has developed several stan-

dards as shown in Table 1 [3–5]. The operational environments A, B, C and D will

each be explained in next subsection.

2.2 Existing Operational Environments

An operational environment denotes the total environment in which an MFP oper-

ates, including the consideration of the value of assets and controls for operational

accountability, physical security, and personnel. In this subsection, we describe the

classification of operational environments mentioned in the previous subsection [3].

Operational Environment A. Operational environment A processes restrictive

information in which high security and assurance are required. In this environ-

ment, the facility is typically relatively large building or campus with a large

population of networked devices. Many visitors will be present in this environment

while there is some security. The hospital will be a good example of this envi-

ronment since there are visitors everywhere and the processed information is

partially very sensitive, for instance, patients’ personal and medical information.

Operational Environment B. Operational environment B processes restrictive

information in which moderate security and assurance are required. In this envi-

ronment, the facility is typically medium to large businesses, some governmental

agencies, and organizations requiring managed telecommuting systems and remote

offices. An average number of visitors will be present in this environment while

Table 1 IEEE P2600 family of standards

Standard Year issued Description

IEEE 2600 2008 IEEE 2600 is a core document of IEEE P2600 family of standards.
This defines security requirements and identifies security
exposures for MFP. This document instructs manufactures and
developers on appropriate security capabilities and instructs
users on appropriate usage of security capabilities

IEEE 2600.1 2009 IEEE 2600.1 is a protection profile for MFP in operational
environment A

IEEE 2600.2 2009 IEEE 2600.2 is a protection profile for MFP in operational
environment B

IEEE 2600.3 2010 IEEE 2600.3 is a protection profile for MFP in operational
environment C

IEEE 2600.4 2010 IEEE 2600.4 is a protection profile for MFP in operational
environment D
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there is some security. A high-tech international company will be a good example

of this environment since it treats important information such as product plans and

company intellectual property with moderate security.

Operational Environment C. Operational environment C processes public-

facing information in which security of documents is not guaranteed, but access

control and accounting of usage are important. A public library will be a good

example of this environment since it is open to publics and the processed infor-

mation is usually not very significant.

Operational Environment D. Operational environment D processes private

and personal information in presence of very high physical security. Small level of

network security is needed for protection. A home user with stand-alone systems,

possibly using wired or wireless home networks are good example of this

environment.

2.3 Necessity of Network Separation

A device with wired or wireless network capabilities are exposed to attacks,

malwares, and viruses since attackers may access the network as well as expected

users [6]. To alleviate this problem, there have been efforts to separate networks

into internal and external networks. There are physical and local ways to achieve

network separation .

Physical Network Separation. Physical network separation is a method that

literally separates internal network and external network physically. Figure 1

shows an example of physically separated network.

Device-based Separation. Device-based separation requires two devices; one

device is for external network and another for internal network.

Switch-based Separation. In switch-based separation, hard disk, IP, and routing

information are divided to separate network, then a switch in a peripheral com-

ponent interconnect (PCI) card form is used to make the system operate as if there

are two devices.

Logical Network Separation. Logical network separation usually utilizes

virtualization technology to divide a network. The network is not divided physi-

cally, but operates as there are two different networks. Figure 2 shows an example

of logically separated network.

Server-based Computing Separation. A terminal is used to install a virtual

machine on a server. Then the application on the server processes the data.

Centralized-server Virtualization based Separation. A virtualized operating

system operated by server is used through a program installed on client device that

is run by a hypervisor on a centralized-server.
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Fig. 2 A logically separated network

Fig. 1 A switch-based network separation
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3 Improved Protection Profile

In this section, we will present a new operational environment that need be con-

sidered and propose a protection profile for that environment conforming CC

version 3.1 revision 3 [7–9].

3.1 New Operational Environment

Recently, network separation in government agencies and military forces has

been a significant issue. There have been reactions to this issue, including

hardcopy devices. In this environment, network is separated into internal and

external networks, and virtual personal network is used to communicate between

two networks. However, as shown in Sect. 2.2, this environment is not taken into

consideration in previous standards. Therefore, we propose a new operational

environment where there is very sensitive information is processed and thus

network is separated to protect the data. Recently, network separation in gov-

ernment agencies and military forces has been a significant issue. In this envi-

ronment, network is separated into internal and external networks, and virtual

personal network is used to communicate between two networks. As shown in

Sect. 2.2, however, this environment is not taken into consideration in previous

standards. Therefore, we propose a new operational environment where there is

very sensitive information being processed and thus network is separated to

protect the data.

3.2 Protection Profile for New Environment

In this subsection, we propose a protection profile for the environment stated in the

previous subsection. Since this environment requires high assurance, we decided

to inherit or keep the classes that were already specified in previous protection

profiles, more specifically, IEEE 2600.1. We have selected several classes to

evaluate and assure in this new environment. The selected classes are as follows in

Table 2 [1, 7–9].

Information flow control functions: the components below are necessary to

control information transmitted in separated network. The dependencies are

reviewed, and identified to exist in the previous protection profile.

FDP_IFF.1.1 The TSF shall enforce the [MFP information flow control SFP]

based on the following types of subject and information security attributes: [VPN

related subjects and information]. MFP information flow control SFP should be set

by manufacturers. The VPN related subjects and information covers functions

regarding VPN.
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FDP_IFF.1.2 The TSF shall permit an information flow between a controlled

subject and controlled information via a controlled operation if the following rules

hold: [when the VPN related rules defined in FDP_IFF.1.3 are enforced success-

fully]. This component checks if the rules defined in FDP_IFF.1.3 are enforced

upon permitting information flow.

FDP_IFF.1.3 The TSF shall enforce the [specified VPN related rules]. The

VPN related rules should be defined by manufacturers; and this component ensures

that the defined rules are enforced.

FDP_IFF.1.4 The TSF shall explicitly authorize an information flow based on

the following rules: [no explicit authorization rules].

FDP_IFF.1.5 The TSF shall explicitly deny an information flow based on the

following rules: [when the VPN related rules defined in FDP_IFF.1.3 are not

enforced successfully]. This component ensures that the flow which does not abide

by the rules is denied.

FDP_IFF.1.6 The TSF shall enforce the [MFP information flow control SFP] to

monitor [VPN related illicit information flows] when it exceeds the [appropriate

capacity]. This component protects MFP from illicit information flows through

VPN.

FDP_IFC.1.1 The TSF shall enforce the [MFP information flow control SFP]

on [VPN related subjects, information, and operations]. The VPN related subjects,

information, and operations cover functions regarding VPN.

Security management: the components below are necessary to manage security

functions need in separated network environments. The dependencies are

reviewed, and identified to exist in the previous protection profile.

FMT_MSA.3.1 The TSF shall enforce the [MFP information flow control SFP]

to provide [restrictive] default values for security attributes that are used to enforce

the SFP.

FMT_MSA.3.2 The TSF shall allow the [none] to specify alternative initial

values to override the default values when an object or information is created.

4 Conclusion

The development in information and communication technology and the preva-

lence of IT devices have made our lives more convenient and abundant. As an

integrated hardcopy device with various functions, MFP is letting us to be more

Table 2 Additional security functional requirements

Class Component

Information flow control functions FDP_IFF.1 Simple security attributes

FDP_IFF.6 Illicit information flow monitoring

FDP_IFC.1 Subset information flow control

Security management FMT_MSA.3 Static attribute initialization
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efficient in many of office workplaces nowadays. However, evaluation and

assurance of security functions of MFP needs to be achieved before we utilize this

device. We have discussed insufficiency of previous criteria of MFP in regard to

operational environment and proposed measures to make up to the deficiency. We

hope that our research facilitates the evaluation process on behalf of MFP man-

ufactures, purchasers, and evaluators.
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Security Improvement
to an Authentication Scheme
for Session Initiation Protocol

Youngsook Lee, Jeeyeon Kim, Junghyun Nam

and Dongho Won

Abstract Recently, Yoon et al. proposed authentication scheme suited for session

initiation environments. Our analysis shows that Yoon et al.’s scheme does not

achieve its fundamental goal of password security. We demonstrate this by

mounting an undetectable on-line password guessing attack on Yoon et al.’s

scheme. We then figure out how to eliminate the security vulnerabilities of Yoon

et al.’s scheme and improved over their scheme.
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1 Introduction

The Session Initiation Protocol (SIP) is an International Engineering Task Force

(IETF)-defined signaling protocol, widely used for controlling multimedia com-

munication sessions such as voice and video calls over Internet Protocol (IP) [1–7].

The protocol can be used for creating, modifying and terminating two-party

(unicast) or multiparty (multicast) sessions consisting of one or several media

streams. The modification can involve changing addresses or ports, inviting more

participants, and adding or deleting media streams. Other feasible application

examples include video conferencing, streaming multimedia distribution, instant

messaging, presence information, file transfer and online games.

Recently in [8], Yoon et al. presented an efficient user authentication scheme

suited for session initiation protocol. In their article, they claim that the proposed

scheme authentication is fundamental for establishing secure communication

channels over public insecure networks [4].

After Zhu and Ma proposed an authentication scheme to provide anonymity ser-

vice for wireless communications [5], many subsequent studies have found and

correct the security weaknesses [1, 5–7]. In 2006, Lee, Hwang and Liao pointed

out that Zhu et al.’s scheme is vulnerable to forgery attack and proposed an

improved scheme [6]. Two years later, in 2008, Wu, Lee and Tsaur discussed that

both authentication scheme does not provide anonymity as claimed and then

proposed a modified scheme [7]. Recently, in 2011, Cui and Qin pointed out that

Wu et al.’s scheme also fails to provide anonymity service and then, proposed a

modified scheme [1].

However, in this article, we uncover that Yoon et al.’s scheme does not

guarantee its main security goal of password security. We show this by mounting

an undetectable on-line password guessing attack on Yoon et al.’s scheme. What

we do in this work is to report these security vulnerabilities of Yoon et al.’s

scheme and to show how to eliminate them. The remainder of this paper is

organized as follows. Section 2 reviews Yoon et al.’s user authentication scheme.

Then, Sect. 3 presents our attack on Yoon et al.’s. and continuously Sect. 4

descriptions the improved two schemes which offer a security patch for it.

In Sect. 5, we provide a security analysis of the proposed two schemes. Finally,

we conclude this work in Sect. 6.

2 Review of Yoon et al.’s Authentication Scheme

This section reviews an authentication scheme proposed by Yoon et al. [8]. The

scheme participants include a user and an authentication server. For simplicity, we

denote the user and the servers by U and S. Yoon et al.’s scheme consists of two

phases: registration phase and authentication phase. The registration phase is

performed only once per user when a new user registers itself with the
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authentication server. The authentication phases are carried out whenever a user

wants to gain access to the authentication server. Before the registration phase is

performed for the first time, the user U and the authentication server S decide on

the following system parameters: a one-way hash function h, an elliptic curve E,

a finite field GF(q), a generating element P of E(GF(q)). U and S choose an elliptic

curve E over a finite field GF(q) be an additive group of points on an elliptic curve

E over a finite field GF(q). Let P be the generating element of E(GF(q)). A high

level depiction of the scheme is given in Fig. 1, where dashed lines indicate a

secure channel, and a more detailed description follows:

2.1 Registration Phase

This is the phase where a new registration of a user takes place. The registration

proceeds as follows:

Step 1. A user U, who wants to register with an authentication server S, chooses

its password PW at will and submits a registration request, consisting of its

username UN and PW, to the authentication server S via a secure channel.

Fig. 1 Yoon’s registration and authentication phase
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Step 2. Upon receiving the request hUN, PWi, S computes a secret value

Z = EPW which is an elliptic curve point in E(GF(q)) from the password PW and

Y = EKS ? Z by using its secret key EKS.

Step 3. The authentication server S stores the user’s user name UN and Y in the

user account database.

2.2 Authentication Phase

When U wants to log into the system, he enters his username UN and password

PW into the client system.

Step 1. The user U generates a random number a and computes X = aP + EPW.

Then U sends a login request message hUN, Xi to the server S.
Step 2. When the login request arrives hUN, Xi, the server S first chooses the

random number b and computes M = X - Y ? EKs, a secret session key

SK = bM, and N = bP. Then S sends the response message hrealm, N, h(SK)i to
the user U.

Step 3. Having received realm, N, h(SK) from the server S, the user U computes

h(SK0) = h(aN). U verifies the correctness of h(SK) by checking that h(SK0) equals
h(SK). If correct, U accepts as the authentic server, computes

a = h(UN||realm||SK0) and sends hai; otherwise, aborts its login attempt.

Step 4. After receiving a, S computes b = h(UN||realm||SK). The server

S checks that a equals b. If they are equal, S believes that he is talking to legal user.

If they are not equal, S believes that he is talking to illegal user and aborts the

scheme.

3 Cryptanalysis of Yoon et al.’s Scheme

Unfortunately, Yoon et al.’s scheme described above is completely insecure in the

presence of an active adversary. To show this, we present an undetectable on-line

password guessing attack that exploits password security weaknesses in

the scheme [9].

3.1 Undetectable On-Line Password Guessing Attack

An attacker also may try to verify a guessed password in an on-line transaction; he

verifies his guess using responses of a server. If his guess fails, he starts a new

transaction with the server using another guessed password. However, in suc-

cessful attack, a failed guess cannot be detected and logged by the server, as the

server is not able to distinguish an honest request from a malicious one.
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In Yoon et al.’s scheme, now the following description represents our unde-

tectable on-line password guessing attack mounted by the attacker Ua against U’s

password: The attacker Ua, who wants to find out PW, now guesses possible

passwords and checks them for correctness.

1. The attacker Ua, who wants to find out the user U’s passwords, chooses the

random number a0 and computes X0 = a0P +EPW0 using guessed password PW0

Then, Ua posing as Ui, sends hU, X0i to the server S.

2. Since, from S’s point view, UN, X0 are indistinguishable from UN, X of an

honest execution, S believes that the message hUN, X0i is from U. Hence,

S operates as specified in protocol using the received messages from Ua. The

authentication server S computes N, and SK and sends the message hrealm, N,
h(SK)i to the attacker Ua posing as U.

3. Now, an attacker Ua upon receiving h(SK) and N from S, computes

h(SK0
a) = a0 N. Ua then verifies the correctness of PW0 by checking the

equality h(SK0
a) = h(SK). Notice that if PW0 and are equal, then

h(SK0
a) = h(SK) ought to be satisfied.

4. Ua repeats a new transaction with the server using another guessed password

until a correct password is found.

4 The Proposed Two Schemes

In this section we propose two authentication schemes which enhance on previous

scheme, Yoon et al.’s scheme [8]. Like Yoon et al. scheme, the improved

authentication scheme consists of two phases: the registration phase, the authen-

tication phase. In describing the scheme, we will omit the registration phase

because the registration phase of the proposed two schemes is equal to Yoon

et al.’s registration phase. Before the registration phase is performed for the first

time, the user U and the authentication server S decide on the following system

parameters: a one-way hash function h, an elliptic curve E, a finite field GF(q), a

generating element P of E(GF(q)). U and S choose an elliptic curve E over a finite

field GF(q) be an additive group of points on an elliptic curve E over a finite field

GF(q). Let P be the generating element of E(GF(q)). A high level depiction of the

scheme is given in Figs. 2 and 3, where dashed lines indicate a secure channel, and

a more detailed description follows:

4.1 The Proposed Scheme 1

Authentication Phase. When the user U wants to log into the system, he enters his

username UN and password PW into the client system.
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Fig. 2 The proposed scheme 1

Fig. 3 The proposed scheme 2

226 Y. Lee et al.



Step 1. The user U generates a random number a and computes X = aP. Then

U sends a login request message hUN, Xi to the server S.

Step 2. When the login request arrives hUN, Xi, the server S first chooses the

random number b and computes a secret session key SK = bX and N = bP.

Step 3. Then S sends the response message hrealm, N, h(SK)i to the user U.

Having received realm, N, h(SK) from the server S, user U computes SK0 = aN.

The user U verifies the correctness of h(SK) by checking that h(SK0) equals h(SK).
If correct, U accepts as the authentic server, computes a = h(UN||realm||

EPW||SK0) and sends hai; otherwise, aborts its login attempt.

Step 4. After receiving a, S computes EPW = Y - Eks and b = h(UN

||realm||EPW||SK). The server S checks that a equals b. If they are equal, S believes

that he is talking to legal user. If they are not equal, S believes that he is talking to

illegal user and aborts the scheme.

4.2 The Proposed Scheme 2

Authentication Phase. When the user U wants to log into the system, he enters his

username UN and password PW into the client system.

Step 1. The user U generates a random number a and computes X = aP. Then

U sends a login request message hUN, Xi to the server S.

Step 2. When the login request arrives hUN, Xi, the server S first chooses the

random number b and computes N = bP ? EPW and a secret session key

SK = bX. Then S sends the response message hrealm, N, h (SK)i to the user U.

Step 3. Having received real, N, h(SK) from the server S, user U computes

Q = N - EPW and h(SK0) = h(aQ) U verifies the correctness of h(SK) by

checking that h(SK0) equals h(SK). If correct, U accepts as the authentic server,

computes a = h(UN||realm||SK0) and sends hai; otherwise, aborts its login attempt.

Step 4. After receiving a, S computes b = h(UN||realm||SK). The server

S checks that a equals b. If they are equal, S believes that he is talking to legal user.

If they are not equal, S believes that he is talking to illegal user and aborts the

scheme.

5 Security Analysis

We now figure out what is wrong with the scheme and how to fix it. The fixed

scheme is given mainly to provide a better insight into the failure of Yoon et al.’s

scheme. In this section, we only provide a heuristic security analysis of the pro-

posed scheme, considering a variety of attacks and security properties.

Offline Password Guessing Attack. In this attack, an attacker may try to guess

password and then to check the correctness of the guessed password off-line. If his

guess fails, the attacker tries again with another password, until he finds the proper
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one. In the proposed protocol, the only information related to passwords is

a = h(UN||realm||EPW||SK0) but because SK0 is secret value, this value does not

help the attacker to verify directly the correctness of the guessed passwords. Thus,

off-line password guessing attacks would be unsuccessful against the proposed

protocol.

Undetectable On-Line Password Guessing Attack. At the highest level of

security threat to password authenticated key exchange protocols are undetectable

on-line password guessing attacks [9] where an attacker tries to check the cor-

rectness of a guessed password in an on-line transaction with the server, i.e., in a

fake execution of the protocol; if his guess fails, he starts a new trans action with

the server using another guessed password. Indeed, the possibility of an unde-

tectable on-line password guessing attack in the three-or-more-party setting rep-

resents a qualitative difference from the two-party setting where such attack is not

a concern. However, this attack is meaningful only when the server is unable to

distinguish an honest request from a malicious one, since a failed guess should not

be detected and logged by the server. In our scheme, the server is the first who

issues a challenge and the client is the first who replies with an answer to some

challenge. It is mainly due to this ordering that the scheme is secure against

undetectable on-line password guessing attacks.

Implicit Key Authentication. The fundamental security goal for a key

exchange protocol to achieve is implicit key authentication. Loosely stated, a key

exchange protocol is said to achieve implicit key authentication if each party

trying to establish a session key is assured that no other party aside from the

intended parties can learn any information about the session key. Here, we restrict

our attention to passive attackers; active attackers will be considered in the full

version of this paper. Given aP and bP, the secret value K = abP cannot be

computed, since no polynomial algorithm has been found to solve the computa-

tional Elliptic Curve Diffe–Hellman problem. Thus, if the random numbers a and

Table 1 Comparison of security properties between our protocols and previously published two
protocols

Security property Tasi et al. [11]. Yoon et al. [8]. Our scheme 1 Our scheme 2

Off-line dictionary attack Y Y Y Y

Undetectable on-line password
guessing attack

N N X Y

Replay attack Y Y Y Y

Man in the middle attack Y Y Y Y

Denning-Sacco attack Y Y Y Y

Stolen verifier attack Y Y Y Y

Mutual authentication Y Y Y Y

Known-key security Y Y Y Y

Session key security Y Y Y Y

Perfect forward secrecy N/A Y Y Y
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b are unknown, then the session key sk cannot be computed since H is a one-way

hash function. Hence, the secrecy of the session key is guaranteed based on the

computational Elliptic Curve Diffe–Hellman assumption in the random oracle

model [10].

In the Table 1, we compare the proposed schemes with previously published

authentication schemes using the ten security properties. It is easy to see that our

proposed authentication schemes can achieve all of the seven security properties.

6 Conclusion

This work has considered the security of Yoon et al.’s authentication scheme [8]

for session initiation scheme. We demonstrate this by an undetectable on-line

password guessing attack that completely compromises the password security of

the scheme. Besides reporting the security problem, we proposed two secure

authentication schemes over Yoon et al.’s scheme.
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A Study on the Development of Security
Evaluation Methodology for Wireless
Equipment

Namje Park, Changwhan Lee, Kwangwoo Lee and Dongho Won

Abstract Recently, there has been an increased interest in wireless security

equipment because of the proliferation of distributed wireless networks and

wireless equipment. The security functions of wireless security equipment being

used by organizations and companies provide remote users with access to a system

after performing user identification and authentication, and allow encrypted data to

be exchanged. However, since a consistent methodology for evaluating the vul-

nerability of wireless equipment has not yet been developed, it is difficult for

evaluators and developers to properly evaluate the security of wireless equipment.

To solve these problems, we propose an environment for vulnerability testing and

outline trends in the development of wireless security equipment and security

functions.
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Keywords Wireless security equipment � Common criteria � Evaluation

methodology

1 Introduction

There has recently been a convergence of the smart grid, smart work, and the smart

phone in the IT industry. This convergence is carried out based on both wired/

wireless networks. Wireless networks especially provide convenience to the

organization and company by providing user authentication and data exchange

using wireless equipment. However, wireless networks are subject to threats such

as eavesdropping and message modification. Therefore, wireless network security

is an important research area because it is directly related to confidentiality and

privacy. For this reason, many security functionalities for wireless networks have

been developed. In the case of IT security products, ISO/IEC 15408 (Common

Criteria, referred to herein as CC) can provide a basis for security. CC guarantees

that an IT security product is secure against specific threats and attacks. CC

provides classes that provide information assurance per the standard. In part III of

CC, the ATE and AVA classes define methods for carrying out security analysis

that use functionality testing and vulnerability testing. To evaluate the security of

wireless network equipment, the tests should be carried out according to a pre-

defined test plan using specific items to be tested. However, security testing

methods and a vulnerability test environment for wireless equipment have not yet

been developed, causing the developers and evaluators to encounter difficulties.

Moreover, various types of wireless security equipment continue to be released.

For these reasons, security function tests and a vulnerability analysis methodology

will be needed when carrying out equipment design, implementation, and tests.

To solve these problems, we will discuss the status of wireless security

equipment and CC evaluation to construct a vulnerability test environment and to

suggest a vulnerability test. The test environment and test items presented will be

useful to the developer or evaluator who is doing development or evaluating

wireless security equipment.

This paper is organized as follows. In Sect. 2, we briefly discuss wireless

security equipment, and security functions. Section 3 is about the threats the

equipment is faced with and the vulnerabilities of wireless security equipment, and

we here propose a vulnerability test environment and a vulnerability test meth-

odology. We summarize and conclude our research in Sect. 4.

2 Related Work

In this section, we present the status of wireless security equipment and security.
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2.1 Overview of Wireless Security Equipment

Wireless security equipment provides access control for remote wireless users who

need to access a database storing important data or secret information. It also

provides data encryption during data exchange between users and the system over

a wireless connection. Therefore, wireless security equipment has been installed in

public institutions, financial institutions, or companies where it is needed to control

access to secure information and to protect personal and private information.

Wireless security equipment consists of three parts. First, there is a user

authentication system for authenticating users of the wireless network. Second,

there is equipment providing data encryption between users and the system over a

wireless network, which realizes a wireless data transmission system. Finally,

there is a solution using equipment that provides user authentication and data

encryption for the wireless network. Table 1 describes the CC evaluation status of

wireless security equipment according to Korea Evaluation and Certification

Scheme (KECS) [1].

2.2 Security Functions of Wireless Security Equipment

In this section, we analyze the security functions of wireless security equipment.

Figure 1 shows a wireless security system consisting of an administrator,

a wireless user, an authentication server, and a log server [2–5].

Data security on the wireless section. Fundamentally, the wireless security

equipment provides data exchange between users and equipment. However, data

exchanged over a wireless network is subject to threats, such as eavesdropping,

interception, and tampering. Therefore, it is necessary to provide security for data

on a wireless network using wireless security equipment. For providing end-to-end

Table 1 CC Evaluated wireless security equipment [9, 10]

Equipment Manufacture Evaluation
assurance level

WS5100 Wireless Switch and RFS7000 RF Switch Motorola EAL 4

Cisco Systems Wireless Cisco EAL 3

Cisco Wireless Local Area Network (WLAN) Access
System with Integrated Wireless Intrusion Detection
System (WIDS)

Cisco EAL 2

Fortress Secure Gateway (AF2100, AF7500, FC-X) Fortress EAL 3

Radimaster SecureDataSystems EAL 3

AirFront AirCube EAL 4

AGS-NPS AirCube EAL 2

AnyClick AUS Unetsystem EAL 4

PPX-AnyLink Entrolink EAL 3

A Study on the Development of Security Evaluation Methodology 233



data security on a wireless section, equipment uses the security mechanisms of

EAP-TLS, EAP-FAST or WPA2-PSK and a 128 bit cipher, AES-CCM (CCMP).

System access control. System access control is necessary for wireless security

equipment because the equipment is usually being operated at a company or public

institution. Access to secret information or important data must be limited to

authenticated or authorized users, and so wireless security equipment typically

provides system access control. Examining the security functions thereof, all users

are typically authenticated by an ID/Password method or a user MAC address

identification method. Also, the user management and user authorized dynamic set

use a centralized system.

User identification and authentication. Wireless security equipment performs

user identification and authentication for wireless users. The wireless security

equipment as stated in Table 1 provides user authentication and access control to

protect against unauthenticated access. The equipment uses the authentication

mechanisms of WiFi certified WPA2 which includes IEEE 802.1X port control.

The equipment also stores the user ID and MAC address on a per session basis, and

carries out private or public certification via an authority’s authentication

certificate.

Fig. 1 Vulnerabilities and threats in Home Healthcare Service [2, 3]
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Management user log. There has been a need for wireless security equipment

to maintain a continuous user log. A system log has entries for key generation,

distribution, deletions, information about related wireless endpoints, self-testing

results, and encryption settings and changes to the system environment.

In Sect. 3, we will analyze the security functions and construction of a vul-

nerability test environment before providing a methodology for evaluating wire-

less security equipment.

3 Proposed Methodology for Security Evaluation

3.1 Vulnerabilities for Wireless Security Equipment

In order to analyze the vulnerabilities of wireless security equipment, we referred

to vulnerability analysis web sites, related journals, and portal sites that offer

vulnerability information. We compiled from the sources a list of threats to be used

when analyzing vulnerabilities. Table 2 explains the possible vulnerabilities.

Figure 1 depicts various vulnerabilities of wireless security equipment.

3.2 Testing Method for Security Functions of Wireless

Security Equipment

The security functions that are implemented by the wireless security equipment

should be operating properly. Moreover, to guarantee that it has properly elimi-

nated the possibility of security holes, an evaluator performs vulnerability tests for

testing/analyzing different security functions and uses an evaluation methodology

specific to the wireless security equipment to be tested. The general tests and

analysis method are composed of the five steps of preparing to test, making test

plan, building a test environment, performing a functional specification test, and

analyzing test results. Each of these test steps must take into account the specific

vulnerabilities. TOE security environment [6].

Preparing to test. Preparing to test is a prerequisite to performing a test. The

first step is to clearly establish the goals of the test. The goal of evaluating wireless

security equipment is to identify that the security functions of wireless security

equipment are operating perfectly. After clearly establishing the goals of testing,

we specify how to write up the analysis, which can be done using the three

techniques of an informal technique, a semi-formal technique, and a formal

technique. Examples of the various techniques are natural language description as

an informal technique, using diagrams or tables as a semi-formal technique, and

mathematical description as a formal technique. Vulnerability evaluation prepa-

ration includes drawing up a vulnerability list.
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Table 2 Vulnerabilities of wireless security equipments [11, 12]

Vulnerability Explanation

MAC Address Filtering Acquire MAC address or falsification through wireless network
sniffing

MAC Spoofing Copy internal AP MAC adress and SSID for external AP faked
same as internal AP

Wireless Network Auditing Acquire information through wireless network auditing

Authentication Bypass (WEP
Cracking)

Attack wireless packet security function WEP, and acquire WEP
key through attack

Rogue AP Set rogue AP at internal for malicious purpose, and leak internal
information or attack system

Denial of Service Send massive packet to AP or system for denial of service

Unauthorized Access Unauthorized user access to system

Man-in-the-middle Attack Malicious attacker fake valid server between users and valid
server, so he acquire communication information between
users and server

Packet Sniffing & Injection Eavesdropping between valid users communication

Miss-configured AP Unauthenticated user can connect system, because of non-
security set of AP

Ad-Hoc Connection External unauthorized user illegal connection with internal
network user using Ad-Hoc method

Miss-association AP To leak information of company, attacker lead internal user
connected other network using that wireless equipment
automatic find SSID and connect property

RC4 Crypto Algorithm
Vulnerability

Leak information on wireless network, using cipher algorithms
vulnerability

Password Length
Vulnerability

Using password length’s vulnerability, attacker do social
engineering hacking to get key value

Session hijacking Attacker intercepts active session after valid user session was
operated. So attacker can observe and control all operation

Cross Site Scripting
Vulnerability

If user operate page, script which was transferred attacker’s code
would operate

SQL Injection Vulnerability Attacker force injection SQL command to target database, and
operate data leak, falsification, or administrator
authentication bypass

Cookie Sniffing &
Falsification

Attackers steal or control cookies in users’ web browser

Leak User Privacy
Information Vulnerability

User privacy information was leaked from database

Parameter falsification
Vulnerability

Attacker modify normal system parameter to occur abnormal
operation

Buffer Overflow Vulnerability Attack input over buffer size of data, to purpose of operating
malicious command

Backup File Vulnerability Vulnerabilities of backup files like .bak which was generated
during developed server

Comment Information
Vulnerability

A comment generated during developed system possibly leak
system information

Vulnerable Password Vulnerabilities of below secure password length or possibly
guess combination password

Server Set Vulnerability Vulnerabilities of default server set value which was not changed

Administrator Page IP access
Vulnerability

Attacker can unauthorized access to system because IP access
control dose not operate on administrator page
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Drawing up a test plan. The test plan is put in place after preparations have

been put in place. To establish a test plan, the equipment to be used in the test must

be identified. The components of wireless security equipment generally used in

testing are a wireless security server, wireless security client, authentication server,

log server, and the users.

Build test environment. The build test environment is established after a test

plan has been established. First, we build a test wireless security server and client.

Second, we specify a vulnerability test list and the detailed security functions that

are to be used in the test environment. The application programs and driver

information must be clearly recorded.

Table 3 Test Document Form [6]

Test List Explanation

Test goal A goal that we do test or vulnerability evaluation test

Test environment A environment that we do test or vulnerability evaluation test

Test subordinate relationship Specify a test preceded this test or vulnerability evaluation test

Test processes Detail process of this test or vulnerability evaluation test

Expected result Expected result of this test or vulnerability evaluation test

Actual result Actual result of this test or vulnerability evaluation test

Table 4 Illustration of vulnerability test document

Test number VA.3 Test vulnerability Denial of service

Test purpose This test measures wireless security equipment toward Denial of
Service attack

Test environment Authentication Server

System: MS Win 2000 Server, CPU: Intel III Xeon

Memory: 1,024 Mb, HDD: 120G SCSI Disk Device

Authentication Client

Windows System: Microsoft Windows XP

CPU: Inter Core i7, Memory: DDR2 2G, HDD: 60G

Network Adapter: 802.11n Wireless network card

Test subordinate
relationship

Nothing

Test processes 1. Operate authentication server and authentication client

2. Operate ‘airdump’ network traffic recorder

3. Perform denial of service attack using tool ‘Stick’

4. Measure unusual network traffic state using ‘airodump’

5. Perform denial of service attack using tool ‘Synk4’

6. Measure unusual network traffic state using ‘airodump’

Expected result The service provided by wireless security equipment and wireless
network will be normal state or little increase traffics despite of
denial of service attack tools

Actual result Result of attack using denial of service attack tools, the wireless
security equipment was normal state when we performed ‘Stick’
tool. However, when we performed ‘Synk4’ tool, equipment state’s
is abnormal and service interrupt occurred
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Functional specifications test. In the functional specification test, the wireless

security equipment is actually tested. The functional specification test covers

security functions and the vulnerability test list of wireless security equipment.

The security functions of wireless security equipment are categorized into data

encryption for the wireless section, user identification and access control, and

management of the user audit log. The vulnerabilities are categorized into attack

tests which are established for each vulnerability. Table 3 describes the form of a

test document [7].

Test result analysis. When all the test steps have been completed, the test

results are analyzed. The conformity of test results is analyzed in order to provide

assurance that all security functions and all items on the vulnerability list were

tested. Finally, if the expected results are different from the actual results, those

items should be modified or supplemented. Table 4 is an illustration of a vul-

nerability test document [8].

4 Conclusion

In the coming years, the use of wireless security equipment will widen to cover

general users at companies and institutions. The information handled by the

security equipment at these locations will accordingly become more and more

important. At the same time, the number of detected vulnerabilities that wireless

communication and security equipment will face will also increase. Therefore, we

provide a wireless security equipment methodology so that an evaluator can

efficiently evaluate wireless security equipment. In the future, a detailed list of the

items that wireless security equipment should be tested for and a detailed test

process will be required.
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Computer Application in Elementary
Education Bases on Fractal Geometry
Theory Using LOGO Programming

Jaeho An and Namje Park

Abstract This paper suggested a way of using LOGO programming, the educa-

tional programming language elementary school students can easily learn, and

fractal geometric theory for computer education in elementary school in accor-

dance with the theme of creativity, the educational goal of elementary school

curriculum. Future curriculum of computer education will include the areas of

algorithm and programming. As using an educational programming language is an

integral part of algorithm and programming education, research should be carried

out urgently regarding the use of programming languages. When LOGO pro-

gramming is taught with fractal geometric theory, students can easily understand

mathematical notions e.g., regularity, repetition, similarity and resemblance.

Therefore, it is expected that students will be able to learn LOGO programming

more effectively when it is taught in connection with what should be taught in

math curriculum such as figures, measurement, regularity and problem solving.

Keywords LOGO � Fractal geometry � Elementary computer education
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1 Introduction

Recently, computer education in Korea has been criticized for focusing on

applying computer software. Accordingly, there is an increased sense that it is

necessary to enhance student creativity, logical thinking, and problem solving

when teaching programming languages. Also, since teaching programming

languages has focused on the talented students and not on the average students, the

methods of educating the average student have received insufficient attention. As

such, the methods of educating the average student should be developed further.

Computer programming has many distinct features. First, teaching program-

ming not only provides an understanding of programming languages but also has

an impact on skills in other areas, such as enhancing problem solving, logical

thinking, and creativity. In light of this, when students study a programming

language, the students are expected to improve not only in the computer field, but

in other fields as well. Therefore, in this paper, we are going to suggest an easy

method of providing computer education to average students wherein elementary

school computer education is combined with fractal geometry theory and the

LOGO programming language. Furthermore, we are going to pave the way for

studying how to apply this method using various materials.

2 Using LOGO Programming in Education

LOGO is an educational computer programming language which uses functional

programming. The educational aspect of LOGO lies in the distinctness of its

features. First, LOGO commands are cyclic, procedural, easy and simple.

Secondly, LOGO commands and procedures are interactive and a user can directly

view on the screen the results of processing commands. Third, it elevates student

interest.

2.1 Logical Thinking

Elementary school students have the tendency to think and act instinctively when

they are faced with certain problems; however, if they study algorithms when

studying programming, the ability to think systematically can be enhanced. One

has to think algorithmically especially when composing procedures with LOGO,

making it extremely helpful for developing logical thinking when it is applied to

elementary school computer education. This is because to resolve various errors

that occur in the progress of composing procedures, the students have to think

about why the error occurred. They then have to modify the procedure and try it

again. Overall, this process enhances their ability to think logically.
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2.2 Enhancing Creativity and Problem Solving

In programming, there are several ways to compose a procedure even when the

goal is the same. Elementary school students can therefore complete a study

project using a variety of approaches. This is beneficial because composing a

procedure in their own way will enhance their creativity. In addition, the process

of composing a procedure may force them to solve problems that arise. Trying to

solve their errors in their own creative way will also enhance their creativity and

ability to solve problems.

3 School Computer Education Using LOGO and Fractals

3.1 Linking Computer Education to Elementary

School Mathematics Courses

The ultimate goal of elementary school computer education is using computer

education to enhance creativity, problem solving ability, and logical thinking. The

same goal applies to mathematics education. A lot of the learning experiences

present in computer education can help students achieve the goals of their mathe-

matics education, and vice versa. Therefore, linking elementary school mathematics

education to elementary school computer education can produce powerful synergy.

The five sections of elementary mathematics education are numbers and

calculations, figures, measurements, probability and statistics, and finally regulation

and problem solving ability. Elementary school computer education applied to

LOGO and fractals can be connected to several of these sections as shown in Table 1.

First, the basic commands used to compose fractal procedures in LOGO can be

related to figures and measurements. Using simple movement commands and

changing a turtle’s angle allows the angles of simple figures to be understood.

Moreover, students can learn how to measure sections by measuring the angles on

the screen. There is also a third benefit of using polygons to improve the student’s

ability to understand figures.

Second, recursive calls can be related to the learning of ratios which is related

to problem solving. Changing the size of the factor in recursive calls sets the ratio

by which to reduce a fractal. The ratio can be confirmed with the eyes because the

change in size of the fractal depending on the ratio will be printed on the screen.

This learning process allows ratios which are a part of regulation and problem

solving ability to be learned.

Third, learning fractals can be connected to learning regulations which is a part

of problem solving. It is possible to learn about regulations when using procedures

to realize fractals because fractals have the features of regulation, repetitiveness,

and similarity. Also, part of regulations and problem solving is learning how to

make regular patterns and so learning this section is very helpful and useful.
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3.2 Development of Education Method for Y Shaped

Fractal Geometrical Theory

The fractal form suggested in Fig. 1 is designed based on the English alphabet

shape. This procedure is designed in a way that each part is drawn by turtle from

the cross point in alphabet Y. If the recursive call is conducted at each corner of Y,

a fractal form with a regularity and self similarity is made. If the fractal form is

different from the basic form, it would be difficult for an elementary school student

to understand. Therefore, the total shape is made in a way that it is similar to the

basic form.

Analysis of newly developed Y shaped fractal and algorithm is as follows.

The ‘Logo-Y’ procedure is composed of basic commands which an elementary

school child may easily understand. The Y fractal patterns designed in this study

are as follows if they are expressed in Logo language procedure (Fig. 2).

Table 1 Connection among curriculum of elementary math, LOGO and education of fractal

Grade Scope and contents LOGO programming

4 • Shape
- Different angles and triangles

• Basic commands
- fd :size lt 90 bk :size/2
- fd :size lt 135 bk :size*2/34 • Measurement

- Angle

4 • Pattern and problem solving
- Making pattern
- Pattern and response

• Fractal geometry
(Figs. 1 and 5) reference

5 • Shape
- Congruence
- Symmetry

5 • Pattern and problem solving
- Ratio

• Recursive call
- Logot :size/2
- Logoy :size*2/3

Fig. 1 One Y fractal
geometry screen developed
by LOGO programming
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As the newly developed Y fractal procedure is designed to make fractal form

using the alphabet Y as its basic form, the understanding of the basic form is

required. To make the shape of Y exposed well, the angle between left and right

branches is made 90�. Accordingly, the Y fractal is a little different from T fractal in

terms of angle and length. T fractal uses the right angle while Y fractal uses 135 and

90� to form 360�. It means that the Y fractal requires more careful thinking than the T

fractal. The basic form, which is the foundation of Y fractal, is as shown in Fig. 3.

The ‘Logo-Y’ procedure uses the basic command and three recursive calls.

Accordingly, the basic command and recursive call can be repetitiously learned

using this fractal. The flow chart for this procedure can be expressed as shown

in Fig. 4.

Fig. 2 Y fractal procedure
screen developed by LOGO
programming

Fig. 3 Fundamental figure
of Y fractal in LOGO
programming
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If the procedure is called along with size factor, check if the input size factor

is less than 2. If so, the procedure is finished. If not so, the next command is to

be conducted. Unlike the T fractal procedure, its branches do not make the angle

of 90� but 135�, making turtle move more backward. Then, the recursive call is

conducted. The recursive call makes this size reduced to two-third of the original

size and the command of ‘bk:size’ is conducted until the procedure is in com-

pliance with the conditions of stop in ‘if’ sentence. If the size becomes less than

2 after several recursive calls, the procedure stops and the command after the

first recursive call is conducted for the size just before becoming less than 2. If

the command is conducted like this, the bottom part of alphabet Y fractal is first

completed and then the right and left parts are made before the fractal is

completed. The procedure for making the fractal is as shown in Fig. 5.

Fig. 4 Flow chart of Y fractal procedure
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3.3 Methods of Applying LOGO to Elementary School

Computer Education

We drew up lesson plans for a 4 h computer education course that used LOGO and

fractal theory. The goal was focused not on studying the basic functions of

programming but on getting the maximal effect from applying the minimum of

functions. The lesson plan is shown in Fig. 6.

In the first lesson, we studied basic LOGO commands and the concept of

fractals. In the second lesson, we made and studied Basic-Y fractals using LOGO.

In the third lesson, we made Y fractals which were more difficult than Basic-Y

Fig. 5 Process of Y fractal procedure in LOGO programming
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fractals. In the last lesson, we made fractal procedures using figures which were

covered in the first to third lessons and that the students had learned and in their

own way. The overall flow of study was composed with basic and intensified

process for graded lesson.

First, the level of interest of the students has to be taken into consideration. It is

possible that students will lose interest when the teacher teaches basic commands,

and accordingly, the teacher has to minimize the presentation of functions. Also,

the teacher can increase student interest by providing various applications which

are suitable for the level of the students. Secondly, the teacher has to emphasize

procedures and recursive calls because they are crucial to making fractals. Third,

when the teacher teaches the Y fractal, intervention has to be minimized to offer

plenty of opportunities because it applies what was learned about Basic-Y fractals.

Lastly, advanced lessons should be given to students who get good results, and

remedial education should be given to the other students.

4 Conclusions and Tasks

What is important in programming is not results but the process whereby they are

achieved. Regardless of the result, learners will do many activities in the process

of programming. During this process, problem solving and the ability to think

Fig. 6 Flow of study
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logically will be strengthened. These advantages of learning programming also

apply to elementary school students. Therefore studying programming is very

important in elementary school.

We have introduced the beneficial effects of applying LOGO and fractals to

elementary school computer education. One of the merits of the programming

language is that the effects gained from studying it can be made stronger by

connecting it to the material of other courses. So if we a variety of content that has

been connected with other subjects is taught by relating it to a programming

language, not only can we teach the programming language more effectively but it

will also be beneficial for students as they will learn other subjects. As a result, the

methods of utilizing various materials in programming language and computer

education have to be studied.
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Construction of a Privacy Preserving
Mobile Social Networking Service

Jaewook Jung, Hakhyun Kim, Jaesung You,

Changbin Lee, Seungjoo Kim and Dongho Won

Abstract The social-network application comes on, as the smart phone has come

into wide use. The Social Network Service is making huge effect to the new

relationship among the people. With this new wave, the development of the social-

network application which is based on the smart phone is activated. Some of the

social network application including the service, allow users to search other users

who is close to the current location, for example, ‘‘WhosHere’’ of iPhone. These

applications provides user checker which is based on the information of the other

users such as age, gender, interest. However, this method demands the congruity of

the information, i.e., the information of the searcher and the surveyee must
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perfectly match. Improving this aspect, in this paper, we propose a method to

enhance privacy of social networking service, while preserving its original

objective as a social hub. The proposed method is based on fuzzy vault scheme;

the main contribution of our scheme is that the matching ratio that sets the degree

of information correlation is variable and can be set by user.

Keywords Fuzzy vault � Matching ratio � Privacy � Social networking service

(SNS) � Smart-phone

1 Introduction

The social-network application comes on, as the smart phone has come into wide

use. The Social Network Service (SNS) is making huge effect to the new rela-

tionship among the people. With this new wave, the development of the social-

network application which is based on the smart phone is activated. Some of the

social network application including the service allow users to search other users

who is close to the current location, for example, ‘‘WhosHere’’ of iPhone. These

applications provides user checker which is based on the information of the other

users such as age, gender, interest. However, this method demands the congruity of

the information, i.e., the information of the searcher and the surveyee must per-

fectly match. Improving this aspect, in this paper, we propose a method to enhance

privacy of social networking service, while preserving its original objective as a

social hub. The proposed method is based on fuzzy vault scheme. The organization

of this paper is as follows. In Sect. 2, we briefly describe fundamental knowledge

on social networking service, fuzzy vault scheme. In Sect. 3, we present our

proposed method, and explain the architecture of our system. We analyze our

proposed scheme in Sect. 4, and summarize and conclude our research in Sect. 5.

2 Related Work

2.1 Social Networking Service

A social networking service usually refers to an online service, in which people

can establish and build social networks or relations amongst each other. Most

social networking services are web based and provide means for users to interact

over the internet, such as e-mail and instant messaging. Although online com-

munity services are sometimes considered as a social networking service in a

broader sense, social networking service usually means an individual-centered
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service whereas online community services are group-centered. Social networking

sites allow users to share ideas, activities, events, and interests within their indi-

vidual networks.

2.2 Fuzzy Vault Scheme

Fuzzy vault scheme proposed by Ari Juels and Madhu Sudan is a privacy-pre-

serving protocol [5]. The protocol is divided into two parts: vault creating and

vault unlocking (Fig. 1).

The vault creating part is as follows:

1. The scheme makes a polynomial using user X’s secret, the information that user

X intends to protect.

2. User X creates real point and chaff point.

3. User X puts real point into a function poly() to make a vault. Chaff points are

substituted with arbitrary values which have not been mapped into the

polynomial.

The vault unlocking part is as follows:

1. The scheme takes user Y’s real point (user Y may be the same person as user X)

and compares them with user X’s real point to collect equivalent point. As

many points are identical, more point will be collected from the vault.

2. The scheme makes a polynomial using point collected from the vault through

comparison process. In this step, not all of real point may be the same, and a

few chaff points are collected instead. This minor error is put through ‘‘RS

(Reed–Solomon) DECODE’’ process, resulting in recovering the original

polynomial. If the error is significant, the recovered polynomial will not be

accurate.

Fig. 1 Fuzzy vault scheme
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3 Proposed Scheme

In this article, we propose a new architecture, which compensates for short

comings of previous social networking applications.

Fuzzy vault scheme used in fingerprint recognition needs the error correcting

process for reducing the error. However, our scheme does not use existing error

correcting process. Instead, we take the notion of matching rate in our scheme. In

addition, proposed fuzzy vault scheme in this paper is used as protocol to find the

friend that have the same input information. Above all, there is considerable

meaning that fuzzy vault concept is used in the social networking service

(Table 1).

In this section, we describe the privacy enhanced social networking service based

on fuzzy vault scheme. The following notations are used throughout this paper.

3.1 Entire Scheme Overview

Figure 2 depicts our system structure.

In Fig. 2, The procedures are briefly described as follows:

Step 1: In this phase, a process that User X sets his nickname, preferences,

distance and matching rate. After setting User X’s information, vault is made using

his information (that is a series of encryption process).

Step 2: At this step, user X submits these information to server to be registered

(initial connection phase).

Step 3: User X sends a vault to other users via server, and then requests to other

users for decryption.

Table 1 Notations

Notation Description

Fuzzy
encryption

Processing of creating a vault

Fuzzy
decryption

Processing of unlocking a vault

Preference User can select these n-preferences

Real point Denotes the polynomial coordinate (x, y) of selected user’s preferences

Chaff point Set of random point for the purpose of security (for protect real point)

Vault Set of Hash value (hashing the polynomial coefficients) and Points(real &
chaff)

Hash value Made of coefficients which apply to SHA-1 algorithm

User
information

Nickname, Preferences, Distance, Matching Rate
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Step 4: Vault is unlocked by other users, and then transmits result to user X via

server. If the result is success, user X can add other users to his friends list (join

protocol phase).

Step 5: When the application is finished, user Y disconnects from the system and

server (leave phase).

For more details, we describe in Sects. 3.2 and 3.3.

3.2 Basic Structure of Our Scheme

Fuzzy Encryption, Fuzzy Decryption

Our construction supplements the problems that previous applications have, and

enhances the security at the same time.

Figure 3 represents a flowchart that shows fuzzy encryption process and

decrypting process.

First, User X selects k-preferences of total n-preferences according to his taste.

Polynomial coefficients are randomly picked up and then polynomial is created.

Second, calculate real & chaff points through the created polynomial. Third,

concatenate their coefficients and put into SHA-1 to make a hash value. Through

these processing, a vault is created finally. A vault consists of this hash value,

matching rate, real points, and chaff points.

Fig. 2 System structure
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In decrypting process, upon receiving a vault from user X, user Y unlocks the

vault. First, load preferences of user Y and retrieval matched points between all

points of user X’s vault and user Y’s preferences. Second, generate all cases of

combination based on set of matching rate. Third, choose the one of some case and

create polynomial through Lagrange interpolation based on chosen case. Then

concatenate their polynomial coefficients and put into SHA-1 to make a hash

value. This hash value is then compared with a hash value in user X’s vault. If they

are identical, the decryption process is successfully completed, and otherwise,

decryption process keep continuing until equal to these two hash value.

3.3 Protocol

In this section, we describe three-protocol based on fuzzy vault: initial connection

protocol, join protocol, leave protocol. In addition, for understanding our proposed

protocol, we will set k-parameter value; n-parameter value and matching rate

value: k = 5, n = 40 and matching rate = 60%.

Initial Connection Phase

Initial connection protocol is a primary process for communicate each other

properly. For example, user X selects 5 preferences from a list which contains 40

Fig. 3 Flowchart of fuzzy encryption process and decrypting process
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preferences. Selected preferences are then mapped with 5 points with preset

coordinates. These 5 points are real points.

After userX selects preferences, fuzzy encryption process is run. The figure below

shows initial connection phase; a process that user X is registered to the server.

Figure 4 shows the initial connection protocol. Initial connection protocol pro-

ceeds as follows. First, User X sets his nickname, preferences, distance and

matching rate and creates a vault, and then submits that information to server to be

registered. When server requests user X for his information, user X sends user

information to server. The server registers user X using received information and

creates his ID.

Join Protocol Phase

We have seen the initial connection protocol. However, we have to consider the

case for addition of a new user.

If user W selects 5 preferences, user W would create his vault depending on his

information. In case user X want to find friends, user X’s vault send to user W. We

assume that User W already connect to server. User W’s preferences are picked out

by using user X’s real points and matching rate in vault. At this time, because of

60% matching rate, user W’s 5 preferences are calculated number of cases through

5C3 operation. In a similar method, polynomial is created by user W’s preferences,

and then extracts polynomial coefficients. Then concatenate their polynomial

coefficients and put into SHA-1 to make a hash value, and then compare with hash

value in user X’s vault and user W’s hash value. Finally, if these two values equal to

each other, fuzzy decryption process is successfully completed.

Figure 5 shows a protocol in which user W is a new user and user X is adding user

W to his friends list. In this protocol, User Y is a user who is out of boundary and

excluded from communication. We assume that user X and user Y are already

Fig. 4 Initial connection protocol
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connected to server. Also, we assume that server and user Y are already in initial

connection state. There are two methods for this procedure.

Case 1

One of the methods is user X adding user W to his friends list. When user X is in

initial connection status, user X sends join request & user X’s vault to server, and

the server sends user X’s nickname and vault to user W, whose inbound of specific

distance. User W decrypts received vault and sends the result to user X. If the

result is positive, user X and user W are now friends.

Case 2

Another method is User W adding User X to his friends list. When User W

requests server for refresh, the server sends User W’s nickname and vault to User

X. Then user X decrypts received vault, and sends the result of decryption to user

W. Then user W adds user X to his friend list. Now user W and user X are set for

message transfer.

Leave Phase

Figure 6 shows the protocol how implements the system when user disconnects the

system. It is simple comparing the user inserting process. There are two methods

for this procedure.

Fig. 5 Protocol of friend addition process
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Case 1

User X requests a server ‘‘leave request’’ and Server disconnects User X’s con-

necting state. And then, translates information to another user that User X’s state is

disconnection. Finally, another user is modified information that condition of User

X is ‘‘off-line’’ state.

Case 2

In this case, if user X abnormally terminates and at the same time, other users send

a friend request or a text message. Obviously, user X will not respond, since user X

is no longer available. The server waits for user X’s response for a while (a specific

time period), then lets other users know that user X’s session has been terminated.

Upon receiving the message from the server regarding termination, other users set

user X’s status as ‘‘off-line’’.

4 Analysis

4.1 Security Analysis

The privacy preservation capability of our method is rather intuitive. Since our

method provides users with capability to set various matching ratio, one cannot be

sure about which personal interests is common between his/her and the friend,

unless one sets the matching ratio as 100%. Thus, if the application with our

Fig. 6 Disconnecting protocol
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method prohibits setting the matching ratio as 100%, one cannot know the exact

information about his/her friend.

4.2 Communication Analysis

Server Phase

In our proposed method, the role of server is solely a communication channel.

Since we developed a client oriented distributed processing application, no compu-

tation is processed in the server. That is, the computational cost for the server is 0.

Client Phase

We analyzed the size of data both using fuzzy vault and not using fuzzy vault.

Basically, a fuzzy vault consists of 37 indexes and their polynomials, hash value,

and matching rate parameters. Thus, calculation of data size of using fuzzy vault

scheme is as follow:

• 37 * 4 bytes (integer value) * 2 ? 20 bytes (hash value) ? 4 bytes (matching

rate parameter) = 312 bytes.

In case of not using fuzzy vault scheme, it consists of 10 index and mating rate

parameter. Thus, calculation of data size of not using fuzzy scheme is as follow:

• 10 * 4 bytes (integer value) ? 20 bytes (matching rate parameter) = 60 bytes.

In addition, the packet size (312 bytes) is significantly smaller than allowable size

stated in 802.11standard (2,272 bytes), meaning that the data size is not a problem

(Table 2).

5 Conclusion and Future work

This paper yields the disadvantage of the existing social-network applications and

suggests the option to solve the ploblem by applying concept of fuzzy vault. The

social network application which is suggested on this paper makes it possible to

Table 2 Comparison analysis in communication aspects

Using fuzzy vault Not using fuzzy vault

Points 37 * 4 bytes (integer value) * 2 Not use

Index Not use 10 * 4 bytes (integer value)

Hash value 20 bytes 20 bytes

Matching rate parameter 4 bytes 4 bytes

Total 312 bytes 60 bytes
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find other users who have similar tastes, even though the preferences of each user

do not perfectly match. As a consequence, the network between the users tends to

be broadened. In the future, we will work on making the social networking

application based on our proposed method.
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IT-Agriculture Convergence



Standardization Trend of Agriculture-IT
Convergence Technology in Korea

Se-Han Kim, Chang Sun Shin, Cheol Sig Pho, Byung-Chul Kim
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Abstract Recently, USN for the Agriculture-IT convergence is used for the

automation for Greenhouse and Plant Factory. These are mainly composed of

the sensor and actuator, control gateway, operating system, and energy resources.

The efforts for the standardization to improve of productivity of the crop, decrease

in labor and reduce of the investment costs are progressed. In this paper, we

introduce the standardization trend of USN-centered Agriculture-IT Convergence

in Korea.
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1 Introduction

The Agriculture-IT convergence aims at the high-tech agriculture infrastructure

technology development for the drawn Green Industry to become number one of

nation. For this purpose, the gradual foundation of development adapting the new

agricultural paradigm through the substantial efficiency consideration of the

agricultural production activity, parts industry, and mutual complementary tech-

nology of the agriculture through the energy and the service problem solving and

IT is prepared with the object [1–5].

The agriculture in which the IT technology is applied can be classified as

outdoor culture, the greenhouse and plant factory.

In the bare ground, Agriculture-IT technology utilizes the ubiquitous sensor

network including the monitoring of the crop and planting condition and does the

simple control watering, and etc. The relative technique undergoes the difficulty to

the product engineering deficit of the system unit and investment comparison

productivity deficit.

The greenhouse Agriculture-IT technology does the crop improvement of

productivity through the various environmental control including the inside of the

greenhouse and external environment, rearing information monitoring of the crop,

watering of the greenhouse, nutrient solution, Co2, side wall window, roof window

and light source, and etc. It is in the commercialization introduction stage through

the research of technique by crop and the normalizing of the integrated control

technology putting the energy and manufacture efficiency an emphasis is

progressed.

The plant factory can do in being the integrated material of the Agricultural IT

in which the IT technology including the various sensor and control elements

energy source, service and construction, and etc. is applied. The plant factory

works the complete control factory type agriculture reached to the various forms

(the single story and multilayer) with the object and can be said to be the bloom of

the future agriculture and the main issue is the application of the IT technology for

the securing economical efficiency for the crop production through the energy and

reduction of manpower.

In this paper, we introduce the standardization trend of Agriculture-IT centered

about USN in KOREA. In the article ‘‘Spam Host Detection using Ant Colony

Optimization’’, we describe the Agriculture-IT driving strategy of standardization

in USN. The article ‘‘Location Estimation of Satellite Radio Interferer Using Cross

Ambiguity Function Map for Protection of Satellite Resources’’ illustrate the status

of standardization for Environmental Control and Monitoring System for agri-

culture automation in Greenhouse. The article ‘‘Korean Voice Recognition System

Development’’ tell the status of standardization for Plant Factory. Finally, the

conclusion and future works are presented.
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2 Agriculture-IT Driving Strategy

of Standardization in USN

The standardization by application is the initial step with the technology which

USN is applicable in the various field including the national defense, manufacture,

construction, traffic, medical treatment, environment, education, agriculture, and

etc. Particularly, USN is the representative IT technology for applying to the

agriculture, can do in being the composite of the various technology including the

service model, application, middleware, network, sensor node, and etc.

In Korea, USN related standardization propels the requirements gathering of the

industry through the various technical standardization forums including USN

forum, IP-USN forum, u-City forum, and etc. and TTA RFID/USN standardization

group (PG 311), IPv6 standardization group (PG 210) information and commu-

nication group standard. In addition, the international standardization is pursued

based on the adopted standard in the International Organization for Standardiza-

tion including ISO, ISO the/IEC JTC 1, ITU-T, IETF, IEEE, and etc.

In the agriculture, USN focuses that the productivity of the crop is enhanced

and the labor is minimized through the monitoring and optimized controlling

through the sensor and controller.

The standard for the Agriculture-IT convergence was real initiated from the

field of USN since 2010 in Korea. And the following existing standards are utilized

in the agriculture field.

‘‘Sensor Node Identification Code andData Structure’’ in TTA Standard provides

the definition, structure, generation rule and procedure of sensor node identification

code. In here, it explains the definition of S-Code (sensor node identification code)

and deals with the structure of S-Code such as Issuing Agency Code (IAC), Com-

pany Code (CC), Prefix, Usage Code (UC), and Serial Code (SC) and explains and

provides detailed examples about those parts of S-Code. In addition, it is to identify,

manage and distribute the sensor and sensing information more easily by using the

unique identifier of wire and wireless sensor nodes in the ubiquitous environment.

‘‘Hierarchical Identification Scheme for Sensor nodes: hCode’’ in TTA Standard

provides hierarchical identification scheme for sensor nodes considering sensor

network environment and provide interoperability of sensor network services [6].

‘‘The Standard Interface for Heterogeneous Sensor Networks’’ in USN Forum

Standard includes the communication protocol, message formats between sensor

network and host. In addition, it defines some standard sensor data types. By using

this communication protocol, message formats and sensor data types, this standard

provides sensor network abstraction. ‘‘Plug and Play based USN Sensor Access

Interface Standard’’ in USN Forum show the physical interface and Transmission

protocol between sensor platform and sensor module, the Standard API for Sensor

Access, the HAL library for Sensor Device Driver, and the Standard Reference

model [7] (Fig. 1).

In addition these standard, it uses international communication standard

including the IEEE802.15.4/4e/4 g, ZigBee, 6LoWPAN in IEEE and IETF.
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3 The Status of Standardization for Environmental

Control and Monitoring System in Greenhouse

3.1 Standard Scope in Greenhouse

The standard of the greenhouse control system defines the components in applying

IT technologies to a greenhouse and specifies the requirements and the architecture

for the technological issues. The system collects information for the growth

management of crops and can control the facilities promoting the optimal growth

environments in greenhouse. This system includes the growth environment man-

agement service, the growth environment control service, and etc.

Since 2010, the started fields of standardization are the interface standards among

the sensor node, actuator node, control gateway, operating system, and the man-

agement system. Particularly, there is it lowers the cost of the green house equipment

through the interface standard of the related inter system, it facilitates the various

information exchange including the production, distribution, control, etc. (Fig. 2).

The standard of the greenhouse control system is planning to be completed until

August 2011 six sections as follows;

Fig. 1 Hierarchical identification at sensor network
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• Requirements profile for environmental control and monitoring system in

greenhouse

• Greenhouse control system-Part 1: Interface for between sensor nodes and

greenhouse control gateway

• Greenhouse control system-Part 2: Interface for between actuator nodes and

greenhouse control gateway

• Greenhouse control system-Part 3: Interface for between greenhouse control

gateway and greenhouse operating system

• Greenhouse control system-Part 4: Interface for between greenhouse operating

system and integrated greenhouse management system

• Sensor data specification for greenhouse control

In addition, the standardization including the Service Structure and Service

Specification, Service Management Specification, System Structure, Interface

between Greenhouse Operating System and Energy Component, Energy saving

and Management Data Specification, Energy Interface Specification for Energy

rotation in Greenhouse, etc. is planning to be progressed from the third quarter of

2011 (Fig. 3).

3.2 Environmental Control and Monitoring Standard

System in Greenhouse

The greenhouse environment monitoring is the service which shows the infor-

mation collected from the sensor node to the user in order to check the inside of the

Fig. 2 System component in greenhouse
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greenhouse and external status. The monitoring objects including these standards

are (1) information outside the greenhouse like climatic environment, light,

temperature, humidity, direction and velocity of the wind, rain information,

(2) information inside the greenhouse like atmospheric condition the light, tem-

perature, humidity, carbon dioxide density, and (3) rhizosphere environment like

the soil, hydroponics, and culture medium. The System collects the related sensing

information of sensor nodes according to the decided periodic time or reports the

sensing information of the aperiodic sensor nodes by the specific condition.

For system operation, each system has the function of directly inputting which the

user collects the audio, image and text. Also it display the real-time environmental

information indication, graph about the user-specification period, period average

and standard deviation indication, and the environmental information indication of

out of control and warning for the dangerous situation of growth environment.

Fig. 3 Standard scope in greenhouse

270 S.-H. Kim et al.



The greenhouse environment automatic control is the service controlling auto-

matically the control node based on the sensing informationwhich is collected through

the sensor node. The automatic control objects including these standards are (1) the air

ventilation control through the side/roof window and ventilating PAN, (2) the tem-

perature control of with hot water boiler, electric heater, air-conditioner and heat-

pump, (3) the humidity control including dehumidifier, humidifier, (4) the watering

control with drip-watering, nutrient supply instrument and sparkling machine for

controlling moisture, pH, EC and humidity, (5) the amount of light control with the

shading film and artificial/secondary light source regulator, and (6) the Co2 control

inside of the greenhouse. The automatic control is supported the automatic control

function through the optimal algorithm and the manual control function by user. For

system operation, greenhouse control system has the function to the automatic saving

function of the control record, the processing of the automatically collected infor-

mation and input function, the display the control-sate presently, etc.

The greenhouse operation management is the service management method

required of the greenhouse operation. And it operates with the external data server

for the collection including the environment and the crop growth data, and etc. The

operation management objects including these standards are the greenhouse profile

management, the software installation at the sensor/actuator nodes, the rearing

database management for each crop, the setting up the controlled environment in

greenhouse control system, the operation and feedback with operation system,

agriculture diary production and archiving facility, and etc.

As to Fig. 4, the interface of the greenhouse system elements moreover the

standardization continues with figure showing the necessary present status of

interface above various elements.

4 The Status of Standardization for Plant Factory

The standard of the Plant Factory defines the elements in applying IT and BT

technologies and specifies the requirements and the architecture for the techno-

logical issues. The system collects information for the growth management of

Fig. 4 Structure chart of the environmental control and monitoring standard system in
greenhouse
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crops and can control the facilities promoting the optimal growth environments in

vertical farm. Specially, the control, administration, and economic type integrated

building environment control platform of component based is efficiently operating

with utilizing the heat-pump and solar cell, vertical and horizontal equilibrium

growing apparatus, environmental control with smart phone, precision nutrient

solution, automation robot for the porting, harvest, and packing, and the software

of rearing and insect prevention.

In 2011, ETRI, and Agriculture-IT related enterprise, USN Forum, Rural

Development Administration (RDA) and the Ministry of Knowledge Economy

(MKE) in Korea progress the standardization together with testbed in RDA.

Figure 5 is the standard scope in 2011.

Fig. 5 Standard scope in plant factory
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In addition, the Plant Factory standards include the various requirement profiles

about the organization of the standard and range, establishment of the term,

application service requirement (the inside of plant factory and external moni-

toring, automatic control, energy management, and operation management),

component-to-component requirement, component-to-component interface defi-

nition, and etc. The service profile standard is the procedure and definition for

installation of the plant factory and administrator, facility man and general user.

It is also comprehensive of the setting up, data polling, aperiodic the sensor data

transmission, emergency notice, monitoring, controlling, management process and

etc. required for the optimization of the components of the Plant Factory.

To expand the information of Plant farm, they have the facility operating, the

energy management, the exchange of the sensor information and control infor-

mation required for the broad area interface (Inter-working) between the Plant

Factory falling to the local crop growth information.

5 Future Works

In this paper, we review the USN standard for the Agriculture-IT Convergence used

in the agricultural fields including the Greenhouse and Plant Factory. These stan-

dards use together the existing USN standard like Sensor Node Identification Code,

Data Structure and Communication Technology. The standard including the pro-

files, interfaces, data specification, management specification, energy technology,

service, and etc. according to the characteristic of the Greenhouse and Plant Factory

was initiated at Korea in 2010. In case the middleware and interface is provided

through these standards, the farmer and companies build the new facility, the time

and cost is minimized. The difficulty to operation and maintenance will be able to be

solved too. This is very important for the country, company, local government, and

farmer. In the future, the new standard should be developed about not only the

standardization about the agricultural devices but also the new service and valuable

business model. And continued research and development are comprised.
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Design and Implementation
of Greenhouse Control System
Based IEEE802.15.4e and 6LoWPAN

Se-Han Kim, Kyo-Hoon Son, Byung-Chul Kim

and Jae-Yong Lee

Abstract Recently, USN are becoming an important solution to agriculture

automation. This paper describes the implementation and configuraiton of USN

using IEEE802.15.4e and 6LoWPAN for the Greenhouse Control System which is

comprised of the Sensor/Actuator Node, Greenhouse Control Gateway, Green-

house Operating System and the Integrated Greenhouse Managing System. We

apply IEEE802.15.4e and 6LoWPAN to our system in order to overcome the

expandability and reliability of the Greenhouse having many control elements.

Unlike unstabe communication of ZigBee, this system supports the quality of

service for the serious performance degradation by the frequent retransmission

generated by the increasing of traffic and has the timeliness delivery of the sensing

information.
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1 Introduction

Ubiquitous Sensor Network, USN technology connects the sensor-devices with all

things, and develops the value added service. It has us share the information

between the person and thing or thing and thing anytime and anywhere. This USN

technology applies to the various field including the national defense, manufacture,

construction, traffic, medical treatment, environment, education, physical distri-

bution, etc. and recently utilizes for the agriculture, and is studied for the con-

venience and productivity. Generally, the systems utilizing USN technology

served by processing great quantity of data that the wireless sensor network col-

lects. Recently, in the field of USN, it stretches in the sensor-centered service.

It expands to the field controlling the various controllers based on the information

through the sensor. Particularly, in the case of the field of controlled agriculture,

the efficient control including not only the inside of the Greenhouse and external

sensing but also the window control, illumination (light), ventilation machine, and

hot blast heater, etc. is important. Recently, the requirement of this market is

reflected and the TG4e standard [1] enhancing IEEE802.15.4-2006 [2] is pro-

gressed in IEEE802.15.4 WG15. By using wired protocols like PLC, RS-232C,

RS485, etc., the existing agricultural system generally controls the various control

elements but the convenience for equipment expandability and installation is

insufficient.

In this paper, for the reliability and expandability in Greenhouse automation

show the implemented system by using the IEEE802.15.4e designed according to

the factory automation characteristic. The Greenhouse Control System using

6LoWPAN in which the end-device setup and control is possible in the foreign

network tries to be introduced. In the article ‘‘Spam Host Detection using Ant

Colony Optimization’’, the other research and the IEEE802.15.4e and 6LoWPAN

standard for the agricultural automation in which this paper becomes the core of

the technology to be proposed. The article ‘‘Location Estimation of Satellite Radio

Interferer Using Cross Ambiguity Function Map for Protection of Satellite

Resources’’ illustrates the complete system, each detailed technique and imple-

mentation issue. Finally, the conclusion of this paper is presented.

2 Related Research for the Agriculture Automation

2.1 Automation System for Greenhouse

For a couple of years, the research about the various agriculture automation

technologies had been being progressed. Generally, as to the agricultural tech-

nique, for confirming the result and having the various sensing and control ele-

ments according to the characteristic of the weather and crops hang much time.

Recently, the various technical attempts utilizing the Ubiquitous Sensor Network
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are progressed [3–5]. USN is a collection of sensor and actuators nodes linked by a

wireless medium to perform distributed sensing and acting tasks. The sensor nodes

collect data and communicate over a network environment to a computer system

[6, 7]. The Environment of Greenhouse mainly influence on the crop growth. For

the purpose of the optimum rearing environment, we utilize possible various

technologies [8–12].

2.2 IEEE802.15.4e for Wireless Control

Presently, the PHY/MAC standard is determined based on the IEEE802.15 stan-

dard for the Wireless Personal Area Network (WPAN) and the ZigBee technology

to apply to the related industries with the representative standard of USN.

In addition, in order to graft the IP technology onto the sensor network the stan-

dardization is progressed around 6LoWPAN WG, ROLL WG, and CORE BoF of

IETF. In addition, in the organization including HART, ISA, ISO, IEC, the

independent standardization continues according to the communication layer or

service object in which the object is. The new standard for the object of the higher

layer service is based on the IEEE802.15.4, the standard on the transmission

technology.

As to IEEE802.15.4, the standardization was progressed for the humidity and

the temperature sensors having the small packet size, basic monitoring service of

the low power for collecting metering data and the remote controller for the toy or

electronics. Therefore, the IEEE802.15.4 MAC technology has the limitation that

it cannot be satisfied the requested quality of the serious performance degradation

by the frequent retransmission generated by the increase in the network traffic and

has the timeliness delivery of the sensing information. In addition, the received

signal quality degradation by the radio frequency interference of the homology or

heterogeneous has the problem that it cannot exhibit the function as personal area

network and it has the limitation to the activation of the related market.

Recently, the movement for replacing the wire monitoring apparatus for the

production quality control with the cheap wireless foundation network in the field

having the weak radio environment as the factory automation gets up in the

industrial circles actively. Thus, in order to replace the networking between cable

equipment wirelessly, HART managing the field electric installation standards for

telecommunications established the Wireless HART standard in 2007. The sensor

nodes following this standard applied to the factory automation by the members of

the Wireless HART.

In addition, the factory automation standard association, ISA finished the

wireless system standard, ISA-100.11a standard task for the industrial automation

on September 2009 [13]. Thus, the standardization that it supplements the function

of the existing IEEE 802.15.4-2006 MAC standard in IEEE802.15 in 2007 and it

tries to secure the time of the reliability of the radio environment and delivery of

the sensing information is progressed in TG4e [1]. The operation of PAN at the
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IEEE802.15.4e- is classified into the beacon enabled PAN and the non-beacon

enable PAN. The beacon enabled PAN is used based the periodically broadcasted

Beacon. The non-beacon enabled PAN mode requests the beacon by the non-

periodic for the exchange of the communication frame and uses PAN. This has

PAN the same action mode in order to maintain the compatibility with the

IEEE802.15.4. The MAC function action mode of the IEEE802.15.4e is used with

two PAN operations and Fig. 1 schematizes this [15].

The major characteristics of IEEE802.15.4e apply the time-sharing based

channel diversity technique. The channel access of time-sharing reduces the

retransmission by the packet collision caused from the characteristic of the random

access channel like CSMA and minimizes the valid communication power. This

MAC technology can improve the quality of the transferred information by

guaranteeing the definite delay time for the alarm and the time is required delivery

of the monitoring and controlling information. In addition, the channel diversity

technique in which RF instrument of the homology or heterogeneous coexists like

the industrial site and the radio frequency interference overcomes the receiving

signal quality degradation by the severe environment and channel fading caused by

the wireless channel can maximize the reliability of the RF link.

2.3 6LoWPAN

6LoWPAN is the architecture and protocol standard for using the Internet Protocol

Version 6(IPv6) based IEEE802.15.4-Low Rate Wireless Personal Area Network

among the working group of IETF. 6LoWPAN is the technology for delivering

relatively slow IEEE802.15.4 packet (250 kbps/2.4 GHz, 40 kbps/915 MHz,

20 kbps/868 MHz) through the large-scale IPv6 packet with end-to-end.

Fig. 1 MAC operation classification in IEEE802.15.4e
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In addition, the content about which will how perform the IPv6 automatic

address establishment function using the MAC address (16bit or 64bit extended

type address) which IEEE 802.15.4 technology uses is included [16, 17]. Because

of using the protocol which 6LoWPAN gateway uses in the existing IP network

from the IP layer to the application layer as it is, it can have the structure of the

little simple gateway. Therefore, in the gateway, the management procedure can be

simple and the processing time can reduce.

3 Environmental Control and Monitoring

System in Greenhouse

3.1 The Organization of the Greenhouse Control System

In the Greenhouse, the Greenhouse control system administers the various infor-

mation for the crop growth monitoring and controlling through the sensor and

actuator nodes. It is the main controlling equipment, which can utilize the practical

knowledge and creates the appropriate growth environment comprised in this

system by the growth environment administration, application service function of

the Greenhouse Control Gateway, the Greenhouse operating system, and the

Integrated Greenhouse Managing System.

The communication between the Integrated Greenhouse Management System

and the Greenhouse operating system, the Greenhouse operating system and the

Greenhouse control gateway uses the IP-based communication like the Wi-Fi,

CDMA, and Ethernet. The communication between the Greenhouse control

gateway and sensor nodes/actuator nodes can use the wire-based ones including

the Ethernet, RS485, CAN, etc. and the wireless-based ones like ZigBee, Wi-Fi

and Bluetooth according to the environment selectively. The sensor nodes play the

roles of delivering the sensing value (temperature, humidity, Co2, illumination,

solar radiation in the Greenhouse, rain, wind velocity outside the Greenhouse, and

moisture, EC, PH and temperature of soil) to the Greenhouse Control Gateway.

The Actuator nodes play the role that the actuator like window control, illumi-

nation (LED), ventilation machine, and hot blast heater is driven according to the

message delivered from the Greenhouse Control Gateway and it controls the

Greenhouse environment (Fig. 2).

The Greenhouse Control Gateway plays the role that it collects the information

from the sensor nodes and delivers the order received from the Greenhouse

operating system to the actuator nodes. According to the necessity, the role of

converting the protocol is played and the simple logic can be included for the

optimization control of crop growth. It is similar to the role of a gateway in USN

and it integrates with the Greenhouse operating system according to the function or

network architecture and it can manage.
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The Greenhouse operating system can monitor the environment and the crop

growth information from the Greenhouse inside and external sensors. In addition,

it is possible to control the optimization operation through the Greenhouse

environment control algorithm. This system keeps collected data in the database

and can record the agriculture diary and vegetation expertise based on stored data.

In addition, the service and control software required for the Greenhouse operation

downloads from the Integrated Greenhouse Managing System. The duty cycle of

the sensor nodes and actuator nodes is managed. The Integrated Greenhouse

Managing System, linked with the Greenhouse operating system and data server

positioned in the other site, provides the feedback with the crop growth infor-

mation to the Greenhouse system. In addition, installing the necessary software in

the Greenhouse operating system according to the sensor nodes and actuator nodes

is played.

3.2 Greenhouse Control Gateway

The Greenhouse Control Gateway controls the sensor and actuator required for the

crop growth of the inside of the Greenhouse and does the gateway roles for the

coupling with the external system like Greenhouse operating System. The Fig. 3 is

the configuration diagram of the Greenhouse Control Gateway.

The Greenhouse Control Gateway is comprised of the mainboard of the ARM9

based the mainboard, the base module for the IEEE802.15.4e communication, the

resistive type-touch screen, key-pad, Bluetooth for the I/O unit of users, and the

Ethernet and Wi-Fi modules for the internet connections. After making the sensor

module and RF communication transmit and receive sensor data, the base node

communicates with the mainboard with the serial communication. The function of

Fig. 2 System component in greenhouse
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base module minimized to improve the packet processing ability for

IEEE802.15.4e.

In the mainboard, 6LoWPAN function of directly controlling the Sensor Node

at the Greenhouse operating system is mounted. Three databases and two control

engines is mounted in order to control the optimum state of growth. As to the

Greenhouse Control DB, the temperature, humidity, illumination, solar radiation

sensor of the inside the Greenhouse and the wind direction and velocity, rain,

temperature, humidity sensor outside the Greenhouse, etc. collect the information

of environment in Greenhouse. The Growth DB collects the moisture, EC, PH and

temperature of soil, Co2, the temperature and area of leaves, the height of crop, etc.

for the real-time rearing information gathering of the crops. The Crop DB is the

fundamental rearing and insect information DB defined in advance. The Growth

control Engine controls the temperature, Co2, water, etc. controlled according to

the growing level by the adaptive control algorithm for controlling the rearing of

the crops. By using above three database information, it optimally-control and the

inside of Greenhouse is controlled through the optimization control engine. The

Optimization control engine controls the Greenhouse through the fuzzy algorithm

with the mutual feedback of the actuator including the inside of the Greenhouse

and external sensor information and the ventilation machine, LED, sodium lamp,

fluorescent lighting, sprinkling of water, Co2 machine, hot blast heater, and win-

dow control, etc. The Fig. 4 is the real picture of the Greenhouse Control Gateway.

3.3 Sensor/Actuator Nodes

After the sensor node implemented in this system collects the sensing value

including the temperature, humidity, CO2, EC, Ph., etc. and process the data

through the microprocessor (MSP430) in order to collect the greenhouse inside
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growth environment information of the crops, by using RF Transceiver (CC2520

RF Chip), it transmits to the Greenhouse Control Gateway. In addition, after the

actuator node receives the command from the Greenhouse Control Gateway and

process the order, it does the control operation including the illumination, inner

temperature, blower, side and roof wall control, etc. The radio frequency signal of

the node was transmitted to the Transmit Power of 4 dBms from 2,400 to

2,483.5 MHz frequency bandwidth to 250 kbps.

3.4 The Implementation of IEEE802.15.4e MAC

and 6LoWPAN

The existing Greenhouse Control System utilized PLC, RS-232C, and RS485 for

the stability of the control but has the defect that the expandability can decrease.

For using for automation control, the technologies making use of the existing

ZigBee have used for the monitoring in spite of many advantages because the

stability was insufficient. In our system, by using the IEEE802.15.4e, that is

the wireless technology which was stable and in which the expandability is high,

the technology in which the collision avoidance of existing radio frequency was

possible and the reliability and real-time transmission are high. The

IEEE802.15.4e MAC processing routine implemented based on Distributed Syn-

chronous Multi-channel Extension (DSME) MAC standard of the IEEE802.15.4 e

(2011) Draft standard. The function of WPAN can express with the message as the

same sequence as the existing IEEE802.15.4 and develop each message sequences

with the Primitive that is exchange information between the upper and the bottom

layer.

The inter layer interface is as shown in Fig. 5. The between layers, interface is

cooked based on FIFO in order to minimize the intervention of SW by MCU.

6LoWPAN implemented in the kernel of embedded Linux. Therefore, the

unnecessary processing layer is omitted and the case of being not its own dwelling

Fig. 4 Green control gateway H/W
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is thrown in the kernel level through destination with directly, the routing routine

of the IP layer. It rises to the higher rank in case of its own data. The complicated

process step formed by coming up to the application is skipped and the processing

speed is improved.

4 Conclusion

In this paper, we show the Greenhouse Control System to enhance the expand-

ability and reliability of the Greenhouse having many control elements like the

ventilation machine, LED, sodium lamp, fluorescent lighting, sprinkling of water,

Co2 machine, hot blast heater, and window control, etc. The new standard

IEEE802.15.4e was applied to the Greenhouse Control Gateway and Sensor/

Actuator nodes in order to overcome the limit of ZigBee for the monitoring. Also

because of using the protocol which 6LoWPAN gateway uses in the existing IP

network from the IP layer to the application layer as it is, it cans delivery end-

to-end transmission, sensor/actuator node to the Greenhouse Operating System for

detailed operation.

Acknowledgments This work was supported by the Industrial Strategic technology develop-
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Accuracy Estimation of Hybrid Mode
Localization Method Based on RSSI
of Zigbee

HoSeong Cho, ChulYoung Park, DaeHeon Park and JangWoo Park

Abstract The Zigbee support RSSI (Received Signal Strength Indicator) for the

localization measurement. But, RSSI occur error by signal attenuation. We study

Hybrid method that the accuracy measured localization of Zigbee. The Hybrid

methods are using RSSI and AOA method. In this article, we measured angle with

distance of RSSI value based on hybrid method. Also, we get standard deviation

using experiment data, angle and distance error measured by the simulation. We

study on the influence of distance and angle on location error, we conformed our

method by comparing our result to DV-hop and DV-distance results

Keywords Localization � RSSI � Position error � Simulation

1 Introduction

The localization technique is one of the core technology for control and handling

given mission be influenced by changes in the environment to communicate with

computer and person or object [1].
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The kinds of localization technique are TOA (Time of Arrival), TDOA (Time

Difference of Arrival), AOA (Angle of Arrival), RSSI (Received Signal Strength

Indicator) [2, 3]. TOA is method to calculate by distance to measure the absolute

time for signal arrives between receiver and beacons [4]. It needed synchronization

between receiver and beacons. TDOA is one of localization method using multiple

beacon time difference of received signals. Unlike method of TOA, it needed

synchronization between each beacons own. AOA is one of localization method by

direction angle of received signal using array antenna [5]. RSSI is method to

measure position between receiver and beacon using differences the strength of

signal be influenced by distance [6].

The study of localization technique go along actively by various means, it find

position to calculate coordinate and then representation by vector matrix using

triangulation method and trigonometry [7], beside that besides that, using the

triangulation method and VOR (VHF Omnidirectional Ranging) base station [8],

and to calculate average of each hop distance of landmark and sensor node using

triangulation and AOA method on Ad-hoc network [9], etc.

So, our goal is to reduce position errors in technique of Localization. Position

error is affected the distance and angle error. For this reason, we were an exper-

iment to measure the distance and angle using RSSI. We were calculated average

and standard deviation of each distance and angle through the experiment. Based

on this, we investigated about the impact of cumulative the distance error and

angle error to position error through simulation.

This article consists of 5 sections. Section 2 is explains the distance and angle

measurement test using RSSI. And Sect. 3 is explains method of angle and position

measurement, Sect. 4 is explain results of simulation, Sect. 5 describes the

conclusions.

2 Measurement of the Distance and Angle Using RSSI

The experiments are used Zigbee module of Maxstream Inc and directional

anthenna of Coms Interllinet Inc. The frequency range of anthenna is

2.4–2.5 GHz, horizontality signal range is 65� ± 5�, verticality signal range is

60� ± 5�, and signal intensity is 6dBi. The Zigbee module is using Xbee2 pro

module and we measured to RSSI using the protocol defined in module.

We chose an experimental environment to the spacious park for less likely to be

affected to multipath fading.

Figure 1 shows measurement of distance experiment. The distance of experi-

ment is measured from 2 m until 12 m, and 2 m intervals. Directional antenna is

connecting to RP-SMA type with Zigbee. The power of transmitter and receiver is

used laptops, and the receiver connected laptop is display to received signal

intensity and save to file. The experiment is measured to 100 times for each

distance. Figure 2 shows the distribution of the measured data each distance.

The Eq. 1 is theoretical power equation.
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20 log ¼ PTR � PRV þ C ð1Þ

Where d[m] is the distance, PTR[dBm] and PRV[dBm] are the transmitted and

received power levels, C is constant.

Figure 3 shows fitting graph to the theoretical power equation and distance data

of the experiment.

The Eq. 2 shows similar forms although slight differences compare the Eq. 1.

17:21 log d ¼ PTR � PRv � 22:973 ð2Þ

Figure 4 show RSSI value for the 12 m measurement. In the distance of 12 m

average was -65.2[dBm], standard deviation was 0.574[dBm]. We obtained

average of standard deviation of all distance such as Fig. 4. It is 0.474[dBm].

Represents the standard deviation of the value of the distance is 16 cm.

Also, we get to error of angle by experiment. The angle experiment was

measured at distance of 5 m and divided into 5� of whole 70�. We found average

by measuring each angle to 100 times. This is show in the Fig. 5.

Figure 6 is show RSSI value to measured angle 0� (beacon in the state of the

receiver to the front facing). Average was -49.156[dBm], standard deviation was

0.329[dBm]. We obtained average of standard deviation of all angle such as Fig. 6.

It is 0.73[dBm]. Represents the standard deviation of the value of the angle is 2.2�.

3 Angle Measurement and Localization Method

All wireless sensor nodes assumed to be able to directly communicate neighboring

nodes within their transmission range. The landmarks of nodes know their position

coordinates and based on the direction. In addition, all sensor nodes can measured

directions of incoming signal from neighbor nodes through own axis.

Fig. 1 Measurement
experiment environment
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Fig. 3 Each distance power fitting graph using MATLAB (PT: The theoretical power equation,
PM: The experiment data power equation)

Fig. 2 The RSSI distribution of each distance
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Figure 7 shows wireless sensor nodes A, B, C how to calculate mutual angles.

Blue dotted arrow indicates based on the direction. The azimuth is defined from

axis of each node to base on the direction in Fig. 7. The azimuth of node A denote

Â, node A to node C in each direction angle was expressed as a cAC . h show angle

from based on the direction to neighbor nodes. In other words, hAC shows to face

angle from based on the direction of node A to node C.

hAC ¼
cAC � Â for cAC � Â

2pþ cAC � Â
� �

for cAC\Â

(
ð3Þ

obtain as Eq. 3,

Fig. 4 Standard deviation for the 12 m measurement

Fig. 5 The RSSI value according to each angle
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In Fig. 7, node A and node C for example, find azimuth of node A,

bA ¼
cAC�hAC for cAC � hAC

2pþ cAC�hAC

� �
for cAC\hAC

(
ð4Þ

be represented by Eq. 4.

Fig. 6 Standard deviation of angle to 0�

Fig. 7 Getting the angle
between the neighboring
sensor nodes
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All sensor nodes could be found own azimuth when performed repeatedly in

this way starting at landmark to all neighbor node. The sensor nodes could be

measured own position got at neighboring sensor nodes within the transmission

distance and obtain azimuth and incident angle.

In this article, localization method consists of three steps. First step, all sensor

node find distance between neighbors nodes to determine within own transmission

range. Next step, neighbor nodes of landmark find their azimuth and incidence

angle of landmark. The course repeat to know for own standard direction and

incidence angle of neighbor nodes to all nodes. Third step, they calculate position

of neighbor nodes using measured distance and angle to neighbor nodes, and

inform the position of the neighbor node. For example, it can calculate the location

of landmarks at least one nodes to own position.

Also, we considered coordinates update method of four kinds. First, this is

minimum hop method. This method is to calculate the coordinates of a node from

coordinate of the landmark having least hops to a node. The second is minimum

distance method. In other words, this method is to determine the position based on

the coordinate of nearest landmark. The third way is to find the average of cal-

culating coordinate by all landmarks to know. Finally, the fourth way is to find the

average of coordinates by consider to calculate all coordinates for various paths.

We are simulated considering the methods in Sect. 4.

4 Simulation Results

This article will show the simulation results and compare with the results of DV-hop

and DV-distance method [9]. The proposedmethod will be susceptible to angle error

because the node’s azimuth is calculated from a landmark far apart. This becomes

severe when a landmark is far apart from. This article, measured distance is assumed

to be Gaussian. And it is assumed the measured angle is also Gaussian.

rmeas ¼ rexact 1þ rrNð0; 1Þð Þ ð5Þ

hmeas ¼ hexact þ rrNð0; 1Þ ð6Þ

where rmeas(hmeas) is the measured distance(angle), rexact(hexact) is the true value of

the distance(angle), rr(rh) is a specific constant [10], and N(0, 1) is a normally

distributed random variable. Therefore, the noise error in measured values is

modeled as additive and can be varied by changing the specific constant rr(rh),

where in MATLAB program, rr(rh) in Eqs. 5 and 6 roles standard deviation of

normal distribution, so we will simply call it a standard r deviation.

d ¼ N pR2ð Þ
A

ð7Þ
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where N is the total number of sensor nodes deployed in sensor field, A is the area

of sensor field, R means the transmission range of nodes which is the same among

all nodes. Localization error obtained in the simulation is defined by

Lerror ¼
PN

i¼1 jrcalc � rrealj
N

ð8Þ

where N is the total number of nodes, rcalc is the calculated coordinate of a node,

and rreal is the real coordinate of a node.

In this simulation, sensor field is considered to be square with length 100 m.

The transmission range is 20 m. As shown in Eq. 7, node density can be changed

according to varying the number of nodes or transmission range when the area of

sensor field is fixed.

In Figs. 8 and 9, parameters ‘simple mean’ mean sensor nodes know their

coordinates averaged values, ‘Multipath mean’ mean reaching landmark to aver-

age value of all paths for nodes to determine their position. ‘minimum hop’ mean

the minimum number of hops for decide own coordinates from landmarks. The

simulation was run from wider range to distance of experiment. Also, the simu-

lation result compared DV-distance and DV-hop.

Figure 8 shows the localization error according to the measured distance errors.

In this case, distance error is shown percent of transmission range. Our method and

DV-distance shows the increased localization error. But our method result in good

localization error until standard deviation of distance reaches 75% of transmission

range. Also, DV-hop shows constant localization error.

As explained in Sect. 3, our method is sensitive to the error in angle mea-

surement. Especially, the accumulation and propagation of angle error is seemed

to be profound. Figure 9 shows the localization errors resulted from out method.

Fig. 8 Position error according to sensor node measured distance error
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According to increasing the standard deviation of measured angle error, locali-

zation error is increased. But our method shows better results than DV-methods

until reaching about 40� of standard deviation. When the angle error increases

sufficiently, the localization error reaches saturation. It means measured angles are

fully random and cannot contribute the accuracy of localization any more.

DV-methods do not consider the angle measurement so that the result shows

constant localization error regardless of angle error.

5 Conclusion

We started from the measurement using distance and angle a position of neigh-

boring nodes of the landmarks. Then we experiment RSSI value according to

distance and angles through distance and angles measuring experiment using

RSSI, and shows angular measuring method. If position error angular error when

standard deviation of less than approximately 40�, we are known relatively good

performance compared to DV-distance and DV-hop. We are known the good

performance compared to DV-distance and DV-hop if angle error have the stan-

dard deviation of less 40�. DV-hop algorithm is many no change to position error

according to distance, however we could be found many the error to happen to

DV-distance. In contrast, like better existing algorithm than we proposed locali-

zation method if less than 70% of distance error. We were known to important of

angle measurement by proposed method from results of simulations.

Acknowledgments This work was supported by the National Research Foundation of
Korea(NRF) grant funded by the Korea government(MEST) (No. 2011-0005294)

Fig. 9 Position error according to sensor node measured angle error
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A Study on the Failure-Diagnostic
Context-Awareness Middleware
for Wireless Sensor Networks

In-Gon Park and Chang-Sun Shin

Abstract We propose a middleware that diagnose any incorrect operation of a

sensor or equipment occurring in the WSN application system adopting an

indoor sensor network, and determines as to whether the incorrect operation is

related to the reliability of the service offered by the system. The middleware

proposed in this thesis makes up Data Management Module, Circumstance

Information Related Module, Circumstance Analysis Module, Service Module,

and Information Storage Module. The data retrieved from the interoperation

between modules are analyzed through incorrect operation diagnosis

algorithm, and thus it is determined whether a sensor or equipment operates

incorrectly.

Keywords Failure-diagnostic � WSN � Context-awareness
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1 Introduction

Ubiquitous computing converges IT technologies with other industries like

construction, education, healthcare, agriculture and so on. Especially the Wireless

Sensor Network (WSN), a spatially distributed monitoring network consisting of

wireless devices using sensors, is considered as a state-of-the-art technology in

ubiquitous computing. Rapid advances in wireless networks, embedded systems,

and sensor technologies have introduced various WSN-related industries that are

becoming more important in everyday life [1]. IP-based WSN network enables

each sensor node to make IP communications, and IP-USN technology being able

to directly interconnect with BcN draws attention from people as a core tech-

nology realizing an advanced Ubiquitous society [2]. Such changes in WSN

paradigm have been developing based on the establishment of sensor infrastructure

and its service expansion. Against this backdrop, studies on energy efficiency,

pervasive, and the reliability [3–5] are in progress, and researchers in various areas

are studying the WSN middleware supporting customized features and operation

characteristics [6–9].

However, researches on how to deal with error is insufficient compared with

that on R&D of fundamental technology of sensor and sensor network. Accord-

ingly, the main purpose of this paper is to research sensor failure diagnostic

algorithm for improving reliability in order to deal with problems and to monitor it

automatically when the sensor errors [10].

In order to solve such problems, this paper suggests sensor the Failure-

Diagnostic Context-awareness Middleware (FDCM), sets virtual environment of

plants factory, and conducts verification tests of sensor failure diagnostic

algorithm for supporting highly reliable services of WSN application systems

through analysis of context-awareness through sensing information and

collected data based on WSN.

2 Related Works

In general, such failure of sensor nodes can be divided into hard failure such as

exhaustion of Micro Processor and electricity, and soft failure such as calibration

error of sensors and random noise error [11, 12].

As for studies on hard failure of sensor nodes, there was one study which aimed

to apply BIST (Built-In-Self-Test) technique widely used for improving produc-

tivity of components such as DRAM in order to detect electricity shortage and

hardware failure. BIST technique can be applied to detect failures of multipro-

cessor systems mutually connected to each other guaranteeing hardware redun-

dancy, and accordingly, sensor nodes installed in widespread areas are able to be

applied effectively as they also have hardware redundancy. Also, as for an

applicable technique for detecting failures in case that there is no hardware
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redundancy, consensus algorithm has been suggested [13, 14]. Consensus algo-

rithm is an algorithm which detects fixed nodes through nodes checked to have no

failures on sensor network, and detects failures through constant exchange and

renewal of information with nodes around it by using Suspect matrix and Fault

vector created by information of nodes around it.

As for various techniques for detecting failures of sensor soft, there is J. Chen’s

LFSD (Localized Faulty Sensor Detection) algorithm which can detect errors of

sensor data transported from nodes around it based on difference between sensor

values of around nodes attained periodically and its own measured value, and

change of the value according to time [15].

3 Architecture of Failure-Diagnostic Context-Awareness

Middleware (FDCM) System

This paper is that checking of Sensing Data whether there is error of sensors and

devices through real-time analysis of data received from lots of environmental

sensors, and composes middleware which can control the system promptly and

effectively according to the result. Also, it suggests sensor failure diagnostic

algorithm based on sensor network which can minimize the cost of equipment and

cost of maintenance by checking data transported from relevant sensors through

analysis without applying additional error detection module. In order to improve

reliability of the algorithm in virtual plant factory environment, middleware is

supposed to be composed as follows (Fig. 1).

3.1 Data Management Module

Data management module plays a role of processing data collected through sensors

and storing them in database, and delivering them to the context data provider

module which examines whether there are errors of sensors or devices. As it is

difficult to figure out the situation of normal operation only with data collected

through sensors, it restructures packets by adding needed information for judgment

to collected sensing data. Data management module is composed of data parser

class, connection class, packet data class, and packet creator class. Data parser

class extracts data which will be the basis for checking whether there is real failure

or not by processing source data collected from many heterogeneous sensors.

Is also support the function for removing sync byte and header part from collected

sensing data, and the function for converting primarily processed data into data

which can be utilized practically. Connection class delivers sensing data collected

in sync nodes to context data provider module through serial communication.

It sets basic information required for communication, and performs functions such
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as connection and disconnection to serial communication, and stop of data

transmission. Packet data class is a class which defines restructured packets by

adding required information for context data provider module to analyze data.

Table 1 shows the structure of packets composed in this class. Packet creator class,

which supports creation of packet information, performs a function for inputting

data of variables managed by packet data class, and for helping data

return packets.

3.2 Context Provider Module

Context provider module performs a role of converting restructured data packets

transported from data management module into context data, and is composed of

context diagnosis class, context data class and context creator class. Context

diagnosis class confirms error of sensors and devices by analyzing restructured

packets in data management module, distinguishes a situation where it is required

to run devices, and restructures this into context data. Context data class is a class

defining context data in order to analyze services required by context interpreter

module, and includes data for deciding context data. Context data gets data from

the context creator class. This class performs a function for setting context data in

order to check errors of sensors and devices, and a function for setting ID of

Fig. 1 FDCM architecture
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devices related to optimal standard data managed by relevant sectors and

performance of application services.

3.3 Context Interpreter Module

Context interpreter module decides which application service will be provided by

analyzing context data transported from context provider module. Context inter-

preter class which composes this module is a class asking for support by analyzing

context data transported from context provider module, performs a function for

checking whether current sensors or devices work well by analyzing context data,

and calls a failure notification service to service provider module when sensors or

devices error.

3.4 Service Provider Module

In the service provider module, all services provided by this middleware are

implemented. This module provides relevant services when the context interpreter

module asks for support based on the result of context analysis. Service provider

class which is implemented with failure notification service decides which error

message will be performed by analyzing requested data, and provides data of

failing sensors and devices to users.

Table 1 Composition of packet data

Variable Explanation Note

id ID of the relevant sensor

block_id ID of a block installed with
the relevant sensor

sector_id ID of a sector including the
relevant sensor

data_CODE Types of data collected
by the sensor

currentData Data collected by the
current sensor

beforeData Sensing data just before
collecting the current data

blockAve Average value of current data
of sensors in the same block

Current sensors
excluded

beforeblockAve Average value of before data of
sensors in the same block

sectorAve Average value of block data of
sensors in the same block

Current sensors
excluded
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3.5 Data Storage Module

Data storage module stores standard data needed for the application system and

environment data collected by sensors. Also, it defines data for use by extracting data

from data repository, and defines a method related to data processing.

DataStorageManager class manages general things such as insert, modification and

deletion of data in database, and transports data required by other modules. Database

is composed of total 5 tables; ENVIRONMENT, DATA_TYPE, DEVICE, CON-

TROL, andOPTIMAL. ENVIRONMENT table stores data collected by sensors, and

it was set to be able to expand sensors flexibly evenwhen sensors having new data are

added by having N vs. 1 relation with DATA_TYPE table which stores a list of data

types collected by sensors. Also, as for devices, it is possible to expand devices even

when new devices are installed inside of the system by designing control table and

DEVICE table having N vs. 1 relation, too. OPTIMAL table stores optimal envi-

ronment standard data required by relevant systems, and context data provider can

refer to the relevant table when controlling or diagnosing.

4 FDCM’s Services

Failure diagnosis algorithm is a process which enables to manage facilities

effectively and to provide reliable data by diagnosing whether sensors and devices

installed in the system operate normally. As for operating process, when the data

management module gets data from sensors, it stores relevant data in database

through the data storage module. After that process, it makes restructured packets

by asking for data required to restructure sensing data to the data storage module.

Restructured packets diagnose whether there are any failure during analysis

process in the context provider module. If the relevant sensor is checked to failure,

it makes context data by asking for data to the data storage module. Relevant

context data is transported to the context interpreter module, and it requests which

service will be provided through context interpretation. The service provider

module provides error data about sensors or devices to users.

The important part of this is a process of composing context data by analyzing

packets in the context provider module. Situations which can occur during oper-

ation of WSN application system are divided into two categories. Details about

failure diagnostic to each situation are as follows.

4.1 When the Device Does Not Work

In case that the device does not work, when difference between blockAve and

sectorAve is not higher than gap, and difference between beforeData and

currentData is not higher than gap, it can be inferred that a situation shown in

300 I.-G. Park and C.-S. Shin



(a) and (b) of Fig. 2 through comparison of currentData and blockAve. As a

situation shown in (a) of Fig. 2 means that the sensor keeps an average value

constantly, it check the result as normal one, and decreases by 1 when sensor-

ErrCount is 0 or more. A situation shown in (b) of Fig. 2 is checked to be outside

of the average value constantly. As it is possible for the sensor to error, it increases

sensorErrCount by 1.

When difference between beforeData and currentData is higher than gap, and

difference between blockAve and beforeData is lower than gap, it is a situation

where currentData is outside of the average value while operating normally, as

shown in (c) of Fig. 2. In case of that, as it can be inferred that failure occurs or

external factors influence on the operation, it increases sensorErrCount by 1.

When difference between beforeData and currentData is higher than gap, and

difference between blockAve and beforeData is higher than gap, a situation where

sensing data has been outside the average value and then returns to the average

again, as shown in (b) of Fig. 2. In this case, it decreases sensorErrCount by 1.

Fig. 2 Can be estimate of situation when stop of control device
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4.2 When the Device is on Control

In case that the device is in operation, when difference between beforeData and

currentData is higher than gap, and difference between currentData and blockAve

is higher than gap, a situation shown in (c) of Fig. 3 and (a) of Fig. 3 can be

expected. In (b) of Fig. 3, as the device is in operation though currentData is

outside the blockAve, value of blockAve and currentData will change continually.

This means that it is not clear whether the sensor is failing or it is an instant change

generated during control, and it examines later change of data by increasing

sensorErrCount by 0.5.

During the device is in operation, when difference between beforeData and

currentData is not higher than gap, and difference between currentData and be-

foreblockAve is higher, it means that the sensing value does not change but

surrounding environment is constantly changing. So, the sensor may error,

increasing sensorErrCount by 0.35. On the contrary, when difference between

currentData and beforeblockAve is not higher than gap, it means that the device

does not operate well. In this case, it increases deviceErrCount by 1 (Fig. 4).

Fig. 3 Can be estimate of situation when run of control device
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Such diagnosis and measures are repeated whenever it gets data from sensors

installed in a plant factory, and when sensorErrCount or deviceErrCount of rele-

vant sensors excesses 5, the critical value, each will be checked as a sensor error or

device error.

5 Conclusions

This paper suggested failure diagnostic algorithm which can actively diagnose

error of sensors or all kinds of devices or environmental problems frequently

occurring installation sites in order to operate automated systems applying WSN

technology reliably and effectively. In order to check the core function, whether

sensors or devices error or not, situations where errors can be generated were

defined by comparing currentData, beforeData, blockAve, and beforeblockAve

through failure diagnostic algorithm suggested in this paper.

Future studies will supplement this algorithm by verifying and improving

standard critical values considering many environmental data and the properties of

sensors and devices as well as currently verified temperature through many tests,

make it deal with all kinds of situation which can be generated in WSN application

systems flexibly by adding context data which this middleware can diagnose, and

examine a minute control algorithm for effective operation of devices.

Fig. 4 Flowchart of the FDCM
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Livestock Searching System on Mobile
Devices Using 2D-Barcode

ChulYoung Park, HoSeong Cho, DaeHeon Park, ChangSun Shin,

Yong Yun Cho and JangWoo Park

Abstract In this article, we have designed and implemented livestock searching

system on mobile devices using 2D-Barcode. 2D-Barcodes capacities have risen a

hundredfold for 1D-Barcode. In recent years, it can share data, (text, phone

number, hyperlink, etc.) by means of application on feature phone and smart

devices. Also, QR-Code is suitable for identification of missing livestock, because

of QR-Code is easy to print with low-cost and it was designed to withstand

external damage. And it can store identity of livestock and provide the location

information to livestock-farmer using smart devices. Also, our system generates

QR-Code that fit vCard v3.0 format with livestock-farmer. Therefore, the first

people to found a missing livestock that can contacts the farmer immediately.

In order to do this, we developed mobile application and server program.
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In addition to this, we developed QR-Code generation module and we built

database server from the farmer’s identity and livestock’s identity.

Keywords 2D-Barcode � Mobile application � QR code system

1 Introduction

In recent years, increased the use of mobile devices and offered the more

information to general public. Also, 1D-Barcode and 2D-Barcode technique have

caught the attention on the mobile environment. 2D-Barcode can share data,

(text, phone number, hyperlink, etc.) by means of application on feature phone

and smart devices. The increase of mobile device users, thereby increase of the

application using 2D-Barcode. This application service is providing through

mobile devices.

Barcodes divide into two types. First, 1D-Barcode type is using on logistics,

distribution and etc. 1D-Barcode express of information depending on thickness of

bar lines that the only vertical. Second, 2D-Barcode type represents of information

by way of braille or mosaic. 2D-Barcodes information capacity have risen a hun-

dredfold for 1D-Barcode. And it was designed to withstand external damage. It can

be recognition in the direction of 360 degrees is the advantages of 2D-Barcode. And

2D-Barcode is easy to use without database because of high-capacity [1].

2D-Barcode is a service for providing about information of object. In recent

years, it can share data by means of application on feature phone and smart devices.

QR-Code in either of the 2D-Barcode technique can be easy that read through smart

devices application. It can store identity of livestock and farmer’s contact. Also, QR-

Code is suitable for identification of missing livestock, because of QR-Code is easy

to print with low-cost and it was designed to withstand external damage.

Also, we has designed and implemented application service on mobile devices

using 2D-Barcode for missing livestock. It can store identity of livestock and

provide the location information to livestock-farmer using smart devices. In this

article is composed as follows. The Sect. 2 describes related works. The Sect. 3

describes system design and implementation. And the Sect. 4 makes a conclusion.

2 Related Works

2.1 Data Matrix Code

Data matrix is one of the most widely used two dimensional barcodes. It can be

broken up into ECC 00-140 and ECC 200 according to the error checking and

correction algorithm. The data matrix is a high density code that can be encoding
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with 3116 numeric chars and 2345 alphanumeric chars in the ASCII character

set [2].

Data matrix code is characterized as follow. First, symbol size can use 0.001 to

14 inch. Also, it can be represent alphanumeric chars of up to 2334 characters per

symbol in 1.4 inch square. Second, symbol is always a square or rectangular shape.

And the finder pattern is surrounded by outline. Third, it can be recognition in the

direction of 360 degrees is the advantages of 2D-Barcode using CCD scanner or

camera (Fig. 1).

2.2 PDF417

Portable data file (PDF417) is portable data file of high density 2D-Barcode in

1991. PDF417 have error correction capability of the eight step. Half of the data

was lost on account of noise; even so, it can be recognize with maximum level.

And PDF417 composed to unit of code word (Fig. 2, Table 1).

PDF417 includes start-code and stop-code at both ends. Code word of row

indicator includes lane number, each of rows, each of columns and error correction

ratio, etc. [3].

2.3 QR Code

QR code is the acronym for quick response code. QR code has the large capacity

about 7,089 chars of numeric, 2,396 chars of alphanumeric, 2,953 bytes. It was

created by Denso-Wave in 1994. QR Code can include to text, vCard and URL,

Fig. 1 The symbol of data
matrix code

Fig. 2 The symbol of
PDF417
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etc. QR Code has error correction algorithm. It has 30% restoration ratio by one

code word. Also, it can be recognize in the direction of 360 degrees [4] (Table 2).

QR Codes store a lot of information with number of dots. However, it is

necessary wide area. Also, QR Code has to include three finder pattern and several

alignment patterns (Fig. 3).

QR Code has finder patterns, alignment patterns, timing patterns, and a quiet

zone (Fig. 4).

QR Code v.3 use finder pattern for the detection of QR Code position. It can be

recognized in the direction of 360 degrees. Timing pattern is used to determine the

coordinates of symbol on decoder application. Alignment pattern should be used to

for correcting the distortion. Quiet zone is margin for reading the QR Code [5].

Table 1 The difference each
mode of PDF417

Mode Example Font size and style

Byte 6 1,108 bytes

Text (Alphanumeric/
ASCII)

2 1,850 chars

Numeric 3 2,725 chars

Table 2 Specification of QR
Code

Code size 21 cell 9
21 cell

Data type
and value

Numeric 7,089

8 bit or byte
binary

2,953

UTF-8
characters

1,817

Error correction
functionality
(LEVEL)

L 7% of code word

M 15% of code word

Q 25% of code word

H 30% of code word

Fig. 3 The symbol of QR
code
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Our system was using ZXing library on Objectives-C and JAVA when read the QR

Code. ZXing barcode library is open-source. It supports UPC-A, UPC-E, EAN-8,

EAN-13, Code 39, Code128, QR Code, Data Matrix, PDF417 and ITF.

3 System Design and Implementation

3.1 System Composition

Figure 5 shows the Livestock searching system composition. Our system is broken

into two parts: server part and client part. The server part was composed of web

server, remote server, mobile application server and database server. The client

part was composed of remote server, client PC, wireless access point, QR code

printer and mobile devices.

The web server was included page for generate to QR Code. And the remote

server manages for each client group. The mobile application server was designed

for iPhone or Android platform.

Figure 6 presents the flow for recognize of QR Code. These procedures get the

information from QR Code on mobile device and smart devices application. The

information decoded from QR Code is text, vCard and URL, etc.

Our system stored for identity of livestock and farmer’s contact using vCard 3.0

formats. vCard is a business card format. The fields of vCard 3.0 format as follows

(Fig. 7).

Fig. 4 The QR code structure
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Fig. 5 Livestock searching system composition

Fig. 6 The flowchart of recognize for QR Code

Fig. 7 The fields of vCard
3.0 format
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Fig. 8 The application for recognition of QR Code

Fig. 9 The results of recognition
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3.2 Result of System Implementation

Figure 8 shows the application for recognition of QR Code. This application stored

to farmer’s contact of livestock.

vCard parse module find ‘‘TEL;TYPE=VOICE,WORK:’’ field and ‘‘TEL;

TYPE=CELL,WORK:’’ field in results.

Figure 9 shows the results of recognition. ‘‘Send location’’ button pressed in

this application; send the message with map information using GPS module

mounted on smart devices. And our system was used to the Google static maps

API (Fig. 10).

4 Conclusion

In this article, we designed for Livestock searching system and implementation.

QR Code has large capacity and high-density on the paper of small size. For this

reason, it is suitable for the livestock out to pasture. Also, our system was used to

QR Code and GPS module of smart devices for missing livestock less out of range.

The first people to found a missing livestock that can contacts the farmer imme-

diately. Also, Livestock searching system can be implementation with low-cost.

It is for this reason that QR Code can print on the paper.

Fig. 10 The map information transmitted screen
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Towards a Context Modeling
for a Greenhouse Based on USN

Daeheon Park, Kyoungyong Cho, Jangwoo Park and Yongyun Cho

Abstract Recently more than ever, because of further global warming, violent

climate changes, environmental pollution and food problem researchers have taken

a lot of interests in greenhouses and vertical farms in agricultural environments.

Generally, works in greenhouses are based on situation information from various

sensors based on USN. In this paper, we propose a context modeling method for a

lot of situation information which can arise in agricultural environments. The

suggested context modeling method can define a various data generated in

greenhouses based on USN as structural contexts based on a rule-based RDF.

Through the suggested modeling method, various sensed data in a greenhouse can

be regenerated as high-level context sets. Because the high-level contexts can be

usefully used as important service execution conditions, the suggested context

modeling method can be widely applied to various smart agricultural service

applications or platforms for greenhouses based on USN and IT technologies and

raise efficiency in development of a context-aware system and a context-based

service automation system.
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1 Introduction

In ubiquitous computing environments, contexts are one of very important data

attributes as service execution conditions [1]. Like in the many fields of ubiquitous

computing, there are many of IT technologies such as RFID/USN, computing

devices, and databases in greenhouses or vertical farms. So, to develop smart

services in greenhouses or vertical farms, developers can use contexts from sen-

sors. Until now, a little of researches introduce a context modeling method which

can be applied in greenhouses or vertical farms. Therefore, we need a context

modeling method to define low-level situation data related with the various sensors

and the agricultural environments in greenhouses or vertical farms as unified

contexts.

This paper introduces a context modeling method can redefine a lot of situation

information, which can arise in greenhouses or vertical farms with RFID/USN and

various IT technologies, as structural high-level contexts. To do that, the suggested

context modeling method defines various situation conditions in greenhouses with

rule-based RDF contexts, and categorizes the various data as two types of contexts,

which are situation contexts and profile contexts. The former is for data sensed

from such real sensors in a greenhouse as a humidity sensor, soil temperature

sensor, leaf temperature sensors, and so on. The latter is for profile conditions

predefined in such database or data files as service schedule information or harvest

schedule information needed for automatic agricultural services in a greenhouse.

Through the two-categorized context model, the low-level data can be efficiently

divided according to the features of sensors or profiles. With the rule-based context

composition, the situation contexts and the profiled contexts can be easily rede-

fined as a high-level context. Therefore, with the suggested context modeling

method, various data related with a greenhouse can easily be redefined with RDF-

based contexts, and can be widely used in development of context-aware or smart

applications for greenhouses or vertical farm.

2 Related Works

Until now, there have been many researches for context models or context mod-

eling technologies in various fields [2–6]. The current researches for context

models may be focused on how to redefine real data as ontology based on RDF/

OWL [7–9]. Recently, [2] introduces a formal context model based on ontology

languages for the Semantic Web. The introduced model consists of four ontolo-

gies, which are independently categorized as like users, devices, environment and

services. Through the systematically divided ontology structure design supports

flexibility of context model in changes of specific service domains and ontologies.

As another recent research for context model, there is [2]. The model is

designed as service execution conditions for automation of agricultural works in
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agricultural environments. The model is based on a RDF/OWL-based ontology as

conditions to choice service execution in context-aware workflow service model,

and is used a rule-based reasoner for reasoning of high-level contexts from various

low-level contexts which can be occurred in an agricultural service domain.

Context models in agricultural environments protected from outside such as a

greenhouse and a vertical farm have to consider various situation conditions from

crops to user’s conditions, growing schedule or harvest schedule. However,

because the existing approaches do not include any module for profiled infor-

mation or predefined data in their context models, they are not enough to adopt in

greenhouse or vertical farm environments equipped with various sensors and

networked each others with IT technologies and RFID/USN. So, we need a context

model to describe not only sensed data but also profiled or predefined situation

information as contexts.

3 The Suggested Context Modeling for Greenhouses Based

on USN

3.1 A Context Layer in Greenhouses

Commonly, situation data in greenhouses bring out from sensors, devices and

databases, and are redefined as contexts of values and types about profile, location,

time, and so on. Because, the situation data is low-level, it can not be directly used

in context-aware applications or platforms as meaningful data. Therefore, it needs

to be transformed as meaningful high-level data, which is a context. Further,

situation data in greenhouses includes not only the sensed data but also profiled

data from predefined in databases or file systems. So, contexts for greenhouse

environments have to define both situation data and profiled data.

Figure 1 illustrates a brief conceptual context layer in greenhouses based on

USN.

In Fig. 1, the suggested context model consists of two context layers, which are

the situation context layer and the profile context layer. First, the situation context

is for low-level situation data transmitted from the sensors layer and the device

layer. The sensors layer on USN can periodically monitor various situation

changes in greenhouses, and the RDF-based entity rule in Fig. 1 translates the

situation data with low-level individual entities.

In this time, the situation data can be soil humidity/temperature values or leaf

humidity/temperature values, according to the types and function of the sensors.

And, the RDF-based entity rule redefines the various real sensed data as entities

with the data type and value. The devices layer in Fig. 1 is for context of situation

data from physical networks based on USN, computing devices, and various

devices in greenhouses such as cultivating machines or collecting machines.

The entities can be ontology-based constraints according to the rule-based context
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composition rule. The individual entities of situation contexts or profile contexts

can be an ontology-based constraints through rule-based composition process,

using ontologies for greenhouses domains.

3.2 Contexts for a Greenhouse Domain

Figure 2 shows a part of a possible sample context model for the sensors and

devices of the situation context layer in a greenhouse domain according to the

context modeling method described in Fig. 1.

A context instance for a greenhouse domain can be variously generated

according to a designed context model and an ontology. Therefore, it is very

important to design a systematic context model automatically to transform sensed

data and profiled data as contexts.

As shown in Fig. 2, the low-level sensed data layer shows a data section,

in which RDF-based entities of real data sensed from sensors are. And, the high-

level context model layer describes a context model section, through which

ontology-based contexts consisting of the entities are generated. For example,

Fig. 1 A conceptual context layer in greenhouses based on USN
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there are three sensed values with a gray-colored box, which are (a), (b), and (c) in

Fig. 2. The (a) is a entity means that the current temperature value transmitted

from a temperature sensor in a greenhouse is Fahr. 20. The entity is a data set,

which includes type and value, which are Fahr. and 20 individually. Then, the

entity (a) can be composed as a higher-level context through the ontology-based

context model for the subclass Fahr., the subclass of the class sensors. The (b) and

(c), which are entities, can be composed as a higher-level context through the

subclasses of the class devices in Fig. 2. The values may be specific constant

values, mainly numbers, to identify devices, not sensed data.

4 Conclusion

In this paper, we introduced a context modeling method for such equipped agri-

cultural environments as greenhouse or vertical farm based on USN and IT

technologies. The suggested context modeling method uses a rule-based context

composition rule, an RDF-based entity rule, and an ontology-based constraint rule.

The RDF-based entity rule is for low-level real data and the ontology-based

constraint rule is for composition a constraint with entities. And, the rule-based

context composition rule is for composing of higher-level contexts, using con-

straints and entities. The suggested modeling method categorizes possible situation

data in greenhouse domain into specific contexts, which are situation contexts and

profile contexts. And, this paper showed possibility of the suggested context

Fig. 2 A part of a context model for a greenhouse domain

Towards a Context Modeling for a Greenhouse Based on USN 319



modeling method for generating high-level contexts by designing a sample context

model for sample sensed data in a greenhouse domain. Therefore, through the

suggested modeling method, various sensed data in a greenhouse can be regen-

erated as high-level contexts. And, it can be very helpful to develop agricultural

service automation, smart service applications or platforms for greenhouses based

on USN and IT technologies and raise development efficiency of a context-aware

application related with greenhouse environments.

Acknowledgments This work was supported by the industrial Strategic technology develop-
ment program(10037290, Development of Smart Growth Management System) funded by the
Ministry of Knowledge Economy(MKE, Korea) and This work (Grants No. R00045044) was
supported by Business for Cooperative R&D between Industry, Academy, and Research Institute
funded Korea Small and Medium Business Administration in 2011.

References

1. Dey AK (2001) Understanding and using context. J Pers Ubiquitous Comput 5(1):4–7
2. Hervas R, Bravo J, Fontecha J (2010) A context model based on ontological languages: a

proposal for information visualization. J Univers Comput Sci 16(12):1539–1555
3. Cho Y, Park S, Lee J, Moon J (2011) An OWL-based context model for U-agricultural

environments. LNCS 6785:452–461
4. Hsien-Chou L, Chien-Chih T (2008) A RDF and OWL-based temporal context reasoning

model for smart home. Inf Technol J 6(8):1130–1138
5. Dejene E, Marian S, Lionel B (2007) An ontology-based approach to context modeling and

reasoning in pervasive computing. PerComW’07
6. Strang T, Linnho-Popien, C (2004) A context modeling survey. UbiComp 2004
7. W3C (2004) RDF/XML Syntax Specīcation. W3C Recommendation
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Ad-Hoc Localization Method Using
Ranging and Bearing

Jang-Woo Park and Dae-Heon Park

Abstract In Ad-hoc sensor networks, it is very essential for sensors to know

their own positions exactly which provide the context to sensed data. Sensors in

Ad-hoc sensor networks enable to locate their positions from a relatively small

number of landmarks that know their coordinates through external means (e.g.,

GPS). In this paper, we assume that sensor nodes can measure the distances and

relative bearings to neighboring nodes within their transmission range. The

proposed method will utilize the distances and relative bearings to find the

locations of nodes. Firstly, sensors nearest landmarks will locate their position

and then in order nodes more hops far from landmark will. We utilize many

landmark coordinates and multiple paths to a landmark to improve the accuracy

of the position. Simulation results under the various conditions have been

obtained and especially compared with the results using DV-hop and

DV-distances.

Keywords Localization � AOA � Ad-hoc sensor network
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1 Introduction

Knowledge of positions of sensors can provide the context to the information

which has been collected by sensors in wireless sensor network (WSN). And then,

many attractive applications such as routing, tracking assets and et al., can be

available through knowing the locations of sensors in WSN.

Positioning algorithms are classified in either centralized or distributed.

Centralized method is that the calculation is performed by a server whereas in

distributed algorithms all the nodes are able to calculate their own position. There

have been lots of researches on the localization. DV-hop and DV-distance pro-

posed by Niculescu [1] have been well known. This paper also is owed by their

papers.

WSN means the set of sensor nodes which are deployed ad-hoc. Every

sensor node in WSN have ability to communicate other nodes within their own

transmission ranges. Sensor nodes are able to measure mutual distances to their

adjacent nodes with time of arrival (TOA), time difference of arrival (TDOA)

or received signal strength (RSS) and relative angles using angle of arrival

(AOA).The localization problem usually means estimating positions of the

nodes in WSN based on a mixture of mutual distance, angle or proximity.

Existing methods exploit a variety techniques including iterative triangulation

[1–4], multidimensional scaling [5], convex programming [6].

In this paper, WSN consists of sensor nodes and landmarks which are exactly

same the general sensor nodes except for having their coordinates. The coordinates

of landmarks can be given by global positioning system (GPS) or directly by man.

Also, it is assumed that the sensors have ability to measure the distance and

relative angles to their neighbors. And then sensors except landmarks don’t know

their absolute reference bearing such as north so that they should infer the refer-

ence bearing from the bearings of landmarks. First, positions of nodes within one

hop of landmarks will be calculated and then nodes near the nodes which know

their positions can calculate their positions so on. There is possibility for nodes to

calculate their positions utilizing coordinates of many landmarks. That is, because

some nodes having connection to many landmarks can have many coordinates so

that those nodes can utilize the many landmarks to improve the accuracy of their

coordinates.

Section 2 describes the method for nodes to obtain relative angles to their

neighbors and their own azimuths. Determining nodes’ coordinates based on the

measured angles and distance will be explained in Sect. 3. And then Sect. 4 shows

the simulation results and Sect. 5 summarizes conclusion.
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2 Measuring the Angle to Neighbor Nodes

All nodes in WSN will be assumed to be possible to communicate their neigh-

boring nodes within their transmission range. Especially landmarks have already

known their coordinates and had their own reference bearings (for example, East).

It will be assumed that all nodes have ability to measure the distance to their

neighbors and relative angles based on their own axis (called heading). Figure 1

shows definitions of angles used in this paper. The node’s heading which is used

for measuring the angle to neighbors is different among nodes. Node’s headings

are shown by thick arrows. In Fig. 1, cab is the measured angle at node A to

node C. h shows the incident angle from neighbors with reference of East. For

example, hAB is the incident angle from node A measured at node B. Then, ba is the
azimuth of node A which means the angle of A’s heading measured from East.

Figure 2 show the details for relation of the incident angle to azimuth. Because

the landmarks have their azimuths, the calculations will be started from the nodes

near landmarks. First of all, assume that node B has been aware of its own azimuth

and the angle to node A. Node B is able to calculate the incident angle, hBA using

its own azimuth and the angle to node A

hBA ¼ cba � bb for cba� bb
2pþ ðcba � bbÞ for cba\bb

�
ð1Þ

Figure 2a is for cba� bb and Fig. 2b is for cba\bb: The obtained incident angle

hBA will transferred to node A and then will be used for calculating the angles

related to node A. That is, node A will calculate the incident angle hAB from node

B as follows,

hAB ¼ 2p� hBA ð2Þ

Also from hAB from Eq. 2 and the measured angle to node B at node A, cab the

azimuth of node A can be obtained,

ba ¼ cab � hAB for cab� hAB
2pþ ðcab � hABÞ for cab\hAB

�
ð3Þ

The same calculation will be performed all nodes from the neighbors of

landmarks so that all nodes with any connection to landmarks can have their own

azimuths. And then nodes will also calculate all incident angles from their

neighbors from their azimuths and the measured angles to their neighbors.

Although nodes with at least one connection path to landmarks is possible to

calculate the information related to angles, for nodes far from many hops from

landmarks angle error accumulation will be profound. So, we will restrict the hop

counts within 5.
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Fig. 1 The typical networked sensors in WSN with the definition of useful angles

Fig. 2 Details for calculating useful angles
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3 Localization

The proposed algorithm consists of three steps. In the first step, all sensor nodes

find their adjacent nodes within transmission range and then simultaneously

measure the distances and angles to their neighbors. The next step begins at the

landmarks. Adjacent nodes to landmarks calculate their azimuths and the incident

angles from their nearest landmarks using the method described in previous sec-

tion. The procedure will continue until all nodes with connection path to land-

marks within allowed hop counts (in this case 3 or 5) are aware of their angle

information. At the third step, the distances to neighbors and calculated angle of

nodes allow the nodes to calculate their position. The calculated location of nodes

will broadcast to their neighbors. Then, the node location will be calculated from

the coordinates of its neighbors which have already known their coordinates. The

calculated position of nodes will be transferred to their neighbors. This process

will be repeated. So, all nodes can have their positions as long as there are any

connections to them to landmarks.

For example, when the coordinate of node A, ðxA; yAÞ is known, the coordinate
of node B is simply calculated as follows,

xB
yB

� �

¼ xA þ rAB cosðhBAÞ
yA þ rAB sinðhBAÞ

� �

ð4Þ

where rAB is the measured distance between node A and B. As known, knowing at

least one landmark’s coordinate, the node can calculated its own position. If it

knows coordinates of more than one landmark, the node can utilize the many

landmarks to improve its position. Figure 3 shows the connected paths of one

arbitrary node to landmarks. In Fig. 3 green squares are landmarks and the small

circles are nodes. And the red lines show the linked path from a node to landmark.

This Figure is now showing the paths to landmarks only having minimum hop.

Here, node 120 knows the positions of 9 landmarks so that it is possible for node

120 to have more than 9 coordinates. And also, there can be multiple paths from a

node to a landmark. This situation is shown in Fig. 4. The sensor node 96 has two

paths to a landmark 2 far from two hops. It means that node 96 will have two

coordinates calculated based on landmark 2. The choice for a coordinate among

multiple coordinates based on one landmark will contribute improving accuracy of

the position.

This paper has proposed the algorithm to update or determine the position in the

situation described. The first algorithm is called ‘‘minimum hop method.’’ This

method calculates coordinate of a node from coordinate of the landmark having

least hops to a node. So this method needs the information of hop counts to

landmarks but will be most simple. The second method is the ‘‘minimum distance

method.’’ This method is similar to the first method, which is considering the

landmark coordinate closest to a node. In the next article, the results using the

second algorithm will not be shown because the accuracy is not good. The third

method is called ‘‘simple mean.’’ Simple mean method will average the
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coordinates calculated using connected landmarks. The fourth method is called

‘‘multipath mean.’’ This method will take advantage of multiple paths to land-

marks. As explained before, a node has possibility to calculate multiple position

coordinates even based on one landmark because of multiple paths. Therefore,

multiple coordinates will be averaged in this method.

Fig. 3 Paths from arbitrary
node (120) to landmarks with
minimum hops

Fig. 4 Multiple paths of a
node to a landmark with the
same hop count
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4 Result and Discussion

This article will show the simulation results and compare with the results of

DV-hop and DV-distance method [1]. The proposed method will be susceptible to

angle error because the node’s azimuth is calculated from a landmark far apart.

This becomes severe when a landmark is far apart from. This paper, measured

distance is assumed to be Gaussian. And it is assumed the measured angle is also

Gaussian.

rmeas ¼ rexactð1þ rrN(0,1)) ð5Þ

hmeas ¼ hexact þ rhN(0,1) ð6Þ

where rmeasðhmeasÞ is the measured distance (angle), rexactðhexactÞ is the true value of
the distance(angle), rrðrhÞ is a specific constant [7], and N(0,1) is a normally

distributed random variable. Therefore, the noise error in measured values is

modeled as additive and can be varied by changing the specific constant rrðrhÞ
where in Matlab� program, rrðrhÞ in Eqs. 5 and 6 roles standard deviation of

normal distribution, so we will simply call it a standard deviation.

Figure 5 shows the location error and coverage with the node density, where

coverage means the ratio of nodes calculating the coordinate to all nodes. Node

density [8, 9] can be calculated,

d =
NðpR2Þ

A
ð7Þ

where N is the total number of sensor nodes deployed in sensor field, A is the area

of sensor field, R means the transmission range of nodes which is the same among

all nodes. Localization error obtained in the simulation is defined by

Lerror ¼
PN

i¼1 jrcalc � rrealj
N

ð8Þ

where N is the total number of nodes, rcalc is the calculated coordinate of a node,

and rreal is the real coordinate of a node.

In this simulation, sensor field is considered to be square with length 100 m.

The transmission range is 10 m. As shown in Eq. 7, node density can be changed

according to varying the number of nodes or transmission range when the area of

sensor field is fixed. The results in Fig. 5 are obtained from varying the number

of nodes.

In this simulation, we restrict the hop count to landmarks of 5 in order to

prevent the propagation of angle error. That is, when calculating the coordinates of

nodes, only landmarks within 5 hops far from a node will be considered. The larger

hop counts, the larger coverage but the larger localization error. Figure 5 shows

the results using the method proposed in this paper are better than those from

DV-hop or DV-distance. DV-hop or DV-distance method show the localization
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error goes lower according to increasing the node density. The coverage, however,

does not reach 100% even increasing the node density to 20. In the case of our

method, multipath mean shows best localization error and the localization error

increased slightly with the node density. Next good result is obtained suing the

simple mean. And then, minimum hop shows relatively bad result. On the other

hand, the coverage obtained from our method reaches nearly 100% at node density

of about 10 but the DV-methods do not. This is because in this simulation we

determine the nodes find their coordinates only when the localization error is

smaller than the transmission range (R). Due to the algorithm’s simplicity,

DV-methods result in relatively large error so that coverage from these methods is

seemed not to reach 100%.

Figure 6 is the simulation result obtained by varying the transmission range.

The trend of result is similar to that of Fig. 5. The coverage, however, are sharply

increased in DV-methods. This is, as explained before, fully related to the method

determining the found node. In this case, increasing the transmission range causes

more nodes to find their coordinates with larger error and then leads to the

increased coverage. On the other hand, coverage from DV-methods reaches nearly

95% at over 12 of node density but our method shows 95% at node density of 6.

This results from merit of angle measurement as well as distance measuring [10].

Other difference from Fig. 5 is the localization error obtained using ‘‘minimum

hop method.’’ Other than ‘‘simple mean’’ or ‘‘multipath mean’’, this method shows

improving the localization error with increasing the transmission range.

The effect of increasing the number of landmarks on the localization error and

coverage is shown in Fig. 7. Increasing the number of landmarks can make hops to

a node small so that the accumulation of angle error can be reduced and allow the

node to choose the landmark with the small error. And the distance from a node to

a landmark will be guessed with small error. Figure 7a shows such result but in

case of coverage, because even though the number of landmarks is increased, all

nodes cannot find the landmarks. In this simulation, because we restrict the hop

Fig. 5 Localization error and coverage with the variation of node density (node density is
calculated by changing the number of nodes)
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counts to 5 to find landmarks, there are still isolated nodes from landmarks even

though increasing the number of landmarks.

5 Conclusion

In this paper, we introduce the localization method of sensor nodes in ad-hoc

wireless sensor network (WSN). This method assumed that the nodes have the

ability to measure the mutual distance and relative angle to their neighbors within

transmission range. The proposed algorithm starts at measuring the angle and

distance at the landmark and their neighbors and then finding their azimuths and

incident angles. Obtained incident angle and measure mutual distance allows a

node to calculate it’s coordinate. This process will continue until all nodes with

connections to any landmarks calculate their coordinates.

Fig. 6 Localization error and coverage with the variation of node density (node density is
calculated by varying transmission range)

Fig. 7 Localization error and coverage with the number of landmarks
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Then, sensor nodes are able to have a number of coordinates from many

connected landmarks and multiple paths to landmarks. To utilize this, we propose

four methods to determine the position among a number of coordinates. The

proposed methods show better localization error and coverage than DV-methods.

But our methods seem to be affected by the propagation and accumulation of

measured angle error. So we restrict the hop counts to reach the landmark from a

node with 5. That is, when calculating the position of a node, only coordinates of

landmarks within five hops are considered. Validity of our method is confirmed by

showing the simulation results with various conditions.
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An Improved Localization Algorithm
Based on DV-Hop for Wireless Sensor
Network

Long Chen, Saeyoung Ahn and Sunshin An

Abstract Localization information is necessary and has become more and more

important with the tremendous applications in the wireless sensor network.

DV-Hop is a kind of range-free localization algorithms. Since the sensor nodes

position is determined by hop-size estimation. Reducing the estimated hop-size

error can improve sensor nodes position accuracy. As a result, we provide a novel

solution for locating the sensor nodes using weighted value according to distance

influence, so that we will get the estimated position will be much closer to its real

position without additional hardware support in this paper. Simulation results

demonstrate that the performance of the proposed algorithm is better than that of

the DV-Hop algorithm.

Keywords Wireless sensor networks � Localization � DV-Hop

1 Introduction

A Wireless Sensor Network (WSN) consists of a large number of sensor nodes

which are deployed in a monitor area, and they form a self configuring multi-hop

network by the way of wireless communication [1]. WSNs distinguish themselves
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from other traditional wireless or wired networks through sensor and actuator

based interaction with the environment. Such networks have been proposed for

various applications including search and rescue, disaster relief, target tracking,

and smart environments. In these applications, data are collected by nodes must

combine with location information to explain where an event has happened. Thus,

the location information of nodes plays a very important role in WSN [2].

Based on whether it is required to measure the distance between two nodes or

not, we divide localization protocols into two categories [3] range-based and

range-free. Range-based protocols need to measure point-to point distance or angle

for calculating location, and Range-free protocols calculate location by estimating

hop count and hop size. Because of the hardware limitations of WSN devices in

such as those outlined above applications, solutions in range-free localization are

being pursued as a cost-effective alternative, the classical range-free algorithms

include: APIT algorithm [3], Centroid algorithm [4], Amorphous algorithm [5] and

DV-Hop algorithm [6].

In Centroid algorithm, nodes can use the centroid of composition created from

their proximate reference beacons for positioning. The method depends entirely on

the network connectivity, so the method can only achieve low-accuracy posi-

tioning. Besides, we require higher density of beacon nodes in this algorithm.

DV-Hop algorithm is a distributed localization algorithm using the distance vector

routing, which has the advantages of higher precision, and the method is simple. In

Amorphous algorithm, nodes position is calculated by using beacon node com-

munication radium instead of average hop distance, although this algorithm is an

improvement of DV-Hop algorithm, the estimated hop distance value is so large

that the enhancing localization accuracy is unobvious.

In this paper, we propose an improved DV-Hop algorithm to decrease locali-

zation error of the original DV-Hop algorithm. In the presented approach, the hop

size is corrected by using weighted value. Our estimated position can be closer to

the actual position. Comparing to the original algorithm, simulation results show

that greater localization accuracy can be achieved in the improved algorithm.

The rest of this paper is organized as follows. Section 2 has a description of

related work about DV-Hop algorithm. Section 3 presents the improved algorithm.

Section 4 compares and evaluates the improved algorithm performance by simu-

lations. Finally, we draw our conclusion in Sect. 5.

2 Related Work

Niculescu and Nath proposed DV-Hop localization algorithms that there is no need

to directly measure the distance between nodes, the original DV-Hop algorithm is

a sort of the calculation of hops number based on distance-vector algorithm [6, 7].

The basic principle is to use the product of the average hop size and the number of

hops (hop count) between unknown node and beacon node to represent the dis-

tance between them, and then obtaining the unknown node location information by

using Trilateration positioning method [8].
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The process realization of DV-Hop algorithm can be divided into the following

three steps.

2.1 First Step: Calculating the Minimum Number of Hops

Between Unknown Node and Each Beacon Node

Each beacon node broadcasts a message, including their location information and

the hop count value initialized to zero (xi, yi, 0). When all neighbor nodes receive

the message with hop count value from the surrounding beacon nodes, saving

and broadcasting a new message with information of hop count value plus one

(xi, yi, 1) to their neighbors. And this process will continue till the whole network

nodes obtain the messages from their adjacent beacon nodes. Receiving node will

only save the minimum hop count among many hop counts has received from

beacon nodes, and moreover, ignoring the message of a larger hop count value

from a same beacon node.

2.2 Second Step: Estimating the Average Single Hop Size

When each beacon node i (xi, yi) receives enough hop information from the other

beacon node j (xj, yj), and their distances can be shown as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj
� �2þ yi � yj

� �2q
,

the single hop size HopSizei can be estimated, and further, the message will be

broadcasted throughout the network.

HopSizei ¼

P
i6¼j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj
� �2þ yi � yj

� �2q

P
i 6¼j

hij
ð1Þ

where hij is hop count value from the node j to node i.

2.3 Third Step: Calculating the Unknown Node Location

Unknown node receives the estimated distance to a beacon node value, and esti-

mates their location using the trilateration position method. As shown in the fol-

lowing formula

x1 � xð Þ2þ y1 � yð Þ2¼ d21

..

.

xn � xð Þ2þ yn � yð Þ2¼ d2n

8
><

>:
ð2Þ
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where n denotes beacon node number, and (2) can be expressed as

x21 � x2n þ 2 xn � x1ð Þxþ y21 � y2n þ 2 yn � y1ð Þy ¼ d21 � d2n

..

.

x2n�1 � x2n þ 2 xn � xn�1ð Þxþ y2n�1 � y2n þ 2 yn � yn�1ð Þy ¼ d2n�1 � d2n

8
><

>:
ð3Þ

And (3) can be also represented using linear equation

AX ¼ B; ð4Þ

where

A ¼
2 xn � x1ð Þ 2 yn � y1ð Þ

..

. ..
.

2 xn � xn�1ð Þ 2 yn � yn�1ð Þ

2
64

3
75 ð5Þ

B ¼
x21 � x2n þ y21 � y2n þ d2n � d21

..

.

x2n�1 � x2n þ y2y�1 � y2n þ d2n � d2n�1

2
64

3
75; X ¼ x

y

� �

ð6Þ

The solution can be got by using standard least-squares approach, we have

X ¼ ATA
� ��1

ATB: ð7Þ

3 Improved DV-Hop Algorithm

In the DV-Hop algorithm description, it can be concluded that beacon node dis-

tribute, beacon amount, node density and the average hop size for one hop has

remarkable effect on the accuracy of estimation. The unknown nodes compute the

distance to the beacon nodes based on the minimum hop size and the number of

hops to the beacon nodes. However, an error might occur during the process,

especially when there are greater than or equal to two of hop count, the node actual

position will be difficult to determine accurately. In other words, the error

increases as a result of the increase in the number of hops. Hence the accuracy of

selected beacon node hop-size will directly affect the precision of localization. For

this problem, we improve DV-Hop algorithm focus on correcting the hop-size

based on weighted value.

Unfortunately, the calculated location of the node is often not the actual

position. From Fig. 1, we describe the position errors of unknown nodes using

DV-Hop algorithm, and present a way to reduce error that enhancing our posi-

tioning accuracy.
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Where A1, A2 and A3 are beacon nodes, N is unknown node. The dashed circle

indicates the hop count value from beacon node to unknown node. As shown in

Fig. 1, there are three hops from node N holds to node A1, one hop to node A2 and

two hops to node A3. The estimated position of node N may be existed in the

intersection of three dashed circles. However, because of the existence of hop size

error, there is a large probability that the node actual position is not in our esti-

mated position as indicated in Fig. 1.

In order to solve the problem by improved DV-Hop algorithm, we consider the

following example is shown in Fig. 2.

We propose an improved approach of calculated hop size with weighted value

at the first step, aiming at the error reduction between estimated position and actual

position. Since all nodes are not completely uniform distribution in the area,

an unknown node may receive several hop size messages from the surrounding

beacon nodes, computing the average hop size of them received from different

beacon nodes. The closer a beacon node is to the unknown node, the greater effect

the beacon node has on average hop size calculated. As shown as in the following

defined equation

db ¼

Pn

i¼1

HiP
Hi

HopSizei

� �

n
ð8Þ

where db is the average hop size of the number that n beacon nodes, Hi is hop

count and HopSizei is obtained using (1).

In the improved algorithm, a new correction value cv will be introduced at the

second step. The average hop size error correction value between beacon nodes is

given by

ct ¼
X

jdt � db � hop i; jð Þj=hop i; jð Þf g ð9Þ

Fig. 1 Location estimation
error by trilateration
algorithm
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In the equation, dt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj
� �2þ yi � yj

� �2q
denotes the true distance between

two nodes; hop(i, j) is the hop count from node i to node j; jdt � db� hopði; jÞj is
the absolute value of difference between a true distance and an estimated distance.

Therefore, an improved hop size value HopSizec is given by:

HopSizec ¼ HopSizei þ ct: ð10Þ

At the final step, we can obtain the estimated position using the following

equation

HopSizec � hop i; jð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj
� �2þ yi � yj

� �2
q

: ð11Þ

In this way, the node estimated position result is much closer to the actual

position than the original DV-Hop algorithm.

Based on this scheme, we can efficiently decrease the effect of hop size error on

node localization and improve the localization accuracy.

4 Simulation Results

Our performance evaluation focuses on the localization accuracy. For this purpose,

we conducted simulations using MATLAB [9] to compare and analyze the per-

formance of the algorithms proposed with the original DV-Hop localization

algorithm. In the initial simulation experiments, 200 sensor nodes were randomly

distributed in a 100 m 9 100 m square area, we assume that sensor nodes are in

the isotropic dense network which can achieve relatively reasonable localization

accuracy, and the sensor node have the same maximum radio range R is set to

30 m. To evaluate the effectiveness and the availability of the improved algorithm,

Fig. 2 An example of
improved DV-Hop algorithm
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we have made 50 times different experiments and obtained the average of results,

analyzing the localization error depending on the number of beacon nodes.

As shown as in Fig. 3, there are only a smaller number of beacon nodes in the

case. The improved algorithm has no significant improvement of localization

performance, since there is comparatively little data on correcting the average hop

size. However, the average hop size for estimating node position can be corrected

well with an increase in the number of beacon nodes. Comparing with the original

DV-Hop algorithm and Amorphous algorithm, the node reduction of localization

error shows significant advances in the improved algorithm, according to the

simulation results, we can get the reduction of total average localization error rate

that is 30%. Especially, we can observe a reduction of localization errors from

Fig. 3 Localization error

Fig. 4 Node distribution
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60 to 21% when there are eight beacon nodes in the simulation result, the

improved algorithm offers a significant reduction of localization error of nodes.

In the next simulation, as shown as in Fig. 4, we consider the case that the

number of beacon nodes is fixed to 8 and the number of unknown nodes is fixed to

200. Then we compare the performance of algorithms and analyze the relationship

between localization accuracy and the number of the unknown nodes, the simu-

lation results are shown in Fig. 5 that the localization accuracy of the algorithms

are all improved as the number of unknown nodes increase. Since the node density

is directly proportional to the number of unknown nodes, in other words, the

connectivity of whole network is increased. Moreover, Simulation results indicate

that the average localization accuracy can rise by about 10% from the DV-Hop

algorithm to the improved algorithm. On the whole, the improved algorithm has a

better performance than the original DV-Hop algorithm in localization accuracy of

nodes.

5 Conclusion

In this paper, we have proposed a novel localization method for improving the

original DV-Hop algorithm with weighted value. The improved method introduces

a corrected value to obtain a corrected average hop size value so as to decrease the

localization error, and the estimated position is much closer to the actual position

using the new hop size value. Besides, the method is not influenced by the nodes

distribution. When we need to achieve the same localization accuracy, the number

of beacon nodes required in the improved algorithm is less than that in original

DV-Hop algorithm. In other words, the cost of whole Wireless Sensor Network

can be reduced, which is able to be selected as a practical locating scheme. The

simulation results show that our improved method can increase the localization

Fig. 5 Localization accuracy
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accuracy of the original DV-Hop algorithm. But the drawback of the algorithm is

that we can achieve relatively reasonable localization accuracy only in the iso-

tropic dense network. Therefore, designing an algorithm that can be extended to

more general network as improving the node localization accuracy is our future

research objective.
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A Design of Intelligent Smart Controller
for Object Audio-based User’s Active
Control Service

Jong-Jin Jung and Seok-Pil Lee

Abstract The intelligent smart controller introduced in this paper is a kind of

smart remote controller for providing various an audio playing information and

user interface interacted with DSP-based main platform. It is implemented in

shape of web-application and android application. The Object-based audio service

provides the combination of multi-object audio source (e.g. vocal, guitar, drum,

etc.) for user. This property of object-based audio service enables users to actively

play the music (e.g. object add or remove, object position change, recreate own

music) during presenting audio. For audio channel mixing and band filtering,

TMS320C6727 DSP and several peripheral devices are used. And for user inter-

face of the control of audio, web-application and android app that are working in

iPAD, android-based smart phone is developed.

Keywords Smart controller � Object-based audio service � User interactive audio
control

1 The Object-Based User’s Active Audio Service

So far audio service is audio developer-oriented music service, that is, the vocal and

all instruments are mixed into single audio source is given to user. User just controls

simple audio control such as volume control, track move, skip timeline, etc.
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Thus cannot help hearing passively music. But in case of object audio-based user’s

active control service, user can actively control object-based audio with own

musical tastes. User can add, remove or control the each objects (e.g. vocal track,

guitar track…), add sound effect, change of the optimized hearing position (Sweet-

spot), change of object audio source and speaker position. And instead of singer’s

vocal track, user can add their own recorded vocal to instrumental music that is

played by professional session, as if user were a single. And then so user can

generate 2ch music with this combination of objects. Finally, user can recreate own

creative music, copy to own mobile multimedia devices and can enjoy them.

Figure 1 shows the object audio-based user’s active control service using smart user

interface that is implemented in web-application of iPAD and iPhone. The left side

of Fig. 1 shows positions of object audios. The center point is a user’s positions and

the icon is a position of each instruments. Thus user can change a position of an

arbitrary instrumental to the left-bottom side. If so, that object sound is heard from

southern west direction. The right side of Fig. 1 shows user’s control about objects.

Using right side interface, user can sound on/off, add/remove, volume up/down an

arbitrary objects. Also user can save the current configuration set and export user’s

music to own mobile multimedia devices.

2 The Object-Audio-Based Presentation Platform

2.1 The Implementation of the Object-Audio-Based

Presentation Platform

The object-audio-based presentation Platform act in object audio control and ren-

dering, channel mixing, band filtering, interacting with user interface, 3D-sound

Fig. 1 The Object audio-based user’s active Control User Interface Using iPAD web-application
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effect rendering, search the optimized user’s hearing position(sweet-spot search),

spatial information of object audio source and speaker position, up-mixing 2ch-to-

multi-ch, processing user information data, and so on. The detail functions of this

platform are illustrated in Fig. 2. For the implementation this platform, 2 DSP chips

(TMS320C6727 DSP chip), DAC, USB 2.0, etc. are used. The 1st DSP block

executes decoding of object-based audio, object audio mixing, object audio pro-

cessing based on positions and state (e.g. mute on/off, volume level, combination of

active objects, etc.) of each object audio. The 2nd DSP block processes the various

realistic 3D-rendering, spatial information processing, sweet spot search, etc. And

DAC is used to output the final user’s mixed audio to multichannel speakers.

Figure 3 shows the hardware architecture of this platform.

In addition to these hardware chips, this platform has the web-server engine for

user-friendly smart graphical interface (Actually, iPAD UI is implemented for

user’s smart remote control) and wireless modem module with which we can hear

real-sound with wireless speakers.

2.2 The Implementation of Smart Remote Controller

Using Web-Application and Android Application

The smart remote controller provides a graphical interface with which user can get

the various information of audio playing information, and control the process of

object audio rendering. It is designed in web-application and android application.

Fig. 2 Block diagram of the object audio-based presentation platform
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In case of web-application, web-server engine is implemented in the DSP platform

and web-client engine is implemented in smart remote device (iPAD, iPhone).Thus

user can easily utilize smart remote controller using own smart phone or smart pad

that must support web browser, if user access web-server IP address or wireless

access-pointer. Figure 4 show the interface smart controller with DSP platform, and

several example of smart controller user interface.

For design of object-based audio play module in android platform, 3 mobile

android devices (android OS2.1) that are Nexus-one of HTC, Galaxy-S and

Galaxy-Tab of Samsung are used in this paper. The structure of each module is

like Fig. 5. In case of android application, user can easily enjoy that service while

user is moving. Figure 6 shows a designed android application. User inputs own

information for recommending lists from server and receive the recommended lists

and can select one of them. During playing, user can add or remove an arbitrary

track (object), thus new mixed music is played.

Fig. 3 The Hardware architecture of the object audio-based presentation platform

Fig. 4 The interface platform and remote controller and example of graphical user interface
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Real sound control library structure implemented in android platform is

explained in Fig. 2. ‘‘Basic user control & Interface’’ module provides user for

basic user interface for interaction, such as a user input, an audio information and

audio control.

2.3 Structure of User Control Library

User control algorithm for real sound play is designed based on object-based audio

control. User control library designed by user control algorithm has major 3

functions. The first is an object-based audio control module, the second is a user

management system interoperated user information-based recommendation server

and the last is recommendation interoperation system. An object-based audio control

module provides a basic audio play, pause, stop, volume control, add or remove

object, object position change, and so on. The usermanagement system sends all user

information to server, and receives the recommended lists from̌ server.

Fig. 5 The Structure of object audio-based user’s active control modules in Android Platform

Fig. 6 Android App of object-based real sound service in android mobile devices

A Design of Intelligent Smart Controller 347



2.4 Structure and Control of Object-Based Real Sound

The function of object-based audio control has core three parts that are an object

control, a preset management and a user information-based recommendation

system. The object audio control manages not only a basic audio play, pause, stop,

volume control, but also a preset track add or remove, object add or remove, object

position change. Its basic function is control of object mixing by calling audio

control command. The basic track information of object audio is ‘‘preset’’. The

preset is a kind of configuration set, and all information for playing object-based

real sound is stored in preset. Preset is expressed in XML metadata defined

TV-Anytime Specification. User can add an arbitrary object to ‘‘preset’’ or remove

an object from ‘‘preset’’ and save the current configuration set (object combina-

tion, objects hearing position, the current user information and etc.) to another

new ‘‘preset’’.

3 The Implementation Results of Real Sound Play

in Android Platform

For design of object-based audio play module in android platform, this paper uses

three android mobile devices that adopt android OS 2.1. They are a Nexus-one of

HTC, Galaxy-S and Galaxy-Tab of Samsung. The Fig. 6 shows a designed

application in android. User inputs own information for recommending lists from

server and receive the recommended lists and can select one of them. During

playing, user can add or remove an arbitrary tracks (object), thus new mixed music

is played.

4 Conclusion

This paper introduced the object audio-based user’s active control service in DSP

and android platform. In this service, user can actively control the object-based

audio, change track source position to arbitrary direction, make a combination

with only user’s selected track and recreate own creative music. Especially, the

service implemented in mobile devices make user enjoy this service without

restrict of places. This service may provide not only an interesting audio service,

but also the momentum of audio industry. In the future, more study on this service

is not only beneficial to audio content provider, service provider, device manu-

facture and user, but also can cause a great, creative and innovative change to

audio market.
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The Method of Main Vocal Melody
Extraction Based on Harmonic Structure
Analysis from Popular Song

Chai-Jong Song, Seok-Pil Lee, Kyung-Hack Seo

and Hochong Park

Abstract In this paper, we propose the method of main vocal melody extraction

based on harmonic structure analysis technique from polyphonic music signal. It is

the most important part of contents based music retrieval method which has

mainly three parts. The first part is pitch estimation from humming signal, the

second one is the melody extraction from polyphonic music signal and the last one

is the matching engine which measure the distance between two vectors. The

accuracy of melody extraction affects the overall system performance rather than

any other parts. Human vocal track makes the harmonics like most musical

instruments. This is one of the most important things that we have considered to

utilize. So, we might extract the main vocal melody from the complicated mixed

signal with musical instruments. We utilize harmonic structure analysis and track

pitch sequence during three frames include current frame. The proposed method

contains three major blocks named preprocessing, multi-pitch extraction with peak

picking, fundamental frequency detection and the last part with pitch tracking,

predominant melody detection. We have started this project with aiming for

supporting commercial service for music portal provider, KARAOKE system and

mobile devices.

Keywords QbSH � Multi-F0 � Melody extraction � Pitch contour
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1 Introduction

The best way of looking for the contents is tag based query method using metadata

like title, singer, lyrics, something like that. It is also the most powerful tool we

have ever experienced. However, tagging the contents is also a laborious and time-

consuming work. So, contents based query technique has been considered as a

complemented way. Especially in digital music domain Query by Singing/Hum-

ming (QbSH) has been researched for a long time with various methods [1, 2]. The

most of those researches have been remained at monophonic data like humming or

MIDI signal. In these cases it has a critical problem of data sparseness. It is

necessary to build reference database from polyphonic music dataset to avoid this

problem and provide commercial service. So, we propose the advanced main vocal

melody extraction method based on harmonic structure analysis. This article draws

the proposed method starting with briefly description of overall architecture of the

QbSH system. This system is one of the traditional server and client model. At the

client side, it takes humming signal from the input device during 12 s and judges

that the input signal is tainted with background noise. If it does, it suppresses

background noise and estimates pitch. After that, it sends estimated pitch to server

after formatting it with MPEG Query Format (MP-QF) international standard.

Server parses queried data and measures similarity between queried data and

reference data which is taken from feature database, and then recommends top 20

candidates having highest similarity score to the client.

2 Proposed Melody Extraction Algorithm

Main vocal melody extracted from polyphonic music signal is used as the refer-

ence vector set of this QbSH system. Multiple fundamental frequencies as called

multi-F0 have to be calculated before estimating main melody from polyphonic

music signal. It has been mixed very complicated with various musical instruments

and vocal sound at the same time. So, extracting main melody from complicated

mixed signal is very hard work. This topic has been researched for so long time,

but there is not any outstanding result; especially as the accompaniment is stronger

than main vocal sound [3–6]. Having stronger beat patterns is one of the trends of

recently popular music in some genres like dance, rock, and heavy metal, etc.

Human vocal and most musical instruments except percussion instruments make

harmonic structure. So, we utilize the harmonic structure analysis technique in

order to make decision of multi-F0 candidates and track main melody sequence

from calculated multi-F0 candidates.

Figure 1 depicts the procedure of proposed method. It can be divided by three

main parts. The first one is pre-processing for emphasizing vocal sound using

modified speech enhancement module taken from IS-127 Enhanced Variable Rate

Codec (EVRC). The second one is multi-pitch extraction based on harmonic
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structure analysis technique. The last one is vocal melody extraction by tracking

pitch sequence.

3 Pre-Processing

The input signal from the music database is sampled at 44.1 kHz with 16 bits per

sample at stereo. This is down-sampled at 8 kHz and down-mixed into the mono

channel before pre-processing in order to emphasize vocal sound. Every part is

frame based processing which is windowed by 16 ms with Hanning window and

has one frame look-ahead. Pre-processing makes this frame having harmonics or

not by using Zero Crossing Rates (ZCR), frame energy, and deviation of spectral

peaks. We introduce the vocal enhancement module based on the multi frame

processing and noise suppression algorithm to improve accuracy of vocal pitch.

It is modified from adaptive noise suppression algorithm of IS-127 EVRC speech

coder which has the advantage of enhanced performance with relatively low

complexity [7]. Windowed signal is transformed into frequency domain with Short

Time Fourier Transform (STFT), and then grouping frequency signal into 16

channels. The gain is calculated with Signal to Noise Ratio (SNR) between input

signal and noise level predicted by pre-determined method at each channel. Input

signal is rearranged with this gain at each channel respectively. The noise sup-

pressed input signal is obtained by inverse transformation. This article assumes the

input signal as ‘‘vocal melody ? accompaniment’’ while EVRC assumes the input

signal as ‘‘voice ? background noise’’. This method improves accuracy rate up to

maximum 10.7% for the melody extraction.
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Fig. 1 The procedure of
main melody extraction
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4 Multi-pitch Extraction

The multi-F0 candidates are estimated from the predominant multiple pitch cal-

culated by the harmonic structure analysis. The multi-F0 is decided by grouping

the harmonics into several sets by checking validation of its continuity and

Average Harmonic Structure (AHS). The melody is obtained by tracking the

estimated F0. Voiced or unvoiced frame is determined on the pre-processing stage

as I mentioned at the previous section. If the current frame is judged to unvoiced

frame, the algorithm assumes that F0 does not exist, otherwise does harmonic

analysis. Multi-F0 is estimated through three processing module like peak picking,

F0 detection and harmonic structure grouping. There are some peak combinations

with F0 because polyphonic signal is mixed with several musical instrument

sources. F0 having several harmonic peaks is evaluated by (1).

jX[k][ j½k� 1�j and

jX[k]j[ jX[k + 1]j and

jX[k]jPTH (l,h)

ð1Þ

Here, PTHl,h is low and high band Peak Threshold (PTH) for local peaks.

Because average energy is not same between low and high band of polyphonic

music signal in general, it is divided at point of 2 kHz. Skewness (SK) of fre-

quency envelop make decision of PTH adaptively. If SK = 0 then energy is

symmetric, if SK[0 then energy is leaned to low band, if SK\0 then high band

has the more energy than low band.

IF SK = 0, Then PTH 1, PTH h = (XaÞ

IF SK \0; Then PTH 1 = Xa � ra; PTHh ¼ Xh � rh=2

IF SK [ 0; Then PTH 1 = Xa � ra=2; PTHh ¼ Xh � rh

ð2Þ

Here, Xa;Xh; ra; rh is mean value and standard deviation for full band and high

band respectively. For example, F0 is limited from 150 to 1 kHz. Three F0 of 300,

400 and 150 Hz is shown as Fig. 2. It does not have the first peak of harmonics of

150 Hz. There are 3, 2, 5 peaks per each F0 respectively, but there are only 7 peaks

because A0 and C1, A1 and C3, A2 and C5 are overlapped. You can obtain 21

peak distances for every two peaks. The harmonic relation is calculated between

peak [v] and every F0 candidates (Fig. 3).

5 Vocal Melody Extraction

If all of the F0 satisfies the ideal harmonic structure, real frequency peak will be at

the harmonic peak which they must be. Following this process, you can take 5 F0

candidates at 150, 200, 300, 400, and 450. F0 is assumed as the maximum
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spectrum peak. AHS determine F0 significant degree by calculating the average

energy of harmonic peaks. AHS is calculated by Eq. 3.

h ¼ 2hc

N

XN
2hc

i¼0

ha½i� ð3Þ

Here, h is AHS and ha is harmonics magnitude. Vocal melody extraction

module is tracking estimated F0 candidates of three frames include current frame.

Fig. 2 Before vocal enhancement (left), after vocal enhancement (right)
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Fig. 3 Harmonic relationship of different F0 (left) and it’s table (right)

Fig. 4 Pitch tracking module
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For this tracking we use three factors as frequency, amplitude and phase. Tracking

pitch is done by Eq. 4.

gm1 ¼ ff0m1 ; fm1 ; ½�; am1 ; ½�; /m
1 ½�g

Fm ¼ fgm1 ; g
m
2 ; g

m
3 ; . . .g

am1 udr am1 ½�

ð4Þ

Here, gml means harmonic group of mth frame and lth F0, frequency, amplitude

and phase. Fm means predominant frequency of mth frame aml means amplitude of

mth frame and lth candidates (Fig. 4).

6 Conclusions

We evaluate the melody extraction algorithm with two methods as Mean Reci-

procal Rank (MRR) used on TREC Q&A and Raw Pitch Accuracy (RPA) and Raw

Chroma Accuracy (RCA) used on Music Information Retrieval EXchange

(MIREX) contest for melody extraction task [8]. MRR is calculated by Eq. 5. We

evaluate multi-pitch extraction performance.

MRR ¼
1

N

XN

n¼1

1

rankn
ð5Þ

Here, N is total frame and rankn is the rank of extracted F0 against reference F0

at nth frame. We take the Audio Description Constest (ADC) 2004 dataset for

evaluating the algorithm because the Korean dataset does not have the groudtruth.

We evaluate two different methods as RPA and RCA. RPA is the accuracy

between extracted and reference melody. RCA ignore octave errors from extracted

melody. The result of evaluation is shown as Table 1.

Table 1 Multi-pitch extraction result (left), MIREX 2009 melody extraction result (right)

Participant RPA(%) RCA(%)

0

0.2

0.4

0.6

0.8

1

pop1 pop2 pop3 pop4

M
R

R

Cao and Li 85.625 86.205

Durrieu and Richard 86.96 87.398

Hsu, Jang and Chen 63.11 74.101

Joo, Jo and Yoo 81.959 85.798

Dressler 85.969 86.424

Wendelboe 83.135 86.593

Cancela 86.962 87.545

Rao and Rao 81.446 88.038

Tachibana, Ono,
Ono and Sagayama

59.768 72.129

Proposed Method 90.418 92.27
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The Fusion Matching Method
for Polyphonic Music Feature Database

Chai-Jong Song, Seok-Pil Lee, Kyung-Hack Seo

and Kang Ryoung Park

Abstract This article proposes the fusion matching method for polyphonic music

feature database which are extracted from music signal. The best way looking for

the song is the tag based retrieval method using metadata like title, singer, lyrics,

etc. This is very convenient and powerful way if you have already known about

information of contents what you are looking for. But if you do not have any

information of the contents, contents based query method might be a plan-B.

Query by Singing/Humming (QbSH) is the powerful tool and the best supple-

mental method looking for song or music over the internet or among huge data-

base. This topic has been researched for a so long time with various solutions. But,

there have not been any outstanding solution so far. So we propose the fusion

matching method with three matchers against polyphonic music signal in order to

improve matching performance. Proposed method is based on Dynamic Time

Warp (DTW), Linear Scaling (LS) and Quantized Binary Code (QBcode) and then

combines them with fusion score based PRODUCT rule.

Keywords MIR � QbSH � DTW � LS
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1 Introduction

The content based query method has been suggested the supplemental way of tag

based query method. Query by Singing/Humming (QbSH) among contents based

query methods is the thing we are interested. QbSH has evolved from note based

matching method to frame based method. Note based matching method reached

limitation because it is hard to extract notes from the polyphonic music precisely.

To overcome this problem, Up–Down-Repeat (UDR) method is proposed from

many researches but it is not also outstanding. Frame based method is used

recently. So we are also using this way in this article. We propose the fusion

matching method with three matchers as Dynamic Time Warp (DTW), Linear

Scaling (LS) and Quantized Binary Code (QBCode) [1, 5]. Melody sequence

extracted from polyphonic music is reference vector and pitch sequence from

humming signal is test vector in this method. The overall system is described

briefly as follows: At the client side, it records user humming signal from input

device during 12 s and then judges that the input signal is tainted with background

noise. If it does, it suppresses background noise, and then estimates pitch from this

signal and finally it queries estimated pitch sequence to the server after formatting

it with MPEG Query Format (MP-QF) international standard. The server parses

queried data and measures similarity between queried data and reference data, and

then recommends top 20 candidates with highest score to the client. We have three

steps to develop this algorithm. At the beginning point, we have built up this

algorithm with Roger Jang’s corpus that is one of datasets for QbSH task of Music

Information Retrieval Exchange (MIREX) 2005 [3, 4]. This dataset has 2,898

manuscript humming pitch vectors represented by semitone at every 32 ms.

48 Musical Instrument Digital Interface (MIDI) sequences are contained in this

dataset. At the next stage, we have improved this algorithm with MIDI dataset

which contains 1,200 humming clips corresponding to 100 K-pop songs. At the

final stage, we have optimized matching algorithm with polyphonic music dataset

having 2,000 K-pop MP3 s from various genres.

2 Proposed Matching Algorithm

The matching algorithm takes two vector sequences as test and reference pattern.

In this paper test pattern is the pitch sequence estimated from humming signal.

Reference pattern is the melody contour extracted from 2,000 Korean popular

songs. Pitch sequence is estimated by algorithm that is based on time–frequency

domain autocorrelation method. In order to get rid of pitch doubling and halving

problem two domain autocorrelation function is used in this algorithm. To build up

reference database the harmonic structure based vocal melody extraction method is

used too. Figure 1 depicts block diagram of this method. It is starting with

eliminating the silent duration on pitch and melody contour because it does not
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have any information and it can be possible to reduce computational complex.

Then it normalizes two patterns using Mean-shift, Median & Average filter and

Min–max scaling. Mean-shift filter adjusts level of humming signal to the level of

reference because humming signal might be located at higher or lower rather than

original level of music. Median & Average filter with 5-tap is adopted to remove

the shot noise and over shoot caused by surround noise, shivering or vibration of

vocal tone. Min–max scaling is applied to compensate the gap of amplitude

between two vector sequences [6]. Similarity is measured by three matchers

simultaneously after normalizing two vectors. Scores from three matchers are

combined with weighting factor into single fusion score. The matching engine

measures similarity between test and reference pattern with three matchers.

It recommends top 20 candidates having higher scores.

2.1 Dynamic Time Warping

The advanced DTW is the main matcher of three of them. DTW is one of Dynamic

Programming (DP) that measures distance between two patterns with different

length. DTW has several important constraints like start-and-end point constraint

that must align start and end point between two vectors, local region constraint that

must grow one by one grid, and three more constraints. It is also sliding matching

Humming pitch vector

Remove silent period

Normalization

(Mean-shifting, Median&Average filtering, Min-max scaling)

Pitch based LS

matching

DTW

matching

QBcode

matching

Score fusion based on 

PRODUCT rule

Recommend

Top 20 candidates

Fig. 1 Matching engine flow gram
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method with fixed window and hopping size. We figure out that the block window

sliding method causes the critical problem against QbSH because it does not

guarantee that people would be humming at specific point of music (Fig. 2).

To overcome this problem advanced DTW is proposed in this paper. It does not

have any constraints and fixed window size for sliding matching. So it is possible

to start or end at any point and any path. There are two more things that we have

considered. The first one is way of measuring similarity between two patterns.

Euclidian distance which is linear metric is very useful tool in order to calculate

distance. We have figured out that there are a lot of pairs of having nearly same

distance in case of using linear metric. Linear metric is not suitable for these cases.

We introduce the log scale metric instead of Euclidian distance. Here is an

example. There are two pairs having same distance of 5 using linear metric,

~a�~b ¼ ½1;�1; 1;�1; 1� and~a�~b ¼ ½0; 0; 0; 0; 5�: Which pair you might choose?

We want to pick up the pair that has more same elements rather than similar

elements between two vectors. So we use log metric instead of linear matric.

Another one is chroma representation of reference data. Chroma is gathering pitch

values of overall octaves into one octave. So it can solve the pitch doubling and

halving problem more easily (Fig. 3).

Fig. 2 Proposed advanced DTW

Fig. 3 Chroma
representation of reference
data
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2.2 Quantized Binary code

Another matcher is the Quantized Binary code called QBcode. It has the 4 section

of normalized vector and different binary codes are assigned to each section as

‘000’, ‘001’, ‘011’ and ‘111’. Every pitch value is reassigned to each section code

they are located. Before this reassignment, input pitch values are normalized from

-6 to 6. The similarity is calculated with Hamming Distance (HD) as shown

in Eq. 1.

HD ¼ BPA� BPBk k
T

ð1Þ

Where, BPA and BPB represent the extracted QB codes of test and reference

patterns respectively, and � mean the Boolean Exclusive-OR operator between

corresponding pairs of two QB codes. And T denotes the total number of the QB

codes of the vectors. By using the HD, the processing speed is fast compared to the

use of other kinds of distances, such as the Euclidean distance [5] (Fig. 4).

2.3 Pitch Based Linear Scaling

LS algorithm is the simplest and quite effective one to match two patterns having

different length each other. The main idea is compressing or expanding input data

along time axis with several different lengths. LS is very suitable against QbSH

method because length of humming signal depends on who is humming.

Fig. 4 Quantized Binary code
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So, humming data should be compressed or stretched before measuring similarity.

Test vector is expanded by scale factor from 9 1.0 to 9 2.0 with 5 steps. The

distance is calculated with the log metric for the same reason of DTW (Fig. 5).

2.4 Score Level Fusion

The three scores from the above different matching algorithms are merged into the

one fusion score. There are many methods for score level fusion as MIN rule,

MAX rule, SUM rule and so on. The fusion score is calculated with the PROD-

UCT rule which multiply two scores. Basically, Proposed DTW carries out the

most important role on the matching stage, and LS and QBCode is complement for

DTW. So it gives the weight as 0.5, 0.2 and 0.3 to DTW, LS and QBcode

respectively. The matching engine recommends top 20 candidates with higher

fusion scores.

3 Dataset

The reference dataset contains vector sequence and segmentation from 2,000 MP3.

Humming test set is consisted of 1,200 humming vector sequences against 100

songs as called AFA100 which is among 2,000 songs referred to MNet music chart

that is the most popular one of Korean music portal services. We also have 2,000

MIDI data from KARAOKE system to verify our matching algorithm. We include

this MIDI data into our system for Korean KAROKE service at implementation

phase. The music dataset covers 7 different genres with ballad, dance, children

song, carol, R&B (Rhythm and Blues), rock, trot and well-known American pop.

The 1,200 humming clips with 12 s duration are recorded against AFA100 to

evaluate the algorithms because it is hard to hum at every time of testing the

Fig. 5 An example of linear scaling matching
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algorithms. It is consisted with almost same ratio of sing and humming and

recorded from 29 persons. Three among them have the experience of music related

study at university and others not. We analysis and classify that into 3 groups as

beginning, climax part and others. We figure out that beginning part is a slight over

60% and climax part is about 30%. It did not expect that the beginning part is

almost twice of climax. We evaluate the performance with this humming set.

4 Conclusion

We evaluate the matching algorithm with MRR method which was widely used in

the MIREX contest with the recorded 1,200 humming clips [2]. We have the two

input steps as 32 and 64 ms. The evaluation condition is as followed: 1,200

humming clips for test vector, 2,000 polyphonic songs with from 3 to 6 min

duration for reference vector on Intel i7 973 with 8 MB memory. Table 1 shows

the performance of the proposed algorithm.
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Towards an Autonomous Indoor Vehicle:
Utilizing a Vision-Based Approach
to Navigation in an Indoor Environment

Edward Mattison and Kanad Ghose

Abstract We introduce a vision system based approach to autonomous navigation

and mapping in an indoor environment. Our goal is to eventually create a common

processing system that can direct both aerial and ground vehicles. This paper pre-

sents our initial results for controlling a ground vehicle as well as demonstrates the

potential of a vision-based system controlling a completely airborne solution or a

solution that combines aerial vehicles with ground vehicles. The autonomous

ground explorer (AGE) described here serves as a test vehicle to validate the

algorithms that will be integrated into the control of our aerial vehicle that is under

development. The ground explorer uses only vision (three basic web cameras) to

efficiently move within building corridors. The ground explorer navigates hallways

and makes directional decisions based on the following processes: tracking the

corridor’s visual vanishing point, anticipating intersections using odometry and

fiduciary markers, identifying and classifying intersections based on vanishing

points and fiduciary markers, and completing controlled turns based on a confidence

factor in its location on a calculated route within a simplified topological map.

Keywords Autonomous ground aerial vehicle � Indoor navigation � Robotic

vision
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1 Introduction and Related Work

There is significant value in having ground vehicles that can navigate autono-

mously in an indoor environment for many applications such as search and rescue

operations in an indoor environment, environmental sampling and testing in an

indoor hazardous material situation, routine building surveillance or monitoring,

and indoor military reconnaissance in a hostile environment. This paper presents

the design and implementation of such an autonomous ground vehicle system,

where the main sensory mechanism used for navigation and vehicle steering is

vision-based. Our vehicle processes the images captured by on-board cameras to

determine vehicle heading and to steer adaptively within the corridors of the

building. The use of a vision-based navigation system eliminates the need for a

separate set of sensors for indirectly sensing the physical proximity of the vehicle

from the walls of the corridors, to detect crossings and to negotiate the turns and

crossings—all using a single image processing system. Our main motivations for

using such a vision-based autonomous navigation system is driven the need to

have a solution that works equally well for small form factor ground vehicles as

well as for indoor aerial vehicles. Both are limited in their payload and energy

supply capacities. Our system uses three on-board wireless cameras that capture

images and send them down on a wireless link to a base station, which is either a

stationary platform or a larger ground vehicle that follows the smaller form factor

vehicle(s). The base station analyzes the captured images and processes them to

derive the appropriate steering and control signals, which are sent upstream to the

autonomous vehicles on a radio link to control their movement. The ground

vehicles controlled in this manner are not autonomous by themselves, as the

processing necessary for their steering and control, although automated, are done

off-board. However, the system comprising of the ground vehicle and the off-board

processing system essentially provides the autonomous navigation capabilities.

We demonstrate the basic principles of our system using a large form factor

vehicle and large cameras. It is worth noting that the same system can be

implemented with currently available smaller form factor wireless cameras and

remotely controlled smaller ground and aerial vehicles.

The area of autonomous vehicle navigation has been a fertile research area for

many years. While the ideal autonomous vehicle navigation system is yet to be

perfected, several types of ground vehicles have reasonable proficiency at navigating

autonomously. For outdoor applications, global positioning systems (GPS) based

autonomous navigation systems exist [MicroPilot Autopilot at micropilot.com] for

both ground and aerial platforms to move autonomously from one waypoint to the

next. For indoor applications, simultaneous location and mapping (SLAM) [1] has

been the dominant technique used for autonomous navigation for many ground

vehicles. Many others, such as [2, 3] have refined SLAM-based autonomous navi-

gation techniques for ground vehicles. SLAM-based techniques are very accurate but

a limitation has been their reliance on very expensive, heavy and high power con-

suming solutions, including the use of laser-scanning devices. Furthermore,
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these systems are very complex and require a very complex and computationally

intensive system to process sensory data and derive the vehicle control signals. We

believe that this type of data collection is excessive for basic indoor vehicular nav-

igation and particularly so for indoor navigation systems using small form factor

ground vehicles and airborne indoor vehicles. Our goal was to develop a uniquely

simple system, with low computational complexity, low weight, low cost, and low

power consumption that could navigate accurately in an indoor environment.

Our solution relies on decoupling the system components across two platforms

the sensory (image capturing) and steering systems are located on the autono-

mously steered and remotely controlled vehicle, while the sensor data processing

(image processing), autonomous navigation system and the derivation of the sig-

nals for remote control are implemented on a stationary platform (or a heavier

ground vehicle). This arrangement makes it possible for us to make the autono-

mous steering system and vehicle control capabilities as sophisticated a necessary,

without burdening the actual small form factor vehicle in terms of weight, form

factor or power requirements. Furthermore, using only one type of sensor (namely,

image capture) to reduce the number of on-board sensors and thus simplify the

interfaces on the mobile platform. The image processing system permits us to

maintain vehicle bearings/heading, avoiding the walls of the corridors; it also

enables us to negotiate intersections and turns. Taken together, the overall system

architecture permits us to autonomously steer small form factor ground vehicles as

well as reasonably lightweight aerial platforms. There are several examples of

airborne vehicles that have multiple on-board cameras, have stable flight charac-

teristics, make use of a wireless link to send down captured images to a base

device, and receive directional steering commands from the base [AR.Drone at

ardrone.parrot.com, CyberQuad at cybertechuav.com.au].

With such targets vehicles in mind in the long run, we have implemented a

prototype vision-based fully autonomous steering system for a ground vehicle.

This paper describes that implementation. We are in the process of porting a

similar approach for our prototype air vehicles. The main objective behind this

paper is to show that a completely vision-based navigation and steering system is

feasible for autonomous indoor navigation and explorations. All processing is

relegated to a laptop computer that is part of the ground vehicle. For the air

vehicles, the processing device could either be on a following ground vehicle or at

a static base station. It uses the same processing and control algorithms that will be

eventually used for the airborne vehicle. We will now describe the details of the

prototype ground system and its assessment in the rest of this paper.

2 Autonomous Ground Vehicle Components

Our autonomous ground explorer prototype is based on the ER1 robotics platform

[Evolution Robotics at evolution.com]. The ER1 is composed of an extruded

aluminum frame, three wheels, two stepping motors, and a control module.
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The ER1 can carry a standard laptop. This permits the relatively small robot local

access to significant processing power. The ER1 has a three-wheeled configura-

tion, with two wheels powered by extremely accurate stepping motors and the

third wheel acting as a swivel point. The vehicle has three cameras, one looking

forward and two looking sideways.

Our system is based on image analysis and a control program written in Java.

The control programprovides the following functions: Amappingmodule represents

the map in terms of a topological graph and visually presents a real time map with

continuously updated vehicle location. A routing module determines the shortest

path from current location to destination. At each intersection, the module deter-

mines the vehicle status from the following three choices: destination reached,

intermediate point along route, or the vehicle is lost. Amovement module guides the

vehicle as directly as possible from one intersection to the next. A Java API acts as an

interface to issuemovement commands to the ER1 robotic platform. A Java API acts

as an interface with RoboRealm image analysis scripts. The RoboRealm image

processing pipeline software is an integral part of our navigation system. There are

three instances of RoboRealm running, one for each camera. Many functions are

programmedwithin RoboRealm, such as visual vanishing point, corner detection for

intersection identification, fiduciary image matching for landmark detection. The

final piece of software is the JGraph Java graphing package. We use this package to

represent graph data and to provide visual representation of real time map.

3 Topological Map

Our mapping system is a simple topological graph made in Java with the JGraph

package API. The system displays the current graph and updates the current

vehicle position in real time. Several papers have incorporated topological map

into their navigation systems. The nodes represent the intersections and the edges

represent the hallways or corridors. Additionally, landmarks as well as the vehicle

itself are also represented as nodes on the graph. However, they are not connected

to any edges, they maintain their position in the graph based on their X and Y

coordinates. Ranganathan [4] and Filliat [5] both utilized a topological map

approach, but included many more connected nodes on their graphs, to include

landmarks and regular interval sensed data points. Roberts [6] represented the

intersections of underground mines as the nodes and the curving underground

mine pathways as the topological graph edges. The simplistic nature of his

approach led me to translate his technique to the indoor building environment.

4 Vision-Based Approach to Navigation

Since we target a ground vehicle in this effort, we are essentially unconstrained in

terms of weight, battery capacity, processing power, and sensor availability.

However, our ultimate goal is to validate our system and replicate it on our hybrid
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airship. The airship will be very constrained in terms of weight, battery capacity,

and processing power, so we chose to constrain our ground vehicle. This led us to a

single sensor approach: vision-based navigation. Our system is composed of

algorithms contained within system modules. At this point in time, our system

includes modules that control mapping, routing, distance measuring, vanishing

point detection and following, intersection detection and identification, and con-

trolled turning. The control algorithm continuously repeats a relatively simple

sequence of events. I want to highlight several of the process and explain our

approach.

4.1 Vanishing Point Identification and Following

Vanishing point identification and following is a critical process in our navigation.

The forward camera vanishing point is used to direct the ground vehicle’s forward

movement. Side camera vanishing points are used in the detection and classifi-

cation of intersections. Our approach is simple. We capture video from the forward

facing webcam. Then we perform an analysis on the images. Our image processing

consists of a canny edge detection algorithm and a line convergence algorithm to

determine the vanishing point of the current scene (see Fig. 1). The camera has a

field of view of 640 pixels wide by 480 pixels high, the focal point of the camera is

coordinate (320,240). If we are pointing directly towards the hallway vanishing

point, the vanishing point coordinate would have an x-axis value close to 320.

If our vehicle were to drift left or right during its travel down a corridor, we correct

this using the vanishing point. If we drift to the right, the x-axis coordinate of the

vanishing will decrease. We do not want azimuth corrections to cause constant

oscillation, so we do not make any corrections until the vehicle is greater than 10%

off from center.

4.2 Anticipate, Indentify and Classify Intersections

The ground vehicle navigation system relies heavily on its ability to anticipate,

identify, and classify intersections. These intersections represent the nodes on our

topological map (graph). It is critical that our system recognizes when the vehicle

is located at a graph node with as close to absolute certainty as possible. This is

required because major directional decisions are only made at intersections. Our

system uses four pieces of information to increase the level of confidence that the

vehicle is located at an intersection: odometry data, corner detection using image

matching, and left and right vanishing points, and laser distance measurements.

We can anticipate intersections using odometry and a corner detection algorithm.

The stepper motors on the ground vehicle are very accurate. We use the odometry

data from the motors to help us anticipate upcoming intersections based on known
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map distances. Odometry error is minimized by resetting all odometry data as we

reach each intersection. We use an image analysis technique to identify corners as

we approach them.We process forward images with a canny edge detection (already

being used in the vanishing point calculation) and then we image match certain

features than repeatedly appear in specific areas of the image as we approach

intersections. The odometry and corner detection together provide us great early

warning of approaching intersections. As we approach an impending intersection,

we use the data collected to classify the intersection. Intersections can be classified

as one of seven types based on the edges that are connected to that node of the graph:

four-way intersection, three-way left, three-way right, T-intersection, left-turn,

right-turn, and dead end. As an example, if we are entering a ‘‘T’’ intersection,

I would expect the following information to be collected: Left distance goes to

infinity; Left vanishing point appears; Right distance goes to infinity; Right van-

ishing point appears; Front vanishing point disappears. The use of three indepen-

dently calculated vanishing points (front, left, and right) proves to be very accurate at

identifying and classifying intersections on our ground vehicle. In ideal building

conditions, we have a 97% identification rate for known intersections. We continue

to refine our approach to provide the highest possible confidence factor to our

routing module, which is tasked with directional decisions.

4.3 Fiducial Markers as Landmarks

In a future version of our navigation system, we plan to add the capability to

recognize as well as capture unconstrained landmarks from the environment.

However, in this iteration of the system, we have added limited landmark

recognition by placing fiducial markers around the environment at strategic

locations. Fiducial detection and recognition differs from that of generic object

recognition as some assumptions are made on the type of object being detected.

Fig. 1 Raw hallway image and image after edge and vanishing point detection
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For example, a black and white fiducial can be detected without needing color,

and can be easily separated from the background due to its high contrast nature.

Because Fiducials are planar objects that have very distinct corners and shapes,

they can be placed on the floor, ceiling or walls and be detected correctly

without any recalibration of the camera. For this reason, we chose to use them

in our navigation and localization applications.

5 Experimental Results

The ground explorer has proven to be a capable platform to demonstrate and

validate our vision-based navigation algorithms. As a whole, the current system

can calculate a route, safely navigate down the center of a corridor, identify and

classify intersections, make directional decisions, and efficiently navigate from

point A to point B on a known map with greater than 90% accuracy.

The system has been tested many times and experimental results are very

consistent. Based on a test run we calculate several data points to track our pro-

gress. We identify the planned location and the actual location approximately

every 2 m, which allows us to calculate the average distance off planned path

(ADOPP) and the maximum distance off planned path (MDOPP). In the example

test run provided (see Fig. 2), the average distance from the planned path was

0.22 m and the maximum deviation from the planned path was 0.57 m. These

distances are well within our expected operating range for the vehicle and were

anticipated for several reasons. First, the planned path is shown as the exact middle

of a hallway. However, as soon as the ground explorer identifies an anticipated

turn, it initiates the turning procedure. The experimental results show that the

vehicle always turns before the ‘‘planned’’ path then slowly corrects itself to the

center of the hallway. Secondly, in order to reduce oscillation, the vehicle does not

correct its azimuth until its vanishing point is more than 10% off center. Therefore,

the ground explorer is performing as expected in terms of actual path. Small

adjustments could be made to our algorithms to reduce this deviation if desired.

However, the system is not without its problems. The ground explorer currently

functions well only in a controlled indoor environment. The building must have

good lighting characteristics for the vanishing points to be reliably calculated. The

system is greatly aided when the wall and floor colors have a stark contrast as well.

If these conditions are not met, the accuracy of the system suffers greatly. Addi-

tionally, even in ideal conditions, corner detection using image matching (without

fiducial markers) has been successful only 65% of the time. Using fiducial

markers, intersection anticipation improves to 78% (fiducial placed at edge of

corner to be viewed with front-facing camera) and 95% (fiducial placed on cor-

ridor wall before a corner to be viewed with side-facing cameras) respectively.

Therefore, most intersection anticipation is determined from odometry data and

the use of fiducials. We identify, verify, and classify the intersections using the
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front and side-looking camera vanishing points, but we do not want to rely so

heavily on odometry data and fiducial markers for anticipating corners.

6 Aerial Vehicle Integration

As we progress towards our goal of creating an Adaptive Indoor Aerial/Ground

Navigation and Mapping System, we have begun to migrate and test many of the

ground vehicle algorithms to our aerial test platform. We spent a year experi-

menting with and building several aircraft. These designs ranged from a blimp,

to a helicopter, to a hybrid airship, and a quadcopter. However, the emergence of

an extremely low cost, stable quadcopter in the form of the AR.Drone has led us to

abandon our airship design aspirations and focus entirely on our navigation

algorithms. This aerial vehicle allows us to move slowly, in a controlled manner,

within a building hallway structure. We have the capability to avoid obstacles, but

we can also make mistakes without a catastrophic failure occurring. No current

system has demonstrated significant indoor autonomy in the air. Our goal is to

create such a system. Our approach to an autonomous indoor aerial navigation

system has two main components. The hardware centers on the quadcopter, while

the software is focused on our vision-based autonomous navigation algorithms.

The project is largely a programming and integration endeavor, using many

existing components. The pieces have been integrated and are controlled by a Java

application, which serves as the main system controller. Images are sent from the

airship to the base and control commands are sent back to the airship via wireless

network. We have integrated the aerial platform to the point that it can take-off and

land autonomously, maintain a level flight within building corridors, and navigate

hallways by following a vanishing point.

Fig. 2 Results depicting planned path versus actual path
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7 Future Work

We have demonstrated the effectiveness of our vision-based navigation system on

our ground vehicle. Our follow-on actions encompass three segments. First and

foremost, we plan to translate and adapt many of our algorithms from the ground

vehicle to the aerial vehicle, as discussed in the previous section. Secondly,

we plan to augment the ground vehicle with additional capabilities such as adding

the ability to capture landmark images in lieu of fiduciary markers, the capability

to map unknown areas, the ability to avoid obstacles within hallways, dynamic

map changes and route re-calculation, and incorporating RFID technology into the

navigation system. The third step in our process will be to add coordination

mechanisms between the ground and aerial vehicle. The ground and aerial vehicles

have different strengths and weaknesses, so depending on the challenge encoun-

tered by the system, one vehicle may be better suited to accomplish a given task.

Coordination between the vehicles will allow cooperative decisions and task

assignment based on predetermined criteria.
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Artificial Pheromone Potential Field Built
by Interacting Between Mobile Agents
and RFID Tags

Piljae Kim and Daisuke Kurabayashi

Abstract In this study, the concept of the chemical substance pheromone is

utilized for the robotic tasks. This paper first illustrates the model of pheromone-

based potential field. The field is constructed through the interaction between

mobile robots and data carriers, such as RFID tags. The stability analysis of the

pheromone potential field is carried out also aiming at the implementation on a real

robotic environment. The comprehensive analysis on stability provides the criteria

for how the parameters are to be set for the proper potential field, and has led to a

new filter design scheme called pheromone filter, which satisfies both the stability

and accuracy of the field. The unique structures of both the revised mobile robot

and the designed filter show that the proposed method facilitates a more

straightforward and practical implementation.

Keywords Pheromone potential field � Mobile robots � RFID tags � Stability

analysis � Pheromone filter

1 Introduction

It has been known for some time that social insects such as ants and bees

communicate with each other through a process which is generally called stigm-

ergy, and perform given tasks effectively by using the chemical substance
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pheromone [1]. Inspired from these biological characteristics, researchers have

been recently motivated to undertake studies on pheromone-based robotics [2, 3].

In addition to this, there are other studies that make use of the radio-frequency

identification (RFID) technology [4] for realizing digital or artificial pheromones

[5, 6], wherein the agents communicate with other agents by updating a phero-

mone trail through the RFID tags distributed in an environment. In particular,

interests in RFID technology for navigation of the mobile robot have been cur-

rently growing. For instance, Vorst et al. focused on simultaneous localization and

mapping (SLAM) techniques that map static tags’ locations [7], and Kodaka et al.

[8] tried to build a navigational entropy map using RFID tags distributed on the

floor. However, few researches have suggested guidelines on stability when

applying RFID tags for these real robotic tasks. This study utilizes the idea of the

artificial pheromone. The study emphasizes that the stability analysis is funda-

mental not only to secure the simple implementation, but also to improve the

scheme in both stability and accuracy.

2 Modeling Based on Pheromone Deployment

In this section, we outline the model and present the real platform that is being

developed. Let us first introduce the ant colony as the most popular biological

model that makes entire use of the pheromone. Figure 1a shows the shortcut-

producing process observed from the black garden ant (Lasius niger) colony.

When a colony is offered a food source, a scouting ant discovers the source and

returns to the nest, laying a pheromone trail which dissipates over time and dis-

tance. Since the trail is reinforced, the shortcut between the food source and the

nest is formed by the strengthened pheromone trail. Likewise, if there are sufficient

number of robots and data storing devices such as RIFD tags, the robots may also

form and follow the shortest path between home and goal as shown in Fig. 1b.

How, then, can the numbers of the robots and RFID tags be determined so that the

system works properly? Also, what kinds of functions are required for each agent?

This study has been launched in order to provide an answer for these questions.

In the framework of this study, the system illustrated in Fig. 1b can be realized

via the interaction between mobile agents with RFID transceivers and RFID tags,

on which the digital equivalent of pheromones is laid by the agents. For mobile

agents, we use revised e-puck robots that have RFID readers and writers on their

forward and backward side, as shown in Fig. 2a. The passive RFID tags, which are

the white rectangular tags in Fig. 2a, are adopted for this study in the same way as

our previous work [6]. The RFID tags are wireless and battery-free, and each tag is

marked with a unique identifier and is equipped with a small memory that allows it

to store data. The data consists of the tags’ own IDs and scalar pheromone values.

The passive nature of the RFID tags implies that pheromone can be diffused only

via the interaction between robots and RFID tags, which is illustrated in Fig. 2b.
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3 Stability of Pheromone Potential Field

The mathematical pheromone model in one-dimensional space x is

ouðt; xÞ
ot

¼ D
o
2uðt; xÞ
ox2

� Kuðt; xÞ; ð1Þ

where u(t, x) denotes the pheromone density, and the coefficients D and K repre-

sent diffusion and evaporation rate respectively [10]. We can easily extend the

same idea to the two-dimensional space without losing generality. This paper,

therefore, focuses on the one-dimensional case for reasons of simplicity. Equa-

tion 1 can be discretized as following difference equation through using the

forward time central space (FTCS) scheme

Fig. 1 The shortcut on which pheromone is accumulated in the Lasius niger colony (adapted
from Camazine et al. [9]) and its realization in robotic platform. a The shortcut in ant colony,
b the shortest path in robotic platform

Fig. 2 The revised robot and
the illustration of the
interaction in the
experimental field. a Revised
e-puck with RFID reader and
writer and distributed RFID
tags, b concept of the
interaction between a mobile
robot and RFID tags
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1

Dt
uðtn þ Dt; xiÞ � uðtn; xiÞf g

¼ D

ðDxÞ2
uðtn; xi � DxÞ � 2uðtn; xiÞ þ uðtn; xi þ DxÞf g � Kuðtn; xiÞ; ð2Þ

where we calculate the time derivative in a forward manner and calculate the space

derivative in a centered manner. The numerical stability is estimated with relation

to the growth or decrease of the rounding error in the calculation scheme of the

finite difference method. In this study, we consider the perturbation stability

analysis [11], which is, in our opinion, the simplest and most straightforward.

Let us slightly simplify the equations by using the notation that temporal

indices are represented by a superscript and spatial indices are represented by a

subscript, such that the value of the function U at the time tn and at the point xi is

expressed as Ui
n, i.e., uðtn; xiÞ ¼ Un

i : The pheromone equation using this notation

becomes

1

Dt
Unþ1

i � Un
i

� �

¼ D

ðDxÞ2
Un

i�1 � 2Un
i þ Un

iþ1

� �

� KUn
i : ð3Þ

If we add the perturbation ei
n to around Ui

n, the difference equation is written

1

Dt
Unþ1

i � ðUn
i þ eni Þ

� �

¼ D

ðDxÞ2
Un

i�1 � 2ðUn
i þ eni Þ þ Un

iþ1

� �

� KðUn
i þ eni Þ:

ð4Þ

Having rearranged the equation, we get

Unþ1
i ¼ ð1� KDtÞUn

i þ
DDt

ðDxÞ2
Un

i�1 � 2Un
i þ Un

iþ1

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Ûnþ1
i

þ eni 1� 2DDt

ðDxÞ2
� KDt

( )

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

enþ1
i

;

ð5Þ

where Ûnþ1
i represents the unperturbed U. For the stable behavior of the system,

the perturbation should be decreased without overshoot, which means the

condition is

0�
enþ1
i

eni

�
�
�
�

�
�
�
�\1: ð6Þ

From Eqs. 5 and 6, the stability condition without overshoot leads to

D

ðDxÞ2
þ
K

2

 !

Dt�
1

2
: ð7Þ
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From the derived stability condition, it is noted that all varying parameters, i.e.,

K, D, Dt and Dx, are coupled together for the stable solution, thus we performed a

numerical simulation in a leave-one-out cross validation way. Throughout the

simulations presented in this paper, we assign constant boundary conditions at the

left-hand and right-hand edges, i.e., the Dirichlet boundary conditions are imposed.

Figure 3 shows the outputs of the pheromone equation. Unstable behaviors are

observed for the larger K and Dt. It is obvious that Dx and Dt are critical coeffi-

cients, because updating the frequency of the potential field depends mainly on the

number of RFID tags and the speed of the robots. Unfortunately, however, it is not

possible to precisely configure these parameters in advance because of the highly-

coupled properties of each parameter. From this point on, we use D = 0.4,

K = 0.02, Dt = 1 and Dx = 1 as typical stable parameters.

4 Stable Solution for the Pheromone Model

When applying a pheromone model to the real robotic system, as we have

examined, all parameters consisting of stability condition need to be carefully

designed. To relax these restrictions, we have noticed the fact that the implicit time

stepping can improve or even eliminate stability limitations, which suggests that

combining a backward scheme in time with a central difference approximation in

space, i.e., the so-called backward time central space (BTCS) scheme, may make a

pheromone potential field more stable. The BTCS scheme can be written

1

Dt
Unþ1

i � Un
i

� �

¼ D

ðDxÞ2
Unþ1

i�1 � 2Unþ1
i þ Unþ1

iþ1

� �

� KUnþ1
i : ð8Þ

If we define diffusion and evaporation number as d ¼ DDt=ðDxÞ2
and k ¼ �DtK; respectively, the equation is written

Unþ1
i � Un

i

� �

¼ d Unþ1
i�1 � 2Unþ1

i þ Unþ1
iþ1

� �

� kUnþ1
i : ð9Þ

Fig. 3 The outputs of the pheromone equation for varying parameters. a Stable case, b unstable
for large K, c unstable for large Dt
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Note here that the Fourier coefficient of the solution of Eq. 9 can be written

Un
i ¼ VnejxxðiDxÞ; ð10Þ

where j ¼
ffiffiffiffiffiffiffi
�1

p
; and Vn is the amplitude of the nth harmonic. If we set phase angle

h = xx Dx, U
n
i and Unþ1

i�1 can be described as the following Fourier series.

Un
i ¼ Vnejih; Unþ1

i�1 ¼ Vnþ1ejði�Þh ð11Þ

Let us substitute Eq. 11 into Eq. 9 and divide by ejih; then

Vnþ1 � Vn ¼ dVnþ1ðejh þ e�jh � 2Þ � kVnþ1 ð12Þ

is derived. Using the Euler’s formula, and if we define an amplification factor G,

the equation is rearranged as

Vnþ1 ¼
1

ð1þ 2dð1� cos hÞ þ kÞ
Vn ¼ GVn; ð13Þ

thus the condition

Gj j ¼
1

ð1þ 2dð1� cos hÞ þ kÞ

����
����� 1 ð14Þ

must apply for the converging solution. This inequality is called the von Neumann

stability condition. From the fact that d[ 0, (1 -cosh) C 0 and k[ 0, the con-

dition (14) is always the case. This means that the BTCS scheme is uncondi-

tionally stable for any parameters. If we define diffusion matrix Dm, and represent

Eq. 9 in matrix form, the scheme is written as the following simplified form.

ðI� dDm þ kIÞUnþ1 ¼ Un ð15Þ

Note that the rank of ðI� dDm þ kIÞ is never reduced, hence we are definitely

able to get a solution for the pheromone equation. We also anticipate that the

computational cost is not that expensive, because ðI� dDm þ kIÞ forms a tri-

diagonal matrix. However, when it comes to the implementation of Eq. 15, we

encounter with a crucial difficulty, due to the fact that the inverse of a tri-diagonal

matrix is no longer tri-diagonal. That is, most of the elements are required in order

to retrieve the temporal and spatial information from an inverse matrix. On the

basis of these considerations, the Crank–Nicolson method was deemed to be the

most appropriate solution for this study. It is second-order and implicit in time, and

is numerically stable [12]. The method was proposed mainly to improve the

accuracy of the BTCS scheme, but we are, rather, interested in the structure

produced by the method. It has the averaged form of the FTCS and BTCS schemes

at n and n ? 1, respectively as following.
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1

Dt
Unþ1

i � Un
i

� �
¼ D

2

Un
i�1 � 2Un

i þ Un
iþ1

ðDxÞ2
þ Unþ1

i�1 � 2Unþ1
i þ Unþ1

iþ1

ðDxÞ2

 !

� K

2
Un

i þ Unþ1
i

� �
ð16Þ

The von Neumann stability condition is obtained as

Vnþ1 ¼ ð1� 2dð1� cos hÞ � kÞ
ð1þ 2dð1� cos hÞ þ kÞV

n ¼ GVn ð17Þ

using the same technique that was used for the BTCS scheme. From the above

condition, it is obvious that the value |G| will not go higher than 1, and thus the

Crank–Nicolson scheme is unconditionally stable for all varying parameters. The

stability is validated in Fig. 4. Let us finally represent the method as a matrix form

in order to clarify the mathematical structure.

Unþ1 ¼ ðI� dDm þ kIÞ�1ðIþ dDm � kIÞ�1
Un ¼ WUn ð18Þ

It is worthwhile to mention here that the system (18) is stable when Wk k\1;
where Wk k represents Euclidean norm.

5 Pheromone Filter

Having recognized the result of the stability analysis, the useful design scheme for

a smoothing filter is shaped in this section. We call a developed filter

pheromone filter.

Fig. 4 The outputs of the pheromone equation for varying parameters using the Crank–Nicolson
scheme. a Stable for large K, b stable for large Dt
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To design a filter, we first observed a generated matrix W from Eq. 18 in detail,

which is generally called the state transition matrix. The calculated matrix is

presented in Fig. 5, which was sampled after running ten steps for an initial delta

spike under the one of the typical conditions. In the matrix, interestingly enough,

each row looks similar to the one-dimensional Gaussian kernel. Recall that our

revised robot has the similar structure to the one-dimensional filter, which suggests

that the pheromone deployment by mobile robots can be modeled straightfor-

wardly from the state transition matrix. As a first trial, we directly applied the

following representative 1 9 3 kernel to the pheromone model, which is called

raw filter.

ð19Þ

Figure 6a shows the enlarged shape of the produced potential field when the

filter is applied. The figure was sampled at time step 20 and magnified in order to

be precisely observed. To reduce the diffences with other methods, we carried out

the approximating operation as shown in the following equation,

Ŵ ¼

a1 b1 � � � 0

b1 a2 b2

. .
. . .

. . .
.

0 � � � bm�1 am

0
BBB@

1
CCCA �

a1 b1 � � � 0

b2 a2 b2

. .
. . .

. . .
.

0 � � � bm am

0
BBB@

1
CCCA ð20Þ

0:44 0:21 0:03 0:00 � � � 0:00

0:21 0:47 0:22 0:03 � � � ..
.

0:03 0:22 0:47 0:22 � � � ..
.

..

. ..
. ..

. . .
. ..

. ..
.

..

. ..
.

0:03 0:22 0:47 0:21
0:00 � � � 0:00 0:03 0:21 0:44

0
BBBBBBBB@

1
CCCCCCCCA

and adjusted the kernel value of 1 9 3 filter while ensuring that the total sum of

the filter is equal to or less than one. As a result, the following pheromone filter

was finally designed.

...

...

...

...

..
.

..
.

..
.

..
.

..
.

..
.
..
.

..
.

..
. ...

Fig. 5 The calculated state
transition matrix for an initial
delta function: the matrix was
derived from the Crank–
Nicolson scheme with
parameters Dt = 1, Dx = 1,
D = 0.4 and K = 0.02
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ð21Þ

Using this finally designed filter, the initial pheromone of delta spike was

deployed in order to observe the propagation of the potential field. Figure 6b

shows this result, where the shape agrees reasonably well with the other well-

known numerical solvers. Figure 6c finally represents the temporal propagation

when the pheromone filter is applied. The pheromone is propagated in a stable and

gradual way. In the figure, CN and PF represent the Crank–Nicolson and phero-

mone filter, respectively.

From these results, the designed filter seems to provide an efficient way of

producing a stable potential field. It should be noted that each scalar value of the

pheromone filter is virtually identical to each element of our model shown in

Fig. 2, which implies that the revised mobile robot could play the role of the

diffusion filter of the pheromone through the RFID tags distributed in an envi-

ronment. To evaluate the proposed algorithm more quantitatively, the standard

deviation of each potential field is compared in Table 1. From the table, it is again

observed that the proposed pheromone filter (PFM) works in nearly the same way

as the FTCS scheme.

Fig. 6 Pheromone potential field generated using the 1 9 3 raw filter (for a) and modified 1 9 3
pheromone filter (for b and c). a Raw filter, b modified filter, c temporal propagation

Table 1 Standard deviation for given steps: PFR and PFM represent pheromone filter raw
(Eq. 19) and pheromone filter modified (Eq. 21), respectively

Method Stdev. for steps (9100)

10 20 30 40 50

FTCS 7.14 4.85 3.53 2.64 2.02

PFR 3.89 1.27 0.44 0.16 006

PFM 7.32 4.54 3.00 2.04 1.41
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6 Conclusions

This paper has formulated the stability condition for the pheromone potential field.

The established criterion can provide a general guideline for researchers in the

relevant field. Based on the result of the stability analysis, we further presented a

new methodology of making a smoothing kernel, called pheromone filter. The

developed method demonstrated stable and accurate performance through

the numerical simulation; the stability is guaranteed from the implicit structure and

the high-level accuracy was achieved by modification of the kernel elements with

observing the output behavior. It is expected that the proposed scheme could

provide a practical technique for designing a filtering system wherein the stability

of the system is secured. Despite these advantages, the proposed filter has yet to be

evaluated in a batch manner. We are developing a sequential filtering algorithm,

which is required in order to identify and update the kernel value online. We are

now planning to implement the presented method on real robots.
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Proposed Network Coding for Wireless
Multimedia Sensor Network (WMSN)

A. A. Shahidan, N. Fisal, Nor-Syahidatul N. Ismail

and Farizah Yunus

Abstract Wireless sensor network has caused a lot of interest in many applica-

tions especially in real-time multimedia data transfer over wireless network which

is known as wireless multimedia sensor network (WMSN). Even though such

application is quite complex and very challenging to be realized, the availability of

CMOS camera and microphones with low cost, low power and small size has

reduce the complexity of developing the WMSN. Apart from this, there are several

subjects that may also contribute toward the realization of WMSN such as routing

protocol, source coding and channel coding. This research is focusing on network

coding which is one of the most important research interests since a few years ago

due to its ability to increase the throughput and reduce energy consumption of the

wireless network system. Many ideas have been proposed involving several net-

work coding schemes based on applications in certain wireless network standard.

This project is aimed for multimedia application in IEEE 802.15.4 wireless sensor

network. Therefore, the constraint of this standard must be taken into consideration

in the propose network coding scheme.

Keywords Network coding �Wireless multimedia sensor network � Transmission

delay
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1 Introduction

The research on wireless sensor network (WSN) technology has begun since a few

years ago. Research communities are developing the technology for many appli-

cations such as environmental monitoring, hazardous environment exploration,

and military tracking [1]. Wireless sensor network consists of many self-organized

sensing nodes [2] where every single node has the capability of data monitoring

and collecting, data processing and data sharing among the adjacent nodes.

The usage of WSN technology has evolved rapidly from simple application

which involves small information size such as water level and temperature to the

more complex one which is involving multimedia data such as video and sound.

As for multimedia data application, real time response is one of the demanding

issues in the research of WSN technologies. Therefore, one of the aims in the

research on WSN is to find the possible ways to ensure reliability during data

transmission so that higher volume of information can be transferred through the

network and the responses of the system is approaching real-time characteristic.

This is to compromise with WSN constraint such as miniature, low cost and low

power consumption. Due to such constraint, IEEE 802.15.4 compliant radio is

chosen to be widely used in WSN [3]. The maximum achievable rate is up to only

250 kbps [4]. Therefore, only small size of data is usually transmitted. The WSN

data rate is considered too slow for multimedia and hence the data should be

compressed or coded in such a way that the transmission speed can be compro-

mised. Even though the transmission delay is one of the main issues for multi-

media in WSN, the processing delay is a more significant issue.

In WSN, the network layer and transport layer play an important role in

achieving data transmission reliability. The network layer offers a best effort

service and the transport layer is responsible for achieving reliable, provide con-

gestion control and flow control [5]. At transport layer, both of reliability and

congestion control algorithm should be taken into consideration to ensure that the

data reach at the destination successfully and achieving high reliability data

delivery as proposed in [6]. At network layer, reliability also needs to be con-

sidered as an important requirement for data transfer.

Thus, we consider the problem of reducing the energy consumption and

increasing the throughput of the network. This can be handled by a coding method

known as network coding which has become interesting in the research of WSN in

the last few years [7]. In this paper, we investigate the benefit of the network

coding in reducing the number of transmissions over the network that operated in

erasure channel model. Performance of the network coding used for the purpose of

multimedia data transfer is analyzed using simulation experiment.

The remainder of this paper is organized as follows. Related works in wireless

multimedia network are reviewed and summarized in Sect. 2. Network coding

concept is described in Sect. 3. The details of system model, result and discussion

are described in Sects. 4 and 5 respectively. Lastly, Sect. 6 presents the conclusion

and recommendation for future works.
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2 Related Works

There are several works that apply network coding for various applications in

wireless sensor networks. In [8], the authors used raptor codes like network coding

for multimedia streaming. The throughput of the networks is increased using

multicast routing algorithm with network coding as introduced in [9].

Meanwhile, network coding is also realized using fountain approach in order to

have low-complexity characteristic networks as described in [10]. The work is

meant for data collection in wireless sensor networks which is done through

simulation experimented. In [11], the authors used hexagonal lattice topology in

wireless sensor network to achieve the maximum possible energy benefit using

network coding. This scheme is applied for multiple unicast networks.

In this project, network coding will be applied in multimedia application. There

are several research that focus on this application in wireless network such as in

[12–14]. In Yakubu Suleiman Baguda et al. [12], introduce cross layer design to

transmit H.264 video standard over IEEE 802.11e wireless local area network

(WLAN). They take the advantages of EDCA mechanism in IEEE 802.11e to

prioritize the frame.

In WSN, the feasibility to transmit multimedia application at low rate and low

power using IEEE 802.15.4 has already been proven in [13]. The author used

COTS CMOS Camera together with TelG mote platform to transmit JPEG image.

Thus, this work has inspiring the author in [14] to propose the transmission of

MPEG-4 in the same medium. The priority frames are applied at application layer

to improve the quality of video transmission. However, all of this research does not

applied network coding for their multimedia transmission.

3 Network Coding Concept

Network coding has become a new research area in the field of information theory

which is used in practical networking system [7]. The main assumption of the

network coding is; instead of just forwarding the data, the node can combine

several received packet to form a new packet or several new packets through

certain mechanism [7].

The following is the example of a simple network coding scenario. Let X and

Y be two nodes that are located separately and cannot make a direct connection

between each other. Let S be an intermediate node between X and Y where the data

will be passing through. The connection of these three nodes is illustrated in

Fig. 1. Assume that X and Y want to exchange data a and data b respectively

through node S. Based on traditional method, four transmissions are required in

order to exchange both data. The process is illustrated in Fig. 2. Transmission T1

is for sending data a from node X to node S followed by the transmission T2 for

transmitting data b from node Y to node S. The transmission T3 is to send data
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a from node S to node Y and follow by transmission T4 which is for passing data

b from node S to node X.

By using network coding on the other hand, both data a and b will be combined

in node S through X-or operation to form a XOR b. Then the combined data will

be broadcasted and both node X and Y will receive the combined data as shown in

Fig. 3. The received data will be processed and the particular data will be collected

by each node for further processing while the unused data will be dropped. The

combined data is transmitted during the third transmission. Here, only three

transmissions are required.

Besides, we also know that the nodes in WSN are ubiquitous [1]. Therefore, we

can exploit this characteristic to enhance the reliability of the system through co-

operative data processing. In short, the sensed information data will be encoded

and distributed to the selected adjacent nodes in the sensor field through certain

mechanism. The node which received the data will do a simple processing before

redistributing the received data to the selected nodes. The process will be repeated

until the data reach the destination node. Due to the distribution of the data in the

sensor field, it is expected that the data passes through several paths in the sensor

field before reaching the destination. As a result, the system becomes more reliable

in reducing the number of packet loss.

S YX
Fig. 1 Node S as an
intermediate node for node
X and Y

a
S YXT1

b
S YXT2

a
S YXT3

S YXT4
b

Fig. 2 Four transmissions
are required for exchanging
data between X and Y

S YXT1
a

S YXT2
b

S YXT3
a XOR ba XOR b

Fig. 3 Three transmissions
are sufficient for exchanging
data between X and Y
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4 System Model

We use network model as shown in Fig. 4 which consists of three parts which are

source, relay and destination. The source part consists of a source node that

provides the information data through the sensor attached to it. The data from

source node will be passed to the relay part. Relay part consists of several relay

nodes forming a certain number of hops. Users can vary the number of nodes to

ensure that the distance between two adjacent nodes are in the transmission range.

The ubiquity of the system is increased as the number of node increases and we

can exploit this characteristic to increase the data transmission reliability. In our

case however, we consider various number of relay nodes. Up to fifteen nodes with

maximum six-hops have been deployed to simplify the simulation. The destination

part consists of a sink node.

The algorithm is aimed to be implemented for image sequence data transfer in

multimedia data transmission. The following are the description of the data

transmission process in our simulation. The information data will be fragmented

into a few small packets. The size of the fragmented packets is obtained from the

maximum size of packet that can be handled by the physical layer of the sensor

node. For example, the users of TelG mote [15] need to ensure that the packet size

must not be greater than 128 bytes since the sensor node use Xbee wireless module

that can only handle the packet up to 128 bytes of size.

In every transmission, the source node will broadcast a packet to all relay nodes in

the first hop. After receiving a packet, the relay node will buffer the packet and

followed by network coding process which is donewith probabilityPNC. The process

is done by combining the received packet with the packet that is previously stored in

the buffer. The same activities occur in every relay nodes until the packet reach the

destination node intact. Network coding must not be done in every transmission in

order to ensure that the degree-one packets reach the destination. The reason is that

the decoder used is based on LT-Codes decoder where a certain number of degree-

one packets are required in order to reduce the ripple size or the degree of the received

packets so that the original packets can be recovered [16].

5 Result and Discussion

In our simulation, we operate the system in erasure channel where the packet with

error will be dropped. For performance evaluation, we have also introduced a few

parameters such as the maximum hop, H and the number of nodes per hop, L.

The maximum degree of the packet, D is obtained from the equation (1).

D ¼ 1þ Bð ÞðH�1Þ ð1Þ

The number of packets after fragmentation is K. The probability of network

coding being done at a node is PNC, while the probability of packet loss is PE.
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Every node has a buffer of size B. The simulation is conducted using the network

model in Fig. 4. We set the value of H = 4; B = 1 and hence the value of D will be

8. Since this algorithm is still immature, we will not compare it with other

established algorithm. The data used for the simulation is computer generated data.

We repeat the simulation with value of K from 1 to 100 in three different

conditions.

In the first condition, we want to find out the effect of network coding on the

number of packets required for data recovery. The receiver is allowed to collect the

packets larger than K so that all data can be recovered without any losses. Sec-

ondly, we would like to observe the effect of network coding on the number of

packets loss limited number of collected packets. In this condition, the receiver is

allowed to collect the packets up to the value of K.

For the first and second condition, we are comparing the result between the

network using network coding and the network without network coding. Figure 5

shows the result obtained from the simulation using PNC = 0.5 and PE = 0.2. We

can see from Fig. 5a that the network with network coding has lower number of

collected packets in order to recover overall data compare to the one without

Source 
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L

Fig. 4 System model for simulation
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Fig. 5 a Number of packets collected to recover all data without any packet loss b Number of
packets loss for equivalent number of collected packets and transmitted packets
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network coding. Meanwhile in Fig. 5b, the number of packet loss for the network

with network coding is always lower that the one without network coding. It is

corresponded to the benefit of network coding itself which is to reduce the number

of transmissions in the network and hence will reduce the transmission delay. In

addition, the reducing of transmission delay is important for multimedia data

transfer because of sensor nodes are battery powered. Based on traditional method,

only one packet is transmitted at an instance of time. The transmitter will con-

tinuously transmit the packet without knowing whether the packet sent is receive

by the receiver or it is being dropped. Due to the merging of several packets into

one packet in network coding, a lesser number of transmissions are sufficient to

overcome packet loss.

In the last condition, the value of L is varied from one to three in order to study

the effect of different number of node per hop on transmission reliability. We limit

the number of the collected packets up to the value of K. The number of packets

loss for every single value of L is obtained and illustrated in Fig. 6. As the number

of nodes per hop increases, the number of packets loss decreases. We know that

the increasing number of nodes will result in the improvement of the network

ubiquity. Hence, we have exploited this characteristic to enhance the reliability of

data transmission and reduce the number of packets loss.

6 Conclusion and Future Work

In recent years, network coding has received considerable attention due to its

ability to increase the throughput and reduce energy consumption in wireless

network system. In this paper, we proposed a network model that applied network

coding in wireless multimedia sensor network. Through packet combination

method, the system become more reliable and reduces the number of packet loss.

The assumptions made for the simulation are described while the result obtained

shows that the network coding is functioning according to the theory.

In order to improve this network model, there are lots of works to be done.

Adaptive routing protocol can be implemented as a future work to enhance the

multimedia transmission in this works. The adaptive routing protocol such as in [18]
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Fig. 6 Number of packet loss network with NC with various numbers of nodes per hop
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that used biological inspired to find a route and in [19] that take care of parameters in

physical layer to choose optimal forwarding decision suitable to be implementing in

this work.
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Alternative Concept for Geometry
Factor of Frequency Reuse in 3GPP
LTE Networks

Modar Safir Shbat and Vyacheslav Tuzlukov

Abstract An intelligent radio resource management (RRM) is the core system of

long term evolution (LTE) networks to provide the upcoming future applications

with the broadband mobility, development of self organizing network (SON), and

quality of service (QoS). Third generation partnership project (3GPP) standardizes

that every 1 ms the physical radio resource blocks (PRBs) should be rescheduled

during the transmission time interval (TTI). This proposal places a lot of pro-

cessing load in the evolved node B’s (eNodeBs). The way to speed up the

scheduling process should be considered in addition to increasing the whole LTE

network throughput caused by utilization of high order modulation. It requires

more processing time on both ends of the transmission process. In this article,

important radio resource scheduling aspects are discussed. An alternative concept

for geometry factor based on a new feedback method of channel quality infor-

mation (CQI) can be used to employ the determined frequency reuse policy among

the LTE cells. The presented concept helps us to reduce the PRBs scheduling time,

processing load, and complexity.
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1 Introduction

The present trend toward new generation of wireless broadband networks and the

global mobility of user terminals fueled the need of developing the existed com-

munication technologies. The networks and services are supported by a diversity

of solutions to fulfill the exploding growth of mobile internet and related services

that need more bandwidth and high capabilities in mobility and radio resources

management. Recent increase in mobile data usage and demand of new applica-

tions have motivated the third generation partnership project (3GPP) to work on

the long-term evolution (LTE) as the latest standard in the mobile network tech-

nology. Future network generations must be efficiently flexible to support scala-

bility, as well as reconfigurable network elements in order to provide the best

resource management solutions in hand under effective network employment with

low cost. The ultimate target is to increase the valuable spectrum efficiency using

more flexible and effective spectrum allocation and radio scheduling scheme to

optimize the QoS, maximize system capacity, and satisfy the self-organizing

network (SON) requirements.

Radio resources are scheduled every 1 ms in 3GPP LTE network and different

frequency bandwidths and/or aggregated bandwidths can be assigned to an indi-

vidual user based on the channel condition and availability. Owing to rapidly and

instantaneously changing nature of radio channel quality there must be a suffi-

ciently fast scheduling algorithm to compensate the changing channel conditions.

Before assigning the modulation technique and coding rate to user equipment (UE)

by eNodeB (the base station BS) in the LTE network based on the transmission

channel condition, there must be defined the physical radio resource blocks

(PRBs). Thus, the problem of scheduling and distribution of the PRBs in 3GPP

LTE among users is a complicated process. Speeding up the scheduling process is

an important point in the way to achieve the proposed standard of PRBs scheduling

time. This article investigates the radio resource management considerations, the

frequency reuse, and geometry factor main principles and presents an alternative

concept for the geometry factor with feedback method from the UE to the eNodeB

in order to reduce the complexity and the scheduling processing load. The rest of

this article is organized as follows: the LTE networks RRM considerations are

discussed in Sect. 2. Section 3 introduces the geometry factor concept for the

frequency reuse employment. The introduced concept general analysis is presented

in Sect. 4. The conclusion remarks are discussed in Sect. 5.

2 The LTE Networks RRM Considerations

In 3GPP LTE systems, OFDMA for downlink and SC-FDMA for uplink are

accepted as multiple access techniques. Radio resource scheduling is a process in

which the resource blocks are distributed among UEs. Before assigning the
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modulation technique and coding rate for UE by eNodeB, the last performs

scheduling on available physical radio blocks (PRB) and informs the UE about

their allocated time/frequency resources and transmission formats to be used by

the user. PRBs scheduling is based on UE capability, QoS, fairness, frequency

reuse factor, inter cell interference (ICI), and measurement reports from the UE.

Due to the rapidly and instantaneously changing nature of radio channel quality

there must be a fast scheduling algorithm to compensate the changing channel

conditions. Any RRM algorithm for LTE networks should efficiently use the

expensive spectrum acquired by providers, and minimize the number of BSs, but

maximize the number of users and also leads to interference limited systems. In

general, we can summarize all these requirements based on the PRBs scheduling

scheme using the following points or factors: the efficient frequency reuse, the

optimum power allocation, the inter cell interference control (ICIC), the fairness,

QoS, the SON requirements, and the vertical handover (VHO).

None PRBs scheduling algorithms can solve all existing problems associated

with the maximum number of users with available transmission services and with

the limited and imperfect channel information used by eNodeB, QoS, and fairness

problems. The main idea to employ a frequency reuse is to assign the same

frequency band in different cells that are usually far from each other to avoid high

interference between neighboring cells. We can significantly improve the signal-

to-interference-noise ratio (SINR) without using the same frequency band for

neighboring cells [1].

Unfortunately, this improvement in SINR causes a reduction in the available

spectrum per cell. The system capacity can be estimated using Shannon’s formula

[2]:

TPk ¼
BW

K
log2ð1þ SINRkÞ; ð1Þ

where k is the reuse factor meaning that only 1/kth part of the spectrum can be used

by a single cell, BW is the LTE total bandwidth in Hz, SINRk is the SINR with

reuse k. SINR is given by [3]:

SINR ¼ Pr

Pintracell þ Pintercell þ N0

; ð2Þ

where Pr is the received power density from the user, Pintracell is the interference

that comes from users inside the cell, Pintercell is the interference from neighboring

cells, and N0 is the noise power.

3 The Alternative Geometry Factor Concept

In order to have a beneficial frequency reuse, an appropriate tradeoff between the

bandwidth and SINR is important to utilize the spectrum by efficient way setting a

frequency reuse factor to proper value and to maximize the cell/user throughput.
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The frequency reuse factor should be chosen according to intercell interference

power that depends on the cell size. Powerful interference favors a high reuse

factor and vice versa. In this article, a soft frequency reuse (SFR) is used. This

technique consists of splitting the bandwidth into two parts, namely, the full reuse

(FR) and partial reuse (PR) parts. The FR part uses the reuse factor equal to 1 and

the PR part is allocated to the cell edge-users. This structure allows us to have two

level allocation scheme (TLA), where the first level is the cell-level resource

allocation (CRA) and the second level is the user-level resource allocation (URA).

It means that the cell users are divided into two categories, namely, the cell centre

user (CCU) and the cell edge user (CEU). This classification can be done using the

geometry factor G:

G ¼ Pserve

N þ Pnonserve

; ð3Þ

where Pserve is the total power generated by the connected BS, Pnonserve is the total

power received from all BSs served as the interference sources, and N is the

portion of the power from BSs that can be modeled as AWGN.

SFR is the applying frequency reuse factor (FRF) of 1for CCUs and FRF of 3 to

CEUs [4]. One third of the whole available bandwidth named the major segment

can be used by CEUs where the packets should be sent with higher power. CCUs

can access the entire physical radio resources with lower transmission power. To

realize FRF of three for CEUs, the major segments among directly neighboring

cells should be orthogonal (Fig. 1). The power allocation for each type of users can

be determined as:

PCCU ¼ SP

ða� 1Þ T þ S
¼ 3P

aþ 2
; ð4Þ

PCEU ¼ aPCCU ; ð5Þ

where S is the total number of subchannels in LTE system, T is the number of

available subchannels for the CEUs, a is the power ratio between the subchannel

used by CEU and the subchannel used by CCU, and P is the reference power

signifying the uniform transmit power used by each subchannel in a classical

reuse-1 system. We can see that when a equals 1, PCCU is equal to PCEU, and the

SFR is a reuse-1 system. As a ? ?, PCCU and PCEU will converge to 0 and 3P,

respectively, and the SFR becomes a reuse-3 system.

The introduced SFR scheme (also called reuse 1/3) has low complexity and

good performance for CEUs. Additionally, it has two main drawbacks, namely, the

signaling overhead and overall loss of throughput. In the next section, we try to

overcome these drawbacks.

Since the channel quality information (CQI) has to be available at BS

(eNodeB), the feedback information can be used for partitioning users. Another

important topic here is the required number of feedback bits to cover and achieve

optimal scenario for LTE system and, additionally, to reduce the signaling
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overhead problem. The number of feedback bits is the indicator of the feedback

quality and is used by the BS (transmitter) to define the served users from the total

number of users sending feedback to the BS. Based on the previous statement, we

see that to apply any kind of scheduling scheme there is a need to evaluate the

feedback quality and to decide the user should be served or not. In this case, the

less the number of the feedback bits the less complexity and the best stability in the

scheduling model.

In the proposed solution of this article, each eNodeB receives only one bit from

each user instead of full information about SINR (in the case of MIMO system, UE

sends information about the SINR for the best beam of every antenna element and

this feedback consists of Nreal þ Ninteger numbers). This bit indicates either SINR

of the receive antenna is over a given value (threshold) or not. Now, the trans-

mission by M beams of the BS transmitter is carried out using a single bit of

feedback from each user which measures the SINR and compares it with a pre-

determined constant threshold d. The threshold d is considered as a network

parameter known by the BS and all users. The only bit (‘‘0’’ or ‘‘1’’), as a feedback

from the user, can inform the BS either SINR exceeds the threshold value or not.

For pre-introduced LTE system, this threshold can be adjusted to indicate the

CCUs at SINR[ d (‘‘0’’), otherwise CEUs. Another scenario is to use two

thresholds, d1 in the case of ‘‘0’’ feedback bit and CCUs, and d2 in the case of ‘‘1’’

feedback bit and CEUs. After receiving the previous simple feedback from all

users, the BS schedules a radio resource block or blocks for each user. The pre-

sented method is simple and ensures an effectiveness to decrease the signaling

complexity of the network. By this way, we can see that the UE helps to replace

the geometry factor by using simple feedback to indicate whether it is cell or edge

user, and also the alternative concept reduces the processing load in the eNodeBs

in the scale of the required time to define the G value [5]. The value of the

suggested threshold d can be the effective SINR that used to obtain transport radio

Fig. 1 Concept of the SFR scheme in LTE network
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blocks. The effective SINR can be defined by performing nonlinear averaging of

the several available physical radio resource blokes (PRBs) as follows:

d ¼ SINReff ¼ �b ln
1

N

XN

i¼1

e�
SINRi
b

 !
; ð6Þ

where N is the total number of sub-carriers to be averaged, and b is calibrated by

means of link level simulation to fit the compression function to the additive white

Gaussian noise (AWGN) block error ratio.

This model introduces the binary user/resource block assignment variable x that

is ‘‘1’’ if the user m obtains resource block r and ‘‘0’’ otherwise. The expected

throughput of the user m using the block r depends on the expected SINR. The

expected SINR is derived from the latest SINR measurement. Thus, the expected

throughput can be presented in the following form:

THR
^

m;r
¼¼ Df log2ð1þ SINR

^

m;r
Þ ; ð7Þ

where Df is the resource block bandwidth. For the QoS criterion, we should take

into account the guaranteed bit rate (GBR) as the only criterion under different

services. Based on the user’s GBR and CSI, the required number of PRBs for each

user can be determined as [6]:

Nm ¼ GBRm

MBWPRB Sm
; ð8Þ

Sm ¼ log2ð1þ SNIRmÞ ; ð9Þ

where SNIRm is the average SINR for user m over whole frequency band, Sm is the

spectral efficiency of the user m, BWPRB is the bandwidth of PRB, M is the number

of OFDM symbols in PRB, and Nm is the required number of PRBs per TTI by the

user m. The basic admission control criterion can be presented as the sum of PRBs

per TTI required by new user requesting admission and the number of active users

in the cell, and should be less than or equal to the total number of PRBs in the LTE

system. This admission criterion can be presented in the following form:

Xk

i¼1

Nm þ Nnew �Ntotal: ð10Þ

4 General Analysis and Simulation Results

There are three major frequency reuse techniques that can be used in LTE net-

works to cancel ICI effects, namely, the hard frequency reuse (HFR) with the fixed

frequency reuse factor (1 or 3 are popular); the partial frequency reuse (PFR); and
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the soft frequency reuse (SFR) that is a part of the discussed technique in this

article. A simple LTE system level simulation [7] shows us that the SFR has a

good performance in terms of total throughput in the cell (Fig. 2).

It is proposed in the 3GPP LTE networks that every 1 ms the radio resources in

the cell should be scheduled. Thus, the way to speed up the scheduling process is

very essential and important. SFR processing load is acceptable with good per-

formance, especially for the cell edge users. Another frequency reuse schemes are

introduced and some of them may have better performance than SFR, but there are

some disadvantages in complexity and high processing load in the eNodeBs. The

simulation results for the cell average sum power consumption shows acceptable

typical performance for the cell center and cell edge users (Fig. 3).

5 Conclusion

The introduced frequency reuse with the alternative concept for the geometry

factor is flexible, and can be employed in different radio resource management, for

example, the joint radio resource management (JRRM), the cognitive radio

resource management (CRRM), and the dynamic fractional frequency reuse radio

resource management scheme. SFR has a good performance, in both the average

cell throughput and the cell edge user throughput. The proposed concept works to

reduce the signaling overhead and speed up the scheduling process employing the

simple feedback method instead of the geometry factor to distinguish the cell-

center users (CCUs) and cell edge users (CEUs) between each other. Further

improvement can be achieved by applying different PRBs assignment methods in

the form of semistatic versions of SFR, which means that the frequency resource

Fig. 2 SFR performance in
terms of total cell throughput
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configuration is adjusted on a time scale corresponding to definite interval, for

example, some seconds or longer, that makes the resource partition adaptive to the

traffic load variety. This procedure leads to more complicated and higher signaling

and proceeding load in the system. The effectiveness from applying the presented

soft frequency reuse based on the geometry factor alternative concept has to be

confirmed after deep analysis to be assured that we obtain a considerable

improvement in the average scheduling delay (increase the scheduling speed) with

same or better cell average throughput.
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Cognitive Radio Simplex Link
Management for Dynamic Spectrum
Access Using GNU Radio

M. Adib Sarijari, Rozeha A. Rashid, N. Fisal, A. C. C. Lo,

S. K. S. Yusof, N. Hija Mahalin, K. M. Khairul Rashid

Arief Marwanto

Abstract The explosion of new wireless communication technologies and ser-

vices has led to the increase in spectrum demand. The fixed spectrum allocation

approach has resulted in current day spectrum scarcity and poorly utilized licensed

spectrum. In order to overcome these problems, a new concept of accessing the

spectrum, defined as dynamic spectrum access (DSA), is proposed. DSA mecha-

nism enables unlicensed or cognitive users (CUs) to temporarily utilize a spectrum

hole for a period of time. In this work, DSA based on cognitive radio (CR)

technology is chosen due to its features of able to sense, learn, adapt and react

according to the environment. The proposed design of the system consists of four

main functional blocks: spectrum sensing, spectrum management, spectrum
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decision and data transmission. Spectrum management is further divided into three

parts: spectrum identification, synchronization and link management. This paper

focuses on the establishment of link management module in simplex mode. The

implementation is done using GNU Radio and USRP SDR platform. The GMSK

based and IEEE 802.15.4 standard radios, equipped with DSA capability using CR

technique, have been developed and tested. The results show that the link module

has successfully maintained CU’s seamless communication while the DSA

mechanism offers significant improvement in terms of achieved packet rate

ratio (PRR).

Keywords Dynamic spectrum access � Cognitive radio � Spectrum sensing �
Spectrum management and spectrum decision

1 Introduction

There has been tremendous demand for radio spectrum recently due to emerging of

new wireless communication technologies and services such as long term evolu-

tion (LTE) and LTE-advanced. Traditional static spectrum allocation policies as

practiced in many countries including Malaysia has resulted in spectrum scarcity

as most radio bands are already assigned to users by the regulators. However, a

number of spectrum occupancy measurements [1–4] has shown that the licensed

spectrum is poorly utilized where some bands are overcrowded while other por-

tions are moderately or rarely utilized as shown in Fig. 1. Cognitive radio (CR) is a

promising technology to provide highly reliable communication for all users in the

network wherever and whenever needed and to facilitate efficient spectrum utili-

zation. It promotes spectrum sharing approach where unlicensed or cognitive users

(CUs) are allowed access to licensed channel as long as there is no interference to

licensed or primary users’ (PUs) transmission.

There are two basic approaches of spectrum sharing which are the underlay and

overlay. Underlay approach allows CUs to simultaneously share the spectrum with

licensed user but the transmission of information is strictly limited to be below the

designated threshold [5, 6]. In contrast, the overlay spectrum sharing prohibits CUs

to simultaneously use the same frequency which is in use by PUs. Hence, CUs

have to robustly identify a spectrum opportunity (spectrum hole).

Dynamic spectrum access (DSA) is an enabling technology for overlay spec-

trum sharing. IEEE 1900.1 working group defined DSA as a technique which

enable a radio to dynamically change its operating frequency in real-time based on

the condition of the environment and the objectives of the system [7, 8]. With

DSA, CUs can temporarily utilize unoccupied bands but need to be sufficiently

agile to vacate the space (time, frequency or spatial) once PUs are detected as not

to cause harmful interference [5–8].
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DSA can be realized through a number of available technologies, which include

adaptive radio [9], cognitive radio (CR) [10], and reconfigurable radio [11, 12].

The most appropriate means to realize these radios are through the use of several

existing software defined radio (SDR) platforms in the market [13–19]. A working

prototype of DSA hardware implementation using GNU radio and USRP is

presented in [20]. The work utilizes energy detector as its sensing method.

Synchronization between two communicating CUs is established using simplex

mode. A CU transmitter senses the channel to determine its status before the

packet is transmitted. Each time it changes channel, CU transmitter will broadcast

a number of synchronization packets on the found free channel. By sweeping

channel and detecting the transmitted synchronization packet, the channel used by

CU transmitter will be known by CU receiver.

In the work presented here, a similar DSA based CR system is developed using

universal software radio peripheral (USRP) and GNU radio as hardware and

software platforms, respectively. The proposed design consists of four main

functional blocks which are spectrum sensing, spectrum management, spectrum

decision and data transmission. However, the process of establishing communi-

cation between two CUs is further enhanced and made more effective by having a

link management module, integrated with spectrum identification and synchroni-

zation as parts of spectrum management. This module is in simplex mode and is

responsible for spectrum mobility where seamless communication requirements

for CUs are maintained during the transition to better spectrum. An open platform

Fig. 1 Local spectrum utilization [1]
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technology is also utilized to facilitate flexible modification according to users’

requirement and specification.

The rest of the paper is organized as follows. Section 2 presents the design

concept of DSA based CR system. The details of Link Management module is

explained in Sect. 3. The CR network model is introduced in Sect. 4 while Sect. 5

discusses the implementation set-up and the results. The conclusion of this paper is

outlined in Sect. 6.

2 Design Concept of CR System for DSA

The proposed design of the CU system with DSA is illustrated by the block

diagram in Fig. 2. It consists of four main functioning blocks: spectrum sensing,

spectrum management, spectrum decision and data transmission. Spectrum sens-

ing is used to sense the spectrum and detects the presence of the PU on the scanned

spectrum. Spectrum management is responsible for identifying the spectrum hole

(spectrum hole identification), establishing synchronization and managing links

with other CUs or secondary users (SUs).

Spectrum decision is responsible for summarizing the output from spectrum

management which is the availability of the spectrum hole, the status of the

synchronization and the status of the link and make decision on when and how to

communicate, for instance the use and how long the channel can be utilized. Last

but not least, the data transmission which functions is to forward data packets to

the USRP (i.e. assemble and transmit the data). This paper highlights the work on

link management in spectrum management module. More details on the operation

of the CU can be found in [21].

3 Link Management

Link management resides in spectrum management module in the designed CR

system. It is responsible for keeping seamless communication between CUs even

when it changes its physical parameter such as the channel identification (id) used

or spectrum band. In this work, the link management is in simplex mode. How-

ever, it can be easily extended to duplex mode as the system is built on open

platform. The design of link management considers that the control packet has

been successfully carried out.

The link management process begins after CU senses the spectrum hole. As

shown in Fig. 3, once spectrum hole is found, CU transmitter will initiate syn-

chronization and connection id with the corresponding CU receiver by sending the

control packet using the default channel (channel 20 as in Table 1). This is to

ensure the corresponding CU has been informed that communication between both

parties will begin or resume using the identified channel. Channel 20 is chosen as

the default channel as it does not interfere with the neighboring access point.
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Fig. 3 Link management in
CU system

Fig. 2 Design concept of CR system for DSA
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The same process for sending data is repeated for the next time frame using the

next identified spectrum hole as shown in Fig. 3.

In this figure, Ts is the sensing time equal to 31.59 ms. Tprop is the signal

propagation delay as given in Eq. 1;

Tprop ¼
d

v
ð1Þ

where d is the distance between the transmitter and the receiver which in this case

is equal to 0.66 m, and v is the speed of the speed of the light (300 9 106 m/s).

Thus Tprop is equal to 2.2 ns. Tdf is the data packet transmission time and can be

derived using Eq. 2,

Tdf ¼ Tpx ðNo: of PacketsÞ ð2Þ

Tp ¼ Fs

L
ð3Þ

where Fs is the frame size, L is the link rate and Tp is the time needed to transmit a

packet of data and can be calculated using Eq. 3. The frame size in GMSK based

radio is 2 packet/frame and Tp is equal to 65.744 ms. Therefore Tdf is equal to

Table 1 Channel and
frequency used in CR system
[20]

Channel Frequency (GHz)

1 2.404

2 2.408

3 2.412

4 2.416

5 2.420

6 2.424

7 2.428

8 2.432

9 2.436

10 2.440

11 2.444

12 2.448

13 2.452

14 2.456

15 2.460

16 2.464

17 2.468

18 2.472

19 2.476

20 2.480

21 2.484

22 2.488

23 2.492

24 2.496
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131.488 ms. dp is offset which is needed by the CU receiver to stabilize after

changing to a new channel or spectrum band. Since USRP is used in this study and

its response on the channel and spectrum band changes is very fast, therefore dp is

set to zero. dt is the remaining time until the next frame and can be calculated

using Eq. 4;

dt ¼ Tt � Tdf ð4Þ

In this work, Tt is equal to 192.25 ms. Therefore, dt is equal to 60.762 ms. The

utilization of the link can be calculated using the following equation:

U ¼ Tdf

Tsþ 2Tprop þ dp þ Tdf þ dt
ð5Þ

Putting all the value in the equation gives U equal to 0.6839. The dominant

parameters which degrade the utilization of the CR system is Ts and dt. The

utilization can be improved by minimizing Ts and dt and it can be done as follow:

• Using faster and more powerful computer to execute the GNU Radio as this will

speed up the processing of the signal processing block of the GNU Radio.

• Using joint sensing and data transmission as proposed in [22]. This technique is

better if it is used with USRP2 which provides better bandwidth to exchange the

data from SDR hardware to the GNU Radio.

• Choosing a lower sensing time for the CR system. However, this will degrade

the Pd and Pfa.

4 CR Network Model

Figure 4 illustrates the CR network model used in this work. In this figure, PU and

CU radios are operating in the same frequency band which in this work is at

2.4 GHz ISM band. The frequency started at 2.404 GHz which is channel 1 and

end at 2.496 GHz which is channel 24. CU is assumed to operate in the PU

coverage area.

4.1 CU Characteristics

Table 2 shows the parameters used by CU in this work. There are two types of CU

radio system tested which are the GMSK based radio and IEEE 802.15.4 standard

radio. Both radios operates in ISM 2.4 GHz band. The link rate of GMSK based

radio is 500 kb/s and the bandwidth is 1 MHz. The maximum payload size of the

radio is 4085 bytes which is limited by the maximum value of packet length in

MAC header. The length can be increased by adding the size of the packet length

Cognitive Radio Simplex Link Management 413



in the PHY header. The maximum transfer unit (MTU) for the GMSK based radio

is 4108 bytes. For IEEE 802.15.4, the link rate is 256 kb/s with the bandwidth of

3 MHz. The modulation used in this radio is offset quadrature phase shift keying

(O-QPSK) and the maximum packet length allowed is 128bytes and the MTU is

156 bytes.

4.2 PU Characteristics

The parameters used for the PU radio in this work are listed in Table 3. PU is

operating in the same band as CU which is the ISM 2.4 GHz. This is to prove that

PU and CU can share the same band. The bitrate of this radio is 500 kb/s with

1 MHz bandwidth. The modulation used for PU radio in this work is the differ-

ential phase shift keying (DQPSK) and the packet size transmitted is 1500 bytes.

PU on and off time is based on work in [23] which is 352 and 650 ms, respectively.

PU packet is generated every 30 ms within the on time.

Fig. 4 CR network model

Table 2 Parameters used for SU radio

Parameter GMSK based IEEE 802.15.4 standard

Modulation GMSK O-QPSK

Bitrate 500 kb/s 256 kb/s

Band 2.4GHzISM Band 2.4GHz ISM Band

Bandwidth 1 MHz 3 MHz

Max. payload size 4085 bytes 128 bytes

MTU 4108 bytes 156 bytes
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5 Implementation Setup

In the implementation of the CR system, four USRPs, one laptop and one personal

computer (PC) were used as shown in Fig. 5. PC with USRP A acts as the CU

receiver, PC with USRP B as the monitoring node (the spectrum analyzer), laptop

and USRP C as the CU transmitter and laptop with USRP D acts as the PU

transmitter. Daughter board used for this implementation is RFX2400 which

covers frequencies from 2.3–2.9 GHz. In this implementation, only two channels

are used as prove of concept purposes. The channels are channel 22 (2.488 GHz)

as channel A and channel 23 (2.492 GHz) as channel B. These channels are

considered since they do not overlap with the neighboring access points (WLAN)

which can interfere with the USRP frequency operating at 2.4 GHz band.

5.1 Results of CR Network Implementation

on GMSK Based Radio

The graphical results of the GMSK based CR network implementation are pre-

sented in Fig. 6a–d. In Fig. 6a, it is observed that PU and CR transmitters are

transmitting at different channel frequencies in the same band; the signal with

lower amplitude transmitting at 2.492 GHz is the CU signal with GMSK modu-

lation while the higher one transmitting at 2.488 GHz is the PU signal with

DQPSK modulation.

When PU appears on the channel where the CU is currently transmitting as

shown in Fig. 6b, CU will stop its transmission as shown in Fig. 6c. CU will

search for another free channel. Once the free channel is identified, CU will

continue its communication by using this new free channel or spectrum hole as

shown in the picture in Fig. 6d.

It is crucial for CU to change the channel frequency used not only to give the

PU privilege of using the channel but also to protect it from interference. Figure 4

shows that the effect of interference on CU’s packet reception rate for GMSK

based radio. As shown in Fig. 7, with only 50% power transmission by PU, the

packet reception rate (PRR) of CU drops to 0.084, a reduction of 91.6% from the

original value.

Table 3 Parameters used for
PU radio

Parameter PU Radio

Modulation DQPSK

Bitrate 500 kb/s

Band 2.4GHz ISM Band

Bandwidth 1 MHz

Pkt Size 1500 bytes
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Fig. 6 a Overlay spectrum sharing between PU and CU b Detection of PU in the channel
occupied previously by CU c CU stops transmission d CU finds another spectrum hole and
resumes transmission

Fig. 5 Experimental setup of CR system implementation
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5.2 Results of CR Network Implementation

on IEEE 802.15.4 Standard Radio

Similarly for the IEEE 802.15.4 standard radio, the graph in Fig. 8 shows that the

DSA based CR system improves the PRR of CU significantly. IEEE 802.15.4

standard radio without DSA mechanism suffers from the interference caused by

the PU badly. As shown in this graph with only 37% power transmits used by the

PU, CU’s PRR dropped to 0.176, which is a reduction by 82.6%. However, for the

IEEE 802.15.4 radio which is equipped with DSA capability, the PRR value is

maintained at around 1.0 even though PU transmits at 100% power.

Fig. 7 PRR for GMSK based radio with and without CR system

Fig. 8 PRR for IEEE 802.15.4 standard radio with and without DSA based CR system
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6 Conclusion

The complete CR system for DSA which consists of spectrum sensing, spectrum

management and spectrum decision has been implemented and tested. The

working link management module which is part of the spectrum management is

also successfully developed and implemented. The calculation shows that the

minimum link utilization of the work is 68% and this can be improved by reducing

the sensing time.

Furthermore, CU system deploying proposed DSA is shown to significantly

improve the spectrum utilization in terms of packet reception rate for both GMSK

based and IEEE 802.15.4 standard radios. Future works include the implementa-

tion of the link management in duplex mode and more measurements to evaluate

the performance of the developed system.
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Do Children See Robots Differently?
A Study Comparing Eye-Movements
of Adults vs. Children When Looking
at Robotic Faces

Eunil Park, Ki Joon Kim and Angel P. del Pobil

Abstract A 2 (face type: robot face vs. human face) 9 2 (participants’ age: adults

vs. children) between-subjects experiment with four conditions was conducted to

explore whether adults and children view robotic faces differently. Participants

were presented with a series of pictures including human or robotic faces while

their eye movements were being recorded and analyzed by a Tobii x120 Eye

Tracker. Results showed that adults had a longer eye fixation time on the eyes than

children did for both human and robotic faces. However, children had a longer

fixation time on the mouth and nose than adults for both human and robotic faces.

Both implications and limitations of the present study as well as guidelines for

future research are discussed.

Keywords Eye-tracking � Robot � Children � Eye-movements
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1 Introduction

In social interaction between humans, we deliver information, emotion, intention,

and desire by diverse ways of communication such as conversation, facial

expression and gestures [1]. Although social characteristics of these functions were

pointed out many times, we still lack empirical research in the real world. That is,

the recent results of other robotic studies cannot fill up the high level of social

interaction between human and robot [2–5]. Therefore, we need to suggest more

sensitive and varied methods for interaction comparable to human-to-human

communication. Many features (e.g. gender, age, and so on) affect social inter-

actions and communication with robots [6, 7].

Concurrently with verbal communication between humans, they communicated

by using non-verbal behavior and expression [8]. For example, facial expressions

have been used to become aware conscious of the other man’s situation or con-

dition. Especially, in case of children, they do not have enough social cognition

skills compared to adults. That is, the way of children to cognize robots’ face may

be different with adults’ way. Social cognition skills of children improve gradu-

ally. Through this process, they read others’ mind and understand that people have

different feelings and thoughts. Then, they integrate various cues for social cog-

nition from their process. For example, they combine many cues, which are not

only verbal information but also non-verbal information such as facial expression.

Specially, because facial expressions provide decisive way about expression of

mind, facial recognition is the one of most essential thing to communicate and act

feedback [8, 9]. However, few studies have focused on a method of face recog-

nition in human-robot interaction.

That is, the aim of this paper is to find a sequential way of face recognition in

communication between human and robot. It is a base-study for non-verbal

communication of human-robot interaction. Additionally, we want to find a dif-

ference between adults and children with the overall aim.

2 Experiment

2.1 Design

The experiment was a between-subject design with four conditions: 2 (Age level of

Participant:Adults vs. Children) * 2 (Face type:Robot face vs. Human face) (Table 1).

2.2 Participants

Forty participants were recruited from a large private university in Seoul. The age

of children ranged from 7 to 12, with the mean 8.7 years (SD = 1.58). The age of
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adults ranged from 24 to 31, with the mean 27.6 years (SD = 2.87). Each con-

dition had 10 participants (5 females).

2.3 Apparatus and Stimulus

Pictures of human and robot faces were prepared. For the human face, we hired

eight actors (4 male and 4 female) who were instructed not to express any emotion

during the photo shoot. Four actors’ pictures were eliminated by facial-expression

experts due to having facial expressions; 16 pictures from four actors were selected

as stimulus materials to be used in the experiment.

For the robot face, images of 16 existing robots were collected. The facial-

expression experts selected 16 pictures from four robots (i.e. Kaspar [10], Kobian

[11], EveR-2 Muse [12], and Jules [13]) as stimulus materials.

Tobii x120 Eye Tracker (Fig. 1) was used to examine participants’ eye

movements. Fixation time on core features of the faces such as eyes, nose, and

mouth was recorded.

2.4 Procedure

A 20-inch LCD monitor and Tobii x120 were prepared in a room with a chair.

Participants were asked to look at the pictures of the faces while the eye-tracker

was being calibrated. The experimenter then started the main session, and the eye-

tracker recorded participants’ eye movements. Sixteen images were randomly

displayed on black background for 4 s. Between every image, black-screen was

displayed for a second.

2.5 Measurement

Eye fixation time on mouth, eyes, and nose was recorded and calculated by eye-

tracker (Tobii x120). For accurate comparison between conditions, we used per-

centage-results of fixation time in entire presented time.

Table 1 Design of
experiment

Adults Children

Robot face 10 10

Human face 10 10
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2.6 Result

Effects of human vs. robot face. An analysis of variance (ANOVA) was conducted

to analyze the effects of face type on the percentage of fixation time in each core

feature (eyes, mouth, nose and sum of core feature). Although it was marginally

significant, the results from the ANOVA indicated that participants who viewed

the robot faces (M = 23.47%, SD = 22.00%) reported a longer fixation time

on the mouth than those with the human faces (M = 15.27%, SD = 11.38%),

F(1, 36) = 3.91, p = 0.056 (Fig. 2).

Effects of age. Participants’ age also had significant effects on the percentage of

fixation time in eyes, mouth, and nose. Results from the ANOVA showed that

adults (M = 51.85%, SD = 16.37) had a longer fixation time on eyes than chil-

dren did (M = 23.56%, SD = 16.01), F(1, 36) = 28.89, p\ 0.001. The adults

(M = 9.12%, SD = 6.72), however, had a shorter fixation time on mouth than

children did (M = 29.62%, SD = 19.56), F(1, 36) = 24.46, p\ 0.001, The adults

Fig. 2 A sample picture of
eye tracking in adults group

Fig. 1 Tobii x120, an eye tracker used in our experiment
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(M = 19.81%, SD = 9.29) also had a shorter fixation time on nose than children

did (M = 28.61%, SD = 18.63), F(1, 36) = 4.031, p = 0.052.

Interaction. The interaction between the face type and age had effects on fixation

time on mouth (F(1, 36) = 7.42, p = .01) and nose (F(1, 36) = 5.34, p\ 0.05),

such that children looked at the robot’s mouth longer than the nose while adults

showed no difference due to human vs. robot face (Figs. 3 and 4, Table 2).

Fig. 3 Mean of percentage
of fixation time on mouth

Fig. 4 Mean of percentage
of fixation time on nose

Table 2 Mean and standard
deviation of fixation time in
facial features

Facial features Human face (%) Robot face (%)

Adults Eyes 52.14 (18.39) 51.56 (15.07)

Nose 17.33 (6.19) 22.28 (11.42)

Mouth 10.67 (8.24) 7.57 (4.71)

Children Eyes 25.40 (20.26) 21.94 (11.12)

Nose 36.32 (20.61) 20.91 (13.27)

Mouth 19.88 (12.58) 39.36 (20.94)
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3 Discussion and Conclusion

The present study explored the face searching patterns for human and robotic

faces. Participants tend to see the core features of human and robot faces such as

eyes, nose and mouth. On average, participants in both human and robot face

groups focused on core facial features in 81.34% of entire presenting time.

However, we found a difference of concentration patterns in fixation time. Spe-

cially, the different concentrations of fixation were shown between adults and

children.

Moreover, we were able to find different focusing results between adults and

children. That is, adults tended to more focused on eyes compared to children’s

fixation. It is striking results that children usually gazed mouths of human and

robot face compared to adults’ gaze. It may be caused by two reasons. First, areas

of robot’s mouth were more spacious than areas of human mouth, averagely 8.4%.

Second, eyes of robot faces did not have movements normally. However, eyes of

human faces were able to shift normally.

Although our images of robot were designed based on humanoid robots, the

differences of object were found in the fixation time. These patterns and focusing

rates may be able to use design social interactive robot.

Our future study will include images of entire body of human and robot.

Specially, if we designed robot images from human images, for example, robotic

body and face, and Arnold Schwarzenegger [14] from The Terminator Series, we

will find eye-movements in the whole body of two conditions.
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Relative Self-Localization Estimation
for Indoor Mobile Robot

Xing Xiong and Byung-Jae Choi

Abstract It is important for an autonomous mobile robot to know where it is after

movement. In this paper, we consider the problem of mobile robot indoor position

estimation using only visual information from a single camera.

Keywords Ceiling key point extraction � Scale invariant feature transform (SIFT)

� Radial distortion calibration

1 Introduction

Mobile robot self-localization is a mandatory task in accomplishing full autonomy

during navigation. In an indoor environment, the floor is assumed to be planar. The

ceiling consists of a series of blocks, which form a chessboard pattern parallel to

the floor. A camera is mounted on the top of a mobile robot working on the floor.

Its orientation is upright, directs to the block ceiling, as shown in Fig. 1.
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2 Method

In this paper, the method is based on the use of a SIFT-based key point image-

matching process. The SIFT algorithm was used to find the same feature point

between two different images. The positioning procedure consists of following

main parts: feature point extraction and matching, radial lens distortions of the key

point, removal of non-ceiling key point, oval construction and determine the

changed distance and angle.

3 Simulation Result and Conclusions

The experiment system consisted of a fish-eyes lens and a camera. The following

image produced that robot, movement in short time, change in the position and

orientation Fig. 2.

Fig. 1 Model of ceiling
based visual positioning
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Our main contribution is that a new visual positioning method based on the

features on ceiling is presented for an indoor mobile robot. The experimental

results verify the effectiveness of the proposed method.

Acknowledgments This work was supported in part by the Basic Science Research Program
through the National Research Foundation of Korea (NRF) funded by the Ministry of Education,
Science and Technology under Grant 2010-0006588.
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Q(k) Based Vector Direction for Path
Planning Problem of Autonomous
Mobile Robots

Hyun Ju Hwang, Hoang Huu Viet and TaeChoong Chung

Abstract This paper presents a novel algorithm to improve the efficiency of path

planning for autonomous mobile robots. In an obstacle-free environment, the path

planning of a robot is attained by following the vector direction from its current

position to the goal position. In an obstacle environment, while following the

vector direction, a robot has to avoid obstacles by rotating the moving direction.

To accomplish the obstacle avoidance task for the mobile robot, the Q(k) algo-

rithm is employed to train the robot to learn suitable moving directions. Experi-

mental results show that the proposed algorithm is soundness and completeness

with a fast learning rate in the large environment of states and obstacles.

Keywords Reinforcement learning �Q-learning �Q(k) algorithm � Path planning �
Mobile robots

1 Introduction

In recent years, the path planning problem of autonomous mobile robots has

been received a great interest from robotics researchers due to its important

roles in applications of robots such as space exploration, ocean exploration,
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service and medical applications, and so on. The basic path planning of an

autonomous mobile robot refers to determining a collision-free path for the

robot from its position to the goal position through an obstacle environment

without human intervention. Finding a solution to path planning as quickly as

possible is one of the most fundamental problems to successful applications of

autonomous mobile robots.

Reinforcement Learning (RL) is a branch of Artificial Intelligence in which an

agent learns by interacting with its environment to gain experiences from the

feedbacks or reward signals of the environment [1, 2]. By using a trial-and-error

process, a RL agent is able to learn a policy that maximizes the cumulative reward

intake of the agent over time. In literature, there have been several RL algorithms

suggested to solve the path planning problem of autonomous mobile robots.

Among those algorithms of RL, the Q-learning algorithm [3] has been frequently

used to solve this problem. Smart et al. [4] introduce a framework based on the

Q-learning algorithm for the path planning problem of mobile robots. In an

environment with sparse reward functions, the chances of finding a reward by

chance are very small indeed. Therefore, a learning robot is not effective in the

early stages of the learning process in such environment. A proposed solution to

this problem is to split the learning process into two phases. In the first phase, the

robot is controlled by a supplied control policy which implemented by either

control codes, or a human directly controlling the robot with a joystick. In the

second phase, the robot learns policies by applying the Q-learning algorithm. Their

method easily incorporates human knowledge about how to support a task in a

learning system. Zamstein et al. [5] present a solution to the path planning problem

for a real robot. The Q-learning is chosen to learn an optimal policy of actions by

using only the current sensor inputs in their Koolio system. Although the

Q-learning is not the most efficient of RL methods but it is chosen for the Koolio

system because it can be easily programmed. Indrani et al. [6] propose an

extension of the Q-learning algorithm for the path planning problem of a mobile

robot. By using a flag variable to keep a track of the necessary for updating in the

entries of the Q-table, their algorithm avoids unnecessary computations to reduce

both space and time-complexity for updating the Q-table. Another approach pro-

posed by Vien et al. [7] is that it combines an ant colony optimization algorithm

with the Q-learning algorithm to solve the path planning problem for a mobile

robot. Experiments show that their Ant-Q algorithm finds a very good path with a

high convergence rate.

With the observations mentioned above, it can be seen that there is a ten-

dency among researchers solving the path planning problem of mobile robots

by using the Q-learning algorithm. The Q-learning is a model-free method.

This means that it does not require an explicit model of an environment, thus it

can be popularly employed to solve the path planning problem. When the

Q-learning algorithm is augmented with eligibility traces, it is known as

Watkins’s Q(k) algorithm or Q(k) algorithm [2]. Eligibility traces are a recent

memory to store traces. If an eligibility trace stores a trace of the state-action

pairs taken, it is possible to back more than one step at a time. This can thus
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increase the learning speed of the Q(k) algorithm in order to converge to a

near-optimality path comparing with the Q-learning algorithm. Therefore, we

have reasons to believe that the Q(k) algorithm that is going to be applied to

our approach instead of the Q-learning algorithm will be more effective for the

path planning problem of autonomous mobile robots.

It is assumed that the robot knows the goal position at each instant time through

sensory inputs. In an obstacle-free environment, the path planning of the robot is

achieved by following the vector direction from its position to the goal position

through states of the environment. However, this is not true in an obstacle envi-

ronment. To solve this problem, the Q(k) based Vector Direction, called QVD(k)

algorithm, for the path planning problem of autonomous mobile robots is pro-

posed. In our approach, the objective is to make the learning robot mimic the

human reasoning. That is at each instant time, the robot moves one step to the next

position by following the vector direction of its position and the goal position if the

next position is not an obstacle. Otherwise, it has to rotate the moving direction to

avoid an obstacle and move to the next free position.

The rest of this paper is organized as follows: Sect. 2 presents the proposed

method. The experimental results are described in Sect. 3. Finally, we conclude

our work in Sect. 4.

2 Proposed Method

In this section, the assumptions for the path planning problem of an autonomous

mobile robot are going to be described and the QVD(k) algorithm for solving this

problem is also presented.

2.1 Assumptions

Assumption 1. The environment of the robot consists of the goal position and

obstacles. The position and shape of obstacles are totally unknown by the robot.

Assumption 2. The robot is equipped with all necessary sensors to know its

position, the goal position, and to detect obstacles if collisions occur during

navigating time.

Assumption 3. The robot initially has no knowledge of the effect of its actions on

what position it will occupy next and the environment provides rewards to the

robot that this reward structure is also initially unknown to the robot.

Assumption 4. From its current position, the robot can move to an adjacent position

in one of the eight directions, East,North-East,North,North-West,West, South-West,

South, and South-East, except that any direction that takes the robot into obstacles or

outside its environment, in which case the robot keeps its current position.
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The robot’s objective is to discover a collision-free path as quickly as possible

from its position to the goal position through its environment.

2.2 The QVD(k) Algorithm

Figure 1a shows an illustrative environment to analyze our approach, where

shaded cells represent obstacles and the robot can occupy any other cells, called

states, of this environment.

It is assumed that the robot position is at the state s = (xr, yr), and the goal

position is at the state g = (xg, yg). The task of the robot is to find suitable moving

directions at states to reach to the goal position. The vector direction of the vector

sg! is defined as equation (1).

h ¼ arctan
yg � yr

xg � xr
; h 2 ½�p; p� ð1Þ

To reduce the number of states of the environment, the interval (-p, p) is

divided into the eight angular regions as in equation (2). Based on the defined

regions, the set of eight actions, A(s), at the state s, along with the action selection

rule, is defined as in equation (3), where actions 1, 2, 3, 4, 5, 6, 7, and 8 correspond

to the eight moving directions of the robot including East, North-East, North,

North-West, West, South-West, South, and South-East as shown in Fig. 1b.

G1 ¼ ð�p=8; p=8�

G2 ¼ ðp=8; 3p=8�

G3 ¼ ð3p=8; 5p=8�

G4 ¼ ð5p=8; 7p=8�

G5 ¼ ð�7p=8;�p� [ ½7p=8; p�

G6 ¼ ð�7p=8;�5p=8�

G7 ¼ ð�5p=8;�3p=8�

G8 ¼ ð�3p=8;�p=8�

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð2Þ

Fig. 1 a The illustrative environment, b Eight regions and eight actions at the state s
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AðsÞ ¼ f1; 2; 3; 4; 5; 6; 7; 8g; a ¼ i 2 AðsÞ; if h 2 Gi ð3Þ
If the robot is navigated in an obstacle-free environment, using the equations

(1, 2), and (3), it is sure that the robot will reach to the goal position with the

shortest path. If the robot is navigated in an obstacle environment, then some

actions at some states cannot be implemented because of obstacles. Therefore, an

angular deviation of the angle h is proposed as in equation (4) to an avoid

obstacle.

h0 ¼ hþ n
p

4
; n ¼ �3; ::; 4 ð4Þ

An illustrative example is shown in Fig. 1a, where the dotted lines represent

vector directions at the states s, s0, s1, and s5. At the beginning, the robot is at the

state s and the angle h of the vector sg! is determined by equation (1). Based on

equations (2) and (3), it can be seen that the angle h [ G1, so the selected action in

A(s) is a = 1 (East direction) and the robot moves to s0. Since s0 is a state, so the

robot occupies the state s0. In this case, the angle h0 is equal to the angle h (n = 0).

Next, the angle h of the vector s0g
�!

is determined by equation (1), and the selected

action in A(s0) is a0 = 1 (East direction). However the robot cannot move to s3
because s3 is an obstacle. Therefore, the robot has to rotate an angle h0 = h ? p/4

(n = 1), or h0 = h - p/4 (n = -1). It is assumed that the selected angle is

h0 = h - p/4, then the selected action in A(s0) with respect to the angle h0 is a0 = 8

(South-East direction). But the robot cannot move to s4 because s4 is an obstacle.

So, robot has to rotate an angle h0 = h - 2*p/4 (n = -2) and the selected action

in A(s0) with respect to the angle h0 is a0 = 7 (South direction) and the robot moves

to the state s5. By the similar way, the robot moves one step to the next position by

following the vector direction of its position and the goal position if the next

position is a state. Otherwise, it has to rotate the moving direction to avoid an

obstacle and move to the next state.

To determine coefficients n [ [-3, 4] in equation (4) for all states of the

environment, the QVD(k) algorithm is proposed to train the robot to learn an

optimal action a [ A(s) of the state s for avoiding an obstacle, and then the value of

n is determined from the action a as in equation (5).

n ¼ a� 4; a 2 AðsÞ ð5Þ

The reward function given to the robot is defined as in equation (6), where s is

the current state, s0 is the next position after taking action a e A(s).

rðs; a; s0Þ ¼
1; if s0 is the goal state

0; if s0 is a state

�1; if s0 is an obstacle:

8

>
<

>
:

ð6Þ
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The complete QVD(k) algorithm is shown in Algorithm 1. The Q(s, a) is the

action value, the e(s, a) represents the eligibility trace of the state-action pair (s, a),

the state s0 is the next state after taking action a, r is the reward value,

a(0\ a\ 1) is the learning rate, c(0\ c\1) is the discount rate, and

k(0 B k B 1) is trace-decay parameter. An e-greedy strategy is used to select

actions in the QVD(k) algorithm. According to this strategy, the robot chooses the

action having the highest value of the Q-value at the state s with probability of

1-e, and chooses a random action (non-greedy action) with a small probability

of e. At each episode, the robot begins at the start position s and it chooses the

default action corresponding to the vector direction of the state s and the goal

position. At each step of the current episode, the vector direction h, the coefficient

n, and the rotating angle h0 are determined. Based on the angle h0, the robot moves

to the next position s0 and it is received a reward r. If s0 is a state then the next

default action is chosen again. Otherwise, an e-greedy strategy is used to select the

next action. The eligibility traces are updated in two steps. First, if a non-greedy

action is taken, they are set to zero for all state-action pairs. Otherwise, the

eligibility traces for all state-action pairs are decayed by ck. Second, the eligibility

trace value of the current state-action pair is assigned to 1. After reaching the goal

position, the robot returns to its start position to begin a new episode. The algo-

rithm terminates after a predefined number of episodes.

Algorithm 1. The QVD(k) algorithm

1: Initialize Q(s,a) = 0 and e(s,a) = 0, for all s [ S, a [ A(s)

2: Repeat (for each episode):

3: Initialize s, a = 4 (i.e., default value of n = 0)

4: Repeat (for each step of episode):

5: (a) Compute the angle h based on equation (1)

6: (b) Compute coefficient n based on equation (5)

7: (c) Compute h0 based on equation (4)

8: (d) Take action a based on the angle h0 [equations (2, 3)], observe r, s0

9: (e) If (s0 is a state) then

10: a0 = 4 (i.e., default value of n = 0)

11: a
* = 4 (i.e., default value of n = 0)

12: Else

13: a0 / e-greedy(s0,Q)
14: a* / argmaxbQ(s

0,b) (if a0 ties for the max, then a* / a0)
15: (f) d / r + cQ(s0,a*) – Q(s,a)

16: (g) e(s,a) / 1

17: (h) For all s, a:

18: Q(s,a) / Q(s,a) + ade(s,a)

19: If a0 = a* then e(s,a) / cke(s,a)

20: Else e(s,a) / 0

21: (i) s0 = s; a0 = a

22: Until s is the goal state.
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3 Experiments

In this section, computer simulations using the Matlab software are implemented

to estimate the efficiency of the QVD(k) algorithm. Besides, the Q-learning

algorithm is also employed to implement our approach, called Q-learning based

Vector Direction or QVD algorithm. The environments of these simulations are

represented by the cells of a uniform grid. Each cell with a zero value is considered

as a state of the environment. Otherwise, it is considered as an obstacle. The basic

parameters of the all simulations are set as follows: a = 0.1, c = 0.95, k = 0.95,

e = 0.05. After each episode, the value of e is set again by e = 0.99e.

The first simulation environment consists of 47 states as shown in Fig. 2b. The

task of the robot is to travel from the start position (S) to the goal position (G) as

quickly as possible. The Fig. 2 depicts the results of this simulation. Figure 2a

shows that the QVD(k) algorithm converges after about 4 episodes and the QVD

algorithm converges after about 10 episodes. In addition, the path found by the

QVD(k) algorithm is shorter than the path found by the QVD algorithm. Figure 2b

and c show two paths found by the algorithms QVD(k) and QVD after 100

episodes, respectively.

The second simulation environment is a maze as shown in Fig. 3b. The maze

consists of 50 9 50 = 2,500 cells in which 20% cells make obstacles, so the

number of states of the environment is 2,000 states. The task of the robot is to

travel from the start position (S) in the bottom left corner to the goal position (G)

in the top right corner of the maze. The simulation results are shown in Fig. 3.

Figure 3a shows that the QVD(k) algorithm converges after about 40 episodes and

the QVD algorithm converges after about 140 episodes. At each episode the paths

found by the QVD(k) algorithm are shorter than the paths found by the QVD

algorithm. Figure 3b and c depict two paths found by the algorithms QVD(k) and

QVD after 200 episodes, respectively.

Finally, to evaluate the QVD(k) algorithm in a larger environment of states and

obstacles, we design a maze consisting of 100 9 100 = 10,000 cells in which

20% cells make obstacles, so the number of states of the environment is 8,000

states. The task of the agent is to travel from the start position (S) in the bottom left

corner to the goal position (G) in the top right corner of the maze environment.

The Fig. 4 depicts the results of this simulation. Figure 4a shows that the QVD(k)

algorithm converges after about 160 episodes, but the QVD algorithm converges

after about 260 episodes. At each episode, the paths found by the QVD(k) algo-

rithm are much shorter than the paths found by the QVD algorithm. It is clear that

the QVD(k) algorithm converges far faster than the QVD algorithm. Figure 4b and

c depict two paths of the algorithms QVD(k) and QVD after 300 episodes,

respectively.

With the simulations implemented above, it can be concluded that the QVD(k)

algorithm guarantees to find a collision-free path and the path obtained is a near-

optimality path. Besides, the QVD(k) converges much faster than the QVD

algorithm and the path found by the QVD(k) algorithm is shorter than the path
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found by the QVD algorithm. Therefore, the Q(k) algorithm applied to our

approach is efficient for the path planning problem of autonomous mobile robots.

4 Conclusions

In this paper, we propose a novel learning algorithm for the path planning of

autonomous mobile robots, called the QVD(k) algorithm. The proposed algorithm

trains the robot to learn the vector directions of the robot’s positions and the goal

position to find suitable moving directions for avoiding obstacles of the environ-

ment. Experimental results show that our approach is efficient for solving the path

planning problem of autonomous mobile robots in an environment that the number

of states and obstacles are so large. In addition, the learning speed of the algorithm

QVD(k) is much faster than the QVD algorithm. Simulation results demonstrate

that our approach guarantees to find a collision-free path in a short time because

the robot does not need to learn the vector direction if the next position of the

current state is not an obstacle, but in some case it cannot find the shortest
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collision-free path. However, we have just emphasized our study on the simula-

tions of the maze world problem. We plan to apply the proposed approach to the

real robot in the real environment. Besides, since the proposed approach provides a

fast algorithm to solve the path planning problem. Therefore, it can be extended to

the path planning problem of autonomous mobile robots in a dynamic

environment [8].
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Registered Object Trajectory Generation
for Following by a Mobile Robot

Md Hasanuzzaman and Tetsunari Inamura

Abstract This article presents an algorithm to generate trajectory of a visually

localized object by linking centre points from successive image frames. In this

method object is registered using a mouse and the system dynamically creates

several templates of that object with different resolutions and slides those templates

over the whole image and measures the matching score at every position. Based on

predefined threshold of minimum distance object is localized and the centre posi-

tion of that object is preserved. Using the coordinates of two consecutive centres of

localized object, the system calculates the object movement in terms of number of

pixels and direction in radian. Finally, the system maps the visual information with

floor spaces where the robot will be moved. The algorithm is tested using a mobile

robot where the robot follows the trajectory of a registered object.

Keywords Object registration � Object localization � Object trajectory generation

� Trajectory following by robot

1 Introduction

To control robots or intelligence machines is one of the important research topics

in recent year because robots are playing important roles in today’s society, from

factory automation to service applications to medical care and entertainment. With
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the advance in AI, Computer Vision and Object Recognition algorithm, the

research is focusing not only the safest physical interaction, but also on a socially

correct interaction. There are three basic types of robots: Manipulators, Mobile

robots and hybrid robots. Mobile robots are especially necessary for tasks that are

difficult, hazardous or dangerous for human. There are significant amount of

researches on human-robot or human-intelligent machine interaction system [1–3]

in recent years. Many researchers have already proposed and implemented suc-

cessful mobile robot navigation systems so that the mobile robot can reach to the

target point successfully. However if the target object moves freely it is very

difficult to track that object because the speed and direction of the object varies

over time. To adapt speed and direction of the target is one of the major problems

for following object trajectory. Several algorithms are presented using active

camera system to able to automatically calibrate itself to keep track of target object

[4]. Tracking object is a complex tax due to several reasons, such as noise in

image, complex object motion, non-rigid nature of object, partial and full object

occlusions, complex object shapes and scene illumination changes, etc. [4]. There

are three broad classes for object tracking: point tracking (Kalman Filter [5]),

Kernel tracking (Mean-shift [6]), and Silhouette Tracking (Hough Transform [7]).

The first step of following an object is to localize the object, then track that

object by following its direction and displacement over time. Thus, the robot needs

to localize the object using its vision system or another client PC should do that

and transfer to the robot. There are several approaches for object localization. One

of the widely used method is template matching approach-where small part of the

image is matched with a template image [8]. This approach is subdivided into two

approaches: feature-based approach and template-based matching. The feature-

based approach uses the feature of the search and template image, such as edge and

corners, as the primary match measuring metrics to find the best location of the

template in the source image. To reduce the number of features, the SIFT (scale

invariant feature transform) descriptor is widely used method for matching image

features [9]. In this method, SIFT keypoints of objects are first extracted from a set

of reference images and stored in a database. An object is recognized in a new

image by individually comparing each from the new image to database and finding

candidate matching features based on Euclidean distance of their matching vec-

tors. However, perfect scale invariance cannot be achieved in practice because of

sampling artifacts, noise in the image data and computational cost [10]. For

template without strong features a normal template-based approach is effective but

this matching may potentially require sampling of large number of points, it is

possible to reduce the number of sampling points by reducing the resolution of the

search and template images by the same factor. Multiresolution templates or

multiresolution image pyramids is one of the effective tools to detect object if the

size of the object varies due to variation of distances between object and camera.

Many researchers used object tracking algorithm in robotic applications. Sang-joo

Kim et al. proposed and implemented a tracking and capturing a moving object

using a mobile robot [11]. In this work they estimated the position of the target

based on the kinematic relationship of consecutive image frames and estimated the
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movement of the target object using Kalman filter for tracking. Based on estimated

trajectory they used motion planning of a mobile robot to capture the target object.

Min-Soo Kim et al. also used kalman filter for trajectory estimation of a moving

object that are used for robot visual servo control system [12]. Bhuiyan et al. used

template-based eye detection method and measured optical flow to track the eye

ball and utilized it to control robot action [13].

However, all of the above studies did not consider dynamic selection of object

as well as did not use angular movement and linear displacement of an object to

control a mobile robot path. The goal of this research is to follow the selected

object trajectory using a mobile robot. In this system the selected object is

localized or detected using multi-resolution template-based template matching

approach from a real-time capture images by a client PC camera. Using the

coordinates of the consecutive centers of a localized object the system calculates

the object angular movement and object displacement. Then the system generates

the trajectory by linking center points of the localized object. The system proposes

visual space to floor space mapping algorithm so that a robot can follow visual

trajectory.

2 Proposes System Description

Figure 1 shows the proposed system architecture of an object trajectory generation

system for following by a mobile robot. The system is capable of registering new

object and making trajectory of the registered object by linking successive center

points of the localized object. The system is also able to control robot to follow the

object trajectory by mapping visual space to floor space where the robot will be

moved. This system uses object angular movement and displacement in visual

space to control robot. Following subsections describe each module briefly.

2.1 Object Registration

The system uses standard CCD camera to capture the real-time image. It captures

30 image frames per second with RGB color and the resolution of the image is

(640 9 480). For localization the system should know the object or register the

object. The algorithm for new object registration is described bellow;

Step 1: Capture the image using a single camera and show RGB image on the

display. The source image is defined by SðM � NÞ, where M and N represents

image width and height respectively.

Step 2: Select any object using left button of mouse (click four points that

bounded that object as rectangular).
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Step 3: The systems crops the marked area and saves as template image. The

template image is defined by T M0 � N 0ð Þ where M0 and N 0 represents the template

image width and height respectively (M0
\M, N 0

\N).

Step 4: If the user types a name of that object the system registers it as a known

object and saves the template image and object name in the knowledge base

otherwise ignore it.

Step 5: After registering an object the system considers that object as known

object.

The system uses on-line interactively registering approach, so that user can

register new object in interactive manner selecting new object. For single object

tracking only the last registered object is used but for multiple objects tracking all

the registered objects will be useful.

2.2 Object Localization

After registering the object the system detects that object using multi-resolution

template matching approach. The detail algorithm is as follows;

Step 1: Read the source image, SðM � NÞ.
Step 2: Read the last registered template image T M0 � N 0ð Þ and create multiple

templates of that object with different resolutions. In this work we have used 11

templates of an object with different resolutions.

Step 3: Slide each template over the image and calculate minimum Euclidian

distance based on template matching approach.

Step 4: Calculate normalizedminimumEuclidianDistance for each template size.

Here a template image is compared with source image to find the areamost similar to

the template. The OpenCV function cvMatchTemplate is used to do the matching

[14]. This function provides minimum Euclidian distance (di for i-th template)
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Fig. 1 Proposed system architecture
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and location (x, and y coordinates of the minimum distance area) of the probable

match area. The normalized minimum Euclidian distance is defined by,

oi ¼
di

M0
iN

0
i

where, oi is normalized minimum Euclidian distance of i-th template, M0
i and N 0

i

represents the i-th template image width and height respectively.

Step 5: Find the minimal among the all minimum normalized Euclidian dis-

tance and if it is less than predefined threshold then the object is detected and

bounded by the size of the mask that best match.

Step 6: Preserve the center position of the rectangular box as the location of the

object.

2.3 Object Trajectory Generation

A trajectory can be described mathematically either by the geometry of the path or

the position of object over time. The first step is to locate the object and calculate

its center position (cx, cy). Once the object is localized that means its position is

determined in each frame, the tracking algorithm traces the object from frame to

frame. This article describes object trajectory generation method based on object

position over time. The system calculates the displacement of the object between

two successive positions as well as the direction of movement. To calculate dis-

placement we consider that the object trajectory between two successive frames is

straight and to measure the direction of movement we calculate slope of a straight

line. To measure distance we did not consider the acceleration rate [15], we simply

calculate the distance between two points of straight line.

Suppose, the detected object in i-th image frame is surrounded by a rectangle

PQRS. Where, P xl; yl
� �

;Q xh; yl
� �

;R xh; yh
� �

and S xl; yh
� �

represents the 4-vertex

points of the surrounded rectangle. In the (i ? 1)-th image frame the object may

move any position from its original position, or even move out of tracking domain.

Supposed the detected object in the (i ? 1)-th frame surrounded by another

rectangle P, Q, R, S. Where, P xl
0
; yl

0� �
;Q xh

0
; yl

0� �
;R xh

0
; yh

0� �
and S xl

0
; yh

0� �
rep-

resents the 4-vertex points of this surrounded rectangle. The trajectory is deter-

mined using following steps.

Step 1: Calculate center point of the object (center of the rectangle C0) in i-th

image frame using equation,

C ¼ xl þ xh

2
;
yl þ yh

2

� �

Step 2: Calculate center of the object (center of the rectangle C0) in the (i ? 1)-th

image frame using equation.
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C0 ¼ xl
0 þ xh

0

2
;
yl

0 þ yh
0

2

� �

Step 3: Calculate the horizontal (dx) and vertical distance (dy) changes between

two center points C and C0

dx ¼ xl
0 þ xh

0 � xl � xh
� �.

2

.

dy ¼ yl
0 þ yh

0 � yl � yh
� �.

2

Step 4: Calculate the direction of movement by finding slope m, and direction h.

m ¼ dy

dx
dx! ¼ 0ð Þ

h ¼ tan�1ðmÞ � 180=3 � 14

If dx ¼ 0, then m is infinite that means object is moving vertically, in that situation

m is define as 90. If m is zero that means the object is moving horizontally and if

both dx and dy are zero that means the object is static.

Step 5: Calculate the moving distance or object displacement over time,

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dx2 þ dy2
p

Step 6: Draw a line to connect two consecutive center points and display the

output image with trajectory (with all the connecting points).

2.4 Mapping Visual Data to Floor Space

for Robot Movement

In this system we show path using selected object trajectory and robot will follow

that path. To implement this work we need to map visual data (direction and

distance) to floor space where the robot will be moved. This system uses mobile

robot named ‘‘PeopleBot’’. The robot can freely move in the floor space and we

can control using client–server architecture. The system uses ARIA (Activmedia

Robotics Interface for Applications) open source API to tele-operate the robot. We

consider a robot is placed in such a position where at least 128 cm floor space in

all the surroundings. Object direction is considered as the robot direction of

movement and assume that robot will move 1 cm in the floor space if the object

moves 5 pixels. The detail algorithm is given bellow.

Step 1: Run the robot server program and connect with client PC.
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Step 2: The evaluated direction of the object movement and distance of

movement is estimated by visual analysis in a client PC and send it robot server.

Robot server receives it and activates movement function that we have been

designed based on (h, L). Here h represents direction in terms of radian and L

represents distance in terms of pixels.

Step 3: Robot will rotate based on direction information and wait 100 ms.

Step 4: Robot will progress 1 cm for 5 pixels movement of the visual object and

wait 100 ms.

Step 5: Go to step 2 or stop when the object is stopped or out of scene.

3 Experiments and Results

The experimental results are summarized in two parts. In part one we have pre-

sented the result of object trajectory generation method and in the second part we

have discussed a human-robot interaction scenario where a mobile robot follows

an object trajectory.

3.1 Result of Trajectory Generation

For performance analysis the system uses three video clips of three objects.

A single camera captures those videos with a capture rate of 30 fps and resolution

of the capture image is 640 9 480 pixels. The client PC is used Intel(R) Core(TM)

2 Duo CPU with 3.06 GHz clock speed and 3GB of RAM. The system uses

OpenCV functions for object localization and tracking [14]. Figue 2, shows the

several sample visual outputs of object localization and trajectory generation

method with image sequence number. Table 1 presents the accuracy of object

localization method for three objects.

Each video is 2 s long and has 60 frames where some frames do not have

required object and in some frames object is presented but due to pose variation

the system could not located the required object. In case of video clip 1, among 60

frames there are 36 frames with ‘Pink-ball’ and 36 are localized because the object

is circular and color is uniform and unique. In case of video clip 2, among 60

frames there are 38 frames with ‘Duster’ which is rectangular and uniform color.

Among them 36 are properly localized and the system could not localized 2 of

them due to partial presence (Example Frame#8 in Fig. 2b). In case of video clip 3,

there are 52 frames with ‘Hand-palm’ and among them 36 are properly localized

and the system could not localized 16 of them due to partial presence and changes

of pose (Example Frame#59 in Fig. 2c). The accuracy of the object localization

method is presented in Table 1. In Table 1, ‘‘# Presence’’ represents the total

number of frames with required object, ‘‘# Localize’’ represents the total number

frames where object is localized and ‘‘Localization Accuracy’’ represents the ratio
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of total number of frames where the object is localized to total number of frames

with required object in a video. From the table (3rd row) we can see the limitation

of single view template based object localization method for hand palm. This

happen due to uses of single viewed template. This limitation will be overcome if

we take multi view poses for an object to create template. This method is suitable

for tracking objects whose pose do not vary considerably during the course of

tracking. We can handle pose variation if we use adaptive mean-shift based

tracking algorithm or others algorithm that used histogram matching-based object

localization method or not rely on object shape.

Fig. 2 Example outputs of trajectory generation method. a Trajectory of a ‘‘Pink Ball’’ (clip #1).
b Trajectory of a ‘‘Duster’’ (clip #2). c Trajectory of a ‘‘Hand Palm’’ (clip #3)

Table 1 Evaluation of object localization method

Video clip # # Presence # Localize Localization accuracy (%)

1 (Pink-ball) 36 36 100

2 (Duster) 38 36 94.73

3 (Hand palm) 52 36 69.23
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3.2 Robot Following Object Trajectory

This system uses a mobile robot named ‘PeopleBot’ to implement the human-robot

interaction scenario. A Client PC captures and processes the image and sends

direction and displacement information of the moving object based on visual

analysis to a robot server. Robot server executes the command for rotating a robot

and progress an estimated distance based on mapped data. Figure 3 shows the

Fig. 3 Object trajectory and robot initial position. a Object trajectory. b Robot initial position

Fig. 4 Sample robot movement sequences related to object trajectory
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example output frame of an object trajectory (Fig. 3a) and initial position of a

mobile robot (Fig. 3b). After executing each command either rotation or progress

the robot sleep 100 ms that means 200 ms delay is required for each frame.

To compare robot trajectory with object trajectory we took a video image of

robot movement during following the trajectory and its duration is about 168 s.

Figure 4 shows several sequences of image frames of robot movement to follow

the trajectory of an object. The video image is converted to sequence of image

frames (30 frames per second) and it produces 5040 image frames. In Figure 4, we

have shown 12 image frames to show the robot movement regarding corre-

sponding trajectory. In the floor there are several marked lines and by relating

robot position with those lines the reader can guesses the robot trajectory. In this

experiment we consider that there is no obstacle in this space. If obstacle is present

the robot will stop. In our near future work we will consider obstacle in robot space

and modify our algorithm to adapt robot path. If robot will find obstacle the system

will calculate the new slope value and distance with the next points (skip the

current points) and this process will be continued until the robot can avoid the

obstacle.

4 Conclusion

In this article, we discuss an algorithm to generate trajectory of a registered object

for following by a mobile robot. In this algorithm, we use dynamically created

multi-resolution templates to locate a moving object. By linking the center points

of the registered object over time the system generates object trajectory and a robot

follows that trajectory. The system can dynamically include new object in the

template database if user select the object by mouse and type a name using

keyboard. The algorithm is tested by implementing a human-robot interaction

scenario with a mobile robot where robot follows the trajectory of an object. The

major advantage of the system is that it uses angular movement and linear dis-

placement of an object to control a mobile robot path so robot path is identical to

object trajectory. In this system object localization is faster since it uses only few

templates of the last registered object and multi-resolution templates reduces the

effect of object to camera distance. Robot trajectory is precise since the system

provides direction and distance precisely. As we discussed in the experiment and

result section, the system could not locate the non-circular object precisely if its

pose was changed due to movement or partial occlusion. This algorithm did not

consider the presence of obstacle in front of robot path. The remaining issue of this

work is to develop more robust object tracking method as well as handle obstacle

when robot observe it for following object trajectory.
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An Improved Algorithm for Constrained
Multirobot Task Allocation
in Cooperative Robot Tasks

Thareswari Nagarajan and Asokan Thondiyath

Abstract This paper presents an improved algorithm for solving the complex task

allocation problem in constrained multiple robot cooperative tasks. The existing

multiple robot task allocationmechanisms do not discussmuch about complex tasks,

instead they treat tasks as simple, indivisible entities. Complex tasks are tasks that

can be decomposed into a set of subtasks and so can be executed by several possible

ways. The goal of cooperative task allocation algorithm for multiple mobile robots is

to find which robot should execute which task in order to maximize the global

efficiency and minimize the cost. Some factors such as benefit, cost, resources, and

time should be considered during the course of task allocation. The meta-heuristic

algorithm proposed here solves the task allocation problems with the characteristics

like each task requires a certain amount of resources and each robot has a finite

capacity of resource to be shared between the tasks it is assigned. The cost of solution

which includes static costs when using robots, assignment cost, and communication

cost between the tasks if they are assigned to different robots are also taken into

account in developing the solution. A peer search scheme algorithm for solving the

constrained task allocation problem is presented. Computational experiments using

this algorithm have shown that the proposed method is superior in terms of com-

putation time and solution quality.

Keywords Mobile robots � Multiple robot cooperative tasks � Task allocation �
Heuristic algorithm � Peer structure
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1 Introduction

Due to its outstanding flexibility, robustness, and autonomy, multiple robot systems

that can carry out complex tasks which cannot be performed by a single robot is

finding applications in many industrial fields in recent years [1]. Task assignment is

one of the key modules in a multi-robot system and it addresses the issue offinding a

task-to-robot assignment that achieve some system objectives such as improving

efficiency, saving cost, optimizing the global utility, or rationalizing the distribution

of resources. The task allocation problem is to assign a set of tasks to a set of robots

so that the overall cost is minimized. This cost may include a fixed cost for using a

robot, a task assignment cost, which may depend on the task and robot, and a

communication cost between tasks that are assigned to different robots. The task

assignment problem can be constrained or unconstrained; depending on whether or

not the robots have capacity to be shared between the tasks they are assigned. This

problem arises in multiple mobile robot systems, where a number of tasks are to be

assigned to a set of robots to guarantee that all tasks are executed within a certain

cycle time. The aim is to minimize the cost of using the robots as well as the inter-

robot communication bandwidth. In this paper we propose an algorithm, based on a

peer structure group search scheme, for solving the constrained task allocation

problem. The results of the computational experiment using the algorithm show that

the proposed scheme outperforms the other methods.

2 Task Allocation Problem

Based on the nature of task availability, multiple robot task allocation problems are

classified into static and dynamic allocation problems. If the tasks are known to the

robot before execution, then it is referred as static [2]. If it is made known to

the robot during execution then it is termed as dynamic task allocation [3].

In threshold based task allocation, each robot has a threshold for each task, and

pheromone is used to reflect the urgency or importance of tasks. Typical multi-

robot system which uses this method is ALLIANCE [4] and its corresponding

system with parameter leaning capacity is named as L-ALLIANCE [5]. Threshold

based method [6] is used in multi-robot system with many simply functioned

robots and this needs very little communication but has low efficiency. The basic

idea of market-based approaches is to facilitate task allocation through contract

negotiations; single task or combinatorial tasks are auctioned in such an approach.

Market based task allocation [7] which needs very little computation fits for

systems with a large number of unknown quantities of selfish subsystems. It is

convenient for increasing or decreasing subsystems dynamically [1], however,

it requires much communication and cannot promise an optimal solution [8]. Some

distinctive task allocation approaches using artificial intelligent techniques and

intelligent computation algorithms to deal with some characterized tasks in different
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fields can be seen in [9]. When there is more than one robot it resembles a Multiple

Travelling Salesman problem wherein all the robots would have to be used in a cost

effective manner to serve the tasks by making proper utilization of the resources

(available robots). It is emphasized that in multiple travelling salesman problems the

less addressed criterion is the balancing of workloads amongst salespersons [10].

It is evident from the literature that there are many multiple robot task allocation

methodologies available. However, there are not much literature which discusses the

allocation problems in complex tasks, dynamic and constrained task allocation, and

balanced utilization of the tasks among the group of robots. Moreover, most of the

researchers concentrated on minimizing the total distance traveled by the robots

rather than looking at the overall utilization and efficiency of allocation. Our work is

more concerned with the utilization of the robots and thus we consider the problem

as constrained task allocation problem. The objective is to assign a set of tasks to a

set of robots so that the overall cost is minimized.

3 Problem Formulation

The objective of this constrained task allocation problem is to minimize the total

allocation cost for optimality which in turn provides the proper utilization of the

robots present in the system. The idea behind developing the formulation is to

provide a task allocation algorithm that not only produces the optimal solution but

also flexible enough to practical problems. The following assumptions are made

while developing the allocation strategy:

• Tasks are separable and can be sorted with priority.

• The task should be executed by any robots present in the system with the needed

capability to execute the respective task.

• The execution cost of task which has restriction for any particular robot has to

be infinite.

• Task pre-emption is not allowed, i.e. once a robot begins to execute a task, it

must continue to completion without interruption.

• All relevant parameters to the task allocation problem are known in advance.

• Prior information about all available robots are available

Consider there are N tasks to be allocated betweenM robots present in the system.

The allocation cost is calculated by summing the communication cost (C), static cost

(S), and execution cost (E). The communication cost, denoted by Cij, is the cost

incurred if the task i and j are assigned to two different robots and the tasks have some

information which has to be exchanged between them. It is assumed to be inde-

pendent of robots. If there is no dependency between tasks, then it assumes the value

zero. Execution cost, denoted by Eij is the cost for executing the i-th task on j-th robot

and this becomes zero if the task cannot be executed by a particular robot. The static

cost, Sk, is defined as the cost for using the k-th robot for any task, where k = 1,…, M.

The size or capability of the robots are represented by bkwhere k = 1,…, M. The task
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requirement is given by aiwhere i = 1,…, N. Since the objective here is to reduce the

total allocation cost, the objective function is defined as

Min½ �Z ¼
XM

k¼1

Sk:ykþ
XN�1

i¼1

XN

j¼1

Cij: 1�
XM

k¼1

Xik:Xjk

 !
þ
XN

i¼1

XM

k¼1

Eik:Xik ð1Þ

Subjected to:

XM

k¼1

Xik ¼ 1 i ¼ 1; . . .;N ð2Þ

where Xik [ {0,1} indicates whether task i is assigned to robot k (i = 1,…, N;

k = 1,…, M). The following constraints describe the conditions needed to com-

pute an optimal task allocation schedule.

X
ai:Xik�

X
bk:yk k ¼ 1; . . .;M ð3Þ

where, yk indicates whether any task is assigned to robot k (k=1,…, M) and

Xik; yk 2 0; 1f g ; for all i; k

The first equation is to minimize the allocation cost. The second equation imposes

that each task is to be assigned to one and only one robot and the third equation

imposes the capacity constraint. The multiple robot task allocation problems

becomes strongly Non-Deterministic Polynomial-time hard (NP-hard) if the

number of robot is greater than three [11]. Hence, some kind of meta-heuristic

procedure needs to be developed for dealing with the problem and finding near-

optimal solutions.

4 Algorithm Development

The approach considered here for the constrained task allocation is shown in

Fig. 1. Here the mission or application is divided into subtasks based upon their

computational criteria, and then the communication needed between them is

designated, paving way for the parallel computations and proper utilization of

robots. This task model, along with the robot model, is given to the task allocation

algorithm for finding out the optimal allocation scheme.

The task allocation algorithm starts with an initial solution created by sorting

the static costs of robots in an ascending order and then assigning the tasks to the

robots after satisfying the constraints. Based on this initial solution, a set of peer

structure search moves are explored to find the optimal solution. The cost function

described in the previous section is used at every search to identify an optimal

solution. The peer search moves keep reallocating or exchanging the tasks

to other robots. The flow diagram of the peer structures is shown in Fig. 2.

458 T. Nagarajan and A. Thondiyath



A meta-heuristic algorithm, based on search method is proposed here for peer

search move. A solution is referred as x, and f(x) is the cost of the solution x,

where x belongs to the search space. The algorithm used is given in Fig. 2.

Peer Structure: As the peer structure significantly affects the solution quality,

it is necessary to clarify how the peer structure is defined. Let ‘S’ be the set of all

defined moves and x is the initial allocation solution. We use P(x) to denote the

peer structure of x, i.e., the subset of moves in S applicable to x. For any move

s belongs to P(x), the new solution obtained by applying move s to x is called a

peer structure of x. None of the peer structure moves allow non-feasible solution as

Robot 1

Robot 2

Robot n

Task Model

Task Subdivision

Task Communication

Task Allocation Algorithm

Task Allocation Scheme

Fig. 1 Approach for task
allocation strategy

Initial Solution

Final Optimal 

Solution

Single 

Reallocation 

Single 

Exchange

Empty 

Structure

Group Exchange Group Reallocation

Local 

Search

Local 

Search

Local 

Search

Local 

Search

Local 

Search

Fig. 2 Peer structure based
search strategy
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the solution x is the feasible solution taken from the feasible permutations of the

solution space. Hence it is guaranteed that the algorithm will always yield a

feasible solution. Local search in such a peer structure is defined as performing

allocation for all feasible (peer structure) moves of the given initial solution x.

The following types of peer structure moves are considered: (1) reallocating a task

from one robot to another robot, (2) exchanging a task from one robot to another

robot, (3) emptying a robot by reallocating its assigned tasks to other robots,

(4) reallocating a group of tasks from one robot to another, and (5) reallocating a

group of tasks from different robots to one robot. The first two moving schemes are

simple moves between the robots, but the rest are complex moving schemes

available in the peer structure.

As shown in Fig. 3, the algorithm will start the search using the peer structures,

Pk. In this case, we have five structures as shown in Fig. 2. They are ordered in this

Fig. 3 Flow chart for peer
structure algorithm
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fashion (1) P1(x)-reallocate a task i from robot k to robot l. (2) P2(x)- exchange two

tasks (task i from robot k to robot l and task j from robot l to robot k). (3) P3(x)-

reallocate a group of tasks from robot k to robot l. (4) P4(x)-reallocate a group of

tasks from different robots to robot l. (5) P5(x)-empty robot k.

The greedy algorithm for task allocation is used for finding the initial solution.

The greedy algorithm sorts the robots by increasing the static cost of the robot and

then tasks are divided into subtasks. The algorithm finds the cost for allocating

robots in the ordered way by keeping the capacity of the robots and the requirement

of the tasks as the constraint criteria. The task that minimizes the cost function for the

given robot will be allocated with the respective task. Then the algorithm does

this with the other unassigned tasks. The greedy algorithm is given as algorithm 1.

A descendent local search algorithm is used to find the optimal solution for each peer

structure. The descendent local search algorithm finishes when no improvement is

obtained, which yields a solution that is a local optimum for the peer group moves.

The algorithm used for the local search is described as algorithm 2.

Algorithm 1 Algorithm 2

Beta = random number 2 [0-1] Generate an initial solution, x,

Initially, Rk = {Ø}, k=1,..,m Evaluate (f(x))

Sort robots by increasing the static Cost, k is
the first robot

While (no final condition) do

while (there are non-assigned tasks) do While (k\=pmax) do

P is the set of non-assigned tasks p that ap =b’k
where b’k is the remaining capacity of the
robot and ap is the requirement of the task

Randomly choose a solution for Pk(x), as x’

While (P? {Ø}) do x’’ is the result of applying local search to x’

Compute Cj If f(x’’)\ f(x) then x=x’’ and k=1 else k=k+1

t is the task that minimize Cj; add t to robot
k; Pk=Pk+t and b’k = b’k-at

End While

Determine J (set of non assigned tasks j
that :aj=b’k)

End While

End While Return best found solution as x’’

Go to next robot, k

End While

Efficiency of Peer structure: When applying peer structure search algorithm,

the peer structure are mostly ordered by increasing complexity and afterwards this

static peer structure order is applied during the whole search process. As the

number of tasks associated with a move increases, the efficiency of this moving

scheme decreases. However, the quality of the solution obtained by using com-

plicated moving scheme may be better. There is usually a tradeoff between effi-

ciency and the quality of the solution. The relative frequency of the peer structure

is tested for the various instances and the results shows that the first two peer

An Improved Algorithm for Constrained Multirobot Task Allocation 461



structure reallocating a task from one robot to another robot (P1) and exchanging a

task from one robot to another robot (P2) having the highest occurrence, which

accords with the static order of the peer structure shown in the Fig. 4. The relative

frequency of a peer structure is the overall number of contribution to a solution

improvement of a peer structure divided by the total number of solution

improvements of all peer structure.

5 Simulation Results

The algorithm presented above has been verified through computer simulations

using open source software and optimizer. The objective of the computational

experiment was to evaluate the effective working of the algorithm. Experiment

was conducted for various instances to check the feasibility of the algorithm. The

results of the simulation for the experiment are explained below.

Sample Problem: A task allocation problem which consists of five subtasks and

three robots is considered here with two instances. The task requirements range

from a few up to 40 units and robot capabilities range from 50 to 90 units

respectively. The static cost ranges from 1 to 3 units and the communication cost

matrices are very dense with Cij ranging from a few to 100 units. Task 3, 4 and 5

are dependent on each other, i.e. these tasks are cooperative and needs information

exchange between them. The task 1 and task 2 are independent i.e. there is no

information exchange happens between these two tasks. The communication cost

(in terms of bandwidth) between the tasks is listed in Table 1. The robot capa-

bilities and task requirements are listed in Tables 2 and 3. The execution cost for

the robots on the tasks are given in Table 4 and the assigning cost is shown in

Table 5.

The initial solution is found by ordering the static cost of the robots and then the

allocation scheme is found using the greedy algorithm as shown in Fig. 5.

This initial solution is used by the algorithm to explore the peer structures by

applying the local search. Here the algorithm allocates/exchanges tasks as per the

Fig. 4 Relative frequencies
of peer structure
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peer structure and evaluates the cost at every stage and finds the optimum solution

with all the constraints satisfied.

Table 6 shows the final allocation of tasks for the given problem. As shown

here, tasks 3, 4, and 5 are assigned to Robot 2 (R2). This minimizes the com-

munication cost as all the dependent tasks are executed by the same robot. Since

R2 has a capability of 83, all the three tasks can be executed on it as the total

requirement for these tasks are only 82. Figure 6 shows the screen shot of the

results obtained using the algorithm. In order to verify the algorithm effectiveness,

the previous problem was modified slightly in term of robot capabilities as shown

in Table 7, and run again.

The results of the task assignment are shown in Figs. 7 and 8. The initial

assignment shows that tasks 1, 2, and 3 are assigned to R1 and 4 and 5 are assigned

to R2. The final assignments shown in Table 8 clearly indicates the capability of

R1 to carry out tasks 2–5, thus reducing the communication cost and maximizing

the robot utility.

Table 3 Robot capabilities Robot R1 R2 R3

Capability 88 83 56

Table 2 Task requirement Task T1 T2 T3 T4 T5

Requirement 37 36 35 25 22

Table 4 Execution cost of
the robots

E R1 R2 R3

T1 1 3.2 2.8

T2 2 4 3

T3 3.5 3.5 0.5

T4 1.6 2 1.1

T5 2.1 1.6 0.7

Table 5 Assigning cost for
the robots

R1 R2 R3

1 3 4

Table 1 Communication
cost for the tasks

C T1 T2 T3 T4 T5

T1 0 0 0 0 0

T2 0 0 0 0 0

T3 0 0 0 100 30

T4 0 0 100 0 40

T5 0 0 30 40 0
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Table 6 Final assignment R1 R2 R3

T1 1 0 0

T2 1 0 0

T3 0 1 0

T4 0 1 0

T5 0 1 0

Fig. 6 Solution for problem using the peer structure scheme

Table 7 Robot capabilities Robot R1 R2 R3

Capability 118 60 73

Fig. 5 Initial solution for the problem

Fig. 7 Initial solution using
greedy method
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The improvement offered by the proposed algorithm is greater in situations

where the number of required robots (on average) is greater than the number of

available robots. This is not surprising, as these are exactly the cases in which it is

possible to take greater advantage of the complicated moving schemes in the peer

structures. The remaining capacity of the robots may be low, and it may be very

difficult to reallocate a group of tasks to a robot or to empty a robot, which is

exactly what is done in peer structure 3, 4 and 5.

6 Conclusions

This paper has presented an algorithm for solving task allocation in multiple

robots, which are using cooperative and complex tasks based on peer search

scheme using search algorithms. The algorithm has been designed for both com-

plex and cooperative task in constrained and unconstrained environments. Simu-

lations verify the effectiveness of the proposed scheme. It is shown that the

problem belongs to the class of NP-hard problems because it has more than two

robots. Under the assumption that NP = P, no polynomial time algorithm exists.

Therefore, in the worst case exponential time is needed to search through the

whole search space X. Thus, exact approaches such as Integer Linear Program-

ming and Constraint Programming are not capable of solving real-life instances.

An indicator of the complexity of an instance is the size of the search space

size (X), which can be calculated with specifying the set of all possible combi-

nations for the given tasks and the number of robots needed for each combination

in the configuration. We also plan to conduct further experiments and simulation in

varying environments, with tasks of varying complexity, requiring different

Fig. 8 Solution using peer
structure scheme

Table 8 Final assignment R1 R2 R3

T1 0 1 0

T2 1 0 0

T3 1 0 0

T4 1 0 0

T5 1 0 0
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numbers of robots and also do comparative studies with other methods. The system

would have to assign not only a task, but also combine robots in a group if a task

requires participation of several robots.
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Simulation-Based Evaluations
of Reinforcement Learning
Algorithms for Autonomous
Mobile Robot Path Planning

Hoang Huu Viet, Phyo Htet Kyaw and TaeChoong Chung

Abstract This work aims to evaluate the efficiency of the five fundamental

reinforcement learning algorithms including Q-learning, Sarsa, Watkins’s Q(k),

Sarsa(k), and Dyna-Q, and indicate which one is the most efficient of the five

algorithms for the path planning problem of autonomous mobile robots. In the

sense of the reinforcement learning algorithms, the Q-learning algorithm is the

most popular and seems to be the most effective model-free algorithm for a

learning robot. However, our experimental results show that the Dyna-Q algo-

rithm, a method learns from the past model-learning and direct reinforcement

learning is particularly efficient for this problem in a large environment of states.

Keywords Reinforcement learning � Autonomous mobile robots � Path planning

1 Introduction

Mobile robotics is a research area that deals with autonomous and semi-autono-

mous navigation. Path planning problem is recognized as one of the most fun-

damental problems to applications of autonomous mobile robots. The path

H. H. Viet (&) � P. H. Kyaw � T. Chung
Artificial Intelligence Lab, Department of Computer Engineering,
School of Electronics and Information, Kyung Hee University,
1-Seocheon, Giheung, Yongin, Gyeonggi 446–701, South Korea
e-mail: viethh@khu.ac.kr

P. H. Kyaw
e-mail: phyo@khu.ac.kr

T. Chung
e-mail: tcchung@khu.ac.kr

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_49,

� Springer Science+Business Media B.V. 2012

467



planning or trajectory planning problem of autonomous mobile robots refers to

determining a collision-free path from its position to a goal position through an

obstacle environment without human intervention [1].

Reinforcement learning (RL) is an approach to artificial intelligence that

emphasizes learning by an agent from its interaction with the environment [2, 3].

The goal of the agent is to learn what actions to select in situations by learning a

value function of situations or ‘‘states’’. The learning agent is not conducted which

actions to take, but it has to discover an optimal action of each state which yields

the high rewards in a long-term objective. In literature, there have been several RL

algorithms suggested to solve the path planning problem of autonomous mobile

robots. Among those algorithms of RL, the Q-learning algorithm [4] has been

frequently employed to solve the path planning problem [5–8]. The strength of RL

methods is that it does not require an explicit model of an environment, thus it can

be popularly employed to solve the mobile robot navigation problem. However,

one primary difficulty faced by RL applications is that the most RL algorithms

learn very slowly. As such, this work aims to evaluate five popular algorithms of

RL including Q-learning, Sarsa, Watkins’s Q(k), Sarsa(k), Dyna-Q based on

computer simulations for the path planning problem of autonomous mobile robots,

and to indicate which one is the most efficient for this problem. The rest of this

article is organized as follows: Sect. 2 shows a short review of the algorithms that

are going to be evaluated in this article. The evaluations are discussed in Sect. 3.

Finally, we conclude our work in Sect. 4.

2 Background

2.1 Basic Concepts

Reinforcement learning emphasizes the learning process of an agent through trial-

and-error interactions with an environment. In the standard RL model, an agent

connects to its environment via perceptions and actions. On each step of inter-

action the agent receives a state, s, of the environment as an input and then the

agent takes an action, a. The action changes the state of the environment, and a

scalar value of the state-action pair is sent to the agent, called a reward function r

of the state-action (s, a) pair. The set of all states makes the state space, S, of the

environment, and the set of actions of the state s makes the action space, A(s). The

value function of a state (or state-action pair) is the total amount of rewards that an

agent can expect to accumulate over the future starting from that state. A reward

function indicates what is good in an immediate sense, whereas a value function

specifies what is good in the long-run. A policy is a mapping from perceived states

of the environment to actions taken in those states. A model of the environment is

something that mimics the behavior of the environment. Given a state and an

action, the model might predict the resultant of the next state and the reward
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function. The objective of the agent is to learn actions that tend to maximize the

long-run sum of the value of the rewards.

An on-line learning method learns while gaining experience from the envi-

ronment. An off-line learning method waits until it is finished gaining experience

to learn. An on-policy learning method learns about the policy it is currently

following. An off-policy learning method learns about a policy while following

another.

A greedy strategy refers to a strategy that agent always chooses the action with

the highest value of the value function. The selected action refers to a greedy

action and it is said that the agent is exploiting the environment. An e-greedy

strategy refers to a strategy that agent chooses the greedy action with probability

of 1-e, and chooses the random action with a small probability of e. The random

action refers to a non-greedy action and it is said that the agent is exploring the

environment.

If the agent-environment interaction process is broken into subsequences, each

subsequence refers to an episode and the end state of each subsequence is called

the terminal state. The learning task broken into episodes is called episodic tasks.

In episodic tasks, the state space S denotes the set of all non-terminal states and the

state space S+ denotes the set S plus the terminal state.

In the RL algorithms, the parameter a [ (0, 1) denotes the learning rate, the

parameter c [ (0, 1) denotes the discount rate, the parameter d denotes the tem-

poral-difference error, the parameter k [ (0, 1) denotes the decay-rate parameter

for eligibility traces, the parameter e denotes probability of random action in

e-greedy strategy, and Q (s, a) denotes the action-value function of taking action

a in state s.

2.2 Temporal Difference Learning Algorithms

In the temporal difference (TD) learning approach, two algorithms that can be

identified as the main idea of TD method would certainly be Sarsa and Q-learning.

The Sarsa algorithm (short for state, action, reward, state, action) is an on-policy

TD learning algorithm, whereas the Q-learning algorithm is an off-policy TD

learning algorithm. These two algorithms consider transitions from a state-action

pair to a state-action pair and learn the action-value function of state-action pairs.

While the Sarsa algorithm backups up the Q-value corresponding to the next

selected action, the Q-learning algorithm backups up the Q-value corresponding to

the action of the best next Q-value. Since these algorithms need to wait only one

time step to backup the Q-value. So, they are on-line learning methods. The

algorithms Sarsa [3] and Q-learning [4] are shown in Algorithm 1 and Algorithm 2,

respectively.
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Algorithm 1: Sarsa algorithm Algorithm 2: Q-learning algorithm

Initialize Q(s,a) arbitrarily Initialize Q(s,a) arbitrarily

Repeat (for each episode): Repeat (for each episode):

Initialize s Initialize s

a / e-greedy(s,Q) Repeat (for each step of episode):

Repeat (for each step of episode): a / e-greedy(s,Q)

Take action a, observe r, s’ Take action a, observe r, s’

a’/ e-greedy(s’,Q) Q(s,a)/Q(s,a)+a[r+cmaxa’Q(s’,a’) – Q(s,a)]

Q(s,a) /Q(s,a) + a[r + c Q(s’,a’) – Q(s,a)] s / s’;

s / s’; a / a’; Until s is terminal

Until s is terminal

2.3 Eligibility Traces

Algorithm 3: Sarsa(k) algorithm Algorithm 4: Q(k) algorithm

Initialize Q(s,a) and e(s,a) = 0, for all s, a Initialize Q(s,a) and e(s,a) = 0, for all s, a

Repeat (for each episode): Repeat (for each episode):

Initialize s, a Initialize s, a

Repeat (for each step of episode): Repeat (for each step of episode):

Take action a, observe r, s’ Take action a, observe r, s’

a’/ e-greedy(s’,Q) a’ / e-greedy(s’,Q)

d / r + c Q(s’,a’) – Q(s,a) a* / argmaxb Q(s’,b)

e(s,a) / 1 d / r + c Q(s’,a*) – Q(s,a)

For all s, a: e(s,a) / 1

Q(s,a) / Q(s,a) + ade(s,a) For all s, a:

e(s,a) / cke(s,a) Q(s,a) / Q(s,a) + ade(s,a)

s / s’; a / a’; If a’ = a*, then e(s,a) / cke(s,a)

Until s is terminal Else e(s,a) / 0

s / s’; a / a’;

Until s is terminal

Eligibility traces are one of the basic mechanisms of RL. Almost any TD

method can be combined with eligibility traces to obtain a more general method

that may learn more efficiently. An eligibility trace is a temporary record storing a

trace of the state-action pairs taken over time. When eligibility traces are aug-

mented with the Sarsa algorithm, it is known as the Sarsa(k) algorithm. The basic

algorithm is similar to the Sarsa algorithm, except that backups which are carried

out over n steps later instead of one step later. The Watkins’s Q(k) [hereinafter

called Q(k)] algorithm is similar to the Q-learning algorithm, except that it is

supplemented eligibility traces. The eligibility traces are updated in two steps.

First, if a non-greedy action is taken, they are set to zero for all state-action pairs.

Otherwise, they are decayed by ck. Second, the eligibility trace corresponding to

the current state-action pair is reset to 1. The algorithms Sarsa(k) and Q(k),

referred from [3], using replacing traces are shown in Algorithm 3 and Algorithm 4,

respectively.
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2.4 Dyna-Q Algorithm

The Dyna-Q algorithm is the integration of planning and direct RL methods.

Planning is the process that takes a model as an input and produces a policy by using

simulated experience generated uniformly at random, whereas direct RL method

uses a real experience generated by the environment to improve the value function

and policy. The Dyna-Q algorithm is shown in Algorithm 5 [3]. The Model(s, a)

represents the next predicted state and reward of the model for the state-action pair

(s, a) and N is the number of planning steps. Step (d) is the direct RL, steps (e) and

(f) are model-learning and planning, respectively. If steps (e) and (f) are omitted,

the planning step N = 0, the remaining algorithm is the Q-learning algorithm.

Algorithm 5: Dyna-Q algorithm

Initialize Q(s,a) and Model(s,a), for all s, a

Do forever:

(a) s / current (non-terminal) state

(b) a / e-greedy(s,Q)

(c) Take action a, observe r, s’

(d) Q(s,a) / Q(s,a) + a [r + c maxa’ Q(s’,a’) – Q(s,a)]

(e) Model(s,a) / s’, r (assuming deterministic environment)

(f) Repeat N times:

s / random previously observed state

a / random action previously taken in s

s’, r / Model(s,a)

Q(s,a) / Q(s,a) + a [r + c maxa’ Q(s’,a’) – Q(s,a)]

3 Evaluations

In this section, assumptions of the path planning problem are defined. Evaluations

based on simulations of the algorithms are implemented to determine which one is

the most efficient for the autonomous mobile robot path planning.

3.1 Assumptions

Assumption 1 The environment of the robot consists of a goal position and

obstacles. The position of the goal, the position and shape of obstacles are

unknown by the robot.

Assumption 2 The robot is equipped with all necessary sensors such that the

robot knows its position, detects obstacles if collisions occur, and determines the

goal if it reaches to the goal position during navigating time.
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Assumption 3 The robot initially has no knowledge of the effect of its actions on

what position it will occupy next and the environment provides rewards to the

robot and that this reward structure is also initially unknown to the robot.

Assumption 4 From its current position, the robot can move to an adjacent

position in one of the eight directions, East, North-East, North, North-West, West,

South-West, South, and South-East, except that any direction that takes the robot

into obstacles or outside of environment, in which case the robot keeps its current

position.
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Fig. 1 Comparison steps per episodes of algorithms Q-learning, Sarsa, Q(k), Sarsa(k), and
Dyna-Q

Table 1 The performance of the algorithms Q-learning, Sarsa, Q(k), Sarsa(k), Dyna-Q described
in the first simulation

Criterion Q-learning Sarsa Q(k) Sarsa(k) Dyna-Q

Episodes 230 250 170 270 10

Steps 227, 469 237, 401 170, 234 48, 653 14, 138

Path length 53 49 41 62 34
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Assumption 5 If the robot reaches to the goal position, a reward of 1 is given for

the robot. Otherwise, a reward of zero is given for it. After reaching the goal

position, the robot returns to the start position to begin a new episode.

The task of the robot is to discover a collision-free path from the start position

(S) to the goal position (G) through its environment. Evaluations of algorithms for

the path planning problem are based on the speed of convergence of the algorithms

to a near-optimality path and length of the path obtained.

3.2 Simulations and Evaluations

In this section, two simulations using the Matlab software are implemented to

evaluate the efficiency of the algorithms. The environments of these simulations

are represented by the cells of a uniform grid. Each cell with a zero value is

considered as a state of the environment. Otherwise, it is considered as an obstacle.

The basic parameters for the all simulations are set as follows: a = 0.1, c = 0.95,

k = 0.95, e = 0.05. After each episode, the value of e is set again by e = 0.99e.

The environment of the first simulation is a maze as shown in Fig. 2. The maze

consists of 30 9 30 = 900 cells in which 20% cells make obstacles, so the number

of states of the environment is 720 states. The maximum step of each episode is

Table 2 The performance of the algorithms Q-learning, Sarsa, Q(k), Sarsa(k), Dyna-Q described
in the second simulation

Criterion Q-learning Sarsa Q(k) Sarsa(k) Dyna-Q

Episodes 850 720 710 10 20

Steps 1, 963, 980 1, 731, 725 1, 728, 585 6, 757 30, 556

Path length 74 73 74 128 58
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Fig. 4 Paths are found by the algorithms a Q-learning and Sarsa, b Q(k) and Sarsa(k), c Dyna-Q
after 1,000 episodes
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2,000 steps. Figure 1 shows the steps per episodes of algorithms Q-learning, Sarsa,

Q(k), Sarsa(k), and Dyna-Q. Table 1 depicts the performance of these algorithms,

where episodes refer to the number of episodes taken to converge to a near-

optimality path, steps refer to the sum of steps taken to converge to a near-

optimality path, and path length refers to the length of the path found by the

algorithms after 300 episodes. Figure 2 depicts the paths found by the algorithms

Q-learning, Sarsa, Q(k), Sarsa(k), and Dyna-Q after 300 episodes. It can be seen

from Table 1 and Fig. 2 that the Dyna-Q algorithm obtains a near-optimality path

with the shortest length in the smallest number of steps among five algorithms.

The next simulation is to evaluate the efficiency of the five algorithms in a

larger environment of states and obstacles. In this simulation, the environment is a

maze as shown in Fig. 4. The maze consists of 50 9 50 = 2,500 cells in which

25% cells make obstacles, so the number of states of the environment is 1,875

states. The maximum step of each episode is 3,000 steps. Figure 3 shows the steps

per episodes of algorithms Q-learning, Sarsa, Q(k), Sarsa(k), and Dyna-Q. Table 2

depicts the performance of these algorithms, where parameters are the same as in

Table 1, except path length refers to paths found by the algorithms after 1,000

episodes. Figure 4 depicts the paths found by the algorithms Q-learning, Sarsa,

Q(k), Sarsa(k), and Dyna-Q after 1,000 episodes. In this simulation, the Sarsa(k)

algorithm converges to a near-optimality path quickly, but the path found by this

algorithm is much longer than the path found by the Dyna-Q algorithm. The Dyna-Q

algorithm is really effective in this simulation.

Based on simulation results shown above, some evaluation criteria [1] of these

algorithms are summarized in Table 3, where the soundness means that the

planned path is guaranteed to be collision-free, the completeness means that the

algorithm is guaranteed to find a collision-free path if one exists, the optimality

means that the length of the actual path obtained versus the optimal path, and

speed of convergence means that the computer time taken to find a near-optimality

path. Here, the criteria of optimality and speed of convergence to a near-optimality

path are only compared among the algorithms.

4 Conclusions

In this work, we reviewed and evaluated some popular RL algorithms for the path

planning problem of autonomous mobile robots. In the first sense of RL algo-

rithms, the Q-learning algorithm is the most popular and seems to be the most

Table 3 The evaluations of the algorithms Q-learning, Sarsa, Q(k), Sarsa(k), and Dyna-Q

Criterion Q-learning Sarsa Q(k) Sarsa(k) Dyna-Q

Soundness Yes Yes Yes Yes Yes

Completeness Yes Yes Yes Yes Yes

Optimality Bad Bad Medium Bad Good

Speed of convergence Slow Slow Medium Rapid Rapid
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effective model-free algorithm for a learning robot. However the simulation results

show that the Q-learning is not really effective for finding a collision-free path in

an environment that the number of states and obstacles are so large. Both the Sarsa

algorithm and the Q-learning algorithm converge quite slowly and the paths found

by these two algorithms are not good paths. The algorithms Q(k) and Sarsa(k)

improve quite well the speed of convergence to a near-optimality path. But, the

Dyna-Q algorithm is particularly efficient in solving the path planning problem of

autonomous mobile robots. With the experimental results shown above, we believe

that the Dyna-Q algorithm is the best choice among algorithms Q-learning, Sarsa,

Q(k), Sarsa(k), and Dyna-Q to solve the path planning problem. However, we have

just emphasized our work on the simulations of the maze domain. We plan to

extend the Dyna-Q algorithm to the real robot in the real environment.
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Control Mechanism for Low Power
Embedded TLB

Jung-hoon Lee

Abstract This research proposes a new embedded translation look-aside buffer

(TLB) structure that can reduce the power consumption effectively by using simple

hardware control logics. The proposed TLB structure is constructed as two fully

associative TLBs and one of the two TLBs is selectively accessed by the dynamic

selection method. It is shown that on-chip power consumption of the proposed

TLB can be reduced by around 42% comparing with the conventional fully

associative TLBs with the same number of entries.

Keywords Translation look-aside buffer (TLB) � Low power design � Temporal

locality � Memory hierarchy

1 Introduction

Low-power techniques for memory systems can be used for all the design levels

from the high levels including algorithm selection, system integration, and

architecture design, and up to the low levels including gate/circuit design and

process. However, applying the low-power design technology to the higher levels

of architecture, algorithm, and system levels may cause a larger effect with rela-

tively less design effort and cost than changing process technology or optimizing

gate and circuit design [1]. Because most of TLB structures are constructed as a

fully-associative TLB with CAM cells, power consumption of the TLB varies
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linearly depending upon the number of its entries [2]. In case of the Strong ARM

[3] and ARM920T [4], the amount of power dissipated at the TLB corresponds to

around 17 and 10% of the overall power consumption respectively. Although the

physical size of a TLB is small, compared with a cache memory, it accounts for a

significant fraction of the total power consumption.

In many applications, such as portable devices, energy efficiency is more

important than performance. In other to reduce power consumption, maintaining a

micro-TLB above the conventional TLB level turns out to be an effective approach

for instruction TLB with low miss ratio. But in case of data TLB, performance

degradation tends to be more significant than the gain by power reduction. The

other TLB studies are memory cell redesign, such as modified CAM cell, voltage

reduction, and optimized TLB structures. Our focus is to optimize the basic TLB

structure with the aid of a simple mechanism. Thus simple control and construc-

tion can be achieved by this method. Conclusively, the proposed TLB system is

designed as a low power/high performance TLB structure for embedded

processors.

2 Control Mechanism for Dual TLB

2.1 Proposed TLB Structure

The proposed selective TLB structure is shown in Fig. 1. The selective TLB is

constructed as two fully associative TLBs, i.e., main-TLB and sub-TLB, and one

of the two TLBs is selectively accessed. When the CPU accesses memory, the

main-TLB (MTLB) is searched first for a match. If a miss occurs at the MTLB,

then the sub-TLB (STLB) is searched during the next cycle. If a hit at the STLB

occurs, when the next virtual address is generated, the STLB is searched first. Two

consecutive misses at the both places cause a miss handling service to the oper-

ating system. This scheme of dynamic search ordering has made possible by page

characteristics, that is, if one page is loaded, that page has high probability of

consecutive hits because one page has many hundreds or thousands information.

Therefore this scheme improves the average access time of conventional dual TLB

system, which was a major weak point. Each entry of MTLB holds a new control

bit, called a temporal bit. This single bit is used to select pages with temporal

locality. Generally if one page is loaded, that page has high probability of con-

secutive hits and thus it cannot be used as a sign of temporal locality, and therefore

temporal bit is kept as 0. The temporal bit is set to 1 only if other TLB entry is

accessed and the TLB reference returns to the original page. This mechanism is

accomplished to compare a virtual page number (VPN) accessed just before with a

newly accessed VPN. Replacement policy of the two TLBs is chosen as FIFO

algorithm. If the MTLB is full, the oldest entry is replaced. And then if temporal

bit of the entry is set, the entry is moved into the STLB.
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2.2 Proposed TLB Control Algorithm

Algorithms for the proposed dual TLB management are described in detail. When

the first virtual address is generated, MTLB is searched. If a hit occurs at the

MTLB, address translation is performed. If a miss at the MTLB occurs, then the

STLB is searched during next cycle. And also if a miss at the STLB occurs

consecutively, a new page table entry is placed on MTLB. Continuously when the

next virtual address is generated, the MTLB is searched during one cycle until the

MTLB is filled up. When the MTLB is full and a MTLB miss occurs, one entry

within the MTLB is selected and replaced with a new page entry. This page entry

replaced from the MTLB is placed at the STLB if it shows high possibility to be

accessed in the future. If a page table entry is to be placed in STLB, possible

cases are:

• Hit in main-TLB: if a page is found in the MTLB, the actions are not different at

all from any conventional TLB hit. The requested physical address is sent to the

cache and compared with tag bits of the cache. Also next TLB search is per-

formed in the order of the MTLB and STLB in each of next two cycles. If the

currently generated tag value does not equal to the preceding tag value, its

corresponding temporal bit of the entry is set to 1.

• Hit in sub-TLB: when the CPU generates a virtual address and if a page is found

in the STLB, the actions are not different at all from MTLB hit. But next TLB

search is done in the order of the STLB and MTLB in each of next two cycles.

When consecutive hits at the STLB occur, address translations are performed at

the STLB until a miss occurs.

• Miss in both places: a miss occurs at both TLBs and while the O/S is handling

the miss, controller will check whether the MTLB is filled up or not. If MTLB is

full, the oldest entry is replaced. And then if its corresponding temporal bit is
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Page table entry from

Off-chip Memory

temporal bitMTLB enable

Virtual page number (VPN)

:

CAM SRAM
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VPN PPN, Attrib. VPN PPN, Attrib.
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MTLB Hit STLB Hit

Physical page number (PPN)

Fig. 1 Proposed dual TLB
structure
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set, the entry is moved into the STLB. These actions are to exploit temporal

locality selectively and also the lifetime of each entry with temporal locality can

increase. If MTLB is not full, incoming new value is placed in MTLB and sent

to the cache at the same time.

3 Performance and Evaluation

Two major performance metrics, i.e., the average memory access time and power

consumption are used to evaluate and compare the proposed TLB system with

conventional fully associative TLB with the same number of entries, e.g., 32

entries. It is assumed that CPU clock is 200 MHz, memory latency is 15 cpu

cycles, and memory bandwidth is 1.6 Gbytes/sec. These parameters are based on

the values used for common 32-bit embedded processors (e.g., Hitachi SH4 or

ARM920T).

It is shown that average memory access time of the proposed TLB can be

reduced by about 10% and power consumption can be reduced by around 42%

comparing with the conventional fully associative TLB (Fig. 2).

4 Conclusion

High performance and low power consumption are two important factors to

consider in designing many embedded systems. This research proposes a new TLB

system that can reduce the power consumption effectively by using simple hard-

ware control. The proposed TLB system consists of two fully associative TLBs

and either of the two TLB is selectively accessed from access pattern. Also in other

to obtain high performance, using of a new control bit can select pages with

temporal locality effectively.
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According to the results of simulation and analysis, performance improvement

can be achieved reasonably and this is shown by comparing with the conventional

fully associative TLB with the same number of entries. And it is shown that

on-chip power consumption of the proposed TLB can be reduced by around 42%

comparing with the conventional fully associative TLB with the same number of

entries.
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A Noise Reduction Method for Range
Images Using Local Gaussian Observation
Model Constrained to Unit Tangent
Vector Equality

Jeong Heon Kim and Kwang Nam Choi

Abstract We present a method for smoothing heavy noisy surfaces acquired by

on-the-fly 3D imaging devices to obtain the stable curvature. The smoothing is

performed in a way that finds centers of probability distributions which maximizes

the likelihood of observed points with smooth constraints. The smooth constraints

are derived from the unit tangent vector equality. This provides a way of obtaining

smooth surfaces and stable curvatures. We achieve the smoothing by solving the

regularized linear system. The unit tangent vector equality involves consideration

of geometric symmetry and it minimizes the variation of differential values that are

a factor of curvatures. The proposed algorithm has two apparent advantages. The

first thing is that the surfaces in a scene with various signals to noise ratio are

smoothed and then they can earn suitable curvatures. The second is that the pro-

posed method works on heavy noisy surfaces, e.g., a stereo camera image.

Experiments on range images demonstrate that the method yields the smooth

surfaces from the input with various signals to noise ratio and the stable curvatures

obtained from the smooth surfaces.

Keywods Range image � Noise � Local gaussian observation model � Linear

system
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1 Introduction

Image processing is a fundamental field in computer vision. The advance of

imaging technology gives good opportunities to various image acquisitions. The

processing of 3D information from these images has become an important issue in

visualization and vision. The development of 3D sensing technologies makes

production of high resolution range image possible, and it follows that they con-

tinuously suffer from noise. The surfaces of interest need to be extracted from the

noisy data. Consequently, the need for noise reduction methods of 3D image

processing has been increased recently.

Denoising or smoothing images is one of the most prevalent works of image

processing. Traditionally the methods for denoising 2D images focus on local

values of quantity field. Furthermore, we consider local geometric relationship to

form smooth surfaces of 3D objects. The 3D object has a stable distribution of a

feature based on the surface shape such as surface curvatures in differential

geometry because of the consideration of local geometric relationship.

Curvature is one of the fine features with transformation invariant to describe

the surface. The invariant is a good characteristic for computer vision—object

recognition, pose estimation, motion estimation and image matching [1–3].

Curvature represents the sharpness of a surface or a curve and computed from 1st

and 2nd partial derivatives in 3D Euclidean space. However, curvature is very

sensitive to noise because of the characteristics based on derivative feature. The

noisy surface from 3D imaging sensors produces uneven curvature distribution

over all observed objects. They indicate that most locations have sharp bends. In

other words, the noisy surfaces yield unsteady curvature even on flat surfaces and

it does not correspond with our expectation. Thus a sharp point is not discrimi-

nated from other plat points. Useful curvature for discrimination is obtained from

smooth surfaces; therefore, we should improve methods to smooth noisy surfaces.

The development of the vision technology could bring into existence the out-

standing mobile device for range image acquisition. We can rapidly and easily

obtain the range images in anywhere at any time, while there is a trade-off: We

have more and biased noises. Magnitudes and directions of the noise are biased by

the device, with the consequence that the noise has different distribution on each

direction. For such reasons as mentioned, observed surfaces are irregular and the

noise of those has anisotropic distribution. The smoothing methods are required

especially for the applications that use these on-the-fly devices.

Surface reconstruction by fitting a Radial Basis Function (RBF) is one of the

popular techniques. Carr et al. [4] smooth the scattered range data by convolving

with a smoothing kernel (low pass filtering) during the evaluation of the RBF.

They also show the discrete approximation to the smoothing kernel. This allows

arbitrary filter kernels, including anisotropic and spatially varying filters. Smooth

interpolation by moving least squares (MLS) approximation is also one of the

powerful approaches. The mesh-independent MLS-based projection strategy for

general surface interpolation is proposed [5]. This is applicable to smoothing a
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d � 1ð Þ-dimensional manifold in R
d, d� 2; and the resulting surface is C1

smooth. Image-smoothing technique by diffusion is general. Anisotropic diffusion

for images is proposed by Perona and Malik [6]. Tasdizen et al. [7] develops the

surface smoothing via level set surface models and anisotropic diffusion of nor-

mals. Anisotropic diffusion is a much better method for denoising than isotropic

diffusion which behaves like a low pass filter. The targets of these methods are not

only the range images from on-the-fly devices. On-the-fly range images have

various noise levels in a scene. One smoothing level is not satisfied of the on-the-

fly range images.

Our goals are obtaining denoised smooth surfaces and the smooth stable cur-

vature in range images from on-the-fly 3D imaging devices. The range images are

illustrated in scattered points and the smooth surface can be obtained by fitting the

scatter points. In this paper we focus on the non-iterative approximation to noisy

surfaces with satisfaction of constraint that is the differential geometry represen-

tation of the surface with stable curvature. We formulate this in the context of

regularization with two linear systems. The one is the maximum log-likelihood

estimate (MLE) of the likelihood in which points are observed. The other is the

smooth constraints that are the equality of neighbor unit tangent vectors.

The proposed method offers two apparent advantages. The first thing is that it

yields the stable curvature. They are computed from the smooth variation of

surface normal vectors. The unit tangent vectors of a point on surface are the factor

of surface normals. The minimization of unit tangent vector variation makes the

variation of curvature minimal. The unit tangent vector equality involves con-

sideration of geometric symmetry. The consideration improves the results better

than those of traditional noise reduction methods in curvatures. The second

advantage is that it is non-iterative approximation. On-the-fly 3D imaging devices

produce range images. The applications using the device work sequentially with

the range images. The direct linear system solvers for proposed method are

powerful and well researched [8, 9].

2 Observation Model and Constraint

On-the-fly 3D imaging devices such as stereo camera, Flash RADAR and struc-

tured light 3D scanner produce range images rapidly. Our approach is non-iterative

so as to process continuous input range images periodically. The range image is

the format of lattice and is formed of discrete data in general. The range images are

similar to 2D color images and they can be applied to 2D image filters. However,

the Gaussian or median filters that are useful for noise reduction are not suitable to

make the stable curvature; they do not consider geometric symmetry except values

only. One of our goals is on the stable curvature. It demands the constraint that a

surface has inherent stable curvature beyond the simple smoothing. One of the

methods for the approximation by constraints is regularization in linear algebra.
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We derive linear system to describe the range image from a probability point of

view for defining the regularization problem. The constraint is represented in

linear system through the neighborhood relation.

2.1 MLE of the Point Observation Likelihood

Suppose that each observation point in the range image is the random variable

observed from the true coordinate with a Gaussian distribution. A set N contains a

point xp and its neighbor. To simplify this problem, we shall assume that points in

N have independent probability distribution; probability distribution of each axis

is independent at a point. Suppose that N contains k points, x1; . . .; xk. Then, the
likelihood of N on one axis is

p N jl; r2
� �

¼
Yk

i¼1

p xijli; r2i
� �

¼
Yk

i¼1

1ffiffiffiffiffiffi
2p

p
ri
exp � xi � lið Þ2

2r2i

" # ð1Þ

where mean l denote the vector l ¼ l1; . . .; lkð ÞT and variance r
2 denote the

vector r2 ¼ r21; . . .; r
2
k

� �T
:

The maximum log-likelihood estimate of (1) for l must satisfy

Xk

i¼1

� xi � li
r2i

¼ 0 ð2Þ

and

Xk

i¼1

li
r2i

¼
Xk

i¼1

xi

r2i
: ð3Þ

An observation point xi is known value. A variance r2i is drawn from the

accuracy of 3D imaging devices on distance. The true coordinate that is center of

Gaussian distribution li is unknown, furthermore the accuracy from the true

coordinate is unknown. We assume that the accuracy from xi similar to the

accuracy from li. While the observation point is observed within the accuracy, we

define the accuracy as a 3r. Now, remained unknown variable is only li.

2.2 Reproduction to Linear System

The derived MLE represent in linear system for the regularization. The linear

algebra form of (3) is
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wT
l ¼ wTx; ð4Þ

where vector w ¼ 1=r21; . . .; 1=r
2
k

� �T
.

Suppose that the size of range image is m� n. Then, we can rewrite (4) as

aTl ¼ aTx; ð5Þ

where vector a ¼ a1; . . .; alð ÞT . The element ai of a is

ai ¼

1
r2
i

if neighborhood of xp

0 otherwise

8
<

: : ð6Þ

While the range image contains s samples, (5) can be rewritten as

Al ¼ Ax; ð7Þ

where matrix A ¼ a1; . . .; asð ÞT .

2.3 Unit Tangent Vector Equality

Surface is expressed as a mapping of an open set D of 2D Euclidean space R2 into

3D Euclidean space R
3 by a coordinate patch l : D � R

2 ! R
3 in differential

geometry [10]. Expressing the coordinate patch l as a function on D yields the

formula

l u; vð Þ ¼ f1 u; vð Þ; f2 u; vð Þ; f3 u; vð Þð Þ ð8Þ

where f1; f2; f3 are arbitrary functions.

For each point u0; v0ð Þ in D, the curve l u; v0ð Þ is called the u-parameter curve

on v ¼ v0 of l; and the curve l u0; vð Þ is the v-parameter curve on u ¼ u0 of l. We

now calculate the tangent vectors lu; lv at u0; v0 of the u-parameter curve and the

v-parameter curve by partial differential on each direction. The partial differentials

of range image are

lu ¼ l u0 þ 1; v0ð Þ� l u0; v0ð Þ; ð9Þ

lv ¼ l u0; v0 þ 1ð Þ � l u0; v0ð Þ: ð10Þ

The equality of neighbor u-direction unit tangent vectors, the constraint for

smoothing are

l u0 þ 1; v0ð Þ � l u0; v0ð Þ
luk k ¼ l u0 þ 2; v0ð Þ � l u0 þ 1; v0ð Þ

luþ1

�� �� ð11Þ
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and

0 ¼ 1

luk k

� �

l u0; v0ð Þ� 1

luk k þ
1

luþ1

�� ��

 !
l u0 þ 1; v0ð Þ

þ 1

luþ1

�� ��

 !
l u0 þ 2; v0ð Þ:

If luk k and luþ1

�� �� are given, then we can formulation in linear algebra of l

and rewrite the linear system of full range image in the same manner as MLE of

the point observation likelihood. However, because luk k and luþ1

�� �� are

unknown, we draw from xuk k. The partial differential xu of noisy data is very

sensitive. The estimation of lu from smooth surface is complicate because of the

sensitive. Thus, we separate xuk k of full image into two categories; neighborhood

and non-neighborhood. We define luk k as the representative of xuk k category.

We write the linear equation of the equality of neighbor v-direction unit tangent

vectors in the same manner as mentioned above. We can combine two linear

equations of constraint and we have the unit tangent vector equality constraint

Cl ¼ 0: ð13Þ

2.4 Tikhonov Regularization

Regularization is a general technique to prevent over-fitting. Consequently, the

regularization smooths out the noisy surface with the constraint. The most com-

mon and well known form of regularization is the one known as Tikhonov reg-

ularization. The solution of linear system by Tikhonov regularization lk is defined

the minimizer of weighted sum of residual norm and the side constraint

lk ¼ argmin Al� Axk k22þk2 Clk k22
n o

ð14Þ

where the regularization parameter k controls the balance of minimization between

residual norm and side constraint. We solve the three linear systems that involve

(14) of other two axes.

3 Experiments

The experiments use preprocessed range images that are removed the impulse

noise. Accuracy of range images is based on the device specification. Variance r2

of Gaussian distribution, the observation model, is draw from accuracy ¼ 3r.
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We solve the linear system with regularizer using the method of normal equation

in the least-squares sense.

3.1 Compare with Gaussian Filter

The most common and well known method of noise reduction is the one known as

Gaussian filter. We compared the proposed method by Gaussian filter. Figure 1

shows the result. Figure 1a is the magnified surface of the partial range image from

the stereo camera used for the experiment; color shows mean curvatures. The

Gaussian filter makes limited smooth surfaces. The result at edge is irregular in

particular. The data loss occurs because of the region without observation. The

Gaussian filtered surface Fig. 1b shows unstable curvatures and data loss. The

smoothed surface by the proposed method Fig. 1c has stable curvatures at all

around involved edge. The plane is sufficiently flat and the edge is natural. The

data loss does not occur due to the approximation at the region without

observation.

3.2 Experiments with Various Signals to Noise Ratio

The experiment with various signals to noise ratio is shown in Fig. 2. Figure 2a is

the original happy Buddha range image from the Stanford 3D scanning repository.

We add the Gaussian noise with different variance on Y-axis value that is repre-

sented various signal to noise ratio in Fig. 2b. The Gaussian filtering was applied

with 3 by 3 window and 0.5 standard deviation over a number of iteration.

Fig. 1 a Magnified surface of the partial range image from the stereo camera, color shows mean
curvatures. The Gaussian filtered surface b shows unstable curvatures and data loss. The
smoothed surface by the proposed method c has stable curvatures

A Noise Reduction Method for Range Images 491



Figure 2c is the result of with 10 iterations and Fig. 2d is the result of with 30

iterations. The upper part of Fig. 2c is nearly smoothed while the bottom is still

rough because of the different noise level. The bottom Fig. 2d is smoothed and it

follows that the upper is over smoothed. Our result Fig. 2e is shown best

smoothing surface from the input with various signal to noise ratio as a result of

the different smoothing strength.

4 Conclusions and Future Work

We propose the method using the probability distribution each observed point that

involves the accuracy of 3D imaging device. The range image of on-the-fly 3D

imaging device contains a range of noise levels in a scene. The smoothing methods

that use one smoothing parameter are not satisfied to the on-the-fly range image.

We solve the smoothing the range image using Gaussian observation model and

unit tangent vector equality; we formulate to linear system with regularization

technique for on-the-fly 3D imaging devices. The experiments demonstrated that

the method smooths out the surface with various signal to noise ratio, and the

surface inherit appropriate curvatures to forms of surfaces. Future work will study

the combine of the moving least squares to solve the linear system with regularizer

instead of the least squares. Other study is unity of polynomial basis in place of

raw observed point.

Fig. 2 a Original happy Buddha range image, color shows mean curvature, b noisy image with
Gaussian, c Gaussian filtered image with ten iterations, d Gaussian filtered image with 30
iterations, and e smoothed image with the proposed method
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Group-Aware Social Trust Management
for a Movie Recommender System

Mucheol Kim, Young-Sik Jeong, Jong Hyuk Park

and Sang Oh Park

Abstract This paper presents an interactive movie recommender system for

constructing an intelligent home network system. The proposed model is based on

a group-aware social trust management, one of the new paradigms for personalized

recommendation. In this paper, we show the concept model of group-aware social

networks for the proposal and a prototype implementation.

1 Introduction

A Social network expresses the concept of psychological and social relationships

between individuals or groups as networks. It is a graphically represented social

structure consisting of nodes that are tied by one or more specific types of inter-

dependency [1–3]. For more than 50 years, various sociology and psychology-based
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studies have analyzed this structure. Since the late 1990s and the growth of the

World Wide Web (WWW), typical social network services (blogs, collaborative

filtering systems, online gaming, etc.), key concepts in the new user-oriented web

(web 2.0), have resulted in untold user generated multimedia contents [4–6].

The explosive growth of multimedia data leads to increased time and effort being

required to search for content. Recently, personalized recommender systems that

suggest product items such as films, music and books according to the online con-

sumer’s tastes have attained a lot attention and there has been increasing research

interest in such recommender systems [7].

A recommender system involvesmaking automatic predictions about the interests

of a user using information filtering techniques. Typically, the collaborative filtering

approach and the content-based approach are used to filter information about a user.

Collaborative-filtering approaches compute similarity between users based on users’

preferences and recommend items which are highly rated by similar users. Content-

based approaches recommend itemswith similarity between items and do not use any

preference data [8]. A social network is mainly employed in domains where the

human notions of trust and reputation are significant, such as security systems,

recommender systems and online transaction systems [9]. In particular, a group-

aware social network that effectively models interactions between group based

influences and behavioral patterns is well suited to the collaborative filtering

approach that collects taste/preference information from many users.

This paper proposes an interactive recommender system for movies that

operates in intelligent home network environments. The proposed system supports

interactions between users and service providers by exploiting a social network

that is created based on the users’ preferences.

The rest of this paper is organized as follows: Sect. 2 presents the architecture

of the proposed interactive recommendation system. Section 3 describes the

group-aware social trust management approach. In Sect. 4, we implement a pro-

posed prototype system. Finally, conclusions and recommendations for future

work are given in Sect. 5.

2 Related Work

Studies on social networks have been continued in the social science and

psychology fields, and with the development of the Web since 2000s, researchers

have become interested in online social networks. Many studies on social networks

are developing mainly in three areas: the development of social network models,

analysis methods, and applications.

There have been many studies that attempted to specify the degrees of rela-

tionships by defining social trust models [10–12]. Golbeck [10] proposes a trust

model that is appropriate for online community using the social and personal

preferences of users. Kim and Han [12] proposed a trust model that incorporates in

the existing trust model the element of uncertainty that the user’s trust cannot be
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ascertained. Meanwhile, various studies related to the analysis of social networks

proposed methods to effectively analyze and mine social networks which are

expressed as relational networks. Barabasi and co-workers [13, 14] focus on

analyzing graphs expressed as relational networks. Using graph analysis and trust

models, [15] has been conducted on visualization. Furthermore, [16–18] propose

maintenance methods for dynamically changing relationships between users in

social networks. [19–21] propose methods to predict the newly created links for

relationship maintenance by applying various classification techniques [22] based

on the attributes of users and their existing link relationships. In addition, studies

intended to apply social networks to diverse areas such as e-mail spam detection

[23–25] and recommendation systems [10, 26–29] have been actively conducted.

Studies related with search and recommendation systems utilizing social networks

have proposed methods to filter social network information using indirect infor-

mation [10, 27, 28]. However, these filtering approaches bring about results that

add to sparsity problems. Therefore, recent studies of social networks should focus

on solving these problems not only by filtering approaches but also by extending

relations in social networks [26, 29].

3 Recommender Architecture

Figure 1 depicts the architecture of the proposed interactive recommender system

based on a cognitive social network model. The proposed system consists of two

main modules: a group-aware social trust management module and an interactive

recommendation module. The group-aware social trust management module col-

lects user profiles and users’ behavioral interaction data from dynamic media

sources and incorporates the recognized user interests or preferences in a social

network. The interactive recommendation module analyzes user preferences in the

organized social network and service provider’s content so as to recommend

content items that are likely to be of interest to the user. Information associated with

the social network and with the service provider’s content is retrieved from dat-

abases the Social Network DB (SN DB) and the Movie Content DB, respectively.

The user’s choices with regard to personalized recommendations are fed back to the

group-aware social trust management module so that the recommender system is

updated for improvement (i.e., the system learns over time from customers).

4 Group-Aware Social Trust Model

This section describes the group-aware social trust management module that is the

core of the proposed interactive recommender system. The proposed system

dynamically captures user interests and preferences by creating and maintaining a

social network that is built based on a collection of consumer profiles.
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The group-aware social trust management module in Fig. 1 is composed of

three subcomponents—a User Group Analysis Manager, a User Intention Analysis

Manager and a Social Trust Management Module (see Fig. 2). The User Group

Analysis Manager extracts attributes from the user profile and organizes user

groups with the user characteristics. The Influence Determinant Manager defines a

personalized influence model. The User Intention Analysis Manager extracts user

behavioral information which represents user interactions and intentions. The

Social Trust Management Module creates and maintains a social network.

Information attributes that are extracted from user profiles and past user

interaction data to identify user preferences are: gender, job, age and user ratings.

The User Group Analysis Manager generates a personalized influence model based

on the extracted information. The Social Network Manager combines the

Fig. 1 The proposed recommender system architecture

Fig. 2 The Proposed group-aware social trust management process
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interaction information from the User Intention Analysis Manager and the group

based influence information from the User Group Analysis Manager and constructs

a social network.

5 Implementation

A prototype of the proposed recommender system was implemented in Java so that

it can be applicable in a variety of domains (e.g., web or mobile application

environments). In addition, a dataset gathered in MovieLens [30], a movie rec-

ommendation website, was used to provide sufficient user profile and rating data in

the experiment.

In the proposed system, a user can enter his/her profile (gender, job and age).

Based on the user’s profile, the proposed system captures the user’s preferences and

recommends films in which the user might be interested, as shown in Fig. 3. Films

that have high user preferences are displayed along with a poster, a brief description

of the film, the average rating score and the number of users who have rated the film.

6 Conclusions

In this paper, an interactive recommender system that makes personalized

recommendations of movies in home networks is described. The proposed

recommender system employs the group-aware social network model that is

Fig. 3 Implementation of
the proposed system
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regarded as a promising technique to capture the dynamics of socially-mediated

information transmission in today’s social networking environments. This social

network model can systematically analyze user preferences that are in rapid and

constant change and can represent their influence in social networks. The paper

presents a conceptual model and a prototype of the proposed interactive movie

recommender system.
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Collaborative Filtering Recommender
System Based on Social Network

Soo-Cheol Kim, Jung-Wan Ko, Jung-Sik cho

and Sung Kwon Kim

Abstract In recent years, the use of social network services is constantly

increasing. A social network service (SNS) is an individual-centered online service

that provides means for users to share information and interact over the Internet.

In a SNS, recommender systems supporting filtering of substantial quantities of

data are essential. Collaborative filtering (CF) used in recommender systems

produces predictions about the interests of a user by collecting preferences or taste

information from many users. The disadvantage with the CF approach is that it

produces recommendations relying on the opinions of a larger community (i.e.,

recommendations are determined based on what a much larger community thinks

of an item). To address this problem, this article exploits social relations between

people in a social network. That is, the recommender system proposed in this

article takes into account social relations between users in performing collabora-

tive filtering. The performance of the proposed recommender system was evalu-

ated using the mean absolute error.

Keywords Collaborative filtering � Recommendation system � Social network
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1 Introduction

In today’s online environments, there exist a variety of social networks made up of

individuals or groups called ‘‘nodes’’, which are tied by one or more specific types

of interdependency. Like real-world social structures, people are connected to each

other in an online social network through many kinds of social relations. For

example, various communities and organizations are freely created and run in

web-based social networking sites such as Twitter, Facebook, Epinions, Myspace

and Cyworld.

In a SNS, a large amount of information on users’ behavior, activity or pref-

erences is created. Note that not all of such information is trustworthy because

anybody, who might intentionally or unintentionally supply false information, can

participate in a SNS. Hence, recommender systems that help users find information

by providing recommendations play a significant role in a SNS [1, 2].

Recommender systems use a specific type of information filtering approach

such as content-based filtering, demographic filtering and collaborative filtering.

Collaborative filtering used in the recommender system proposed in this article

recommends items or users. In item predictions (filtering), items that like-minded

users rated as of great value are measured for similarity to identify the set of items

to be recommended. This technique does not support the social process of asking a

trustworthy friend for a recommendation. The disadvantage of the collaborative

filtering approach is that recommendations are made depending on the opinions of

others irrespective of their trustworthiness. This approach produces standardized

(non-specific) recommendations because the items that are favored by a larger

community are constantly recommended, used, and reviewed while other items

have little chance to be considered. In such an approach, a truly personalized view

of an item using the opinions most appropriate for a given user is less likely to be

developed. To resolve this problem, the proposed recommender system finds

trustworthy users using social relations in an online social network and performs

collaborative filtering with the users weighted by trustworthiness.

In the proposed collaborative filtering recommender system, the Friend of a

Friend (FOAF), breadth-first search (BFS) and user’s social recognition in the

social network are used to connect the users (nodes) of an online social network.

The Epinions dataset was used to implement the proposed recommender system.

In the social network created using the Epinions dataset, social relations between

users are analyzed and trustworthy users are found by computing the distance

between users. The proposed system performs collaborative filtering using the

identified trustworthy users [3].

The rest of the article is organized as follows. Section 2 gives a brief

description of social networks, recommender systems and collaborative filtering.

Section 3 presents the proposed recommender system that exploits social relations

between users in a social network in order to improve the performance of the

traditional collaborative filtering system. In Sect. 4, the proposed collaborative
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filtering recommender system based on social networks is compared to the con-

ventional collaborative filtering system. Finally, Sect. 5 concludes the article.

2 Related Work

2.1 Social Network and Friend of a Friend (FOAF)

A social network service provides means to connect with friends and to share

opinions with others. Most social network services are web based and focus on

building social relations between people, who share interests and activities.

Friendship and social recognition created on social networking sites are important

social factors to be considered in recommender systems. In friendship, distant

friends linked via the FOAF as well as direct friends are considered. Social rec-

ognition, the value that an individual gets from the social network, is determined

by the number of friends that the individual has in the network. Friendship and

social recognition can be used to identify trustworthy users for a given user in a

social network [4].

2.2 Recommender System and Collaborative Filtering

A recommender system recommends items or users that are likely to be of interest

to the user based on predefined similarity measures. The recommender system

proposed in this article recommends items using the collaborative filtering tech-

nique. For item recommendations, the collaborative filtering technique first looks

for like-minded users and makes predictions (filtering) about the interests of the

user using the ratings from those like-minded users [5].

2.3 Breadth First Search (BFS)

In computer science, breadth-first search (BFS) is a graph search algorithm that

begins at the root node and explores all the neighboring nodes. Then for each of

those nearest nodes, it explores their unexplored neighbor nodes, and so on, until it

finds the goal. The BFS can be used to create a social network graph as the set of

nodes reached by the BFS form the connected component containing the starting

node. The recommender system proposed in this article employs the BFS to create

a graph made up of users in a SNS and computes trustworthiness between users in

the created graph.
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3 Proposed Method

Figure 1 shows the conceptual structure of the proposed recommender system. In

the proposed system, the conventional collaborative filtering technique is

enhanced by analyzing social relations between users in a SNS and identifying

trustworthy users that are referred to for item recommendations. The red arrowed

line in Fig. 1 highlights that the BFS algorithm adopted in the proposed system

determines the trust value by taking into account both user relations and rating data.

3.1 Identification of Trustworthy Users in a Social

There can be many kinds of ties between the nodes in a social network that is a

directed graph. Figure 2 depicts four types of ties: fan, friend, follower and

member. The ‘fan’ relationship represents that a given user trust another user,

whereas the ‘follower’ relationship represents that the given user is trusted by

another user. The ‘friend’ relationship represents that the concerned two users

have mutual trust (a two-way tie). In the ‘member’ relationship, the organization to

which a given user belongs is considered trustworthy. Figure 3 illustrates the

identification of trustworthy users based on the social network graph components

(nodes and ties) and rating data.

The U � U array in Fig. 3 represents the trust level between users and the U � I
array represents the user’s rating score for the items. The adopted BFS algo-

rithm searches through every connected node of a given user in the directed graph.

When there is more than one user (node) at the same depth and directed toward a

same node, the user that has rated more items is chosen by referring to the U � I
array.

Fig. 1 Proposed
recommender system
architecture
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BFSðx;yÞ ¼ BFSðx;Maxðy preÞÞ þ 1 ð1Þ

awareðyÞ ¼
fany þ followery

2ðn� 1Þ ð2Þ

TrustSðx;yÞ ¼
Nj j � BFSðx;yÞ

Nj j � aþ awareðyÞ � b ð3Þ

In Eq. 1, the distance between users is measured using the BFS algorithm.

BFSðx;yÞ denotes the measured distance between user x and y: Maxðy preÞ in Eq. 1

denotes that when there is more than one user node at the same depth and directed

toward a same node, the one with a higher number of rated items is chosen to

compute BFSðx;yÞ: Equation 2 counts fan and follower of a given user and divides

the counted number by the number of users so as to compute social recognition

that the user has earned in the social network. In Eq. 3, the social relation measures

obtained in Eqs. 1 to 2 are transformed into a normalized value in the range

Fig. 2 Relationships in a social network

Fig. 3 Computation of trustworthy users in a social network
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between 0 and 1. TrustSðx;yÞ represents the trustworthiness between user x and y—

value 1 indicates that a given user has a close relationship with the other user who

is highly recognized in the social network.

3.2 Recommendation System and Collaborative Filtering

Sðx;yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
a¼1 fðx;aÞ fðy;aÞ

q

� TrustSðx;yÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
a¼1 ðfðx;aÞÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
a¼1 ðfðy;aÞÞ

2
q ð4Þ

In Eq. 4, Sðx;yÞ represents similarity between items rated by user x and y: a denotes

the items examined for similarity and n is the total number of the items.

fðx;aÞ and fðy;aÞ denote the ratings of item a by user x and y; respectively. The

conventional collaborative filtering is extended by adding weight denoting the

weight given to the similarity computation according to the trust level between

users.

Uðx;aÞ ¼ rx þ

Pn
y¼1 Sðx;yÞ fðy;aÞ
Pn

y¼1 Sðx;yÞ
ð5Þ

Uðx;aÞ is the predicted rating (preference) of item a by user x (item a has not

yet been rated by user x). rx denotes the average rating of items by user x: Sðx;yÞ is

the measured item similarity associated with user x and y: fðy;aÞ represents the

rating of item a by user y. n denotes the number of neighboring nodes to be

considered.

4 Experiments and Evaluation

4.1 Experimental Data

To perform the experiments with SNS data, the dataset from Epinions.com, a

general consumer review site, was used. In the Epinions dataset, the number of

users was 49,290 and the number of items was 139,738. The number of ratings of

the items was 664,824. The Epinions dataset has 487,181 social ties. The

numerical ratings of an item are in the range {1, 5}. In terms of social relation,

value 1 represents that there is a relationship between users. The absence of the

value indicates that there is no relationship. Social relations between users are

directed (i.e., they are represented with a directed edge in the graph).
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4.2 Experimental Method

In order to increase data accuracy, the volume of the Epinions dataset was reduced

to 1/1000, and data for training and testing was randomly divided (the ratio of the

data used for training to testing was 8:2). This operation was repeated five times in

the experiments. The performance of the proposed social network-based recom-

mender system was compared to that of the traditional collaborative filtering

system. There are several ways to evaluate a recommender system. In this work,

the mean absolute error (MAE) was used.

MAE ¼
Pn

i¼1 ra;i � ra;i
�
�

�
�

n
ð6Þ

ra;i denotes the actual rating of an item by the user and ra;i denotes the user’s

rating predicted by the recommender system. n is the number of items evaluated.

The recommender system is ‘good’ (i.e., prediction is accurate) as the resulting

value is close to 0.

4.3 Performance Evaluation

To evaluate the performance of the proposed recommender system, it was com-

pared to the conventional collaborative filtering system. The performance of the

proposed and conventional collaborative filtering systems was represented in

MAE, and it was measured five times (e.g., the operation of randomly dividing the

dataset for training and testing was repeated five times) (Fig. 4).

Overall, the MAE values are greater than 1, which indicates that the perfor-

mance of the compared recommender systems is not high. In the first and third

performance measures, the proposed system has lower performance (higher MAE

values) than the conventional collaborative filtering system. On the other hand, the
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Fig. 4 Performance
comparison (proposed vs.
conventional collaborative
filtering)
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proposed system performs better than the conventional collaborative filtering

system in the second, fourth and fifth measures. The performance evaluation here

shows that the proposed recommender system is a solution differed from the

traditional collaborative filtering system.

5 Conclusion

This article proposes a social network-based recommender system to solve the

problem of relying on the opinions of a larger community in the traditional col-

laborative filtering technique. In the proposed system, trustworthy users identified

by analyzing social relations between users in a social network are used to rec-

ommend items. A drawback of the proposed recommender system is that social

relations in the range {0, 1} and the range {-1, 0} are not clearly distinguished due

to the use of weight values in the range between 0 and 1. In addition, the BFS

algorithm adopted in the proposed system exhaustively searches the entire graph,

so it takes a long time to yield recommendations. Trustworthy users that the

proposed system identifies for item recommendations differ substantially from

similar (or like-minded) users found in the traditional recommender system to

make recommendations. In the future, a way to reduce the computational load of

the proposed recommender system will be studied to be applicable in mobile

environments.
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Considerations on the Security
and Efficiency of RFID Systems

Jung-Sik Cho, Soo-Cheol Kim, Sang-Soo Yeo

and SungKwon Kim

Abstract The RFID system is a contactless automatic identification system using

small, low-cost RFID tag. The RFID system can be applied in various fields. For

the widespread use of RFID systems, security threats such as user privacy violation

and location privacy violation must be addressed. As the major advantage of RFID

systems is increased efficiency, RFID security schemes should be designed to

prevent security threats while maintaining the efficiency of the RFID systems. This

paper identifies concerns regarding RFID security and efficiency that must be

considered in building an RFID security scheme.

Keywords RFID system � Privacy � Forgery � Hash � Authentication

This work was supported by Basic Science Research Programs through the National Research
Foundation ofKorea (NRF) grand funded by theKorea government (MEST) (No.2010-0013121).

J.-S. Cho (&) � S.-C. Kim � S. Kim
Division of Computer Science and Engineering,
Chung-Ang University, Seoul, Republic of Korea
e-mail: mfg@alg.cse.cau.ac.kr

S.-S. Yeo
Division of Computer Engineering, Mokwon University,
Deajeon, Republic of Korea
e-mail: sangsooyeo@gmail.com

J. J. Park et al. (eds.), IT Convergence and Services,

Lecture Notes in Electrical Engineering 108, DOI: 10.1007/978-94-007-2598-0_54,

� Springer Science+Business Media B.V. 2012

511



1 Introduction

The RFID system is a contactless automatic identification system using small, low-

cost tags. A typical RFID system consists of tags, readers and a back-end server.

The tag, generally attached to objects such as products, the human body and

animals, has unique identification information (the tag’s ID). The reader can

acquire the identification information from the tag via short-range radio frequency

communication. The reader transmits the identification information to the back-

end server, and can recognize the information of an attached object. The back-end

server manages the identification information contained in the tag, and passes it to

the reader [1–3].

Inherent weaknesses in low-cost RFID systems pose security threats such as

privacy violation and forgery [5]. They can be solved if the appropriate crypto-

graphic mechanism is applied during communication between the tag and reader.

But, as a tag is small and low-cost, the hardware resources are limited. Therefore,

it is difficult to apply a traditional cryptographic algorithm to the RFID system [3].

These situations are blocking the wide-spreading of the RFID system.

Presently, there are many researches to solve privacy violation and forgery

under RFID system characteristics [3, 5, 6]. However, most previous schemes

cannot fully resolve security threats in RFID systems [6]. It is because there are

some problems in the generation method of response message by the tag and the

transfer procedure. The previous authentication schemes use the random numbers

for the indistinguishability and untraceability. But, as these values are exposed in

the communication procedure of challenge-response between the tag and the

reader, the adversary can easily detect the security value of tag through the

eavesdropping and the traffic analysis. Furthermore, for the meaningless request

from the adversary, the tag generates the same or easily analyzable response

message. As a result, the adversary can identify the output value of specific tag.

The RFID system requires the back-end server to retrieve all tags in the system

in order to identify a single tag, and an ideal goal is that they have constant-time

tag retrieval complexity. However, most of the existing RFID tag authentication

schemes have linear-time tag retrieval complexity, and it is very hard to reduce the

retrieval complexity to be logarithmic in the number of tags, or even to be con-

stant. As tag retrieval complexity decreases, it is easier for an adversary to gain

access to tag information.

2 RFID Security Threats and Requirements

When a robust security scheme is not applied, security threats involving the tag

recognition process of an RFID system are as follows.

• The tag’s ID is transmitted to the reader via radio frequency communication,

without any processing [1].
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• The tag transmits its own ID when there is a regular query in any reader [1].

• Communication between a back-end server and reader is secure. Communica-

tion involving a reader and tag is insecure, because it is based on radio

frequency [1].

These characteristics can cause serious information leakage in the RFID sys-

tem. And the adversary can engage in various illegal behaviors by using the

acquired information. Representative attack means used by adversary include

attacks aimed at privacy violations such as eavesdropping, traffic analysis and

location tracking attacks and attacks aimed at forgery such as replay attacks,

spoofing attacks and physical attacks.

In recent years, many studies have been conducted to develop security schemes

that prevent RFID security threats. The performance of the proposed RFID security

schemes is evaluated against security requirements for RFID systems. Most com-

monly adopted RFID security requirements in practice are confidentiality [4],

indistinguishability [4], forward security [4] and mutual authentication [5].

When an RFID security scheme satisfies confidentiality, indistinguishability

and forward security, it is considered ‘‘resilient to privacy violation’’ If the scheme

satisfies mutual authentication, it is considered ‘‘resilient to forgery’’.

3 Related Researches Security Analysis

Previous RFID tag authentication schemes proposed to resolve security threats in

RFID systems have some common vulnerabilities with regard to hash functions

and static IDs. Five vulnerabilities are identified as follows.

• Intended Request or Meaningless Request [5]: It is a type of active attack and a

method for the location tracking and the traffic analysis. It is closely related with

the items below. To acquire the information from the tag, the adversary can send

the intended requests or meaningless requests to the tag instead of eavesdrop-

ping. The problem is that in some protocol the adversary can expect the response

message of the tag and can make the location tracking through it. And, to get the

information of the tag, some intended request can be sent.

• Acquisition of Tag Information with the Same Complexity as the Back-end

Server [5]: The adversary can acquire the response message of tag through the

eavesdropping. Or, the adversary can acquire it through the above intended

request. And the adversary will try to acquire the information by executing the

brute-force attack. At this time, it is necessary to judge whether the attack is

effective for the adversary and fatal to the RFID system. First of all, in ordinary

static-ID based schemes, the computational complexity to recognize the tag at

the back-end server is O(n) (here, n is the number of tags). If the cost for the

adversary to acquire the tag information through the brute-force attack is O(n),

the same as the back-end server, then it can be judged that the attack is effective
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regardless of the bit length. Even if it can hardly be made in real time, this attack

is available when considering the present performance of computer.

• Excessive Growth of Computational Complexity for the Back-end Server to

recognize the Tag [5]: If the back-end server requires the excessive computa-

tional complexity to recognize the tag, it takes too much time and the efficiency

falls down.

• Response Message of Tag dependent on Random Number [5]: Recent researches

usually make the response message with the random number sent from the

reader to the tag and the random number generated by the tag itself. At this time,

these two random numbers can be exposed to the adversary through the

eavesdropping. The random number of the reader is known in the request

procedure and that of the tag is exposed in the response procedure to the back-

end server. In this case, the random numbers become good information for the

traffic analysis and the brute-force attack by the adversary. Furthermore, as

mentioned earlier, when the adversary sends the intended random number as a

request, the tag information may be exposed and the trace becomes possible.

• Synchronization Problem and Location Tracking [5]: To solve the problem due

to the use of static-ID, many researches adopt the scheme to update the tag’s ID

or the secret value after the mutual authentication of the back-end sever and the

tag. But, in this procedure, the mutual disagreement between the back-end sever

and the tag may occur due to the unexpected accident or attack by the adversary.

The vulnerabilities listed above can be serious threats to location privacy. Due

to these vulnerabilities, the tag ID might be exposed to the adversary and the

efficiency of the RFID systems decreases. Therefore, RFID tag authentication

schemes should be designed sufficiently considering the above situations.

4 Consideration

Previously proposed RFID security schemes prevent user privacy violations to

some extent but they are vulnerable to location privacy violations. This is because

they do not address security vulnerabilities related to the random number adopted

in the schemes. In addition, some of them have security weakness because effi-

ciency is prioritized over security. This section presents a number of concerns that

must be taken into account in designing an RFID security scheme in order to

provide strong security and efficiency for RFID systems.

Consideration 1

• The adversary should not be able to extract or guess any information by sending

an Intended Request.

• The tag should send a different response message in each session irrespective of

secret value updates.
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The two security concerns in Consideration 1 are related to the two vulnera-

bilities (‘Intended Request or Meaningless Request’ and ‘Synchronization Problem

and Location Tracking’) described in the previous section. The best way to address

these concerns is using random numbers, but other security concerns related to the

use of random numbers in an RFID security scheme are presented below.

Consideration 2

• The RFID tag makes use of random numbers in creating response messages via

hash operation.

• The adversary can perform the brute-force attack using the exposed random

number (this concern is widely recognized in previous security schemes).

The vulnerability ‘Response Message of Tag dependent on Random Number’

occurs when random numbers are used in creating tag response messages. The

adversary can capture the random numbers generated by the RFID reader and tag

by eavesdropping communications between RFID reader and tag. Once the ran-

dom numbers are exposed, among the information used in hash operations, only

information that the adversary is not aware of is the tag ID or secret value. The tag

ID or secret value remains identical until it is updated, so the adversary can find it

out by performing brute-force attacks. Another vulnerability related to such brute-

force attacks is ‘Acquisition of Tag Information with the Same Complexity as the

Back-end Server’. That is, the complexity of the brute-force attack by the adver-

sary is equivalent to the complexity of tag retrieval at the back-end server.

To avoid security threats related to the random number, the following concerns

should be considered.

Consideration 3

• In hash operations for reader authentication, the random number generated by

the RFID reader should be used along with other tag information as a parameter.

The random number generated by the reader should not serve any role in pro-

tecting tag messages. If it does, the adversary can find out tag message infor-

mation using the exposed random number.

• The random number generated by the tag should not be transmitted as it is over

the network. It should be processed (encrypted) using a predefined operation

that is agreed between the back-end server and tag. In performing such an

operation, additional secret values (keys) shared by the back-end server and tag

can be used as a parameter.

When the concerns in Consideration 3 are built into a security scheme, security

threats related to the use of random numbers described earlier can be avoided.

However, there is another concern to consider—efficiency in the back-end server.

When a security scheme is built to meet the concerns in Consideration 3, the back-

end server needs to perform additional operations to acquire the tag’s random

number. Computational complexity increases as much as the bit length of the

random number. For example, suppose that the computational complexity of tag
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retrieval at the back-end server is O(n). For the m-bit random number, the com-

plexity increases to O(mn). In a scheme that stores the information of the previous

session for synchronization, the complexity increases up to O(2mn).

The following are concerns related to the problem of decreased efficiency at the

back-end server that occurs when the concerns in Consideration 3 are built into an

RFID security scheme to eliminate security threats.

Consideration 4

• Security schemes that prioritize efficiency over security send static values to the

back-end server for constant-time tag retrieval. These schemes are good in terms

of efficiency but highly vulnerable to location privacy violation.

• To be resilient against privacy violation and forgery, most schemes use both tag

ID and random number in hash operations. In such schemes, the complexity of

tag retrieval at the back-end server is O(n). Note that the back-end server

performs the hash operation n times.

• There is a trade-off between security and efficiency. Neither of them can be

ignored in building a ‘‘good’’ RFID security scheme, so attempts to provide

strong security while maintaining efficiency as best as possible are made.

• To build a security scheme that provides high security and efficiency, the hash

operation for tag retrieval at the back-end server is replaced with a more

lightweight operation. This does not allow constant-time tag retrieval but its tag

retrieval accelerates compared to the tag retrieval made using the hash opera-

tion. In such a scheme, when the tag creates response messages, it produces

messages for tag retrieval and authentication separately. Messages for retrieval

are processed using the operation lighter (faster) than the hash operation,

whereas messages for authentication are processed using the hash operation.

This enables the back-end server to perform the computationally expensive hash

operation only once.

If a hash-based RFID tag authentication scheme is built by considering the

RFID security and efficiency concerns identified in this section, it can overcome

the weakness in previous RFID security schemes.

5 Conclusion

RFID system is the technology approaching us on the basis of advantages such as

low-cost and contactless automatic identification. But, due to the most funda-

mental characteristics that it is small, low-cost and uses the radio frequency, the

RFID system can cause the privacy violation and the forgery. A considerable

amount of research has been conducted to provide robust security in RFID systems

but there are some security threats that are not addressed in previously proposed

RFID security schemes. In particular, vulnerabilities related to the random number

used in most existing security schemes and efficiency decreases in return for
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enhanced security are not resolved in existing security schemes. Hence, this paper

identified concerns (considerations) related to these two aspects so that better

RFID tag authentication schemes can be developed by taking into account the

identified concerns. In the future, methods to further improve the efficiency of

RFID security solutions will be studied.
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A Development Framework Toward
Reconfigurable Run-time Monitors

Chan-Gun Lee and Ki-Seong Lee

Abstract Time-critical systems are usually loaded with run-time monitors to

observe their temporal requirements because there can be timing violations which

may trigger fatal damages to people or systems. Since the timing constraints of

run-time monitor are non-trivial, it is prone to complicate modifications as well as

implementations. We propose a run-time monitor which facilitates to reconfigure

monitoring conditions at design time. As the monitoring concerns are well sepa-

rated in design time, we can expect the system to mitigate complexity in imple-

mentation. Our timing monitor is modeled by using xUML in early stage of

development process, and specifications of timing constraints are represented by

RTL - like expression. The modeled monitor is transformed into the AOP code by

MDA approach. We demonstrate the effectiveness of our approach by showing a

case study and analyzing our work.
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1 Introduction

In time-critical systems, as well as functional correctness, temporal correctness is

also an important requirement. Typically, such requirements are specified as

timing constraints. Since the violation of timing constraints may cause fatal

consequences on a person or system, it should be monitored in run-time.

For implementing a run-time monitor, an in-lined reference approach is com-

monly used. It is a method that monitoring codes and observed system codes are

executed on the same process. This approach can monitor the system precisely and

quickly, however an implementation of the monitor is non-trivial and difficult.

Therefore, when the monitoring constraints should be modified, a cost for adapting

change of constraints increases highly.

In this work, we propose a reconfigurable monitor for time-critical systems.

We abstract timing constraints and define timing monitor model at design time.

Our approach ultimately provides a full separation of functional concerns and non-

functional concerns such as timing monitoring. As the abstracted monitor model

could be simply attached to system architecture, the system designer is able to

compose the run-time monitor easily.

In order to have this flexibility of timing monitor design, we have to consider of

mitigating load for implementation. In this regard, our system architecture model

which has timing monitor, can be transformed to source code by using MDA.

Moreover, as generated monitor code is formed to AOP, a separation of monitor

concern is maintained in code level as well as architecture level. Especially our

runtime monitor is specified by Real Time Logic (RTL) [1]-like expression for

considering time-critical properties, we can measure non-trivial timing relations

such as deadline or delay time.

The rest of the chapter is organized as follows. In Sect. 2, we discuss moni-

toring researches on MDA perspective. Sect. 3 presents the overview of our

approach and monitor model. Then we details implementation in Sect. 4, evaluates

our work in Sect. 5. Finally in Sect. 6 we conclude paper.

2 Related Work

Model-Driven Architecture is a software development methodology which

emphasi-zes the role of the models. The design and specification of a system are

platform independently modeled by standardized format and they are transformed

into the source code by tool chains.

There have been series of studies for checking the correspondence between the

requirement specification defined in the model-design process and the actual

implementation. The previous work by Engels et al. [2] illustrated the mechanism to

derive the test cases by converting the designed model through graph algorithms.

They also suggested to add the corresponding assertions by using Java Modeling

Language into the test code. In [3] Gargantini et al. proposed a method of generating
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Abstract State Machine(ASM) models from the UML. They presented how to per-

form the verifica-tion and validation of the ASM models for various scenarios.

Regretfully, despite the importance of monitoring for complex timing properties,

little efforts have been taken until now. In [4] Saudrais et al. addressed the importance

of temporal properties. They proposed to generate the monitoring code from Timed

Automatamodel which includesUMLmodel and state definitions. Our own previous

work [5] extended the study of MDA toward the monitoring of time-critical systems

and enabled themonitor to deal with real-time events and complex timing constraints

efficiently.

We note that it is necessary to enhance maintainability of the run-time monitor

in order that it actively applies modification of timing constraints which may occur

due to various reasons.

3 Reconfigurable Run-time Monitor

In this chapter we present run-time monitor which facilitates to reconfigure

mon-itoring condition at design time. The important aspect is to provide a full

separation of functional and non-functional concerns. Where the non-functional

concerns are well separated in implementation as well as design time, we can

expect the system to mitigate complexity. In this regard, we designed a separate

model which has non-functional requirements. When we need to modify the non-

functional requirements, we have only to reconfigure specifications, and then

remains are done automatically by model transformation [5]. As our work is

targeting for time critical system, the non-functional requirements in which we

concentrate, are classified with real time properties such as start, end, period,

deadline, delay, jitter, resolution and response time etc. [6].

3.1 Generation Flow of Run-time Monitor

Our reconfigurable run-time monitor is generated as followed sequences.

– System architecture modeling Functional requirements are designed.

– Monitor modeling We design a timing monitor. The monitor model can be

attached to system architecture model. In order to measure non-trivial timing

relations in run-time, we use RTL-like expressions in monitor model.

– Monitor script extracting When we generate the functional system codes by

using MDA tool, our monitor model is extracted to annotation script.

– Generating monitor code The monitor script is generated into AOP code by using

our code generator. Themonitor is highlymodularized byAOP, separation of non-

functional concern is well maintained from design to implementation. When the

weaving is done, it checks timing constraints of running system as in-lined ref-

erence monitor.
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– Reconfiguring monitor When we need to modify timing constraints, we can go

back to previous monitor modeling step and modify monitor model. Because

remaining steps are done automatically by using tool chain, we can reconfigure

the monitor easily.

Figure 1 briefly shows development process of our approach.

3.2 Non-Functional Monitor Modeling

We designed our monitor model by extending Executable UML(xUML) [7] which

can be directly generated to suited code for the target platform. We extended

stereotypes of xUML to support our monitor and defined constraints model. By

using AnnotationType, it is possible to compose our monitor with annotation code

script. Also, considering separation from functional concerns, we included infor-

mation for applying AOP. Figure 2 presents the monitor model example.

In order to specify timing constraints, we defined monitor model which should

have a script for timing condition as shown in right-hand side of Fig. 2.We extended

the constraint specification of annotation type which has been addressed in Java-

MOP [8]. In this way we can support specification for complex timing constraints.

This script model presents events, condition and action for the timing constraints.

The temporal logic in the condition is specified by RTL-like expression which is a

variant of RTL [1, 9]. RTL-like expressions describe the temporal relations of the

real-time systems. Next statement shows a simple example. It is possible to denote a

deadline or a delay time among various events. Therefore, we can express non-trivial

temporal properties and detect violations.

Deadline Constraint Example : @ðA; iÞ þ 3 � @ðB; iÞ ð1Þ

Fig. 1 Reconfigurable run-time monitor generation flow
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The monitor model combines with the system architecture model. In recon-

figuration step, we can modify constraints formula easily for adapting changed

requirements. Moreover, considering performances of running systems, we can

recompose monitors to tighten or weaken monitoring. Even if we fully reconfigure

monitors, it may not influence to the functional system code because monitor and

system concerns are separated in code level as well as design level.

4 Implementation

We designed a simple Factory Automation Systemmodel for a case studywhich was

inspired by [10]. In this system, aPourer puts products out periodically into a jar on a

Conveyor.When products in the jar are moved by theConveyor, aWeighingMachine

checks weights whether it is proper amount. We assume that defective products may

come out when the Pourer does not work in time, because jars pass continuously

along theConveyor. In order to guarantee thePourer observes the rule, we designed a

PourerCheckerwhichmonitors temporal accuracies. Using IBMRational Rhapsody

7.6 - MDA tool, we composed and transformed a model. The transformed monitor

modelwas analyzed by JavaCC [11] and generated toAOPcode.We appliedAspectJ

[12] for AOP and performed weaving using AJDT which is eclipse plug-in tool for

AspectJ. Figure 3 shows an architecture model of the Factory Automation System

which has timing monitor at right-hand side. Ultimately, following code is the

generated monitor code.

public aspect PourerChecker {

pointcut PouringConstraint(): call(StopPouring());

before(): PouringConstraint() {

if(history.getTimestamp(evStart,‘‘MAX’’) + 1000[=

history.getTimestamp(evEnd, ‘‘MAX’’)) {

;//Constraint Satisfaction.}

else{

Logger.append(thisJoinPoint.getSignature().

toString());}

}

}

Fig. 2 Example of monitor model
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5 Evaluation

The proposed run-time monitor has advantages of both MDA and AOP. The

PourerChecker is generated automatically from its design model, and the actual

monitor code is well modularized as shown above. Although the previous work

such as java-MOP handles logical temporal conditions, it falls down the ability of

expressing real-time properties. However our monitor supports various real-time

conditions such as deadlines or delay time by using RTL-like expressions. Espe-

cially we can modify the monitoring requirements easily in design level, and it is

applied to codes automatically. Therefore, our monitor has high modifiability. This

enables the monitor to reconfigure composition when it needs modifications such

as changes of a number of monitor, timing condition and observed monitoring

position etc.

6 Conclusion

We proposed reconfigurable run-time monitoring system which specifies the

timing constraints in its design time and generates the monitor automatically by

MDA approach. In order to represent non-trivial temporal relationships among

event instances, we supports constraint model based on RTL-like expressions.

Especially, when we need to modify the timing requirements, we have only to

reconfigure specification, then modification is reflected to monitor by model

transformation. For the future work we are planning to apply our monitor system

to time-critical domain platform such as Real-Time Specification for Java(RTSJ).

Although RTSJ fundamentally supports temporal predictability, its timing

Fig. 3 Factory Automation System with Timing Monitor
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exception handler only covers a unit of single thread. We will extend our monitor

to handle complex timing events for considering multiple threads.
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Web Based Application Program
Management Framework
in Multi-Device Environments
for Personal Cloud Computing

Hyewon Song, Eunjeong Choi, Chang Seok Bae

and Jeun Woo Lee

Abstract Recently, various researchers focus on cloud computing services to be

personally provided to service users as a mobile device is smarter. In order to

facilitate providing this personal service, we propose a web based application

program management (wAPM) framework in this paper. At first, we explain the

architecture for the wAPM framework with its function block, and describe the

process for managing various application programs installed in multi-devices of

users based on the wAPM framework. Moreover, we implement an application,

App Manager, using Android devices, and a web server, App Management Server,

to manage application programs of registered users, which use the App Manager

with their devices. Finally, we show the results from experiments with the

implemented App Manager and App Management Server.
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1 Introduction

As the Cloud Computing technology is widely accepted in IT, many researchers

study the Cloud Computing as a new service paradigm. Some of them focus on

the cloud computing service, Personal Cloud Computing Service, to be per-

sonally provided to users since its potential users prefer mobile devices to

facilitate their ubiquitous life [1, 2]. The Personal Cloud Computing enables a

user with multi-devices, e.g., smart phones, tablet PCs, smart TVs, and so on, to

share the data stored in the devices including personal information such as

addresses, telephone numbers, e-mails, etc., scheduling information in Calendar

application, e-mail data, files such as pictures, videos, documents, and so on.

In order to support to make the data sharing available among multi-devices

belonging to the user, there are various researches to study the data sharing using

synchronization method. [3-6] They consider the data synchronization to

provide the consistency of data to users whenever the users access any data in

their devices.

In [3], the authors represent a middleware for synchronization, Syxaw

(Synchronizer with XML-awareness), in a mobile and a resource-constrained

environment. The Syxaw interoperates transparently with resources on the

World Wide Web, and provides a model of synchronization including a

synchronization protocol and a XML based reconciliation model. Similarly, [5]

focuses on the data synchronization using a middleware for synchronization,

Polyjuz. The Polyjuz enables sharing and the synchronization of data across a

collection of personal devices that use formats of different fidelity in [5].

In addition, Wukong in [4] is a file service supporting heterogeneous backend

services, allows ubiquitous and safe data access. However, they do not consider

application program installed in user’s devices. Besides data consistency, it is

needed to provide a consistent environment for executing application in

devices.

In this paper, we propose a web based application program management

(wAPM) framework to facilitate providing the personal cloud service among

multi-devices. First of all, we explain the architecture for the wAPM framework

with its function blocks. Additionally, we describe the basic process for man-

aging various application programs installed in multi-devices of users based on

the wAPM framework based on the architecture. Moreover, we implement an

application, App Manager, using Android devices, and a web server, App

Management Server, to manage application programs of registered users, which

use the App Manager with their devices. Finally, we show the results from

experiments, as a feasibility test with the implemented App Manager and App

Management Server.
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2 Web Based Application Program Management

(wAPM) Framework

As mentioned in a previous section, the wAPM is an application program

management framework in multi-devices environments for Personal Cloud

Computing. Also, the wAPM is a user-convenient and device adaptive framework

for executing application in diverse devices as well as accessing data given by

various contents of devices. The wAPM provides (1) application program

management among devices belonging to a specific user using web based syn-

chronization and a push process, and (2) device adaptive application program

management based on diverse information of users and their devices besides

application programs.

2.1 Application Program Management Architecture

with Function Blocks

The wAPM framework is consists of two basic components: Application Manager

in devices and Application Management Server. The Application Manager (AM) is

installed in devices belonging to a specific user and communicates with the

Application Management Server (AMS) to provide consistency of application

programs to the user. The AMS is a web server to support main functions for

application program management, for example, maintenance of application pro-

grams among devices, information management for users and their devices besides

application programs, etc. Figure 1 shows the basic architecture for proposed Web

based Application Program Management (wAPM) framework with function block

in Personal Cloud Environments.

As shown in Fig. 1, the AMS has six modules including Sync Management,

Push Management, User Management, Application Management, User Device

Management and Information Base. The Sync Management and Push Management

module are to manage synchronization and push process between AMS and AM in

devices. Also, the Push Server is related to the Push Management module in AMS.

The Information Base contains information of users and their devices as well as

applications. This information in the Information Base is managed by User

Management, User Device Management and Application Management module,

individually.

Similarly, the AM also has six modules containing Sync Handler, Push

Handler, Application Handler, Configuration Manager, Information Manager, and

Information Base. The Sync Handler and Push Handler module are to control

synchronization and push process in devices. Also, the Application Handler

module deals with target application programs for AM including web applications

and native applications. In addition, the Information Base contains information of
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users and their devices as well as applications, and AM can access and use the

information in the Information Base throughout the Information Manager module.

2.2 Application Program Management Process

Based on above architecture, we propose the application program management

process. The process is consists of three steps: (1) first synchronization with a

server after changing event trigger, (2) handling with an information base and

sending a push message, and (3) second synchronization with a server after push

trigger. Figure 2 shows the application program management process based on

wAPM framework.

In first step, a user changes application program status of a device such as

installing a new application program or deleting an existing application program.

After then, the AM in the device recognizes the change, and performs the first

synchronization process with the AMS. In second step, the AMS updates own

Information Base for managing information of users and their devices besides

application programs, and searches on a device list belonging to the user in order

to determine adequate devices to which the change is applied. After selecting

devices to send push message, the AMS requests sending push message to the Push

Server, and the selected devices belonging to the user receive the push message

because of the change of one device. In third step, the device receiving the push

message performs the synchronization process with the AMS for the changed

application program. Finally, the devices belonging to the user can maintain the

consistency of application programs.

Push Server

Information 
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Sync 

Management

Application 

Management

Push 

Management

User Device 

Management

User 

Management

Application Manager Server Application Manager (Device)

Sync Handler

Application 

Handler

Configuration 

Manager

Information 

Manager

Push Handler

Information 
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Fig. 1 Functional architecture for application management in personal cloud environments

532 H. Song et al.



3 Implementation and Results

As mentioned above, we implement the application based on the proposed

framework as a use case using Android based mobile devices, such as smart

phones and tablet devices, and web servers. Additionally, we set up the test

environment including two mobile devices with the Application Manager,

1 Application Management Server, and 1 Push Server, and test the feasibility of

the implemented results––application software of AM and AMS. Finally, we show

the results of the test of feasibility briefly.

3.1 Implementation and Experiments

In order to implement the AM application, we use the mobile device with Android

2.2, Proyo, and naturally use the Android Development Tool with Eclipse. Also,

we construct a web server for the AMS. In a case of the Push Server, it can be

implemented by either integrating to the AMS or separating from the AMS. In this

paper, we choose the separated Push Server, and use the existing C2DM (Cloud to

Device Messaging) Server provided by Google. The Fig. 3 describes an experi-

mental environment and its scenario, and the implemented wAPM process for AM

in a device.
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App Manager 

Server
Push Server

A new application is 

installed or a existing 

application is  uninstalled.  

1. The App Manager 

requests synchronization 

process for changed 

information of applications. 
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information base with 
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3. The App Manager 
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devices by the App Manager 
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6. After receiving a 
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the App Manager 

Server. 
7. Update Process 

Fig. 2 Application program management process
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The implemented AM application and AMS can support a basic function of

wAPM framework for maintaining consistency of applications in multi-devices.

For testing the feasibility implemented application software, we set up the

experimental environment as shown in Fig. 3a. Also, we test the feasibility

according to the basic scenario. At first, an application program is added or

deleted in the Device 1. After then, the AM in the Device 1 requests a

synchronization process for changed the application program to the AMS. The

AMS performs synchronization for changed information throughout its Syn-

chronization Management module, and chooses a proper device belonging to

same user to send a push message. After then, the AMS requests sending the

selected device, Device 2, a push message to the Push Server. The Push Server

sends the push message to the Device 2, and then, the AM in the Device 2

handles the push message and updates the changed information. Finally, the

application program added or deleted in the Device 1 can be added or deleted

in the Device 2 after the wAPM process.

The Fig. 3b describes the implemented wAPM process for AM in Android

devices. This process is implemented as a service daemon in the device, and the

triggering event is a change of application program list in the AM or a push alarm

message from C2DM server. After trigger, this daemon executes a synchronization

process with AMS to which it has already registered. According to a result from

the synchronization process, the result notification message is served to a user, and

then, the daemon goes back a waiting state again.

(a) (b)

Fig. 3 a Experimental environments and scenario. b wAPM process for AM in a device
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3.2 Results

Figure 4 shows the implemented AM in the device. Figure 4a represents an

ordinary view for the AM, which is consists of two categories, Web Application

and Native Application. Figure 4b shows the notification action when receiving a

push message, and Fig. 4c is a view for registration to the AMS. At last, Fig. 4d is

for configuration management and a user can set the preference information

related to functions of the AM throughout this activity view.

During above experiment, when we change the application list in the Device 1

as adding or deleting an application program, we confirm the change can be

applied to the Device 2 automatically. Namely, we confirm the wAPM process is

automatically performed well according to proposed steps as shown in Fig. 4b.

4 Conclusion

In order to support consistency of application programs among multi-devices in a

Personal Cloud Computing environment, we propose a web based application

program management (wAPM) framework to facilitate providing the personal

service. The wAPM framework is constructed with Application Management

Server and Application Manager, and provides synchronization and push alarm

process for managing various application programs installed in multi-devices of

users. Moreover, in this paper, we implement an application, App Manager, using

Android devices, and a web server, App Management Server, to manage appli-

cation programs of registered users, which use the App Manager with their

devices. Finally, we show that the implemented App Manager and App Man-

agement Server can support feasible personal service to provide consistency of

application programs among devices throughout the results from experiments.

Fig. 4 Implementation results (in Android device)
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Hands Free Gadget for Location Service

Jinho Yoo, Changseok Bae and Jeunwoo Lee

Abstract The paper is related to how to implement the gadget system which

includes the position-aware technology. This paper proposes position services

which consist of indoor positioning and outdoor positioning. This system uses

sensor devices for position recognition and communication device for the trans-

mission of data. This research provides position calculation method for position

recognition. In addition to these functionalities, this system supports low power

using the low power policy of main processor.

Keywords Embedded � Hands free � Low power

1 Introduction

As more and more hardware technology improves its performance, the hardware

reduces its size and price and increases complexity. This paper proposes the gadget

as a position aware service system using some position sensors and communica-

tion module. The position aware service system can support subscriber’s location

service. This technology is used in applications like theme parks, expos and shows.
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This gadget mainly supports location services in an enclosed space and a broad

area. This paper will explain position aware system specification, position aware

method and service scenario.

2 System Configuration

System configuration consists of hardware system overview and software imple-

mentation block. The hardware system overview includes hardware blocks and

explains their roles. Software implementation block divides the whole software

into small blocks and implements their functionalities of small blocks.

2.1 System Overview

This system produced by this research is for location services and has system

hardware and software components for its services. At first, the system includes

the modules for position services. Main processor controls their modules for their

services. System provides its storages and several input/output peripherals needed

for the applications executing on the main processor. Overall system configuration

is viewed in Fig. 1.

2.2 System Modules

System modules consists of main processor block, position recognition block, GPS

device management block and memory management block.

2.2.1 Main Processor Block

The program related to main processor includes system startup, drivers software

for each device. System startup program is responsible for processor initialization,

memory initialization and board support initialization modules. The scheduler

assigns time period for process functions and executes the program according to

scheduling policy.

2.2.2 Position Recognition Block

This block has the basic modules for position recognition. This block stores the

current positions consistently. This block refer to last position stored when the

gadget enters into blind area. This block calculates the values from cc2431 and

applies filter algorithm to their values.
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2.2.3 GPS Device Management Block

GPS device makes one output position data per one second. This block uses this

output position data. This block provides the position data from GPS device to

application programs.

2.2.4 Memory Management Block

This block manages RAM and flash memory. System needs to store position data,

user account information and so on. This block manages store functions for saving

permanent data and does recovery from saved data when system clashes.

3 Position Recognition Module

Position recognition modules include two modules which are indoor position

recognition module and outdoor position recognition module. Outdoor position

recognition module adopted GPS module whose name is GSD4e and indoor

position module adopted zigbee cc2431 module which includes hardware location

engine. Main functions of this system are location service and network service for

transmission of data.

Fig. 1 System overview
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3.1 Outdoor Position Recognition Module

Outdoor location-aware module uses GPS and its related modules. This research

have a choice of GSD4e chip. The CSR made this chip which supports low power

modes and mainly used in mobile application like smart phones. Nowadays it is

easily available in the position recognition using GPS chips. This chip uses small

footprint which is best fit for mobile devices.

GSD4e has position values output which are displayed by WGS-84 format

(World Geodetic System, 1984) [1]. This format can be translated into ECEF

(Earth-Centered, Earth-Fixed) which is Earth-Centered and fixed coordinates

system. And also can be translated into ENU (East, North, Up) [2]. We use

conveniently these coordinates. Let the outputs of the GPS be

latitude U; longitude k; height h;

X ¼
a

v
þ h

� �

cos/ cos k;

Y ¼
a

v
þ h

� �

cos/ sin k

Z ¼
a 1� e2ð Þ

v
þ h

� �

sin/

ð1Þ

Here, v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� e2 sin2 /
p

We can make the equations of ECEF coordinates system as followings when

the output values changes slightly,

dx ¼ �a cos k sin/ 1� e2ð Þ
v3

� h cos k sin/

� �

d/

� a sin k cos/

v
þ h sin k cos/

� �

dk

þ cos/ cos kdh

þ 1

4
a cos/ cos k �2� 7e2 þ 9e2 cos2 /

� �

�

� 1

2
h cos k cos/

�

d/2

þ a sin k sin h 1� e2ð Þ
v3

þ h sin k sin h

� �

dhdk

� cos k sin hdhdh

þ a cos k cos h

2v
� 1

2
h cos k cos h

� �

dk2

� sin k cos hdhdkþ O dh3
� �

þ O dhdh2
� �
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dy ¼
�a sin k sin/ 1� e2ð Þ

v3
� h sin k sin/

� �

d/

� a cos k cos/

v
þ h cos k cos/

� �

dk

þ sin/ cos kdh

þ 1

4
a cos/ sin k �2� 7e2 þ 9e2 cos2 /

� �

�

� 1

2
h sin k cos/

�

d/2

þ a cos k sin h 1� e2ð Þ
v3

þ h cos k sin h

� �

dhdk

� sin k sin hdhdh

þ a sin k cos h

2v
� 1

2
h sin k cos h

� �

dk2

� cos k cos hdhdkþ O dh3
� �

þ O dhdh2
� �

dz ¼ a 1� e2ð Þ cos h
v3

� h cos/

� �

d/þ sin/dh

þ cos/dhdh

þ 1

4
a sin/ �2� e2 þ 9e2 cos2 /

� �

�

� 1

2
h sin/

�

d/2

þ O dhdh2
� �

Here, dh is d/ or dk

The differences of ECEF coordinates by rotation makes an effect on the

coordinates value of the ENU coordinates system. The orientation of ENU coor-

dinates system is maded by the rotation of ECEF coordinates system. At first, if it

rotates k

on z axis, / on y axis, then we can get the equation like (2).

de

dn

du

2

4

3

5 ¼
� sin k cos k 0

� sin h cos k � sin h sin k cos h

cos h cos k cos h sin k sin h

2

4

3

5

dx

dy

dz

2

4

3

5 ð2Þ

And, the Eq. 2 can be substituted with the Eq. 2 and we can get the equation as

followings.

de ¼ a

v
þ h

� �

cos hdk

� a 1� e2ð Þ
v3

þ h

� �

sin hdhdkþ cos hdkdh
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dn ¼
a 1� e2ð Þ

v3
þ h

� �

dhþ 3

2
a cos h sin he2dh2

þ dhdhþ 1

2
sin h cos h

a

v
þ h

� �

dk2

du ¼ dh� 1

2
a 1� 3

2
e2 cos hþ 1

2
e2 þ a

h

� �

dh2

� 1

2

a cos2 /

v
� h cos2 h

� �

dk2

3.2 Indoor Position Recognition Module

This research uses cc2431 on which hardware location engine embedded. indoor

location service requires rough position in indoor area. We filters and estimates the

position from the several position sensor data. cc2431 hardware location engine

has location aware algorithm. The input parameter of this algorithm is the value of

RSSI (Received Signal Strength Indicator). The algorithm makes an result of

coordinates on their coordinates system. We can get the position values from the

result of coordinates (Fig. 2).

This figure shows a simplified system for location detection. Reference node is

a static node placed at a known position [3]. For simplicity this node knows its

own position and can tell other nodes where it is on request. A reference node does

not need to implement the hardware needed for location detection, it will not

perform any calculation at all. A Blind node is a node built with cc2431. This node

will collect signals from all reference nodes responding to a request, read out the

respective RSSI values, feed the collected values into the hardware engine, and

afterwards it reads out the calculated position and sends the position information to

a control application.

This research supports two dimensions indoor position recognition. Two

dimensions can be extended to three dimensions which use x, y and z. The cc2431

hardware location engine makes inaccurate values of the RSSI. We use filter

algorithm for doing prediction and estimation over and over again. At last we get

position values which is nearby true value. Actually two dimensions position

estimation is sufficient for the service of this research. However, three dimensions

is needed for indoor broad space like stepped exhibition hall.

The received signal strength is a function of the transmitted power and the

distance between the sender and the receiver. The received signal strength will

decrease with increased distance as the equation below shows.

RSSI ¼ � 10n log10 d þ Að Þ
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n: signal propagation constant, also named propagation exponent.

d: distance from sender.

A: received signal strength at a distance of one meter.

The average RSSI value is simply calculated by requiring a few packets from

each reference node each time the RSSI value are measured and calculated

according to the equation below.

RSSIn ¼
1

n

Xi¼ n

i¼ 0

RSSIi

If a filter approximation shall be used, this can be done as shown below. In this

equation the variable a is typically 0.75 or above. This approach ensures that a

large difference in RSSI values will be smoothed.

RSSIn ¼ a � RSSIn þ 1� að Þ � RSSIn�1

This research does not need position recognition with rapid speed changes. We

want rough position at proper time and we will calculate estimated position using

special filter algorithm [4].

Fig. 2 Indoor two dimension
position recognition
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4 Position Aware Service

4.1 Overview and Scenario

The gadget calculates user’s position using indoor/outdoor position recognition

module and sends its position to position database server over network. The

position server can make many applications using user’s position data in amuse-

ment park or expo. This technology is applicable to electronic ticket system.

The whole system consists of gadget, coordinator access point and server. The

gadget signs up for server through coordinator access points. The gadget reports its

position to server periodically. The server makes some position services using

gadget’s reported position data like Fig. 3.

The position-aware service of this research is most pertinent to administration

of distribution, traffic control, harmful detection, information appliance, health

system, avoiding missing child and ticket management system.

5 Conclusion

Up to now we have looked at the configuration and service of position recognition

system. The position recognition can be applied to the applications of the flow

control with calculating the degree of congestion in real time. We can analysis the

migratory routes from the stored position data and have some applications from the

analyzed data. This research proposed the position recognition methodology for

theme park, expo etc. In this study we have looked at technical components of

overall system for implementation. We need the filter algorithm and the com-

pensation for irregular sensor values depending on the situation in indoor posi-

tioning. We can find more precise position data using the map information of the

corresponding area.

Fig. 3 Overall service
concept
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Models of Visual Attention
for Personalized Autonomous Agents:
A Survey

Jin-Young Moon, Hyung-Gik Lee and Chang-Seok Bae

Abstract Perception is one of essential capabilities for personalized autonomous

agents that act like their users without intervention of the users in order to

understand the environment for themselves like a human being. Visual perception

in humans plays a major role to interact with objects or entities within the envi-

ronment by interpreting their visual sensing information. The major technical

obstacle of visual perception is to efficiently process enormous amount of visual

stimuli in real-time. Therefore, computational models of visual attention that

decide where to focus in the scene have been proposed to reduce the visual

processing load by mimicking human visual system. This article provides the

background knowledge of cognitive theories that the models were founded on and

analyzes the computational models necessary to build a personalized autonomous

agent that acts like a specific person as well as typical human beings.
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1 Introduction

Nowadays, we expect that personalized autonomous agents such as intelligent soft-

wareagents, humanoid robot, or 3Davatars, act likeus for themselvesonbehalf ofus as

we have seen themdoing in that way in numerous science-fiction films, likeAvatar. As

the personalized autonomous agents should be able to decidewhat to do under external

conditions from the environment according to decision criteria derived from their

users, perception is one of essential capabilities for the agents in order to understand the

environment.Visual perception in humans plays amajor role to recognize their current

situation and interact with objects and entities within the environment by interpreting

their visual sensing information. One of important technical obstacles of visual per-

ception is to efficiently process enormous amount of visual stimuli continuing from

visual organ in real-time. Human visual systems decide where to focus in the scene

through visual attention in order to reduce the processing load of the visual information

in the brain.Attention is cognitive process of selectively concentrating onone aspect of

the environment while ignoring other things [1].

Visual attention of humans is influenced by not only exogenous saliency

originated from physical stimuli regardless of difference between individuals but

endogenous influence including goal, intention, emotion, and pre-knowledge of

their own. During attention, they attend physically salient regions or object under

the bottom-up control in a parallel fashion at the pre-attentive stage and they are

controlled by top-down cues at the attentive stage. The accurate mechanism,

however, between bottom-up and top-down attention has not been uncovered [2].

To build the personalized autonomous agents, the endogenous attention enables

them to search for attended area or object in the scene like a general human being and

the endogenous attention enables them to bias andmaintain their attention according

to cues derived from their current task which is assigned by their goal, intention, or

emotion. About three decades, computational models of visual attention have been

proposed to adopt visual attention for autonomous agents, computer vision, and

image processing as well as to simulate and validate theoretical model based on

psychological or neurobiological experiment. Among them, wewill focus onmodels

suggested in the engineering area to recognize their architecture and primary com-

ponents for visual attention of the personalized autonomous agents.

The rest of article is organized as follows. Section 2 introduces theoretical basis

of the computational models. In Sect. 3, we describe a general architecture of

bottom-up attention model and integration of top-down cues. Finally, we conclude

this paper in Sect. 4.

2 Theoretical Basis of Virtual Attention Models

The metaphor spotlight has been widely used to explain spatial attention deployed

across space and time. That means the spotlight discloses the hidden area in the

dark by deploying the attention there. Numerous physiological experiments
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[2] have investigated the characteristics of spatial attention. Attention is shifted

across space over time. In addition, the attention can be divided into four or five

independent targetable beams and simultaneously allocated to the multiple targets.

The metaphor Spotlight, however, has the invariant width of the beam and a zoom-

lens model with a variable-width focus was proposed on that account. The size of

focus is influenced by the overall load or the difficulty of a task. In addition, the

attention should be transformed from 3D to 2D because of the depth in the met-

aphor Spotlight. Therefore, researchers started to insist that attention should be

based on not space but object. Because real visual input is changed over time and

looks different owing to occlusion or fragmentation, they suggest object files that

represent identity or continuity of an object for object-based attention. Although a

lot of researches are improving object-based attention, spatial location in attention

plays the most important role for deploying and allocating attention [2].

The most influencing physiological theories for computation models of visual

attention are Feature Integration Theory (FTI) [3], Guided search model [4],

and CODE theory [5]. In [3], Treisman classified the visual search task

according to parallel and sequential processing through human subject experi-

ments. Although the response time to search a target distinguishable from

distractors by a single feature is constant regardless of the number of the

distractors, the response time to search a target separated by conjunction of two

or more features is proportional to the number of distractors. On the basis of

this result, the FIT insists that visual information processing should consist of

the pre-attentive stage to generate each feature map in parallel and attentive

stage to generate a master map after analyzing the feature maps. The FIT

considers only bottom-up approach. In [4], Wolfe suggested Guided search

model as an alternative model criticizing the early FTI model. In guided map,

feature maps are generated by integration of bottom-up local difference and top-

down information on the basis of current task. The feature maps are merged

into a master map according to their own weights. Lastly, Contour Detector

(CODE) theory was proposed in [5]. A scene is processed in parallel and a

winner finishing the process first can be conspicuous according to a race model.

In the CODE, attended areas are represented as objects by mixture of spatial

and object-based attention.

3 Computation Models of Visual Attention

Most computational models of visual attention were biologically inspired and

designed on the basis of physiological theories, like the FTI or the guided

search. Basically, the models compute several features in parallel and then

integrate them into a single Saliency Map (SM), which is a 2D array having

high values at salient points compared to their surroundings, by weighted-sum

of the features.
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3.1 General Architecture of Bottom-up Models

In [6], Itti proposed the most favorite model that has widely inspired other models

of visual attention. The model consists of feature extraction, Conspicuity

Map (CM) generation, SM generation, searching for Focus of Area (FOA) steps.

In the step of feature extraction, feature maps about color, intensity, and ori-

entation are calculated by center-surround difference operations individually. In

the step of CM generation, feature maps are combined into three CMs for colors,

intensity, and orientation respectively. A salient object appearing in some scenes

can be masked by a less salient object appearing in almost scenes or noises. That is

why the model should do normalization considering the local maximum. Through

normalization, the area with the great disparity between local and global maxima

gets more salient. In the step of SM generation, the CMs are merged into a SM by

across-scale combination operations. In the across-scale combination, the model

transforms scale four related to the scale center and the sum of point to point. In

the step of searching for a FOA, the model uses Winner-Take-All (WTA) neural

network to detect the most salient region. The neurons in the WTA are indepen-

dent and a winner neuron takes attention. The selective attention is originated from

the fire of the winner neuron. Inhibition of Return (IOR) suppresses repeated

selection of some already attended areas within a certain period. The FOA was

fixed-size circle in [6] but was variable-sized free-form in [7] and [8]. Like in [6],

most computational models basically adopt color, intensity, and orientation as

primary types of features because physiological and neurobiological experiments

proved that they are primary features to visual sensing organ (Fig. 1).

The computational models select some other features for a specific reason. For

example, skin color is used to obtain the pointing direction of a finger in [7] and

detect face by using skin color database in [8]. However, a higher-level feature

map like a facial map using symmetry or ellipse is needed to distinguish arm or

Fig. 1 A general
architecture of bottom-up
visual attention models
from [6]
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legs from face in the skin color map. The ellipse and symmetry are also higher-

level features that require a low-level edge feature. In addition, motion is adopted

for a video (a sequence of images) to detect the spatial change of objects or

entities. In [9] and [10], depth is employed as a target selection criterion on the

assumption that close objects are more conspicuous than distant ones. The used

features are enumerated in Table 1.

3.2 Integration with Top-down Cues

Most visual attention models extend the typical bottom-up computational models

from [6]. Table 1 shows previous works how to extend the bottom-up computa-

tional models with top-down bias. As shown in Table 2, most models use

knowledge of target objects, for example object files and object representation.

A specific task of a target search like searching for a man with a red T-shirt

imposed in [11]. In [12], the model is working at the different modes during

finding a FOA.

Table 1 Features used in the proposed models

Primitive
features

Motion Depth Other features Higher level-
features

C I O

[6] O O O

[7] Edge and corner,
skin color
(only for
detection)

Entropy,
symmetry

[8] O Edge, skin color Ellipse,
symmetry

[14] O O O

[15] O O Mean curvature,
depth
gradient

[12] O Edge Color contrast,
symmetry,
eccentricity

[9] O O O (when
available)

[10] O O (Stereo
disparity)

Horizontal image
flow

[16] O O O

[17] O Edge Symmetry

[11] O O O O (not
direction)

Edge

[18] O O O O Flicker

[21] O O O

[19] O O O
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Among the literature of visual attention models extending top-down cues, we

compare two models of different approaches of extending top-down information in

Fig. 2.

In Fig. 2a, the model from [24] adopts learned target representation including

relevant features of a target object andweight coefficients and uses the representation

during combining featuremaps into a conspicuitymap by linear combination. Due to

the target representation, all scenes whose features are similar those of a target object

get more salient. In [24], the influence of top-down cue using a target mask with its

weight is limited and a less salient object cannot be detected. In contrast to the model

from [24], a top-down SM used for a global SM is generated independently by

combining excitation and inhibition maps in the VOCUS extension, which is shown

in Fig. 2b. This architecture enables less salient objects to be attended by an inde-

pendent top-down SM. Additionally, this model considers irrelevant features as well

as relevant features which other models concentrate on.

4 Conclusion

This article gives an overview of computational models of visual attention from

the theoretical basis to the technical fundamentals of their typical architectures and

primary components.

Fig. 2 Architectures of two visual attention models combining top-down cues. (a) a top-down
cue biasing model from [13] (b) VOCUS top-down extension from [24]
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The previous works of computational models of visual attention combining top-

down and bottom-up were limited to the target search but a model for perception

of agent needs a whole cognitive framework including intention, emotion, rea-

soning, and so on.
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Mobile Health Screening Form Based
on Personal Lifelogs and Health Records

Kyuchang Kang, Seonguk Heo, Changseok Bae

and Dongwon Han

Abstract This paper proposes mobile health screening form based on personal

lifelogs as an individual life history and health records linked to continuity of care

record. To compose mobile health screening form, we use four categories of data

based on biometric screening values, lifestyle patterns, a disease history and an

interactive questionnaire. From consumer’s perspective, this work may contribute

to promote a patient-centered personal healthcare service rather than doctor-ori-

ented conventional medical service. To make more intelligent screening form for

the next study, we need to allow for interpretation of relationship between data

such as data mining technique.

Keywords Healthcare � Health screening form � Lifelog and data mining
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1 Introduction

Screening, in medicine, is a strategy used in a population to detect a disease in

individual without signs or symptoms of that disease. Unlike what generally

happens in medicine, screening tests are performed on persons without any clinical

sign or disease [1].

Todays, almost all the people have chance of a regular health screening sup-

ported by a company or the government every year. As preparing the screening,

people may fill up the health screening questionnaire in general.

In addition this regular screening, we may also need question and answer

process while we visit and talk to a doctor irregularly. While visiting the doctor,

people may describe their symptoms accurately within a short time about 5 min.

Because of short consulting time, however, the patient who lacks the expressive

power or medical knowledge has difficulty to deliver accurate information to the

doctor. In case of people with a chronic disease, they may visit a doctor regularly

and describe the current symptom and status in a daily life.

As one solution to describe their own condition and current status of body in

current health screening environment, we propose a mobile health screening form

leveraging personal biometric information, lifestyles, disease histories and

symptoms in this paper. Therefore, this proposal aims to generate the health

screening form automatically by filling it up automatically with personal lifelogs

and health records. However, because this work is on the beginning stage, we

focus on presenting conceptual approach and fast prototype implementation in this

paper. To make more intelligent screening form for the next stage, we need to

allow for interpretation of relationship between data such as data mining

technique.

The remainder of this paper is organized as follows. In Sect. 2, we present

related works and the background of this work. Section 3 shows requirements and

basic concept and design of a mobile health screening form. In Sect. 4, we present

prototype and discussion. Finally, we conclude this paper in Sect. 5

2 Related Works

In the medical field, we need to gather as much personal information as possible

about patients in order to achieve high-quality diagnosis and treatment. Until now,

the personal information used in diagnosis and treatment has basically been

gathered and used only within medical facilities. It consists of clinical records, test

results, medical images, and other such information. However, the medical

information that can be gathered within a medical facility is very limited. It would

seem that there is a large amount of data that would be useful for medical purposes

within the voluminous and varied data gathered in daily life, most of which is
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spent outside medical facilities, but such lifelog data has gone unused in most

cases [2].

In Korea, SBI (Systems Biomedical Informatics) research center aims to create

personalized ‘health avatar’, representing individuals genomic through phenomic

reality (or ‘digital self’) using multi-scale modeling and data driven semantics for

the purpose of personalizing healthcare [3].

‘The health avatar platform’ will be created as an agent space and health data

integration pipeline. ‘Health avatar platform’ will create a space for interacting

plug-in intelligent health agents and data analysis toolkits and provide a data and

access grid for heterogeneous clinical and genomic data. The health avatar plat-

form will function as an infra-structure for the development and evaluation of

intelligent health applications for personalized medicine.

Figure 1 shows the conceptual diagram of health avatar and this work is con-

junction with the ‘Connected Self’ of health avatar project supporting lifelogs and

stream-type data mining for health protection.

From the perspective of a health screening questionnaire, Chris et al. [4] pro-

posed an adaptable health screening questionnaire that is computer-based lifestyle

questionnaire allowing individual doctors to modify the questionnaire to their

requirement. Akan et al. [5] developed electronic screening tool providing a

graphical user interface with audio outputs for users who may be functionally or

computer illiterate. However, these previous trials are only subsidiary function of

the mobile health screening form proposed in this paper.

From the lifelog utilization point of view, NTT have studied several subjects [6,

7] enabling lifelogs to be used in the practical service implementation. In case of

these NTT’s previous work, we can coordinate these results as a lifestyle category

of proposed mobile health screening form.

From a device point of view, there are several commercial lifelogging devices

[8–11]. These devices can provide a mobile health screening form with the life-

style data.

Fig. 1 Conceptual diagram
of health avatar
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3 Mobile Health Screening Form

This section addresses requirements of a mobile health screening form and pre-

sents a basic concept and design.

3.1 Requirement

Basically, the mobile health screening form should reflect personal information,

lifestyle patterns, illness history. Furthermore, it is compatible with a conventional

paper-based screening questionnaire.

From a personal information perspective, the mobile health screening form may

provide with user’s biometric screening values such as height, weight, blood

pressure and so on.

In the point of lifestyle patterns, the mobile health screening form should

provide a scheme that measuring and predicting life patterns by means of life-

logging of the user.

For tracking cares of the user, we also should allow for the disease history and

track them.

Finally, we also should support compatibility for a conventional health

screening questionnaire used in medical center in general.

In order to satisfy these requirements, we can summarize components of the

mobile health screening form as four categories of data as followings:

• Biometric screening value: height, weight, blood pressure, heart rate, blood

glucose, total cholesterol, HDL cholesterol, LDL cholesterol, triglycerides.

• Lifestyle pattern: sleeping patterns, diet patterns and physical activities.

• History of disease: links to a health portal server or the facility of the family

doctor through standardized format such as CCR [12].

• Health screening questionnaire: provides an interactive question and answer

tool.

The CCR standard [12] which used in the category of disease history is a patient

health summary standard. It is a way to create flexible documents that contain the

most relevant and timely core health information about a patient, and to send these

electronically from one caregiver to another. It contains various sections such as

patient demographics, insurance information, diagnosis and problem list, medi-

cations, allergies and care plan. These represent a ‘‘snapshot’’ of a patient’s health

data that can be useful or possibly lifesaving, if available at the time of clinical

encounter.

3.2 Concept and Design

In this section, we describe the concept and design of the mobile health screening

form.
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Figure 2 shows the basic concept of digital health screening form and its

operation environment.

Basically, the health screening form consists of data linked to a medical domain

such as CCR data and data measured by daily life domain such as lifestyle. Then,

these data are mixed and mined with knowledge from various expertises. From

these processing, we can summarize the user’s life as ‘rule’, ‘pattern’, and ‘his-

tory’. These elaborated data can be seen to user through a smart device and

transferred to a care giver for an advanced care.

4 Prototype and Discussion

This section presents the initial prototype of the proposed health screening form

including a conventional paper questionnaire.

We implemented the prototype on an Android platform that the OS version is

2.2 (Froyo) and tested it on the phone and the tap device.

Figure 3 shows the screenshot of the implemented prototype running on Galaxy

Tap device.

The prototype of the mobile health screening form consists of 4 subsidiary

categories.

• Biometric category: it represents basic vital index. Currently five items are used

(height, weight, heart rate, blood pressure, blood glucose)

• Lifestyle category: it relates with human’s life style such as sleeping, eating and

activity. Therefore, these items can be filled by user’s lifelog captured by var-

ious devices.

Fig. 2 Basic concept of
digital health screening form
and its operation environment
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Fig. 3 The screenshots of the prototype implementation. a Biometric category. b Lifestyle
category. c History category. d Questionnaire category
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• History category: this item is linked to a health portal providing a health record

represented CCR standard specification.

• Questionnaire category: it is interactive question & answer system to find var-

ious symptoms in the normal living.

This is ongoing work and we are on the initial phase of study. Therefore, we

need more studies from many aspects of points such as; (1) how to mine and

extract valuable information from lifelogs, (2) how to collaborate with the con-

ventional home & mobile healthcare devices, (3) how to interchange the data

between the mobile health screening form and the traditional medical filed: we

need more study about standard data interchange language.

5 Conclusion

We described the concept of a mobile health screening form and a fast prototype

implementation. To compose the mobile health screening form, we use four cat-

egories of data based on biometric screening values, lifestyle patterns, histories of

disease and an interactive questionnaire.

Because this work is an initial phase to make a mobile health screening form,

we lack of an elaborate algorithm or a breakthrough idea. However, we think this

work will contribute to make a personalized and mobilized health screening form

reflecting personal lifestyles and histories.

In the future, we plan to continue our research efforts in this filed with the aim

of making an intelligent screening form. So we need to allow for an interpretation

of relationship between data by means of data mining algorithm.
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Remote Presentation for M Screen Service
in Virtualization System

Joonyoung Jung and Daeyoung Kim

Abstract We have designed and developed the instant computing using virtual-

ization system with Xen. In this system, several remote I/O devices should connect

with the virtualization station dynamically. Multiple virtual machine’s (VM) are

run in the virtualization station and multiple I/O devices connect with one of

multiple VM’s. So, user can make a computing environment with I/O devices

nearby. In this paper, we propose the remote presentation protocol for M (multiple)

screen service.

Keywords Remote presentation � M screen � Virtualization system � Multicast

1 Introduction

Modern computers are sufficiently powerful to use virtualization to present the

illusion of many smaller virtual machines (VMs), each running a separate oper-

ating system instance [1]. The virtualization system has been made several com-

panies such as Citrix, VMware and Microsoft.
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Virtualization system is that a lot of users connect to one server and use

applications independently [2]. There has been a technology for a desktop or

server virtualization. XenDesktop developed by Citrix System uses para-virtual-

ization technology to improve I/O performance [3]. xVM developed by Sun

Microsystems includes desktop virtualization, server virtualization and data center

automation technology. It is operated in Solaris environment and supports

Microsoft window OS, linux and Solaris as guest OS [4]. PnP-X developed by

Microsoft extends the PnP (Plug & Play) function, that is, the network device is

managed by PnP [6]. VMware View developed by VMware manages all devices at

center and support virtual desktop to user [5].

These technology uses network protocol. For example, Microsoft, N-computing

and Citrix make a network protocol to connect virtual server and client such as

RDP (remote desktop protocol), UXP (user eXension protocol) and ICA (inde-

pendent computing architecture) [6–9].

The user can integrate and manage various ubiquitous computing devices as

virtual device resource in virtualization system. This system offers the best com-

puting environment to user by combining virtual device resources nearby. The user

can enjoy the consistent computing environment anywhere in the virtualization

system. However these technologies, such as RDP, UXP and ICA, don’t include

the M screen service mechanism.

After connecting between the virtualization server and remote I/O devices, the

screen data of VM should be sent a remote monitor device or remote multiple

screens (M Screen) at the same time.

In this paper, we propose protocol and mechanism for sending screen data to

M screens simultaneously.

The rest of the paper is organized as follows. In Sect. 2, we show the virtual-

ization system for instant computing. In Sect. 3, we propose the network system

independent M screen. Conclusions are presented in Sect. 4.

2 Virtualization System for Instant Computing

2.1 Structure

We have made the ‘‘Virtualization system unionizing remote I/O devices’’ as

shown in Fig. 1. This system has several local service zones (LSZs) and the LSZ is

consisted of the virtualization station and several remote I/O clients. User can

make computing environment using VM in the virtualization station and remote

I/O clients nearby.

The remote I/O client device (RICD) is found in LSZ automatically and is used

to construct the computing environment for user. It is a ubiquitous device such as

smart-phone and tablet PC that has network function and computing power. It has

a protocol to connect with the virtualization station dynamically. It also has I/O

resources called I/O clients such as a keyboard, a mouse and a monitor.
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The remote I/O client adapter (RICA) is a device to help a legacy I/O device

that doesn’t have network and computing power such as a legacy monitor. The

legacy I/O device connects with the virtualization station dynamically through the

RICA. A RICA can connect with several legacy I/O devices and each legacy I/O

device can connect with each VM of the virtualization station independently. The

user can make a computing environment by using various legacy I/O devices and

RICD’s.

The virtualization station that is in LSZ manages VM’s and remote I/O clients,

and users. The back-end system manages user’s information to maintain user’s

computing environment even if the user moves to another LSZ.

2.2 Dynamic Connection Protocol

To make a dynamic instant computing environment, the remote I/O client should

connect with the virtualization station dynamically and automatically. First of all,

the virtualization station should find remote I/O client automatically. Second of all,

each remote I/O client connects with the virtualization station dynamically.

The structure of virtualization station, RICD and RICA is shown in Fig. 2.

Multiple VM’s are working in the virtualization station and MRCS(Multiple I/O

Resource Connection Service) server tries to connect with remote I/O client

automatically. Zone Management manages I/O clients, user and connection state.

Fig. 1 Virtualization system unionizing remote I/O devices for supporting user friendly
computing environment
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Remote I/O client connect with the virtualization station through MRCS client

automatically. I/O Client Connection Control (ICCC) is aware of attachment and

detachment of remote I/O clients automatically. Information Management

manages I/O clients, users and the virtualization station. The RICD and the RICA

can connect with several remote I/O clients.

For automatic connection, the virtualization station has several modules such as

advertisement message module, solicitation message module, I/O client profile

module and keep alive module in MRCS server.

Get IP address module searches the IP address of the virtualization station

automatically. The advertisement message module makes an advertisement

message to announce the connection information and broadcasts it in LSZ. The

solicitation message module receives the solicitation message from I/O client

devices (adapters) and parses the solicitation message to know the contents of it.

The connection manager module in the virtualization station manages the con-

nections with multiple I/O clients for control message. If multiple I/O clients

request the connection with the virtualization station, the virtualization station

should connect with multiple I/O clients and manage connections stably. The

profile module in the virtualization station receives the I/O client profile and user

profile from I/O clients and user device such as USB memory stick. The Keep

Alive module checks periodically if I/O client device (adapter) are disconnected

or not.

Fig. 2 Connection structure between the virtualization station and the remote I/O client device/
adapter
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3 Network System Independent M Screen

There are some applications that multiple users would like to share same screen

data, such as an education. For this, the image data of one guest OS is sent to

M screens simultaneously.

Multicast is the efficient delivery of data to a group of destinations simulta-

neously. With multicast, the screen data are delivered as much as possible only

once over each link of the network, creating copies only when the links to the

destinations split. However, some protocols are needed for multicast. For example,

IGMP is used by IP hosts and adjacent multicast routers to establish multicast

group memberships. There are several different multicast routing protocols, such

as the Distance-Vector Multicast Routing Protocol (DVMRP), Multicast Open

Shortest First (MOSPF) and Protocol-Independent Multicast (PIM). The ubiqui-

tous device may have limited resource, so it may not have a multicast protocol

such as IGMP. The small office that has a few subnets is hard to support multicast

protocol because of router devices and a network operator. So we propose the

hybrid M screen method that doesn’t use multicast protocol such as IGMP and

PIM in the virtualization system however it uses multicast IP address in local

network. We call this as ‘‘the network system independent M screen in the

virtualization system’’.

3.1 Structure

When a remote I/O client for a screen device is selected for instant computing

environment, the SMD (Station Multiple Display) Agent should know whether the

remote I/O client is used for M screen device or not. If the remote I/O client is used

for first screen device in VM, the unicast connection is made between CDM

(Client Display Module) and SDM (Station Display Module) for the screen data.

However, if the remote I/O client is used for one of M screen devices in VM, the

multicast connection is made between CMD (Client Multiple Display) Agent and

CDM in same subnet for the image data. The detail operation will be explained in

protocol below.

The SMD Agent sends the control message concerning with M screen to the

CMD (Client Multicast Display) Agent of the first screen device.

The SDM Agent receives the I/O client allocation/deallocation message from

the SMD Agent and then makes or releases the SDM.

The SDM in the virtualization station connects with the CDM in the I/O client

device through TCP connection and then sends the image data to the CDM.

The CMD (Client Multiple Display) Agent receives the M screen message from

the SMD Agent through the MRCS Client. It becomes a multicast server for

M screen in local network.
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The CDM (Client Display Module) will send image data to a screen device and

another M screen device in local network when the first screen device is used as a

multicast server in local network (Fig. 3).

3.2 Protocol

Allocation. The allocation of M screen device is below. The Device Manager

knows what a remote I/O client is chosen as a M screen device when user chooses

remote I/O clients for making an instant computer. The Device Manager sends

information about a screen device allocation to SMD Agent. The SMD Agent

receiving allocation information judges whether that screen device is chosen for

M screen device or not. The SMD Agent sends the screen device information to

the SDM Agent if the screen device is chosen for the single screen device. The

SDM Agent makes the SDM and then the SDM connects with the CDM and then

sends the image data to CDM. The CDM receiving the screen data sends it to the

screen device.

The SMD Agent judges whether the chosen screen device is located in the same

subnet with the existing screen device or not if the screen device is chosen for the

M screen device.

The SMD Agent sends the screen device information to the SDM Agent if the

chosen screen device is located in another subnet. The SDM Agent makes the

SDM and the SDM connects with the CDM and then sends the image data to

CDM. The CDM receiving the screen data sends it to the screen device.

Fig. 3 M Screen System Structure
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The SDM Agent judges the chosen screen device is first device for M screen

devices when the chosen screen device is located in same subnet with existing

screen device. The SMD Agent makes a multicast address and sends the multiple

screen information for multicast server to the CMD Agent of the existing screen

device when the chosen screen device is the first device for M screen device. The

SMD Agent sends M screen information for multicast client to the CMD Agent for

the chosen screen device. The CDM received image data from the SDM sends it to

the screen device and M screen devices in local subnet. The CDM received image

data from the CDM of multicast server sends the image data to the screen device.

The SDM of virtualization station will be multicast server for M screen devices

if the M screen devices and the virtualization station are located in the same local

network. The SMD Agent sends multiple screen information to the SDM Agent,

the existing screen device and the new chosen screen device. The SDM Agent

make the SDM sent multicast image data to local network. The CDM of existing

screen device disconnects unicast connection with the SDM and receives multicast

image data from the SDM and then sends it to the screen device. The CDM of the

new chosen screen device receives the multicast image data from the SDM and

sends it to the screen device.

Deallocation. The deallocation of M screen device is below. The Device

Manager sends the deallocation information about screen device to the SMD

Agent.

The SMD Agent receiving the deallocation information judges whether the

screen device is an M screen device or not. The SMD Agent sends the deallocation

information to the SDM Agent if the screen device is used as a single screen

device. The SDM Agent send deallocation information to the CDM and then the

CDM disconnects unicast connection with the SDM to stop receiving the image

data.

The SMD Agent sends the deallocation information to SDM Agent if the de-

allocation screen device is located in the same subnet with the virtualization

station. The SDM Agent receiving the deallocation information sends the deal-

location information to the SDM and the CDM of the deallocation screen device.

The connection between the SDM and the CDM is disconnected to stop sending/

receiving the image data.

The SMD Agent decreases the multicast client for M screen device if the

deallocation screen device is not a multicast server. The SMD Agent sends a Leave

Request Message (LRM) to CMD Agent of the deallocation screen device if the

multicast client number is one or more. The CMD Agent receiving the LRM stops

receiving the multicast image data.

The SMD Agent sends a Leave Request Message (LRM) to CMD Agent of the

deallocation screen device and Server Stop Request Message (SSRM) to the CMD

Agent of the multicast server device if the multicast client number is zero and the

M screen device isn’t in the same network with the virtualization station. The

CMD Agent receiving the SSRM stops sending multicast image data and the CMD

Agent receiving the LRM stops receiving multicast image data.
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The SMD Agent sends a Leave Request Message (LRM) to CMD Agent of the

deallocation screen device and Server Stop Request Message (SSRM) to the SDM

Agent if the multicast client number is zero and the M screen device is in the same

network with the virtualization station. The SDM Agent receiving the SSRM sends

the deallocation information to SDM and then the SDM stops sending multicast

image data. The CMD Agent receiving the LRM stops receiving multicast image

data.

The SMD Agent connects with the multicast client device using unicast con-

nection if the deallocation screen device is a multicast server of subnet and the

multicast client number is one. The SDM sends image data to the CDM of a

multicast client device. The CDM of the multicast client connects with the SDM

and stops receiving the multicast image data. The CDM receives image data from

the unicast connection with the SDM. The CDM of the multicast server (deallo-

cation device) disconnects with the SDM and stops sending the multicast image

data to subnet.

The SMD Agent chooses a new multicast server in subnet if the multicast client

number is two or more. The SDM connects with the CDM of new multicast server

using unicast and sends image data to it. The SDM disconnects with the CDM of

old multicast server. The CDM of old multicast server disconnects with the SDM

and stops sending multicast image data to the M screen devices in subnet. The

CDM of new multicast server connects with the SDM and stops receiving mul-

ticast image data from old multicast server and receives image data from the SDM

using unicast and then sends image data to M screen devices in the same subnet

using multicast address.

Fig. 4 M screen system. (a) one screen device is allocated, (b) three screen devices are allocated
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3.3 Implementation

We make an M screen system as seen in Fig. 4. The left screen device is used for

managing the virtualization system. The others are used for M screen devices.

First of all, you can see that one screen device is allocated in Fig. 4a. If a user

would like to allocate more screen devices, the user can allocated more screen

device using management tool. You can see that three screen devices are allocated

in Fig. 4b.

4 Conclusions

We propose the remote presentation protocol for M screen service in the virtu-

alization system. This protocol is one of essential technologies because a VM is

connected with M screen devices dynamically and send image data to them

simultaneously. This protocol can be used for education system. However, we use

the UDP packet for sending image data to M screen devices in same subnet. If the

image data packet is lost, the image of M screen devices is broken. So we need a

further study to solve this problem.
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Lifelog Collection Using a Smartphone
for Medical History Form

Seonguk Heo, Kyuchang Kang and Changseok Bae

Abstract In this paper, we present a lifelog system which collects user’s daily

information for medical care. To achieve this goal, we propose to use a smart-

phone. It has many kinds of sensors like GPS, accelerometer, and magnetic sensor.

In this reason, users can easily obtain their lifelog information whenever they need.

By using the stored information, users can find their life habits. The stored

information can be used in medical care, too. Experiments show that smartphone

has good performance as a life log collector device.

Keywords Lifelog � Smartphone � Medical history form � Mobile devices
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1 Introduction

In recent years, mobile devices such as smartphone have shown great develop-

ment. These performance (processing ability, battery capacity, sensors accuracy)

has increased significantly, and become prevalent. These changes affect the user’s

lifestyle like Social Networking Site (SNS), life logging, Diary. Smartphone is one

of the most useful for the lifelog system. Users can easily record their own life

because it has many kinds of sensors and portable. Daily information of these

individuals is defined as lifelog. For example, there are sleep, meal, habits,

physical exercise, and individual health. Lifelog has been used in many parts.

LifeBlog [1] is a good example. It is a multimedia diary using user’s photos,

videos, and other information (like text message). It is now discontinued.

Objective judgment is very important in medical field. The doctor determines

your prescription, considering your status (like weight) and lifestyle (when sleep,

how much eat). It has some problem. Patients give their life information to doctor.

It is uncertain information because of their subjective judgment. These minor

errors sometimes caused large medical accident. In this paper, we proposed lifelog

system for medical decision. We focused ‘what lifelog information’, ‘how collect’,

and ‘how appear’.

2 Related Work

There have been many studies for the acquiring of lifelog. ‘‘MyLifeBits [2]’’ is

well known example. There are many kinds of ways to collect lifelog. Most of all,

multimedia data recording way (Video, Sound, Camera) is good example. It can be

used immediately without some processing. And, it is collected by tools like

wearable computer [3]. But, User should search where to lifelog in the large

multimedia data [4, 5]. Furthermore, wearable computer is big and heavy. For that

reason, mobile devices and various sensors are used for collecting lifelog infor-

mation. Mobile devices are very portable and easy to customizing. If using one

sensor to collect lifelog, an error may grow depending on the environment. When

using sensor, the association of various sensor can be reduced error [6, 7]. Lifelog

types vary greatly. Therefore, it must decide the scope of collection. Collection

methods vary depending on the purpose [8–10].

3 Contribution

There were continuously studies in collecting lifelog. After due consideration

about this studies, our study needs to meet a number of requirements to suc-

cessfully pass. Smartphone is suitable device, which satisfy following

requirements.
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• Mobility

• Having various sensors

• Easy to connect other devices

• Easy to process data

In this paper, lifelog for Medical History Form is defined lifestyle information

and physical information. Physical information is data such as weight, height, heart

rate, blood-sugar level, and muscle ratio. This is important data in medical care.

Thus, data should be collected by medical devices. These devices should interact

with Smartphone. And, physical information should not be modified by anyone.

Lifestyle information is data such as caloric intake, sleeping hours, and exercise

hours. This information is able to modify, because it can be changed by lifestyle.

User can input data with manually or using DB. It is different between physical

information and lifestyle information.

These information is converted DB, after they are collected by Smartphone.

it can be processed by data mining algorithm. Using these methods is more

objective and efficient then pre-methods.

4 Experiment

This experiment is focused to collect lifestyle information. User can collect this

information with sensors (like GPS, accelerator) that is included in Smartphone.

We collected three important data in lifestyle information. These are meal infor-

mation, sleep information, and location information.

For this experiment, I used the smartphone on android 2.3 O.S (Gingerbread).

The target smartphone specification is presented in Table 1.

Lifelog contains a lot of daily log. But I collected this information due to the

limitation of smartphone. There are lots of information which I get from daily life.

But those three informations have many proportion than others. How I collected

and gathered the results of each are shown in Fig. 1.

4.1 Meal Infomation

Meal information contain food calories, name, meal start time, meal stop time, and

food type. If necessary, nutrients of the diet is the information of interest as well.

In order to collect this information, two method can be used. One method is

automatically input form the database on a diet. The other method is to manually

input. In this experiment, second method was used (Fig. 2).

Order for this section is following.

1. Input meal menu data (meal name, type, calories)

2. Take a picture
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3. Push the activation button

4. Push the inactivation button.

In this section, users have interest to two information. One is the amount of food

that users have taken. Second is the time for taking foods. User can determine their

eating habit by using these information.

4.2 Sleep Information

Sleep Information contain sleeping start time and sleeping stop time. Using this

information, a sleep-related Lifelog information can be obtained. There are many

ways to obtain this information, but wewere collecting simply using the alarm clock.

This simple method can not get a lof of information, but information accuracy

is improved. To obtain Sleep Information, wake-up time should be set first, and

then push sleep-start button. After setting the alarm, sleep until the alarm goes off.

Fig. 1 Three kind of
information

Table 1 Target smartphone
specification

Samsung SHW-M130L (Galaxy U)

Display 3.700 AMOLED Plus (800 9 480)

Processor Samsung S5PC111 (1 GHz)

OS Android v 2.3 (Gingerbread)

Memory 512 MB (RAM) ? 650 BM (ROM)

Weight 131 g

GPS O

Connectivity Bluetooth technology v 3.0

USB v 2.0 (high-speed)

Wi-Fi 802.11 b/g/n
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When the set time, the alarm goes off until press the stop button. The data is stored

when press the button (Fig. 3).

You can see two kinds of result screen, one is a time line graph and the other

one is sleep hours bar graph. Using this information, average sleeping hours and

sleep cycles can be determined.

4.3 Location Information

Location Information contain total movement distance, burned calories, and total

movement time. We used smartphone GPS in order to get user‘s location data.

Fig. 2 Meal information result screen

Fig. 3 Sleep information result screen

Lifelog Collection Using a Smartphone 579



Smartphone GPS signal is strong outdoors but weak indoors. In this reason, it is

not useful indoors. There are some methods to solve this problem, but we do not

consider about this problem. Because, we gather location data only outdoors in this

paper (Fig. 4).

When user moves, GPS data is changed. Using this data, user can see the

distance and speed. We used formula to calculate the user calories. This formula

has three parameters, which are fitness factor, weight, and total time. Fitness factor

is changed by user speed (Fig. 5).

Fig. 4 Compare outdoor and
indoor. a outdoors; b indoors

Fig. 5 Location information result
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5 Conclusion

We gathered lifestyle data in experiment with collecting lifelog application.

As you can find result from this experiment, we showed that we can collect

someone’s lifelog data by using Smartphone. This data can be useful for Medical

History Form.

We proposed this Lifelog collection system for Medical History Form. We just

focused on lifestyle data in this experiment. Therefore we need to study about

collecting physical data by network connecting between medical device and

Smartphone. After we collected two types of lifelog data, we will study about data

mining algorithm for Medical History Form.
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Simplified Swarm Optimization for Life
Log Data Mining

Changseok Bae, Wei-Chang Yeh and Yuk Ying Chung

Abstract This paper proposes a new evolutionary algorithm for life log data

mining. The proposed algorithm is based on the particle swarm optimization. The

proposed algorithm focuses on three goals such as size reduction of data set, fast

convergence, and higher classification accuracy. After executing feature selection

method, we employ a method to reduce the size of data set. In order to reduce the

processing time, we introduce a simple rule to determine the next movements of

the particles. We have applied the proposed algorithm to the UCI data set. The

experimental results ascertain that the proposed algorithm show better perfor-

mance compared to the conventional classification algorithms such as PART,

KNN, Classification Tree and Naïve Bayes.

Keywords Life log � Particle Swarm Optimization � Simplified Swarm

Optimization
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1 Introduction

Due to the rapid development of wearable computing environments, we believe

that it should make possible for continuous recording of various personal events

using a wearable video camera, plus other miniature sensors. This type of wearable

computer can be our secretary-agent. Therefore, the research on capture and

retrieval of personal events in multimedia is emerging. Microsoft has done a bit of

research on Digital Memory, but paid focus on the capture and storage of video

media only and its SenseCam was just interested in images.

In order to continuously record various personal events in our life, the amount

of the captured data will be very large and it is not easy to retrieve a particular

event stored from the life-log server. For example, it may take another year to just

watch the entire video captured in the life-log server for a one-year period.

Therefore, we need an intelligent agent to understand and edit the captured context

information automatically. In this paper, we propose a new data mining techniques

that can study and learn the various characteristics of an important personal event

of its user in order to predict and estimate the user’s interests.

Feature selection and classification rule mining are two important problems in

the emerging field of data mining which is aimed at finding a small set of rules

from the training data set with predetermined targets. Feature selection is the

process of choosing a subset of features from the original set of features forming

patterns in a given dataset. The subset should be necessary and sufficient to

describe target concepts, retaining a suitably high accuracy in representing the

original features. The importance of feature selection is to reduce the problem size

and resulting search space for learning algorithms [1]. The classification rule

mining is aimed at finding a small set of rules from the training data set with

predetermined targets [2].

Data mining is the most commonly used name to solve problems by analyzing

data already present in databases. Many approaches, methods and goals have been

tried out for data mining. Biology inspired algorithms such as Genetic Algorithms

(GA) and swarm-based approaches like Ant Colonies [3] have been successfully

used. Furthermore, a new technique which named Particle Swarm Optimization

(PSO) has been proved to be competitive with GA in several tasks, mainly in

optimization areas. However, there are some shortcomings in PSO such as pre-

mature convergence. To overcome these, we propose the modified Particle Swarm

Optimization which named Simplified Swarm Optimization (SSO).

2 Related Researches

Support Vector Machines (SVMs) have been promising methods for data classi-

fication and regression [4], because it offers one of the most robust and accurate

methods among all well-known algorithms. However, SVMs still have some
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drawbacks: it can be abysmally slow in test phase; it has the high algorithmic

complexity and extensive memory requirements of the required quadratic pro-

gramming in large-scale tasks.

The Naïve Bayes method is a method of classification applicable to categorical

data, based on Bayes theorem. Careful analysis of the Bayesian classification

problem has shown that there are some theoretical reasons for the apparently

unreasonable efficacy of Naïve Bayes classifiers [5]. An advantage of the Naïve

Bayes classifier is that it requires a small amount of training data to estimate the

parameters (means and variances of the variables) necessary for classification.

Because independent variables are assumed, only the variances of the variables for

each class need to be determined and not the entire covariance matrix.

The Particle Swarm Optimization (PSO) comprises a set of search tech-

niques,first introduced by Eberhart and Kennedy [6]. It belongs to the category of

Swarm Intelligence methods; it is also an evolutionary computation method

inspired by the behavior of natural swarms such as bird flocking and fish

schooling. The details have been given in the following.

3 Proposed Algorithm: Simplified Swarm Optimization

The underlying principle of the traditional PSO is that the next position of each

particle is a compromise of its current position, the best position in its history so

far, and the best position among all existing particles. PSO is a very easy and

efficient way to decide next positions for the problems with continuous variables,

but not trivial and well-defined for the problems with discrete variables and

sequencing problems. To overcome the drawback of PSO for discrete variables, a

novel method to implement the PSO procedure has been proposed based on the

following equation after Cw, Cp, and Cg are given:

xtid ¼

xt�1
id if randðÞ 2 0;Cw½ Þ
pt�1
id if randðÞ 2 Cw;Cp

� �

gt�1
id if randðÞ 2 Cp;Cg

� �

x if randðÞ 2 Cg; 1
� �

:

8

>

>

<

>

>

:

ð1Þ

In the traditional PSO, each particle needs to use more than two equations,

generate two random numbers, four multiplications, and three summations in order

to move to its next position. Thus, the time complexity is very high for the

traditional PSO. However, the proposed SSO does not need to use the velocity, it

only uses one random, two multiplications, and one comparison after Cw, Cp, and

Cg are given. Therefore, the proposed SSO is more efficient than the other PSOs.

Figure 1 is the flow chart diagram to explain the proposed process of individual

update.

A classification rule contains two parts: the antecedent and the consequent. The

former is a series of logical tests, and the latter gives the class while an instance is
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covered by this rule. These rules take the format as in Fig. 2. Where lower bound

and upper bound are the attribute’s lowest and highest value, respectively. Each

clause (dimension) is composed of an attribute, its lower bound and upper bound.

The position representation of each individual (particle) contains N clauses

(dimensions) except the last cell—Class X, which is the predictive class of the rule.

To evaluate the quality of solutions, the fitness function has been taken into

account. Its representation is defined as follows:

Fig. 1 The flowchart of the Simplified Swarm Optimization (SSO)
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The rule quality ¼ sensitivity x specificity ¼
TP

TPþ FN
�

TN

TN þ FP
: ð2Þ

where TP, FN, FP and TN are, respectively, the number of true positives, false

negatives, false positives, and true negatives associated with the rule:

(1) True Positives (TP) are the number of cases covered by the rule that have the

class predicted by the rule;

(2) False Positives (FP) are the number of cases covered by the rule that have a

class different from the class predicted by the rule;

(3) False Negatives (FN) are the number of cases that are not covered by the rule

but that have the class predicted by the rule;

(4) True Negatives (TN) are the number of cases that are not covered by the rule

and that do not have the class predicted by the rule.The goal of classification

rule mining is to discover a set of rules with high quality (accuracy). To

achieve this, appropriate lower bound and upper bound for each attribute

(feature) are searched for. In initial stage, for each attribute we set its position

of upper bound between a randomly chosen seed example’s value and that

value added to the range of that feature. Similarly, the value of lower bound is

initialized at a position between the seed example’s value and that value minus

the range of that feature. The procedure is defined as:

Lower bound ¼ k1 � S� Rð Þ; ð3Þ

Upper bound ¼ k2 � Sþ Rð Þ; ð4Þ

where S is the corresponding attribute value of a randomly chosen instance; R is

the range of corresponding attribute value for all training instances; k1 and k2 are

two random numbers between 0 and 1.

After a rule has been generated, it is put into a rule pruning procedure. The

main goal of rule pruning is to remove irrelevant clauses that might have been

unnecessary included in the rule. Moreover, rule pruning can increase the pre-

dictive power of the rule, helping to improve the simplicity of the rule. The process

of rule pruning is as follows:

(1) Evaluate a rule’s quality.

(2) Tentatively removing terms from each rule and see if each term can be

removed without the loss of rule quality. If yes, remove it. Then moves onto

Fig. 2 Rule mining encoding
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the next term and eventually the next rule. This process is repeated until no

term can be removed.

After we generate a rule set, a series of testing instances are used to measure its

classification accuracy. For each instance, it will go through every element in rule

set and get a prediction value for the corresponding class when it is covered by a

rule. The prediction function is defined as follows:

Prediction value þ ¼ a� rule quality þ b� rule cover percentage ð5Þ

where a and b are two parameters corresponding to the importance of rule quality

and rule cover percentage, a [ [0, 1] and b = 1 - a. The prediction value for each

class is cumulative and the result is the class with highest prediction value.

4 Experimental Results

To thoroughly investigate the performance of the proposed SSO algorithm, we

have conducted experiment with it on five widely used datasets taken from the UCI

repository, such as Breast Cancer, Glass, Diabetes, Iris, and Zoo.

The experiment was carried out to compare predictive accuracy of discovered

rule lists by well-known ten-fold cross-validation procedure [7]. Each data set is

divided into ten partitions, each method is run ten times, using a different partition

as test set and the other nine partitions as the training set each time. The two

parameters a and b in Eq. 5 are important to the final validation accuracy. Slight

adjustment could change the results significantly. In our experiment, we set

a = b = 0.5.

After the cross-validation of five data sets, we get the average validation

accuracy of each data set. We compare these results with other five algorithms in

Table 1. PART is WEKA’s improved implementation of C4.5 rules. PART obtains

rules from partial decision trees. It builds the tree using C4.5’s heuristics with the

same user-defined parameters as J48 [8]. KNN, Classification Tree, SVM and

Naïve Bayes are four classic algorithms implemented by ORANGE. We compared

SSO against these algorithms as they are considered industry standards. The results

of the six algorithms are shown in Table 1. The comparison clearly states that the

Table 1 Comparison results of data mining experiment

Datasets SSO Part KNN Classification tree SVM Naïve bayes

Breast cancer 98.67 93.70 96.63 95.46 96.06 97.07

Glass 73.46 65.43 69.65 69.20 69.16 70.22

Diabetes 75.82 74.36 71.48 70.71 64.98 75.77

Iris 96.00 90.67 96.00 95.33 94.67 92.00

Zoo 98.09 94.18 96.09 91.09 91.09 91.18
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competitiveness of SSO with other algorithms. It can be seen that predictive

accuracies of SSO is higher than those of other five algorithms.

5 Conclusions and Future Works

This paper discusses the shortcomings of conventional PSO and proposes a novel

algorithm namely Simplified Swarm Optimization (SSO) in order to overcome

PSO’s drawbacks. In SSO, a random number and three parameters (Cw, Cp, Cg) are

required to discretely update a particle’s position. We also combined SSO with K-

Means clustering algorithm to deal with continuous variables.

We applied SSO to some areas such as feature selection and classification rule

mining. Comparing with traditional PSO, SSO has stronger search capability in the

problem space and can efficiently find minimal reductions of features. Experi-

mental results states competitive performance of SSO. Due to less computing for

swarm generation, averagely SSO is over 30% faster than PSO. Furthermore, we

applied SSO to classification rule mining and achieved satisfactory results. The

reason to select features is that feature selection can effectively improve the

classification accuracy. The proposed algorithm has compared with other algo-

rithms such as PART and KNN. The results show that the generated rule set from

SSO has higher accuracy.

As our proposed SSO has proved to be superior to other traditional data mining

algorithms, the proposed algorithm can be applied to the life-log media fusion

applications
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The Design and Implementation
of Web Application Management
on Personal Device

Eunjeong Choi, Hyewon Song, Changseok Bae

and Jeunwoo Lee

Abstract This paper describes the implementation and design of managing web-

based applications which is converted from a web application to a native appli-

cation. According to existing technologies, a user should enter a web site address

into a web browser to use a web application. Otherwise, developers implement a

hybrid web application for a web application and upload it to application stores or

markets, and a user should visit application stores or markets for smart phones,

search a web application, and then install it. These methods are not easy to use or

maintain the web application. In this paper, a user who uses the web application by

typing the address of a Web-based application with handsets can convert it into a

native application, install it on the terminal, and manage it as a native application

more conveniently. In addition, Web-based applications installed on a device can

be synchronized to the user’s other devices via a personal cloud server. As a result,

by easily converting a web application into a native application on the existing a

web browser on a device, a user can easily use and manage web applications.

Keywords Web application � Smart phone � Personal computing
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1 Introduction

Native applications are developed and used on smart phones such as Android,

iPhone and so on. Also, the uses of web applications increase on the smart phones.

Web applications are useful to use because they are light weight and platform

independent. However, web applications are not easy to use because users should

know the correct addresses and type the address on a web browser on mobile

devices using small on-screen keyboard. That’s inconvenient for users. So, it will

be convenient if web applications can be used as native applications by clicking

icons on a home screen.

This paper describes the implementation and design of managing web-based

application which is converted from a web application to a native application. In

this paper, a Web application to convert a native application, terminal Application

Manager to install and manage it, suggested techniques.

2 Related Work

Mozilla Prism is designed to create a better environment for running favorite web-

based applications of users. Much of what we used to accomplish using an

application running locally on our computers is moving into the web browser.

Thanks to advances in web technology, these apps are increasingly powerful and

usable. As a result, applications like Gmail, Facebook and Google Docs are

soaring in popularity (Fig. 1) [1, 2].

A common way to use a web application easy is to make bookmark for the web

pages. The bookmark of a web browser saves the web site addresses and title

information to a desktop. Thesemethods are just to save the information of a web site

such as a title and a URL. Users can use the web applications by clicking icons.

However, in this paper, themethod is enhanced not only by saving the information of

web application but also by making new viewers of the web applications.

3 Web Application Management

This paper describes the design of web application managements including the

architecture and process of web application managements.

3.1 Architecture

Figure 2 shows an architecture for web application managements. There are

several modules: (1) Web Application Converter including Webpage Parser block
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and Web Application Info block, (2) Common Web Browser, (3) Database, and (4)

Web Application Manager. The Common Web Browser, Database, and Web

Application Manager modules are external software interfaces. In this paper, Web

Application Converter including Webpage Parser and Web Application Info

blocks is developed. An implementation issue will be described in the next paper.

Web Application Converter. Web Application Converter is a module for con-

verting a web application to a native web application. Web Application Converter

includes Webpage Parser and Web Application Info blocks. The Webpage Parser

block parses the downloaded web sites browsing on a common web browser,

extracts information from the web application, and then saves them to a database.

Common Web Browser. A user can easily use a web application via a common

web browser. While a user uses a web application by using this Common Web

Fig. 1 Mozilla prism concept [2]

Fig. 2 An architecture for
web application
managements
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Browser, the user can convert it to a hybrid application which means an appli-

cation with the web application information and a native viewer application for it.

Database. After parsing web sites of the common web browser, the information of

the web application will be stored in a database by the Web Application Converter.

Web Application Manager. After converting a web application to a native

application, the Web Application Manager will manage the application as a native

application and execute it on a device. Also, the application manager synchronizes

the applications to the personal cloud and the user’s other devices.

3.2 Procedure

Figure 3 shows a procedure for web application managements.

The procedure for converting a web application to a native web application is as

follows. The first step is that a user browses a web application via a common web

browser. While a user uses a web application by using this Common Web

Browser, the user can convert it to a native application. The second step is that a

user selects if the current web application will be converted into a native appli-

cation. If a user selects converting it, the Web Application Converter analyzes the

current web application of the common web browser. The next step is that the Web

Application Converter converts the web application into a native application, and

then stores the information to the database. Finally, the last step is that the Web

Application Manager registers the web application to a personal cloud server and

manages it like other native applications.

Fig. 3 Procedure for web
application managements
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4 Implementation and Result

We implemented an example of web application managements on Android plat-

form. The following example of Android-based web application managements

shows: (1) Browsing the web application screen; (2) Web application informa-

tion setup screen; (3) Web Application Search Screen (Fig. 4).

5 Conclusion

In this paper, a user who uses the web application by typing the address of a Web-

based application with handsets can convert it into a native application, install it on

the terminal, and manage it as a native application more conveniently. In addition,

Web-based applications installed on a device can be synchronized to the user’s

other devices via a personal cloud server. As a result, by converting a web

application into a native application on the existing a web browser on a device, a

user can easily use and manage web applications.

Acknowledgment This work was supported by the IT R&D program of MKE/KEIT.
[K10035321, Terminal Independent Personal Cloud System].

Fig. 4 An example of web application managements based on an android device
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Ad Hoc Synchronization Among Devices
for Sharing Contents

Eunjeong Choi, Changseok Bae and Jeunwoo Lee

Abstract This paper describes ad hoc data synchronization among devices for

sharing contents. The purpose of this paper is to share user data in heterogeneous

environments, without depending on central server. This technology can be

applied to synchronize personal data between a device and a personal cloud

storage for personal cloud services. The ad hoc synchronization needs sync agent

service discovery module, user authentication module, network adapter, and

application data synchronization module. The method described in this paper is

better than existing synchronization technology based on client–server in avail-

ability, performance, and scalability quality attributes.

Keywords Data synchronization � Ad hoc synchronization � Personal cloud

service

1 Introduction

Nowadays many people get used to smart phones such as iPhone or GalaxyS based

on Android and the types of devices are various including IPTV and PC. And then,

people want to use same data on a same platform even though their devices are
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different. This means that the technology should be enhanced compared to existing

technology which exchanges data between a mobile phone and PC using USB, etc.

Now the data of a user can be uploaded or downloaded among various devices

via server.

In this paper, ad hoc data synchronization among devices for sharing contents is

described. The purpose of this paper is to share user data in heterogeneous envi-

ronments, without depending on central server. This technology can be applied to

synchronize personal data between a device and a personal cloud storage for

personal cloud services.

In Sect. 2, existing data synchronization based on client–server and some of

issues for it will be discussed. In Sect. 3, the proposed ad hoc data synchronization

technique for data-sharing will be described. Finally, this paper will conclude

in Sect. 3.

2 Related Work

Current representative application data synchronization services are Funambol [2]

based on SyncML standard [1], ActiveSync of Microsoft [3], and MobileMe of

Apple [4]. These application data synchronization services are based on data

synchronization between a mobile phone and a central server. This means

the mobile phone should be connected to a certain data server to synchronize

the application data. Figure 1 shows the network topology of Microsoft

Fig. 1 Microsoft ActiveSync [3]

598 E. Choi et al.



synchronization framework. As shown in the figure, the user data such as contacts

or e-mail is uploaded or downloaded via a certain server on the Internet.

There are several problems in the existing application data synchronization

technologies based on client–server data exchange.

Firstly, the data synchronization based on client–server causes data traffics on

the network. The steps are as follows: (1) application data on a mobile phone

should be stored on the storage of certain data server, (2) a user should retrieve the

application data from the data server to use same data on a different devices. If the

user is using iPhone and IPTV in a room, two devices need to upload and

download application data via synchronization server on the Internet which is far

from the devices even though the devices are adjacent with each other.

Secondly, the existing technology needs central server. This means users cannot

synchronize application data if the network is offline with the central server.

Thirdly, the application data may be lost if the application data on a certain

mobile phone was not uploaded to a server and then a user lost the device or the

device is broken. As the first problem, the user cannot use the application data on a

device which is generated from another device.

3 Ad Hoc Data Synchronization

The purpose of this paper is to share application data among devices without a

central server. In this article, the architecture and procedure of ad hoc data

synchronization are described in detail.

3.1 Architecture

Figure 2 shows a layered structure for ad hoc data synchronization on a device.

There are four layers on a device: (1) Ad hoc Data Sync Agent layer, (2) User

Authentication layer, 3) service discovery protocol layer, and 4) network layer

such as Bluetooth, Zigbee, WiFi, and so on.

Ad hoc Data Synchronization Agent Layer. Ad hoc Data Synchronization

Agent layer connects with other Ad hoc Data Synchronization Agent on a different

device and then exchange application data each other.

User Authentication Layer. User Authentication Layer authenticates a user to

try to connect with the device from another. The authentication is done by the user

identification and password of each device.

SDP Layer. This layer is service discovery protocol layer. Ad hoc Data Syn-

chronization Agent tries to synchronize with adjacent devices. Service Discovery

Protocol Layer finds network services to connect with the device.

Network Layer. There are several network services such as Bluetooth, Zigbee,

WiFi, and so on.
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3.2 Procedure

Figure 3 shows the procedure for ad hoc data synchronization. The steps to

synchronize are as follows.

First, an application modifies its data and then the modification event is

occurred.

Second, Ad hoc Data Synchronization layer captures the event and searches a

user’s adjacent devices to connect with the device which the modification happens.

Third, if there is an Ad hoc data Synchronization Agent on the other devices,

the User Authentication Layer tries to authenticate the user with user identification

and a password.

Fig. 2 The architecture of
ad hoc data synchronization

Fig. 3 The procedure of
ad hoc data synchronization
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Forth, the Ad hoc Data Synchronization Agent compares the data between two

devices which is modified at last.

Fifth, the Ad hoc Data Synchronization Agent exchanges the data between two

devices.

4 Conclusion

The technology described in this paper can be applied to synchronize personal data

between a device and personal cloud storage for personal cloud services.

This paper describes the architecture and procedure for ad hoc data synchro-

nization. There are four layers on a device: (1) Ad hoc Data Synchronization

Agent layer, (2) User Authentication layer, (3) Service Discovery Protocol layer,

and (4) Network layer such as Bluetooth, Zigbee, WiFi, and so on. Each layer is

related to searching Ad hoc Data Synchronization Agent, authenticating a user,

exchanging application data, and so on.

The method described in this paper is better than existing synchronization

technology based on client–server in availability, performance, and scalability

quality attributes. Devices can synchronize at any time with adjacent user devices

even if the data server is broken. This method does not cause useless data traffic on

the Internet.

Acknowledgment This work was supported by the IT R&D program of MKE/KEIT.
[K10035321, Terminal Independent Personal Cloud System]
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A Framework for Personalization
of Computing Environment Among
System on-Demand (SoD) Zones

Dong-oh Kang, Hyungjik Lee and Jeunwoo Lee

Abstract In this paper, we propose a framework for personalization of computing

environment when a user moves from one System on-Demand (SoD) zone to

another, which preserves the user’s computing environment. In our approach, an

image containing an operating system, user profiles and user’s data are dealt with

as components of personalization of virtual machines. We deal with how to

assemble a virtual machine with personalization components efficiently. To show

the feasibility of the proposed method, we apply the proposed approach to the

personalization of virtual machines of a test bed of SoD service.

Keywords Personalization � Virtual machine � Computing environment � System
on-Demand

1 Introduction

Recently in terms of seamless personal computing environment, some companies

of cloud computing service provided desktop virtualization solutions, which

allocate a virtual desktop to a user using system virtualization technologies and
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remote desktop protocols [1–3]. Therefore, we have many chances to use virtual

machines in daily life because of the development of these cloud computing

technologies. That is, the virtualization technologies make system on-demand

possible, which provides a user a computing system as the user demands [4].

In previous approaches to virtual machines, users usually made his or her virtual

machine configurations which had fixed sets of configurations or selected a virtual

machine configuration among configurations of virtual machines stored in a server.

Therefore, previous approaches are difficult to give users the personalized virtual

machine in level of user’s profile.

In this paper, we propose a framework for personalization of computing

environment for System on-Demand (SoD) service, which preserves the user’s

profiles and computing environment among multiple SoD zones. In our approach,

an image containing an operating system, user profiles and user’s data are dealt

with as components of personalization of virtual machines. When a user enters into

a SoD zone for the first time, the user’s personalized image of the virtual machine

is assembled based on the image of an operating system with the user profile and

user’s data. After that moment, the user can use his or her virtual machine based on

the personalized image in the SoD zone. Because the user profile is downloaded

from a personalization information management server before the virtual machine

is booted and applied to the virtual machine during the user’s data are downloaded,

the user can get fast personalization of the virtual machine and use his or her

virtual machine during the personalization process. Therefore, the system for SoD

service using the proposed personalization framework of virtual machines gives

the users fast personalized virtual machines as he or she demands when the user

moves from one SoD zone to another. To show the feasibility of the proposed

method, we apply the proposed approach to the personalization of virtual machines

of a test bed of SoD service.

2 System On-Demand Service

The System on-Demand (SoD) service is the service that provides virtual personal

computers which are optimized virtual machines using distributed u-computing

devices around users as users demand. The SoD service can solve the limit of the

place, devices and time of the traditional PC based computing technology in terms

of the personal computing environment. The SoD service is provided within a SoD

zone. The system of SoD service is composed of a SoD station, SoD servers and

SoD clients in a SoD zone. SoD storage servers and a personalization information

management (PIM) server can be optionally included in the system. The compo-

nents of the system of SoD service are connected via network (Fig. 1).

The SoD station is the management server of SoD service, which has the

control and information of SoD servers and SoD clients. The SoD servers provide

computing capabilities of virtual machines, i.e., CPU, memory, hard disks, and

network interface, etc. The SoD servers provide the kernel capability of virtual
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machines. The SoD clients are the devices which request the kernel capability of a

virtual machine. Major SoD clients are the I/O devices like Human Interface

Device (HIDs) and storage devices, etc. The SoD storage servers are the network

storage servers to provide the images of virtual machines through network.

The images include operating systems, application programs, and the user’s data.

The PIM server is the essential element of SoD system in terms of personalization

of computing environment to store user profiles and manage personalization

information. The PIM server can be outside a SoD zone and cooperates with SoD

stations of multiple SoD zones.

3 Personalization Software

For the personalization of virtual machines, personalization software comprises a

master computing environment manager, slave computing environment managers,

domain 0 Virtual Machine (VM) personalization agents, domain U VM person-

alization agents, and a personalization information manager as shown in Fig. 2.

Figure 3 shows the overall personalization mechanism of computing environment

when a user migrates from one SoD zone to another. The master computing

environment manager resides in a SoD station, and controls the behaviors of slave

computing environment managers in SoD servers. The computing environment

Fig. 1 Conceptual system configuration for SoD service
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Fig. 2 Personalization software architecture

Fig. 3 Personalization mechanism of computing environment
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managers deal with and provide information of users and SoD service system. The

computing environment managers are connected via XML-RPC mechanism which

is provided by the management Application Program Interface (API). A domain 0

VM personalization agent exists in a SoD server. It initializes personalization

metadata when a user registers to SoD service for the first time. And, when the user

enters into a SoD zone and wants to use his or her own virtual machine for the first

time, it negotiates the personalization information manager and drags the user

profile of the user into the SoD server before the virtual machine starts. When the

virtual machine is booted, the domain U VM personalization agent in the virtual

machine is activated in a virtual machine with a guest operating system and

performs the personalization process like registry modification, file exchange, and

user data transfer, etc. The personalization process may need some time because

the user data of big size should be transferred. But, because the user profile is

previously downloaded in the SoD server and transmitted to the personalization

agent in the virtual machine, the user can use the virtual machine during the

personalization process. When the user uses the virtual machine in a SoD zone, the

personal image of the virtual machine is assembled and stored in a SoD storage

server in the zone. After the first use of the virtual machine, the user can use the

personalized image of the virtual machine stored in the zone. Therefore, the user

can use the image without the further personalization process. Therefore, the user

can experience fast personalization of virtual machines by the proposed technique.

The process is depicted in Fig. 4.

4 Application to a Test Bed of SoD Service

We implement an all-in-one type SoD server system to include a SoD station,

some SoD servers, SoD storage servers, a PIM server. And the SoD adaptor is used

to convert legacy I/O devices to SoD clients in a SoD zone. A mobile SoD client is

Fig. 4 The flow of personalization
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used like an iPad and an iPod in another SoD zone as depicted in Fig. 5. Figure 6

shows the result of personalization of computing environment when the person-

alization of a virtual machine is completed.

Fig. 5 A test bed for SoD service

Fig. 6 The result of personalization
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5 Concluding Remarks

Compared with the traditional approaches, the proposed approach can give faster

personalization process of computing environment and a user can use his or her

virtual machine during the personalization process. And, the proposed approach

can be applied to SoD service for mobile workers or teleworkers and give more

convenient usage to users. For the future research, we will study about how to

relate the proposed method with I/O personalization of virtual machines.
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034-01, Development of Collaborative Virtual Machine Technology for SoD).
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Facsimile Authentication Based on MAC

Chavinee Chaisri, Narong Mettripun and Thumrongrat Amornraksa

Abstract In this paper, we propose a method to provide message authentication

and integrity for a facsimile (fax) document using Message authentication code

(MAC) based approach. The proposed method is divided into two parts; sender and

receiver. Basically, at the sender side, a MAC value derived from the fax content

and a predefined secret key is added to the document before sending it to the

receiver via fax. At the receiver side, the modification of fax content can be

detected by the use of the agreed MAC and secret key, and the MAC value added

on the received fax. The experimental results, from the fax transmission over

insecure communication channels, using different types of fax machine, font types

and font sizes, demonstrate the promising results.

Keywords Message authentication � Data integrity � Facsimile � Message

authentication code (MAC)
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1 Introduction

Currently, facsimile (fax) machines are widely used in both analog and digital

networks. However, the content within the received fax is suspicious since it can

potentially be modified by malicious people. Hence, a detection method is greatly

required to provide message authentication and integrity of a fax document.

Actually, authentication in documents has been a topic of interest for many years,

but for the subject document authentication via fax machine, it has not been mush

interest by most researchers. Some of them are listed here. Williams et al. [1]

developed a method for spotting words in faxed document. This method allowed

scale and translation invariant transformations to be used as one step of the sig-

nature recognition process. Their techniques provided a very robust means of

identifying the words in a bitmapped fax documents. However, the authors did not

consider the case of authentication for fax document. Musmann and Preuss [2]

proposed comparison and valuation of different redundancy codes techniques for

transmission via fax machine. In their experiments, the data transmission were

carried out with one and two-dimensional. This method reduced the transmission

errors and used less time in transmission, but the faxed document cannot be used

for authentication purposes. Garain and Halder [3] proposed the methods of

computationally extracting the security features from the document image as bank

checks, and identifying the feature space if it was genuine or duplicate. Although

his method provided document authentication, it cannot be used for document

being sent via fax machine. Geisselhardt and Iqbal [4] proposed an authentication

approach for hard copy document based on a preferably invisible encoded portion,

and a method for generating such document in which the encoded portion allowed

an optimized high capacity of data to be read with security or only few errors.

Their method prevented the printed content on hard copy document against forgery

attacks, and did not affect the aesthetic appearance of the document in the area of

secret communication such as military communication. Unfortunately, it is not

practical for real life communication because most of documents sending are

performed via insecure communication channels which are more comfortable and

faster. Hence, this method is not appropriate to implement with transmission via

fax machine. In 2008, Kale et al. [5] proposed a system for compression and

encryption of fax documents and error recovery over fax transmission. Basically,

the size of document to be faxed was reduced by applying Joint Bi-level Image

Experts Group (JBIG) compression technique. They also applied an encryption

technique called Salsa20 to produce less effect on retransmission delays and less

cost for fax communication. However, the encryption algorithm used i.e. Salsa20

has been proved to be insecure by cryptanalysis group in 2005 and 2008. In

addition, their scheme did not consider any error or noise introduced during fax

communication which resulted in some bit errors and some unclear parts of faxed

document.

In this paper, we thus propose a method to provide message authentication and

integrity for fax documents. Particularly, it is archived by first applying a MAC
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algorithm [6] to the fax content to generate a MAC value. Note that a MAC

algorithm may be obtained by applying a hash algorithm i.e. MD5 [7] to the fax

content to obtain a hash value, and then encrypt the result using a symmetric

encryption algorithm i.e. DES to generate a MAC value [8]. Next, this MAC value

is printed at the end of the fax content to produce the real fax document, and later

used to verify the integrity and authentication of the faxed document. The veri-

fication process can be achieved simply by comparing the MAC values between

the one printed on the faxed document and another from the computation process

from the content on the faxed document at the receiver side. With our proposed

method, the fax receiver can now verify the originality of the text-based content in

the faxed document, and detect whether it is changed or not. We organize our

paper as follows. In the next section, we describe details of our proposed method.

In Sect. 3, sets of experiments are carried out and the results obtained are pre-

sented in order to verify the effectiveness of our proposed method. Finally we

conclude the finding of our research in Sect. 4.

2 The Proposed Method

The model for fax sending and receiving between two different locations is

described by the following steps.

1. Creating a fax document that can be used to detect message authentication and

integrity of its content based on MAC algorithms.

2. Sending this fax document by an ordinary fax machine.

3. Receiving the fax document from another ordinary fax machine.

4. Based on the fax content, the MAC value is regenerated and compared with

the one printed on the fax document itself. If they are matched, the fax

content is approved. If not, the receiver asks the sender to send the fax

document again.

Detail of the fax document creating process in step 1 can be explained as

follows. First, a typical text-based fax document is scanned to obtain an image file.

Then, a frame line with one-pixel width is inserted to enclose the fax content in

that image. The frame detection and cropping algorithm is applied to acquire the

image area within the frame, and the result is then put into optical character

recognition (OCR) software. Information outputted from the OCR is hashed by

the MD5 algorithm and encrypted by DES algorithm with a predefined secret key.

The encrypted result known as MAC value is inserted below the fax content

outside the frame as a subtitle. Finally, the modified fax image with frame and

MAC value is printed out on a white color paper to create a ready-to-send fax

document. Figure 1 illustrates the block diagram of fax document creating process

performed at the sender side.

After receiving the above fax document at another end, it is verified by our

proposed method to validate its content. Detail of the fax content verifying
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process mentioned in step 4 can be explained as follows. First, the received fax,

called faxed document, is scanned back to obtain an image file. With the frame

surrounding the fax document, we apply the rotation and scaling correction

algorithm described in [9, 10] to fix any incorrect inclination and image reso-

lution caused by the improper scanning setting/process. The result is then divi-

ded into two parts by the same frame detection and cropping algorithm, that is,

the image area inside the frame representing the fax content and the image area

outside the frame representing the MAC value. Both image areas are then input

to the same OCR software as used at the sender side independently. The

information obtained from the first image area inside the frame is hashed and

encrypted with the MD5 and DES algorithms and the same secret key to obtain a

MAC value, while the information obtained from the second image area outside

the frame is used for verifying purpose. Finally, both MAC values from different

processes are compared. If they are matched, the authentication and integrity of

the fax content are verified. If not, someone may add/delete/alter the content of

the fax. Figure 2 illustrates the block diagram of fax document verifying process

performed at the receiver side.

In this research work, we consider any error possibly introduced to the faxed

document during the fax transmission via communication channels e.g. telephone

line. However, according to the results obtained, such errors were automatically

removed by the OCR software because the output from the OCR process contained

text-based information only.
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Fig. 1 Block diagram of the proposed fax document creating process

616 C. Chaisri et al.



3 Experimental Setting and Results

3.1 Experimental Setting

Since most types of fax document frequently used nowadays can be divided into

two types, depending on the operation of fax machine i.e. ordinary A4 white color

paper and thermal white color rolled paper, we thus considered to test both typed

of them. In the experiments, we used A4 white color paper with the size of 210 9

297 mm. and thermal white color rolled paper with the size of 210 9 216 mm as

the fax document. For the scanning process, the flatbed scanner ‘Lexmark X8350

All-in-One’ was used to scan the ‘Original fax Document’ and ‘faxed Document’

at 72 dpi to obtain a gray scale image stored in bitmap format. Experimentally,

each fax image file required 1.6 MB storage space approximately. For the printing

process, the inkjet printer ‘Canon PIXMA MP145’ with true color image was used

to generate the real fax document. For the OCR process, the C# library ‘Asprise

OCR v 4.0’ [11] was used to build the OCR part in our proposed method.

Two different types of fax machine were used. The first one i.e. ‘Lexmark

X8350 All-in-One’ was used to send/receive fax document with ordinary A4 white

color paper, while the second one i.e. ‘Panasonic KX FT903 fax roll machine’ was

used to send/receive fax document with ordinary thermal white color rolled paper.

In addition, both facsimiles used in the experiments can transmit data across

telephone lines in accordance with the International Telephone and Telegraph

Consultative Committee (CCITT) standard of digital group 3 fax machines. Foe

example, for a standard resolution with T.24 ITU recommendation [12] of 1,728

pels/line, fax machines support speeds with 2,400 bit/s, and typically operate at

9,600 bit/s.
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MAC
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Symmetric
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Fig. 2 Block diagram of the proposed fax document verifying process
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3.2 Experimental Results

Figures 3, 4 and 5 demonstrate some results obtained from the implementation of

our proposed method. Figure 3a shows the example of original fax document to be

sent from the sender side; Fig. 3b shows the hash and MAC values obtained from

the OCR outcome. Finally, the ready-to-send version of fax document was pro-

duced and shown in Fig. 3c. Note that we printed only the first five characters of

the resulting MAC value as a subtitle on the real fax document. This is because,

according to the properties of MAC [8], it still provides enough information for

message authentication and integrity purposes. In fact, any part of the MAC value

can be used to detect any change on the fax content.

When the faxed document was received at another end, some errors during the

transmission stage were also accompanied see Fig. 4a. After it was scanned back,

and fixed for any incorrect inclination and image resolution, the area inside the

image frame was separated, OCRed, hashed and encrypted to acquire the MAC

value, see Fig. 4b. Another MAC value obtained from the OCR process of the area

outside the image frame, noted by MAC I’ is shown in Fig. 4c. Accordingly, the

comparison result reported as ‘‘Match’’.

In case the original fax content was changed, identified by the red circle in

Fig. 5a, it is obvious that the resulting MAC value from the computation process

was different, compared to the one obtained from the direct OCR process, and the

comparison result was hence reported as ‘‘No-Match’’, as shown in Fig. 5c.

We also tested the effectiveness of our proposed method on various font types

and font sizes, that is, the font ‘Arial’ with font sizes of 36, 34, and 36 and

‘Calibri’ with font sizes of 28, 26, and 18. From the results obtained, any change

on the fax content could be successfully detected on both types of fax document.

However, the accuracy was sometimes decreased when we tested our proposed

Hash I

0deeba5b0b64453401b7

eab2c8752f766cdbc388

MACI

gTNcT9CaRJVO8cnZU

0LKiosGpqStRYQnRvlb

YKSl9g1R9rlgqSLzoN

(a) (b) (c)

Fig. 3 a Original fax document at the sender side; b Hash value and MAC value from the
computation process and c real fax document with frame and MAC
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method on ‘Calibri’ with the font sizes of 18 on thermal rolled paper several times.

This is probably because the performance limitation of the OCR library used.

4 Conclusions

In this paper, we have presented the method of verifying message authentication

and integrity for a fax document based on the use of MAC algorithms. The

experimental results showed that our proposed method can practically be used to

Hash II

0deeba5b0b64453401b7

eab2c8752f766cdbc388

MAC II

gTNcT9CaRJVO8cnZU

0LKiosGpqStRYQnRvlb

YKSl9g1R9rlgqSLzoN

MACI’     =  gTNcT

MACII    =   gTNcT

Result      =   Match

(a) (b) (c)

Fig. 4 a Faxed document at the receiver side; b Hash value and MAC value from the
computation process and c the comparison result of the first five MAC characters between two
identical MAC values

Hash III

00e3114e020171a52a1ab

44013db38ecf597654c

MAC III

uJOt+Rd2e5cm5qYSKa

Mqq8+nh201hP/QD69o

BqUvyy2VjTN0niR91Q

MACI’    =  gTNcT

MACIII  =  uJOt+

Result      =  No Match

(a) (b) (c)

Fig. 5 a Example of the modified faxed document; b Hash value and MAC value from the
computation process and c the comparison result of the first five MAC characters between two
different MAC values
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detect any change on the faxed content sent via ordinary fax machine. Moreover,

it was shown that the proposed method can also be used efficiently with different

types of fax document paper. In the future, we plan to improve our proposed

method to cover other different font types and font sizes. Also, we are studying to

find out a higher efficient OCR algorithm to be implemented with our method.
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Dynamic Grooming with Capacity aware
Routing and Wavelength Assignment
for WDM based Wireless Mesh Networks

Neeraj Kumar, Naveen Chilamkurti and Jongsung Kim

Abstract Wavelength division multiplexing (WDM) based wireless mesh

networks (WMNs) are emerging as a new technology having enormous resources

such as bandwidth and high throughput to satisfy the end users requirements.

In this paper, we propose a Dynamic Grooming with Capacity aware Routing

and Wavelength (DGCRW) assignment algorithm for such networks. To choose

an optimized route, a cost value (CV) metric is proposed as the existing routing

metric hop count does not give optimal results in WMNs for some applications

(Zhao et al., J sys softw 83:1318–1326, 2010). A Utilization Matrix (UM) having

load value (LV) is constructed dynamically as the requests for path/(light path)

construction flow through the nodes. Using UM, utilization rating (UR) for each

link is calculated. Finally CV is calculated from UR. The minimum value of CV

is chosen to construct the path between source and destination. The value of CV
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is compared with existing hop count metric. The proposed algorithm is simulated

on WDM based NSFNet network. The results obtained show that the proposed

algorithm is quite effective to route the packets to less congested path and has

higher throughput and less blocking probability than the other proposed

algorithms.

Keywords WDM � WMNs � Routing

1 Introduction

Over the years, wireless mesh networks (WMNs) have emerged as a new tech-

nology for providing the low cost, reliable, self healing and self configured net-

work infrastructure for the next generation multi-hop wireless networks [1]. These

networks have emerged as a popular choice for providing high speed Internet

access, video on demand (VoD), Voice over IP (VoIP), videoconferencing and

other high speed data access services to the end users. Typically, WMNs consist of

statically positioned mesh routers (MRs) which are assumed to be reliable, scal-

able, and cost-effective [2]. Generally, these MRs connect with each other using

wireless links and providing services to the mesh clients (MCs) which may be

mobile or static. Moreover, each MR passes MCs request to Mesh Gateway

(MGs). MGs are connected to internet using optical fibre. Wavelength Division

Multiplexing (WDM) based networks provide enormous bandwidth, and are

promising candidates for information transmission in high-speed networks [3],

because fiber bandwidth is partitioned into multiple data channels in which

different data can be transmitted simultaneously on different wavelengths. Traffic

grooming is widely used to fill the gap between bandwidth required by a

connection and available bandwidth for that connection [4]. To satisfy the MCs

requests, wavelength is divided into multiple time slots and different MCs requests

are mapped onto different timeslots for efficient use of available bandwidth [5, 6].

Motivated by these facts, in this paper, we propose a GDCRW algorithm for

WDM based WMNs. Specifically; following are the key contributions in this paper:

• Propose a new routing metric for routing and wavelength assignment.

• Propose a new Dynamic Grooming with Capacity aware Routing and Wave-

length assignment (DGCRW) algorithm based upon the defined metric.

The rest of the paper is organized as follows: Sect. 2 discusses the related work,

Sect. 3 describes the system model, Sect. 4 describes the proposed approach,

Sect. 5 explores on simulation results, and finally Sect. 6 concludes the article.
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2 Related Work

Routing with respect to traffic grooming has been studied widely in WDM net-

works [7]. An Integer Linear Program (ILP) formulation can be used to optimize

the network throughput [8]. In this proposal, authors proposed two heuristics,

namely maximizing single-hop traffic (MST) that tries to establish the light paths

between source–destination pairs with the largest traffic demand, and maximizing

resource utilization (MRU) that attempts to construct the light paths according to

maximum resource utilization value. The problem of traffic routing with traffic

grooming is proposed using Lagrangian-based heuristic [9] and graphical model

[10] with an edges in the graph represent network constraints and weights in the

network.

In [11], the authors propose a dynamically changing light-tree using a layered

graph to solve the traffic grooming problem. In [12], the authors consider the

sparse placement of grooming nodes in WDM based mesh networks. In [13–15],

the authors described dynamic traffic grooming using graph model to solve the

on-line traffic grooming problem. A genetic algorithm based approach is used in

[16] to solve the static traffic grooming problem. This GA based approach sig-

nificantly improved the network throughput as compared to the existing MST

algorithm. The algorithm in [17] constructs the light paths according to availability

of shortest edge disjoint paths (EDPs) for each source–destination pair and max-

imum resource utilization.

The multi-objective static traffic grooming and routing problem for WDM

optical networks have been considered in [18]. Recently wavelength and routing

assignment in optical WDM based mesh network is proposed in [19]. The problem

of routing is addressed by the authors using integer linear programming (ILP) and

heuristics are proposed to solve the problem of routing and wavelength assignment

in such networks. A review of traffic grooming in WDM optical network is pre-

sented in [20].

3 System Model

In WMNS, due to the broadcast nature of the network, multiple flows are going

over a single link in a particular interval of time. But the links have limited

capacity in terms of available bandwidth and hence the aggregated sum of all the

flows going over a link should be bounded by the capacity of the link, i.e.,

X

l2L

transðf Þl � lcap ð1Þ
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Now if nreqare the number of requests/flows are going through a particular link

l in a particular interval of time, Cap is the capacity of the link then calculate load

value (LV) of the link as follows:

Define LVi; j ¼

0; i ¼ j

ba

nreq
; i 6¼ j

*
;where i; j are indices of set V elements;

bai is the available bandwidth of link:

ð2Þ

ðbai Þ
t
is the bandwidth at time interval t, ðbai Þ

0
is the bandwidth initially.

Now based upon the values of LV of each link, define a l� l utilization matrix

(UM) as follows:

UM ¼

LV11 LV12 . . . LV1l

LV21 LV22 . . . LV2n

. . . . . . . . . . . .

LVl1 LVl2 . . . LVll

2
664

3
775

Define utilization rating (UR) from UM as follows.

UR ¼
X

P

ðUM � JÞ; J
i
¼ ½thij � tlij� ð3Þ

0� tlij � thij; 1� i� n is the variation in delay known as jitter.

Once the link capacity and UM are constructed from the above equations, we

formulate and propose a new routing metric called cost value (CV) for selecting a

particular link route from the available ones for efficient use of available band-

width in WDM based WMNs. The metric is defined as follows:

CV ¼ minðURÞ ð4Þ

Each link in the network has finite CV which is used to evaluate the suitable path

from the available ones. Our objective is to maximize the throughput to map the low

connection requests to suitable light path with constraints in terms of finite available

wavelength with limited capacity. Hence the objective function is defined as:

xobj ¼ max
XE

1

ðthroughputÞ ð5Þ
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4 Proposed Approach

In this section, we will explain the proposed routing and wavelength assignment

strategy. The proposed strategy is divided into two parts as routing and wavelength

assignment. The shortest path is calculated dynamically between source and

destination node based upon the defined metric CV. As the WMNs serve number

of heterogeneous services with varying traffic demands, so static decisions of

routing and wavelength assignments would not work in these networks. To satisfy

the demands of end users, dynamic routing decisions are required with some

defined metric. We have used CV in which capacity of the link is calculated

dynamically and links are assigned based upon LV, UM and UR.

4.1 Route Discovery

Starting from source node S, requests are mapped to a light path depending upon

the values of LV. Each entry of LV is made into UM that gives LV of each

individual link. Based upon the values in UM, UR is calculated by multiplying the

values in delay variations (jitter). For each individual link there may be many paths

available but the path having minimum UR is chosen among the available ones. As

the links are assigned, a routing tree (RT) is constructed. Initially, RT is empty, but

as the requests are assigned to a particular link the size of the tree grows.

RT is expanded by adding the nodes in the partial routing tree starting from

initial empty tree. The request for a particular light path is started from S towards

destination D. If number of channels are not sufficient then the request for light

path is dropped otherwise it is passed to the next intermediate node using value of

CV. The intermediate nodes receive the request and process it. At each stage of the

request, the intermediate nodes calculates the number of available resources in

terms of UM (calculated using values of LVs) and number of free channels to

establish the light path. The value of CV is calculated using these values.

As the requests are satisfied, the bandwidth consumed is taken into account and

is updated accordingly. Moreover, the difference in time taken in assigning and

selection of request is also calculated. The variation in time difference is known as

jitter. The values of UM and jitter are multiplied to get UR. Finally after pro-

cessing all the requests, the minimum value of UR is chosen that is the CV for link

routing for a particular request.
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4.2 Wavelength Assignment

In the second phase, wavelength is assigned to the path selected in the above

phase. We assume that number of wavelengths on each link is same and each node

is capable of transmitting and receiving on any wavelength. Moreover, there is one

optical fibre per link and all the links are bidirectional.

At any node, requests can come at any time for a particular service from MCs.

If there is a direct light path existing between source and destination node, then we

route current request over that light path. But if there exists no such path, then the

light path is constructed dynamically (described in Sect. 4.1) using the proposed

DGCRW algorithm. We start wavelength reservation over the physical route

having the entire possible wavelength over a fiber and assign the wavelength using

CV value dynamically.

5 Simulation Environment with Results and Discussion

5.1 Simulation Environment

To test the performance of the proposed algorithm simulation is carried out on 14-

node NSFNet network as shown in Fig. 1. The performance of the proposed

algorithm is measured and compared with FSP, DSP, and AP algorithms [15] with

respect to the blocking probability and wavelength utilization with respect to

traffic load.

1
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Fig. 1 Network topology used for NSFNet with 14 nodes
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DGCRW assignment algorithm

Input: Source S , Destination D , Set of nodesV
Output: Light path establishment with wavelength assignment
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5.2 Results and Discussions

5.2.1 Impact on Blocking Probability

Figure 2 show the impact of the proposed DGCRW assignment algorithm on

blocking probability on NSFNet network. The results obtained show that the

proposed algorithm has smallest blocking probability than all other algorithms.

FSP has worst performance in all the algorithms. The possible reason for this may

be due to fixed route used. Also with an increase in traffic load, the % increase in

the blocking probability of the proposed algorithm is less than the other proposed

algorithms. Moreover, with an increase in the wavelength from 50 to 100, there is

a considerable decrease in the blocking probability. This is expected as now more

wavelengths available for assignment. Again the blocking probability reduces

considerably in the proposed algorithm than the other proposed algorithms.

5.2.2 Impact on Wavelength Utilization

Figure 3 show the impact of wavelength utilization in all algorithms with varying

traffic load on NSFNet networks. The results obtained show that the proposed

DGCRW have higher wavelength utilization with an increase in traffic load than

the other proposed algorithms. This is due to that fact that all the other algorithms

does not serve the new routing request due to the wavelength continuity con-

straints, i.e., these algorithms consider the wavelength on available which results

in scattered wavelength available for each link. This is not the case with the

proposed algorithm, as it selects the wavelength based upon the proposed CV

metric and the calculation of available resources in terms of bandwidth is done hop

by hop using CV. Hence only the best available wavelength is taken for

assignment.
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Fig. 2 Blocking probability versus traffic load for a w = 50; b w = 100 in NSFNet
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6 Conclusions

WDM based WMNs are emerging as a new technology for high speed data transfer

for the next generation networks. In these types of networks, Routing and wave-

length assignment is a crucial issue for efficient use of available resources. In this

paper, we propose a grooming based dynamic grooming with capacity aware

routing and wavelength assignment (DGCRW) algorithm for such networks. A

new routing metric CV is proposed and compared with the existing hop count

metric. To assign the traffic demands to a light path, UM is calculated for each link

which uses LV of each link. LV is a measure of load value, i.e., each link capacity

in terms of available bandwidth and number of requests serving in a particular

interval of time. The requests are mapped on high speed light path based upon the

entries in UM.

The performance of the proposed algorithm is compared with other proposed

algorithms on NSFNet, network with respect to the metrics such as blocking

probability, wavelength utilization. The results obtained show that the proposed

algorithm has less blocking probability and higher wavelength utilization with

varying traffic load. Hence the proposed algorithm outperforms the other algo-

rithms in this category with respect to these metrics.
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Weakness in a User Identification
Scheme with Key Distribution
Preserving User Anonymity

Taek-Youn Youn and Jongsung Kim

Abstract Recently, Hsu and Chuang proposed a novel user identification scheme

with key distribution for distributed computer networks. The Hsu-Chuang scheme

permits a user to anonymously log into a system and establish a secret key shared

with the system. In this paper, we show that the Hsu-Chuang scheme is not secure

against known session key attacks. To show the insecurity, we describe an

adversary who can recover the private key of a user by performing know session

key attacks. We also provide a countermeasure which can be used for enhancing

the security the Hsu-Chuang scheme.

Keywords Security � User identification � Key distribution � Distributed

computer network

1 Introduction

Distributed computer networks permit host computers and user terminals which

are connected into the same network to share information and computing power. In

these days, it is increasingly important to secure the communications conducted
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over distributed computer networks, and the following problems are considered as

fundamental requirements for secure distributed computer networks:

• User identification: when a user wants to obtain access privilege which is linked

to a particular identity, we need some mechanisms for identifying the legitimacy

of the requesting user.

• Key distribution: to achieve the confidentiality of communications, we need a

tool for establishing a common secret among two or more communicating

parties.

• User anonymity: to prevent an adversary from obtaining sensitive personal

information from communicating messages, it is desirable to use a protocol

which provides user anonymity.

For achieving the above mentioned security goals, several schemes have been

proposed [2–4, 6, 7], and most of them have shown to be insecure. In [3], Lee and

Chang proposed a user identification scheme with the above mentioned security

features. However, Wu and Hsu showed that the Lee-Chang scheme is insecure

against impersonation and identity disclosure attacks, and proposed an improved

scheme [6]. Immediately, Yang et al. showed that the Wu-Hsu scheme is insecure

against a compromising attack, and proposed a modified scheme [7]. Thereafter,

Mangipudi and Katti found a vulnerability of the Yang et al. scheme [4]. They also

proposed a modification in order to resist their attack. However, recently, Hsu and

Chuang demonstrated that the Yang et al. scheme and the Mangipudi-Katti

scheme are vulnerable to an identity disclosure attack [2]. Moreover, Hsu and

Chuang proposed a user identification scheme which achieves all security goals

considered in the literature.

In this paper, we examine the security of the user identification scheme pro-

posed by Hsu and Chuang [2], and show that the identification scheme is not

secure. At first, we describe a known session key attack to show the insecurity of

the Hsu-Chuang scheme. An adversary can recover the private key of a user by

performing the known session key attack. Note that service providers know several

session keys of their clients since they share the session keys with their clients.

Hence a malicious service provider can recover the private key of its client user by

performing the known session key attack using previously shared session keys. To

resist against our known session key attack, we propose a simple countermeasure.

The proposed countermeasure can enhance the security of the Hsu-Chuang scheme

with few additional cost.

2 Review of the Hsu-Chuang Scheme

In the section, we briefly recall the Hsu-Chuang scheme which consists of three

phases, the system initialization phase, the registration phase, and the user iden-

tification phase.
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2.1 Description

System Initialization Phase The trusted authority (TA) chooses two large primes

p and q, computes N = pq, and determines e and d such that ed ¼ 1 mod /ðNÞ;
where /ðNÞ ¼ ðp� 1Þðq� 1Þ: The TA randomly chooses an element g 2 Z

�
N : The

TA publishes (e, N, g) as system parameters, and privately keeps (d, p, q). Let

EKðmÞ and DKðmÞ be the encryption and decryption of an input message m with a

key K, respectively. Let hð�Þ be a cryptographic hash function.

Registration Phase The user Ui (or the service provider PiÞ submits its identity

IDi to the TA. Then, the trusted authority generates the requester’s private key as

Si ¼ IDd
i mod N: Then, the TA securely sends Si to the requester Ui (or PiÞ:

User Identification Phase If the user Ui wants to gain an access privilege from

the service provider Pj; the user Ui and the service provider Pj cooperatively

perform the following steps:

1. Ui submits the service request to Pj:

2. Pj uses his private key Sj to compute Z ¼ gk � Sj mod N for randomly chosen k;
and sends Z to Ui:

3. On receiving Z, Ui chooses a random value t and computes a ¼ Ze �
ID�1

j mod N; Kij ¼ at mod N; w ¼ get mod N; x ¼ S
h ðKijjjZjjwjjTÞ
i mod N; and

y ¼ EKij
ðIDiÞ; where T is the current timestamp. Then, Ui sends (w, x, y, T) to

Pj: Note that, the value Kij is used as a session key.

4. After receiving (w, x, y, T), Pj verifies the validity of T. If it is invalid, Pj aborts

the protocol; otherwise, Pj computes Kij ¼ wk mod N and uses the key Kij to

decrypt y as IDi ¼ DKij
ðyÞ: If the equation ID

hðKijjjZjjwjjTÞ
i ¼ xe mod N holds,

Pj is convinced that Ui is an authorized user.

5. Pj computes Di ¼ h ðKijjjT 0jjZjjIDijjIDjÞ and sends ðDi; T
0Þ to Ui; where T 0 is

the current timestamp.

6. On receiving ðDi; T
0Þ; Ui checks the validity of T 0: If it is valid, Ui computes

D0
i ¼ h ðKijjjT 0jjZjjIDijjIDjÞ and tests if D0

i ¼ Di: If it holds, Ui is convinced that

Pj is the valid service provider.

3 Weakness of Hsu-Chuang Scheme

Though the security of the Hsu-Chuang scheme against known session key attacks

is not considered in [2], it is obvious that known session key attacks are serious

threat against key distribution and key exchange schemes which are used for

establishing session keys. However, unfortunately, the Hsu-Chuang scheme is

insecure against a known session key attack. To show the insecurity, we describe
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an adversary who can recover the private key of a user or disguise a user using

known session keys.

3.1 A Known Session Key Attack

Note that, we need at lease two session keys to mount our attack. Hence, we

consider the scenario where an adversary obtains two session keys K1 and K2:
For ‘ 2 f1; 2g; let fZ‘; w‘; x‘; y‘; T‘; D‘; T

0
‘g be the set of communicating mes-

sages generated for establishing the session key K‘: Note that the messages are

transmitted through open networks, and so they are visible to the adversary. Using

known values, the adversary can compute two hash values

H1 ¼ h ðK1jjZ1jjw1jjT1Þ and H2 ¼ h ðK2jjZ2jjw2jjT2Þ:

Then, the adversary can obtain the following relations:

x1 ¼ S
H1

i mod N and x2 ¼ S
H2

i mod N:

We can consider two cases according to the greatest common divisor of H1

and H2:

Case 1: gcdðH1; H2Þ ¼ 1 In this case, the adversary can recover the private key

of the user Ui: Since gcdðH1; H2Þ ¼ 1; the adversary can find two integers a and b

such that aH1 þ bH2 ¼ 1 by using the extended Euclidean algorithm (EEA). Then,

the private key of the user Ui can be computed by

Si ¼ S
aH1þbH2

i ¼ ðSH1

i Þa � ðSH2

i Þb ¼ xa1 � x
b
2 mod N:

Note that, in the literature [5], it is well-known that the probability that two

random numbers are relatively prime is 6=p2 � 0:6: We can apply this fact to our

case and obtain Pr½gcdðH1; H2Þ ¼ 1� � 0:6 since the outputs of the hash function

hð�Þ are random. Hence, an adversary can recover the private key of a user with

high probability using two session keys of the user.

Case 2: gcdðH1; H2Þ 6¼ 1 In this case, the adversary can find two integers a and b

such that aH1 þ bH2 ¼ d using the EEA where d ¼ gcdðH1; H2Þ; and the values

can be used for computing

Sdi ¼ S
aH1þbH2

i ¼ ðSH1

i Þa � ðSH2

i Þb ¼ xa1 � x
b
2 mod N:

Note that the adversary cannot recover the private key of the user Ui since it is

hard to compute the d-th root of Sdi ; but he can disguise the user Ui by generating a

set of valid communicating messages fw; x; y; Tg: For generating such messages,

the adversary searches a random t such that djhðKjjZjjwjjTÞ where K ¼ ðZe �

ID�1
j Þt mod N; w ¼ get mod N; y ¼ EKðIDiÞ; and T is the current timestamp.
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Since the outputs of hash function are random, the adversary can find desired

random value t within d trials. Then, the adversary can compute the authenticating

message x as following:

x ¼ ðSdi Þ
h ðKjjZjjwjjTÞ=d ¼ S

hðKjjZjjwjjTÞ
i mod N:

If the greatest common divisor d is large integer, it is not easy to find a set of

valid communicating messages. For any integer d, we have the following relation:

Pr½gcdðH1; H2Þ ¼ d� � Pr½djH1� � Pr½djH2� ¼
1

d2
:

Hence, the probability Pr½gcdðH1; H2Þ ¼ d� is very small for large d. In other

words, gcdðH1; H2Þ is not large integer with high probability. As a result,

if gcdðH1; H2Þ 6¼ 1; an adversary can succeed in disguising the target user with

high probability.

3.2 Security Against Malicious Service Providers

Undoubtedly, the proposed known session key attack is serious threat against the

Hsu-Chuang scheme. However, in practice, it seems to be hard to mount known

session key attacks because it is not easy to obtain session keys of a user. However,

in the Hsu-Chuang scheme, service providers can easily collect session keys of

their clients. Hence, a malicious service provider can easily mount our known

session key attack by collecting session keys of a user. A malicious service pro-

vider Pj can collect session keys of a target user Ui by performing one of the

following two attack strategies.

Strategy 1 Note that, any legitimate service provider can share a session key with

the Ui by performing legitimate user identification phase with the user. Hence,

a malicious service provider can easily mount our known session key attack by

storing two or more session keys when he performs legitimate user identification

phases with the user. As a result, a service provider can easily recover the private

key of a target user if the service provider bears ill will.

Strategy 2 If Ui logs only once into the system controlled by a malicious service

provider Pj; the service provider cannot collect two or more session keys of the

user by executing the first strategy. However, a malicious service provider still can

obtain two or more session keys if the user trusts the service provider Pj: In this

case, we assume that the user restarts user identification phase when the protocol

execution is aborted by some reasons, and the user performs user identification

phase with Pj until the protocol is finished successfully. For obtaining several

different session keys of the user, the service provider performs user identification

phase with the user as following:
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1. Ui submits the service request to Pj:

2. Pj computes Z ¼ gk � Sj mod N for randomly chosen k, and sends Z to Ui:

3. On receiving Z, Ui chooses a random value t and computes a ¼ Ze �

ID�1
j mod N; Kij ¼ at mod N; w ¼ get mod N; x ¼ S

hðKijjjZjjwjjTÞ
i mod N; and

y ¼ EKij
ðIDiÞ; where T is the current timestamp. Then, Ui sends (w, x, y, T) to

Pj: Note that, the value Kij is used as the session key.

4. After receiving (w, x, y, T), Pj aborts the protocol without verifying given

values, computes Kij ¼ wk mod N and H ¼ hðKijjjZjjwjjTÞ; and stores (x, H).

Since the user trusts the malicious service provider, he will initiate the user

identification phase again until the protocol is successfully finished. Then, the

malicious service provider can obtain sufficient information by performing the

above procedure iteratively.

4 Countermeasure

In this section, we provide a simple countermeasure that can be used for enhancing

the security of the Hsu-Chuang scheme with few additional cost.

4.1 Basic Idea

Let E be an adversary who performs the known session key attack described in

Sect. 3. Then we can assume that E can obtain (two or more) session keys.

Before to introduce our countermeasure, we briefly review the weakness of the

Hsu-Chuang scheme. As described in Sect. 3, the private key Sj of the user Uj can

be extracted from x ¼ S
hðKijjjZjjwjjTÞ
j mod N only if we can evaluate the hash value

hðKijjjZjjwjjTÞ: Note that the session key Kij is the only secret information among

four input messages Kij; Z, w, and T. Therefore we need the session key to recover

the private key Sj: Since we assumed that E knows the session key, the Hsu-

Chuang scheme is insecure against the adversary E who performs the known

session key attack.

To achieve the security against known session key attacks, the Hsu-Chuang

scheme should be modified so that the adversary cannot extract the private key even

though several session keys are revealed to the adversary. In the Hsu-Chuang

scheme, the insecurity is caused by the use of the message x which is used only for

authenticating the message KijjjZjjwjjT : Hence the security of the Hsu-Chuang

scheme can be improved if we modify the authenticating message x so that the

modified message securely authenticates the message KijjjZjjwjjT even though all

input messages (including the session key KijÞ are revealed to the adversary. Since

signature schemes securely authenticate a message even though input messages are
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public information, we can enhance the security of the Hsu-Chuang scheme by

replacing x with a digital signature generated by a secure signature scheme Fig. 1.

4.2 Description of Improved Scheme

Note that, in [2], x is used as a kind of identity-based signature on the message

KijjjZjjwjjT ; and thus we will use a secure identity-based signature scheme for

generating an authenticating message. To improve the security of the Hsu-Chuang

scheme, we use the identity-based signature proposed by Guillou and Quisquater

(GQ-IBS) [1].

System Initialization Phase The trusted authority (TA) chooses two large primes

p and q, computes N = pq, and determines e and d such that ed ¼ 1 mod /ðNÞ;
where /ðNÞ ¼ ðp� 1Þðq� 1Þ: The above mentioned parameters N, e, and d are

chosen as described in [1]. The TA randomly chooses an element g 2 Z
�
N : The TA

publishes (e,N,g) as system parameters, and privately keeps (d,p,q). Let EKðmÞ and
DKðmÞ be the encryption and decryption of an input message m with a key K,

respectively. Let hð�Þ be a cryptographic hash function.

Registration Phase The user Ui (or the service provider PiÞ submits its identity

information idi to the TA. Then, the trusted authority generates the requester’s

private key as Si ¼ IDd
i mod N where IDi is the hashed value of idi: Then, the TA

securely sends Si to the requester Ui (or PiÞ:
User Identification Phase If the user Ui wants to gain an access privilege from

the service provider Pj; the user Ui and the service provider Pj cooperatively

perform the following steps:

Fig. 1 User identification phase of improved scheme
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1. Ui submits the service request to Pj:

2. Pj uses his private key Sj to compute Z ¼ gk � Sj mod N for randomly chosen k,

and sends Z to Ui:
3. On receiving Z, Ui chooses two random values t and r. Then the user computes

a ¼ Ze � ID�1
j mod N; Kij ¼ at mod N; w ¼ get mod N; R ¼ re mod N; X ¼

r � ShðKijjjZjjwjjT jjRÞ
i mod N; and y ¼ EKij

ðIDiÞ; where T is the current timestamp.

Then, Ui sends (w, R, X, y, T) to Pj: Note that, the value Kij is used as the

session key.

4. After receiving (w, R, X, y, T), Pj verifies the validity of T. If it is invalid, Pj

aborts the protocol; otherwise, Pj computes Kij ¼ wk mod N and uses the key

Kij to decrypt y as IDi ¼ DKij
ðyÞ: If the equation R � IDhðKijjjZjjwjjT jjRÞ

i ¼
Xe mod N holds, Pj is convinced that Ui is an authorized user.

5. Pj computes Di ¼ hðKijjjT 0jjZjjIDijjIDjÞ and sends ðDi; T
0Þ to Ui; where T 0 is

the current timestamp.

6. On receiving ðDi; T
0Þ; Ui checks the validity of T 0: If it is valid, Ui computes

D0
i ¼ hðKijjjT 0jjZjjIDijjIDjÞ and tests if D0

i ¼ Di: If it holds, Ui is convinced that

Pj is the valid service provider.

4.3 Security

The only difference between the improved scheme and the Hsu-Chuang scheme is

the authenticating message, and thus the improved scheme has all security prop-

erties of the Hsu-Chuang scheme for the same reason. Hence, detailed discussions

for the security features are not included in this paper.

Here we analyze the security of the improved identification scheme against

known session key attacks. In the improved scheme, x is replaced by fR;Xg which

is a signature generated by the GQ-IBS scheme. In the original description of the

GQ-IBS scheme, the signed messages KijjjZjjwjjT jjR is also included as a signa-

ture. However, in the improved scheme, the signed message is not included as a

part of authenticating messages. Though the adversary who performs known

session key attacks can obtain the signed message, it is hard to extract Si from R,

X and KijjjZjjwjjT jjR since the GQ-IBS scheme is a secure signature scheme.

Therefore, the improved scheme is secure against known session key attacks.

5 Conclusion

In this paper, we showed the insecurity of the Hsu-Chuang scheme by describing a

known session key attack, in which an adversary can recover the private key of a

user or disguise a user. We also showed that a malicious service provider can

easily recover the private key of a user by executing a number of legitimate runs of
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the scheme. Moreover, we provide a simple countermeasure which can enhance

the security of the Hsu-Chuang scheme.
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A Compact S-Box Design
for SMS4 Block Cipher

Imran Abbasi and Mehreen Afzal

Abstract This paper proposes a compact design of SMS4 S-box using combi-

national logic which is suitable for the implementation in area constraint envi-

ronments like smart cards. The inversion algorithm of the proposed S-box is based

on composite field GF(((22)2)2) using normal basis at all levels. In our approach,

we examined all possible normal basis combinations having trace equal to one at

each subfield level. There are 16 such possible combinations with normal basis and

we have compared the S-box designs based on each case in terms of logic gates it

uses for implementation. The isomorphism mapping and inverse mapping bit

matrices are fully optimized using greedy algorithm. We prove that our best case

reduces the complexity upon the SMS4 S-box design with existing inversion

algorithm based on polynomial basis by 15% XOR and 42% AND gates.

Keywords Composite field arithmetic � SMS4 � Normal basis � S-box

1 Introduction

SMS4 is the mandatory block cipher standard for securing Wireless Local Area

Network (WLAN) devices in China. The Office of State Commercial Cipher

Administration of China (OSCCA) released the cipher description in January, 2006

[1] and the English version of the document is published by Diffie and Ledin [2].
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SMS4 is used inWLANAuthentication and Privacy Infrastructure (WAPI) standard

in order to provide data confidentiality. The Chinese WLAN industry widely uses

WAPI, and it is supported by many international corporations like SONY in the

relevant products.

The efficiency of SMS4 hardware implementation in terms of power consump-

tion, area and throughput mainly depends upon the implementation of its S-box. It is

the most computationally intensive operational structure of SMS4 as it comprises of

non-linear multiplicative inversion. The designers of the SMS4 had chosen its S-box

design similar to Rijndael which employs inversion basemapping [3]. Implementing

a circuit to find the multiplicative inverse in the GF(28) using Extended Euclidean

algorithm or Fermat theorem is very complex and costly. Several architectures of

GF(28) inverter have been proposed by researchers over the period of time for area

efficient implementation of S-boxes that comprises of inversion in their algebraic

expressions. An efficient way to implement S-box is to use combinational logic

because it requires small area for implementation. Rijmen [4] proposed the first

hardware implementation of AES S-box using composite field representation. The

proposed design suggested the use of Optimal Normal Basis for efficient inversion in

GF(28). Wolkerstorfer [5] and Rudra [6] implemented the AES S-box by repre-

sentingGF(28) as a quadratic extension of theGF(24) using polynomial basis. In this

approach a byte in GF(28) is first decomposed into linear polynomial with coeffi-

cients in GF(24) and different arithmetic operations in GF(24) are computed using

combinational logic. The inversion in hardware is then implemented with the simple

logic gates by further decomposing GF(24) into GF(22) operations. Satoh [7] and

Mentens [8] further optimized the hardware implementation of AES S-box by

applying a composite field with multiple extensions of smaller degrees. The tower

field GF(28) ? GF(((22)2)2) is constructed with repeated degree 2 extensions using

polynomial basis. Canright in [9] analyzed all possible combinations of normal and

polynomial basis at subfield levels of GF(((22)2)2) and proved that use of normal

bases at all levels of composite field decomposition further reduces the area of the

AES S-box implementation. Bai [10] proposed a GF(28) inversion algorithm for

SMS4 S-box based on slight modification of design in [5].

In this paper, a new combinational structure of SMS4 S-box with the inversion

algorithm in tower field representation GF(28) ? GF(((22)2)2) based on normal

basis, has been proposed. We have analyzed all possible combinations of normal

basis at each level with trace one from the field generated by irreducible primitive

polynomial of SMS4 cipher. The comparison of our resulting best case architec-

ture with the S-box design based on proposed GF(28) inverter of [10] is also given.

The organization of the rest of paper is as follows. In subsequent section,

structure of SMS4 block cipher is briefly described with the focus on its S-box.

In Sect. 3, the design of S-box using the composite field representation with

normal basis is explicated. Section 4 gives the comparison of combinatorial S-box

designs of SMS4 with different normal basis combinations at subfield level.

In Sect. 5, a comparative analysis is given between our proposed design of S-box

with the one based on the inversion algorithm presented in [10]. Conclusions and

work in progress are stated in Sect. 6.
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2 The SMS4

SMS4 block cipher is based on the iterative fiestel structure with input, output, and

key size of 128 bits each. The data input is divided into four 32 bit words. The

algorithm comprises of 32 rounds, and in each round one word is modified by

adding it to other three words with a keyed function. Encryption and decryption

processes have the similar structure and only the key schedule is reversed. For the

detailed description of cipher one may refer to [2]. The official depiction of SMS4

S-box is given as a lookup table (LUT) with 256 entries. The S-box is commonly

implemented with the ROM lookup table where the pre-computed values are

stored. However, significant hardware resources are required if lookup table is

implemented with 16 9 16 entries. SMS4 S-box is bijective and it substitutes byte

input for byte output using arithmetic computations over GF(28). A method

suitable for hardware implementation of S-box is to first perform affine transfor-

mation on GF(2), then carry out inversion in GF(28), followed by second affine

transformation over GF(2) [3, 11]. The S-box algebraic structure is given as the

following expression [11].

s xð Þ ¼ A2ðA1 � xþ C1Þ
�1 þ C2: ð1Þ

The row vectors are C1 = 0xCB = (11001011)2 and C2 = 0xD3 =

(11010011)2. The cyclic matrices A1 and A2 in the algebraic expression are as

below:

A1 ¼

1 0 1 0 0 1 1 1

0 1 0 0 1 1 1 1

1 0 0 1 1 1 1 0

0 0 1 1 1 1 0 1

0 1 1 1 1 0 1 0

1 1 1 1 0 1 0 0

1 1 1 0 1 0 0 1

1 1 0 1 0 0 1 1

2
66666666664

3
77777777775

A2 ¼

1 1 0 0 1 0 1 1

1 0 0 1 0 1 1 1

0 0 1 0 1 1 1 1

0 1 0 1 1 1 1 0

1 0 1 1 1 1 0 0

0 1 1 1 1 0 0 1

1 1 1 1 0 0 1 0

1 1 1 0 0 1 0 1

2
66666666664

3
77777777775

ð2Þ

The irreducible primitive polynomial in GF(28) is

f xð Þ ¼ x8 þ x7 þ x6 þ x5 þ x4 þ x2 þ 1
� �

: ð3Þ

3 SMS4 S-box Design in Composite Field

In this section we describe the proposed SMS4 combinatorial structure based on

composite field GF(((22)2)2) in normal basis with the logical equations for

inversion, multiplications, squaring and addition. SMS4 S-box design in composite

field arithmetic is more efficient than using ROM/RAM for lookup tables (LUT) in
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area constrained environments [10]. All finite fields of same cardinality are iso-

morphic but their arithmetic efficiency depends significantly on the choice of basis

that is used for the field element representation. For the hardware implementation,

normal basis has significant advantage over polynomial basis as mathematical

operations in normal basis representation generally comprises of rotation, shifting

and XORing [12, 13].

3.1 GF(28) Inversion Algorithm using Normal Basis

For input byte x to SMS4 S-box, inverse is computed for the expression

(A1.x ? C1). The complexity of basis conversion is dependent on the selected

irreducible polynomial and if the polynomial is adequately chosen, the basis

conversion is simple [8]. Following are the irreducible polynomials and their

corresponding normal basis representation.

GFð22Þ : z2 þ zþ 1 ! ðzþ ZÞðzþ Z2Þ Normal basisðZ2;ZÞ

GF
�

ð22Þ2
�

: y2 þ Tyþ N ! ðyþ YÞðyþ Y4Þ Normal basisðY4; YÞ

GF
�

ð22Þ2
�2

� �

: x2 þ sxþ g ! ðxþ XÞðxþ X16Þ Normal basisðZ16; XÞ

ð4Þ

where T = Y4
? Y is the trace and N = Y4.Y is the norm in GF(24)/GF(22),

s = X16
? X is the trace and n = X16.X is the norm in GF(28)/GF(24).

To minimize the operations and simplify inversion circuit in composite field we

consider only those basis combinations which have s = T = 1. The nested

structure of GF(28) inverter comprises of different subfield operations. In the

following sections logical structures for inversion, multiplication and scaling in

composite field are given.

Inversion in GF(28), GF(24) and GF(22). Let the pair (ah, al) [ GF(24) represents

a [ GF(28) in terms of Normal basis (X16, X). If b [ GF(28) is inverse of a, then

product of a and b is 1.

a ¼ ahX
16 þ alX

b ¼ bhX
16 þ blX

a� b ¼ ahX
16 þ alX

� �
bhX

16 þ blX
� �

¼ 1:

ð5Þ

Substituting X ? X16
= 1, (X16)2 = X16

? n and (X)2 = X ? n and solving

for bh and bl.

bh ¼ ah � alð Þ � ah � alð Þ2�n
� �h i�1

�al:

bl ¼ ah � alð Þ � ah � alð Þ2�n
� �h i�1

�ah:

ð6Þ
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where � is multiplication and � is addition in GF(24). If X = [(ah � al) �
((ah � al)

2 � n)]-1, then inversion in GF(28) is expressed by following relation.

b ¼ a�1 ¼ X� alð ÞX16 þ X� ahð ÞX: ð7Þ
The logical structure ofGF(28) inverter is shown in Fig. 1. Similarly, if c [GF(24)

and it has an inverse d [GF(24) using normal basis (Y4, Y), then c = chY
4
? clY, ch,

cl [ GF(22) and d = dhY
4
? dlY dh, dl [ GF(22). If � is multiplication and � is

bitwise addition in GF(22) and U = [(ch � cl) � ((ch � cl)
2 � N)]-1, then equa-

tion for GF(24) inversion is given as below:

d ¼ c�1 ¼ U� clð ÞY4 þ U� chð ÞY : ð8Þ
The GF(24) inverter is depicted in Fig. 2. The inversion in GF(22) is same as

squaring and implemented without gates by swapping of bits. If e [ GF(22) is

represented in normal basis (Z2, Z) as e = ehZ
2
? elZ, eh, el [ GF(2) and f is the

inverse of e in GF(22) then inversion in GF(22) is:

Fig. 1 GF(28) inverter
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f ¼ e�1 ¼ elð ÞZ2 þ ehð ÞZ: ð9Þ

Multiplication in GF(24) and GF(22). The structures of multipliers in GF(24) and

GF(22) in normal basis are derived as below.

chY
4 þ clY

� �
dhY

4 þ dlY
� �

¼ chdh Y4
� �2þchdlY

4Y þ cldhY
4Y þ cldlY

2 ð10Þ

Substituting Y ? Y4
= 1, (Y4)2 = Y4

? N and (Y)2 = Y ? N.

chY
4 þ clY

� �
dhY

4 þ dlY
� �

¼ chdh � eð ÞY4 þ chdh � eð ÞY : ð11Þ

Where � is bit wise addition, � is multiplication in GF(22) and [ = (ch � cl)

� (dh � dl) � N. Similarly GF(22) multiplier in normal basis is represented as:

ehZ
2 þ elZ

� �
fhZ

2 þ flZ
� �

¼ ehfh � ^ð ÞZ2 þ elfl � ^ð ÞZ: ð12Þ

� represents the bit addition, � is AND operation and K = (eh � el) �
(fh � fl). The abovementioned structures are illustrated in Figs. 3 and 4 respectively.

Fig. 2 GF(24) inverter
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Scaling and Squaring in GF(24) and GF(22). In GF(28) and GF(24) inverters

there are constant multiplication operations (n 9 a2) and (N 9 c2) and in GF(24)

multiplier there is constant multiplication term (N 9 c). The combination of

squaring and scaling operation results in further optimization [9]. The computation

of these terms depends on the values of n in GF(24) and N in GF(22) for the chosen

normal basis. N [ GF (22) and N is not equal to zero or one, therefore N and N ? 1

are the roots of z2 ? z ? 1. So depending on the choice of basis, scalars for N and

N2 implies to scalars for z or z2. The two bit factor (N 9 c) is given in two ways.

Z � ehZ
2 þ elZ

� �
¼ eh � elð ÞZ2 þ ehZ:

Z2 � ehZ
2 þ elZ

� �
¼ elZ

2 þ eh � elð ÞZ:
ð13Þ

Similarly the square scaling two bit factor (N 9 c2) is represented in following

two ways depending upon choice of conjugate basis pair.

Z � ehZ
2 þ elZ

� �2
¼ eh � elð ÞZ2 þ ehZ:

Z2 � ehZ
2 þ elZ

� �2
¼ ehZ

2 þ eh � elð ÞZ:
ð14Þ

The scaling operation (n 9 a2) is a four bit factor in GF(28) inverter and its

computation in GF(22) depends on the normal basis types and the relation between

norm n and N as in [9]. For computations inGF(24), tables in appendix ‘B’ are used.

Fig. 3 GF(24) multiplier
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3.2 Generating Isomorphic and Inverse Mapping Functions

The standard SMS4 form is defined by 8 bit vector as coefficients of powers of x

which is root of irreducible primitive polynomial in (3). Multiplicative inversion in

composite field is computed after a byte in GF(28) is mapped to its composite field

representation using isomorphism function d [7]. After the multiplicative inverse is

computed in the composite field, the 8 bit result is mapped back to standard

equivalent representation in GF(28) using inverse isomorphic function d-1. The

isomorphic and it inverse mapping is one to one and onto mapping and is repre-

sented as 8 9 8 matrix [14]. If byte s is in standard polynomial basis then it can be

represented as a quadratic extension as s = ahX
16

? alX, ah, al [ GF(24), where

each 4 bit coefficient is represented as c = chY
4 +clY, ch, cl [ GF(22), each of

which is then further represented as pair of bits e = ehZ
2
? elZ in GF(22)/GF(2).

If the new byte is given as t7t6t5t4t3t2t1t0 then we have the following expres-

sion [9].

s7S
7 þ s6S

6 þ s5S
5 þ s4S

4 þ s3S
3 þ s2S

2 þ s1S
1 þ s0S

0

¼ t7Z
2 þ t6Z

� �
Y4 þ t5Z

2 þ t4Z
� �

Y
� 	

X16 þ t3Z
2 þ t2Z

� �
Y4 þ t1Z

2 þ t0Z
� �

X;

¼ t7Z
2Y4X16 þ t6ZY

4X16 þ t5Z
2YX16 þ t4ZYX

16 þ t3Z
2Y4X

þ t2ZY
4X þ t1Z

2YX þ t0ZYX: ð15Þ

Fig. 4 GF(22) multiplier
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The values of X, Y and Z are substituted from the conjugate basis chosen and

these 8 hexadecimal values with coefficient ti represents the columns of 8 9 8

reverse base transformation matrix d-1. The inverse matrix d is used for changing

standard basis to corresponding composite field representation [9]. The inverse

mapping matrix d-1 is combined with affine transformation matrix A2 for further

optimization as in [7]. The block diagram of SMS4 S-box is given in the Fig. 5.

4 Results

For the possible choices of norms in GF(24) and GF(22) along with the normal

basis at each subfield level satisfying s = T = 1, we have 16 possible cases as

shown in appendix ‘A’. SMS4 S-box design based on each case is fully tested and

simulated. The most compact case is the one which gives the least number of XOR

gates for implementation. It can be observed from the results in Table 1 that

choosing different normal basis combination results in small difference in number

of XOR gates. These small differences exist due to different mapping matrices and

slight differences in the inverter architectures. The matrices operations for map-

ping, inverse mapping and affine transformation are fully optimized using greedy

algorithm [14]. The greedy algorithm operates iteratively on the mentioned

matrices determining the occurrences of all possible repeating pairs in the output.

The repeating pairs are pre-computed to reduce the number of XOR gates.

Our best case S-box design (case 5, Table 1) saves 35 XOR gates by application of

greedy algorithm.

The GF (28) inverter in normal basis comprises of one GF (24) inverter, three

GF(24) multipliers, one square scaling and two additions in GF(24) as shown in

Fig. 1. One GF(24) inversion is computed using three multipliers, one inversion,

one square scaling and two additions in GF(22) as depicted in Fig. 2, where one

GF (24) multiplier comprises of three multipliers, four additions and a scaling

operation in GF(22) as in Fig. 3. Thus total number of logic gates computed in

hierarchical structure of inverter for our best case S-box is 91 XOR and 36 AND.

The structures of multipliers in Figs. 3 and 4 depicts that it requires summation of

high and low halves of each input factor. If the same factor is shared by two

different multipliers then share factor can save one subfield addition [9].

Fig. 5 SMS4 S-box block diagram
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Thus, a four bit common factor in one GF(24) multiplier can save five XOR gates

and a two bit common factor in GF(22) multiplier can save one XOR gate. In

GF(28) inverter in Fig. 1, all three GF(24) multipliers have share factors i.e. X, ah,

al are all shared between respective two GF(24) multipliers thus saving 15 XOR

gates. Similarly in GF(24) normal inverter we have U, ch, cl shared between

respective two GF(24) multipliers thus saving 3 XOR gates. In total 15 ? 3 = 18

XOR gates can be saved by the share factors in GF(28) and GF(24) normal

inverters in hardware implementation. Thus total number of gates required for case

5 SMS4 S-box are 73 XOR and 36 AND gates (Table 2).

5 Comparative Analysis

Our most compact SMS4 S-box comprises of 134 XOR and 36 AND gates with

conjugate pair basis (0 9 94, 0 9 95), (0 9 51, 0 9 50) and (0 9 5C, 0 9 5D)

respectively. We provide comparison of our most compact case 5 S-box design

Table 1 All cases of SMS4 S-box design using Normal basis in GF(((2)2)2)2

No Conjugate ordered pair basis Logic Gates S-box

(X16, X) (Y4,Y) (Z2, Z) XOR AND

1 (0 9 98, 0 9 99) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 137 36

2 (0 9 98, 0 9 99) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 135 36

3 (0 9 BF, 0 9 BE) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 135 36

4 (0 9 BF, 0 9 BE) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 139 36

5 (0 9 94, 0 9 95) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 134 36

6 (0 9 94, 0 9 95) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 136 36

7 (0 9 EF, 0 9 EE) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 138 36

8 (0 9 EF, 0 9 EE) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 136 36

9 (0 9 C5, 0 9 C4) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 136 36

10 (0 9 C5, 0 9 C4) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 136 36

11 (0 9 E3, 0 9 E2) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 139 36

12 (0 9 E3, 0 9 E2) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 136 36

13 (0 9 C9, 0 9 C8) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 138 36

14 (0 9 C9, 0 9 C8) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 139 36

15 (0 9 B3, 0 9 B2) (0 9 51, 0 9 50) (0 9 5C, 0 9 5D) 137 36

16 (0 9 B3, 0 9 B2) (0 9 0C, 0 9 0D) (0 9 5C, 0 9 5D) 137 36

Table 2 Logic Gates for our Best case SMS4 S-box

Mathematical operation XOR AND

Affine Trans 1 (x.A1 ? C1) 29 –

Map GF(28) ? GF((22)2)2 15 –

Map inv ? Affine Trans 2 17 –

GF(28) Inversion 73 36

Total 134 36
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with the one based on GF(28) inversion algorithm proposed in [10] that uses

polynomial basis. The operations in the subfield and the number of XOR and AND

logic gates required to design SMS4 S-box based on [10] is given in Table 3. The

matrices computations are optimized using greedy algorithm as in [5].

6 Conclusion and Future Work

In this paper we have proposed an improved design for SMS4 S-box based on the

combinational logic with a low gate count. The proposed algorithm for computing

SMS4 S-box function is based on composite field GF(((22)2)2) and we have

simulated all the possible cases of subfield combination depending upon the choice

of normal basis, from which we have determined the best case. All the transfor-

mation matrices are optimized using greedy algorithm. We have proved that our

best case S-box design results in much lower gate count and reduces the com-

plexity by 15% XOR gates and 42% AND gates over the S-box based on the

inversion algorithm of [10]. Our compact architecture of SMS4 S-box can save a

significant amount of chip area in the hardware implementation of SMS4 in ASICs

and it can be used for area constrained and demanding throughput SMS4 inte-

grated circuits for applications ranging from smart cards to high speed processing

units. The future work will concentrate on the ASIC implementation of the S-box,

where our design can be further improved using the logic gate optimizations

depending on specific CMOS standard library.

Table 3 Logic Gates SMS4 S-box based on Polynomial Basis Inverter of [10]

Mathematical Operation Instances XOR AND

Affine Trans 1 (x.A1 ? C1) 1 29 –

Map GF(28) ? GF(24)2 1 12 –

Map inv GF(24)2 ? GF(28) 1 10 –

Map GF(24) ? GF(22)2 1 3 –

Map inv GF(22)2 ? GF(24) 1 2 –

Affine Trans 2 (y.A2 ? C2). 1 29 –

GF(24) Multiplier 3 45 48

GF(24) Squaring 1 2 –

GF(24) Scaling 1 1 –

GF(24) Addition 2 8 –

GF(22) Multiplier 3 9 15

GF(22) Squaring 1 1 –

GF(22) Scaling 1 1 –

GF(22) Addition 2 4 –

GF(22) Inverter 1 1 –

Total 157 63
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Appendix A: GF(28) Representation for Sms4 S-Box

The Table A.1 gives the decimal, hexadecimal and binary values of the GF(28)

generated modulo irreducible primitive polynomial f(x) = x8 ? x7 ? x6 ? x5 ?

x4 ? x2 ? 1. Let A be the root of f(x) then the field generated with respective

names of elements is as below.

Dec Hex Binary hi Name Dec Hex Binary hi Name

0 00 00000000 – 0 39 27 00100111 h187 b4

1 01 00000001 h0 1 40 28 00101000 h16 A16

2 02 00000010 h1 A 41 29 00101001 h104 G8

3 03 00000011 h134 G128 42 2A 00101010 h153 c8

4 04 00000100 h2 A2 43 2B 00101011 h119 b8

5 05 00000101 h13 G 44 2C 00101100 h176 F16

6 06 00000110 h135 H128 45 2D 00101101 h223 q32

7 07 00000111 h76 J4 46 2E 00101110 h169 b2

8 08 00001000 h3 B 47 2F 00101111 h114 d128

9 09 00001001 h210 a16 48 30 00110000 h138 K128

10 0A 00001010 h14 D2 49 31 00110001 h250 n

11 0B 00001011 h174 g16 50 32 00110010 h241 m2

12 0C 00001100 h136 a8 51 33 00110011 h160 C32

13 0D 00001101 h34 a2 52 34 00110100 h36 E4

14 0E 00001110 h77 b16 53 35 00110101 h82 P16

15 0F 00001111 h147 d4 54 36 00110110 h90 a2

16 10 00010000 h4 A4 55 37 00110111 h96 B32

17 11 00010001 h26 G2 56 38 00111000 h79 k16

18 12 00010010 h211 k4 57 39 00111001 h47 j16

19 13 00010011 h203 j4 58 3A 00111010 h54 N2

20 14 00010100 h15 H 59 3B 00111011 h220 e32

21 15 00010101 h152 J8 60 3C 00111100 h149 Q128

22 16 00010110 h175 n16 61 3D 00111101 h50 M2

23 17 00010111 h168 K8 62 3E 00111110 h10 C2

24 18 00011000 h137 J128 63 3F 00111111 h31 m32

25 19 00011001 h240 H16 64 40 01000000 h6 B2

26 1A 00011010 h35 M32 65 41 01000001 h165 a32

27 1B 00011011 h89 Q8 66 42 01000010 h144 E16

28 1C 00011100 h78 d16 67 43 01000011 h73 P64

29 1D 00011101 h53 b64 68 44 01000100 h28 D4

30 1E 00011110 h148 P4 69 45 01000101 h93 g32

31 1F 00011111 h9 E 70 46 01000110 h111 l16

32 20 00100000 h5 C 71 47 01000111 h184 L8

33 21 00100001 h143 m16 72 48 01001000 h213 g2

34 22 00100010 h27 N 73 49 01001001 h193 D64

35 23 00100011 h110 e16 74 4A 01001010 h58 f64

36 24 00100100 h212 b 75 4B 01001011 h181 c2

37 25 00100101 h57 d64 76 4C 01001100 h205 e2

(continued)
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(continued)

Dec Hex Binary hi Name Dec Hex Binary hi Name

38 26 00100110 h204 c4 77 4D 01001101 h99 N32

78 4E 01001110 h188 j64 123 7B 01111011 h238 b

79 4F 01001111 h61 k64 124 7C 01111100 h11 F

80 50 01010000 h17 a 125 7D 01111101 h253 q2

81 51 01010001 h68 a4 126 7E 01111110 h32 A32

82 52 01010010 h105 a8 127 7F 01111111 h208 G16

83 53 01010011 h129 B128 128 80 10000000 h7 D

84 54 01010100 h154 b32 129 81 10000001 h87 g8

85 55 01010101 h39 d8 130 82 10000010 h166 b8

86 56 01010110 h120 H8 131 83 10000011 h201 d2

87 57 01010111 h196 J64 132 84 10000100 h145 M16

88 58 01011000 h177 N16 133 85 10000101 h172 Q4

89 59 01011001 h230 e 134 86 10000110 h74 P2

90 5A 01011010 h224 D32 135 87 10000111 h132 E128

91 5B 01011011 h234 g 136 88 10001000 h29 f32

92 5C 01011100 h170 k2 137 89 10001001 h218 c

93 5D 01011101 h85 k 138 8A 10001010 h94 j32

94 5E 01011110 h115 e128 139 8B 10001011 h158 k32

95 5F 01011111 h216 N8 140 8C 10001100 h112 D16

96 60 01100000 h139 L128 141 8D 10001101 h117 g128

97 61 01100001 h246 l 142 8E 10001110 h185 e64

98 62 01100010 h251 q4 143 8F 10001111 h108 N4

99 63 01100011 h22 F2 144 90 10010000 h214 c8

100 64 01100100 h242 j 145 91 10010001 h232 f

101 65 01100101 h244 k 146 92 10010010 h194 F64

102 66 01100110 h161 G32 147 93 10010011 h127 q128

103 67 01100111 h64 A64 148 94 10010100 h59 h64

104 68 01101000 h37 P 149 95 10010101 h179 h4

105 69 01101001 h66 E64 150 96 10010110 h182 c64

106 6A 01101010 h83 b4 151 97 10010111 h71 f8

107 6B 01101011 h228 d 152 98 10011000 h206 h16

108 6C 01101100 h91 c32 153 99 10011001 h236 h

109 6D 01101101 h163 f4 154 9A 10011010 h100 M4

110 6E 01101110 h97 F32 155 9B 10011011 h43 Q

111 6F 01101111 h191 q64 156 9C 10011100 h189 l64

112 70 01110000 h80 C16 157 9D 10011101 h226 L32

113 71 01110001 h248 m 158 9E 10011110 h62 m64

114 72 01110010 h48 B16 159 9F 10011111 h20 C4

115 73 01110011 h45 a 160 A0 10100000 h18 E2

116 74 01110100 h55 e8 161 A1 10100001 h41 P8

117 75 01110101 h141 N128 162 A2 10100010 h69 K64

118 76 01110110 h221 b2 163 A3 10100011 h125 n128

119 77 01110111 h102 c2 164 A4 10100100 h106 b128

120 78 01111000 h150 a128 165 A5 10100101 h156 d32

121 79 01111001 h24 B8 166 A6 10100110 h130 C128

(continued)
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(continued)

Dec Hex Binary hi Name Dec Hex Binary hi Name

122 7A 01111010 h51 c 167 A7 10100111 h199 m8

168 A8 10101000 h155 e4 212 D4 11010100 h84 K4

169 A9 10101001 h198 N64 213 D5 11010101 h215 n8

170 AA 10101010 h40 C8 214 D6 11010110 h229 j2

171 AB 10101011 h124 m128 215 D7 11010111 h233 k2

172 AC 10101100 h121 j128 216 D8 11011000 h92 L4

173 AD 10101101 h122 k128 217 D9 11011001 h183 l8

174 AE 10101110 h197 L64 218 DA 11011010 h164 P32

175 AF 10101111 h123 l128 219 DB 11011011 h72 E8

176 B0 10110000 h178 Q16 220 DC 11011100 h98 J32

177 B1 10110001 h70 M64 221 DD 11011101 h60 H4

178 B2 10110010 h231 p8 222 DE 11011110 h192 B64

179 B3 10110011 h126 p128 223 DF 11011111 h180 a4

180 B4 10110100 h225 H32 224 E0 11100000 h81 K16

181 B5 10110101 h19 J 225 E1 11100001 h95 n32

182 B6 10110110 h235 n4 226 E2 11100010 h249 p2

183 B7 10110111 h42 K2 227 E3 11100011 h159 p32

184 B8 10111000 h171 g4 228 E4 11100100 h49 J16

185 B9 10111001 h131 D128 229 E5 11100101 h30 H2

186 BA 10111010 h86 Q2 230 E6 11100110 h46 L2

187 BB 10111011 h200 M8 231 E7 11100111 h219 l4

188 BC 10111100 h116 f128 232 E8 11101000 h56 D8

189 BD 10111101 h107 c4 233 E9 11101001 h186 g64

190 BE 10111110 h217 h2 234 EA 11101010 h142 f16

191 BF 10111111 h157 h32 235 EB 11101011 h109 c128

192 C0 11000000 h140 M128 236 EC 11101100 h222 l32

193 C1 11000001 h101 Q32 237 ED 11101101 h113 L16

194 C2 11000010 h247 q8 238 EE 11101110 h103 h8

195 C3 11000011 h44 F4 239 EF 11101111 h118 h128

196 C4 11000100 h252 p 240 F0 11110000 h151 j8

197 C5 11000101 h207 p16 241 F1 11110001 h167 k8

198 C6 11000110 h23 L 242 F2 11110010 h25 M

199 C7 11000111 h237 l2 243 F3 11110011 h202 Q64

200 C8 11001000 h243 p4 244 F4 11110100 h52 G4

201 C9 11001001 h63 p64 245 F5 11110101 h8 A8

202 CA 11001010 h245 n2 246 F6 11110110 h239 q16

203 CB 11001011 h21 K 247 F7 11110111 h88 F8

204 CC 11001100 h162 K32 248 F8 11111000 h12 B4

205 CD 11001101 h190 n64 249 F9 11111001 h75 a64

206 CE 11001110 h65 C64 250 FA 11111010 h254 q

207 CF 11001111 h227 m4 251 FB 11111011 h133 F128

208 D0 11010000 h38 J2 252 FC 11111100 h33 E32

209 D1 11010001 h195 H64 253 FD 11111101 h146 P128

210 D2 11010010 h67 G64 254 FE 11111110 h209 f2

211 D3 11010011 h128 A128 255 FF 11111111 h173 c16
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The minimal polynomials over GF(2) and their respective conjugate roots in

terms of hi are presented in the following Table A.2.

Name Minimal polynomial Conjugate roots (hi)

1 x ? 1 h0

k x2 ? x ? 1 h85, h170

a x4 ? x ? 1 h17, h34, h68, h136

b x4 ? x3 ? 1 h238, h221, h187, h119

c x4 ? x3 ? x2 ? x ? 1 h51, h102, h204, h153

A x8 ? x7 ? x6 ? x5 ? x4 ? x2 ? 1 h1, h2, h4, h8, h16, h32, h64, h128

B x8 ? x7 ? x5 ? x4 ? x3 ? x2 ? 1 h3, h6, h12, h24, h48, h96, h192, h129

C x8 ? x4 ? x3 ? x ? 1 h5, h10, h20, h40, h80, h160, h65, h130

D x8 ? x6 ? x5 ? x4 ? 1 h7, h14, h28, h56, h112, h224, h193, h131

E x8 ? x5 ? x4 ? x3 ? x2 ? x ? 1 h9, h18, h36, h72, h144, h33, h66, h132

F x8 ? x6 ? x3 ? x2 ? 1 h11, h22, h44, h88, h176, h97, h194, h133

G x8 ? x7 ? x3 ? x2 ? 1 h13, h26, h52, h104, h208, h161, h67, h134

H x8 ? x5 ? x4 ? x3 ? 1 h15, h30, h60, h120, h240, h225, h195, h135

J x8 ? x5 ? x3 ? x2 ? 1 h19, h38, h76, h152, h49, h98, h196, h137

K x8 ? x7 ? x6 ? x4 ? x3 ? x2 ? 1 h21, h42, h84, h168, h81, h162, h69, h138

L x8 ? x7 ? x2 ? x ? 1 h23, h46, h92, h184, h113, h226, h197, h139

M x8 ? x7 ? x4 ? x3 ? x2 ? 1 h25, h50, h100, h200, h145, h35, h70, h140

N x8 ? x7 ? x3 ? x ? 1 h27, h54, h108, h216, h177, h99, h198, h141

P x8 ? x5 ? x3 ? x ? 1 h37, h74, h148, h41, h82, h164, h73, h146

Q x8 ? x7 ? x6 ? x5 ? x2 ? x ? 1 h43, h86, h172, h89, h178, h101, h202, h149

a x8 ? x7 ? x6 ? x4 ? x2 ? x ? 1 h45, h90, h180, h105, h210, h165, h75, h150

b x8 ? x7 ? x6 ? x3 ? x2 ? x ? 1 h212, h169, h83, h166, h77, h154, h53, h106

c x8 ? x7 ? x5 ? x3 ? 1 h218, h181, h107, h214, h173, h91, h182, h109

d x8 ? x7 ? x5 ? x ? 1 h228, h201, h147, h39, h78, h156, h57, h114

e x8 ? x7 ? x6 ? x5 ? x4 ? x ? 1 h230, h205, h155, h55, h110, h220, h185, h115

f x8 ? x7 ? x6 ? x ? 1 h232, h209, h163, h71, h142, h29, h58, h116

g x8 ? x6 ? x5 ? x4 ? x2 ? x ? 1 h234, h213, h171, h87, h174, h93, h186, h117

h x8 ? x6 ? x5 ? x3 ? 1 h236, h217, h179, h103, h206, h157, h59, h118

j x8 ? x6 ? x5 ? x ? 1 h242, h229, h203, h151, h47, h94, h188, h121

k x8 ? x6 ? x5 ? x2 ? 1 h244, h233, h211, h167, h79, h158, h61, h122

l x8 ? x7 ? x6 ? x5 ? x4 ? x3 ? 1 h246, h237, h219, h183, h111, h222, h189, h123

m x8 ? x4 ? x3 ? x2 ? 1 h248, h241, h227, h199, h143, h31, h62, h124

n x8 ? x7 ? x5 ? x4 ? 1 h250, h245, h235, h215, h175, h95, h190, h125

p x8 ? x6 ? x5 ? x4 ? x3 ? x ? 1 h252, h249, h243, h231, h207, h159, h63, h126

q x8 ? x6 ? x4 ? x3 ? x2 ? x ? 1 h254, h253, h251, h247, h239, h223, h191, h127
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Appendix B: Tables for GF (24) Computations

The Table B.1 gives the decimal, hexadecimal and binary values of the GF(24)

generated modulo irreducible primitive polynomial g(x) = x4 ? x ? 1. Let a be

the root of g(x) then the field generated with respective names of elements is as

below:

Dec Hex ANF Xi Bin Xi Xi Name

0 00 0 0000 – 0

1 01 x 0001 X0 1

2 02 x2 0010 X1 a

3 03 x ? 1 0011 X4 a4

4 04 x2 0100 X2 a2

5 05 x2 ? 1 0101 X8 a8

6 06 x2 ? x 0110 X5 k

7 07 x2 ? x ? 1 0111 X10 k2

8 08 x3 1000 X3 c

9 09 x3 ? 1 1001 X14 b

10 0A x3 ? x 1010 X9 c8

11 0B x3 ? x ? 1 1011 X7 b8

12 0C x3 ? x2 1100 X6 c2

13 0D x3 ? x2 ? 1 1101 X13 b2

14 0E x3 ? x2 ? x 1110 X11 b4

15 0F x3 ? x2 ? x ? 1 1111 X12 c4

The Table B.2 below gives the minimal polynomials over GF(2) and their

respective conjugate roots in terms of Xi are presented using irreducible primitive

polynomial g(x) = x4 ? x ? 1.

Name Minimal polynomial Conjugate roots (hi)

1 x ? 1 X0

k x2 ? x ? 1 X5, X10

a x4 ? x ? 1 X, X2, X4, X8

b x4 ? x3 ? 1 X14, X13, X11, X7

c x4 ? x3 ? x2 ? x ? 1 X3, X6, X12, X9
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The addition Table B.3 in GF(16) using the naming convention in Table A.1 is

given below.

� 0 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b

0 0 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b

1 1 0 a4 a8 b a k2 b2 c8 a2 b8 k c4 b4 c2 c

a a a4 0 k c8 1 a2 b4 b k2 c a8 c2 b2 c4 b8

a2 a2 a8 k 0 c2 k2 a c c4 1 b4 a4 c8 b8 b b2

c c b c8 c2 0 b8 b4 a2 a4 b2 a c4 k k2 a8 1

a4 a4 a 1 k2 b8 0 a8 c4 c k b a2 b2 c2 b4 c8

k k k2 a2 a b4 a8 0 c8 b2 a4 c2 1 c b b8 c4

c2 c2 b2 b4 c a2 c4 c8 0 k2 b k b8 a a4 1 a8

b8 b8 c8 b c4 a4 c b2 k2 0 b4 1 c2 a8 a2 k a

a8 a8 a2 k2 1 b2 k a4 b b4 0 c4 a b8 c8 c c2

c8 c8 b8 c b4 a b c2 k 1 c4 0 b2 a2 a8 k2 a4

k2 k2 k a8 a4 c4 a2 1 b8 c2 a b2 0 b c c8 b4

b4 b4 c4 c2 c8 k b2 c a a8 b8 a2 b 0 1 a4 k2

c4 c4 b4 b2 b8 k2 c2 b a4 a2 c8 a8 c 1 0 a k

b2 b2 c2 c4 b a8 b4 b8 1 k c k2 c8 a4 a 0 a2

b b c b8 b2 1 c8 c4 a8 a c2 a4 b4 k2 k a2 0

The multiplication Table B.4 in GF(16) is given as below.

� 0 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b

a 0 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b 1

a2 0 a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b 1 a

c 0 c a4 k c2 b8 a8 c8 k2 b4 c4 b2 b 1 a a2

a4 0 a4 k c2 b8 a8 c8 k2 b4 c4 b2 b 1 a a2 c

k 0 k c2 b8 a8 c8 k2 b4 c4 b2 b 1 a a2 c a4

c2 0 c2 b8 a8 c8 k2 b4 c4 b2 b 1 a a2 c a4 k

b8 0 b8 a8 c8 k2 b4 c4 b2 b 1 a a2 c a4 k c2

a8 0 a8 c8 k2 b4 c4 b2 b 1 a a2 c a4 k c2 b8

c8 0 c8 k2 b4 c4 b2 b 1 a a2 c a4 k c2 b8 a8

k2 0 k2 b4 c4 b2 b 1 a a2 c a4 k c2 b8 a8 c8

b4 0 b4 c4 b2 b 1 a a2 c a4 k c2 b8 a8 c8 k2

c4 0 c4 b2 b 1 a a2 c a4 k c2 b8 a8 c8 k2 b4

b2 0 b2 b 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4

b 0 b 1 a a2 c a4 k c2 b8 a8 c8 k2 b4 c4 b2

A Compact S-Box Design for SMS4 Block Cipher 657



References

1. Office of State Commercial Cipher Administration of China (2006) SMS4 cipher for WLAN
products. http://www.oscca.gov.cn/UpFile/200621016423197990.pdf

2. Diffie W, Ledin G (2008) SMS4 encryption algorithm for wireless networks. Cryptology
ePrint Archive, Report 2008/329 http://eprint.iacr.org/

3. Liu F, Ji W, Hu L, Ding J, Shuwang L, Pyshkin A, Weinmann RP (2007) Analysis of the
SMS4 Block Cipher. In: ACISP, LNCS, vol 4586. Springer, Heidelberg, pp 158–170

4. Rijmen V (2000) Efficient implementation of the Rijndael S-box www.iaik.tugraz.at/
RESEARCH/krypto/AES/old/*rijmen/rijndael/sbox.pdf

5. Wolkerstorfer J, Oswald E, Lamberger M (2002) An ASIC implementation of the AES
Sboxes. In: CT-RSA, LNCS, vol 2271. Springer, Heidelberg, pp 67–78

6. Rudra A, Dubey P, Jutla C, Kumar V, Rao J, Rohatgi P (2001) Efficient Rijndael encryption
implementation with composite field arithmetic. In: CHES 2001, LNCS, Springer,
Heidelberg, pp 171–184

7. Satoh A, Morioka S, Takano K, Munetoh S (2001) A compact Rijndael hardware architecture
with S-box optimization. In: ASIACRYPT 2001, LNCS, vol 2248. Springer, Heidelberg,
pp 239–254

8. Mentens N, Batina L, Preneel B, Verbauwhede I (2005) A systematic evaluation of compact
hardware implementations for the Rijndael S-box. In: CT-RSA, LNCS, vol 3376. Springer,
Heidelberg, pp 323–333

9. Canright D (2004) A very compact Rijndael S-box.Technical Report NPS-MA-04-001. Naval
Postgraduate School (September) http://web.nps.navy.mil/*dcanrig/pub/NPS-MA-05-
001.pdf

10. Bai X, Xu Y, Guo L (2008) Securing SMS4 Cipher against differential power analysis and its
VLSI implementation. In: ICCS

11. Erickson J, Ding J, Christensen C (2009) Algebraic cryptanalysis of SMS4: Grobner basis
attack and SAT attack compared. In: ICISC

12. Lidl R, Niederreiter H (1986) Introduction to finite fields and their applications. Cambridge
University Press, New York

13. Deschamps J, Sutter G, Imana J (2009) Hardware Implementation of Finite Field Arithmetic.
McGraw-Hill Professional. ISBN: 978-0-07-154582-2

14. Paar C (1994) Efficient VLSI architectures for bit parallel computation in Galois fields. Ph.D
thesis, Institute for Experimental Mathematics, University of Essen

658 I. Abbasi and M. Afzal

http://www.oscca.gov.cn/UpFile/200621016423197990.pdf
http://eprint.iacr.org/
http://www.iaik.tugraz.at/RESEARCH/krypto/AES/old/~rijmen/rijndael/sbox.pdf
http://www.iaik.tugraz.at/RESEARCH/krypto/AES/old/~rijmen/rijndael/sbox.pdf
http://web.nps.navy.mil/~dcanrig/pub/NPS-MA-05-001.pdf
http://web.nps.navy.mil/~dcanrig/pub/NPS-MA-05-001.pdf


Part VIII

Smartphone Applications and Services



iTextMM: Intelligent Text Input System
for Myanmar Language on Android
Smartphone

Nandar Pwint Oo and Ni Lar Thein

Abstract In recent years, there are huge developments in mobile phone

communication technology to 3G. 3G mobile phone in present form has offered to

use internet and interact with the computing system in users own language.

However, the efficient input method for Myanmar Language that can be used in 3G

mobile phones is still a biggest issue. Moreover, the service of character or word

prediction text input system is provided for English and other languages. This

paper tried to figure out the development of an innovative Myanmar syllable

prediction text input system for Android touch screen mobile phones that leverages

structural information of Myanmar characters formation and statistical properties

of lexicon resources. In iTextMM, by using position aware rule based matching

algorithm and bigram model that achieved a desirable inputting performance

compared with currently used prevalent mobile Myanmar input method on

Android touch phone (MyanDroid). iTextMM has been released to public via

Android Market and is currently in use by hundreds of native Myanmar Android

smart phone users. An evaluation results show that the proposed method outper-

forms the conventional Myanmar text inputting method, approximately 50% in

inputting performance.

Keywords Touch screen � Virtual keyboard � Smart phone
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1 Introduction

Today, mobile phone trends have changed to smart phone dramatically. As a

result, the early day multi-tap’s difficulty of Multi Key Stroke per Character

(KSPC) can reduce to one key per character [1]. Meanwhile, touch screen key-

boards utilize an on-screen virtual keyboard that is software-based. So, they can

adapt easily for effective input. There are other ways to reduce KSPC efficiently

such as key mapping and keypad Layout [2]. However, to have more efficient

KSPC, this virtual keyboard needs to be embedded with some character prediction,

word prediction, Part of Speech (POS) prediction, multimodal feedback, word

completion and auto-correction techniques. There are many word prediction IME

for different languages such English (LatinIME), Japanese, Greek (GreekIME),

Chinese (PinyinIME), etc.

In spite of the advancement in ICT, there is no word prediction or syllable

prediction input method for Myanmar language yet on today smart phone. The

attempt of this paper is to outcome a syllable prediction input method for

Myanmar language on Android smart phones. This system leverages the structural

information of Myanmar character formation and syllables prediction mechanism,

with which mobile phone users can input Myanmar text easier and faster.The

writing order of Myanmar language (phonetic based scripts) is left to right and

space do not use between words. In addition, Myanmar language has more

alphabet then English language. Currently, Myanmar input methods on Multi-tap

keypad phone are romanized input [11] and positional mapping [3]. Each method

tries to tackle the input issue in totally different aspects. For example, romanized

input requires to type equivalent pronunciation in English [4]. Romanization

requires more keystrokes or taps because of significant differences of Myanmar

language writing style from Latin based scripts. Key mapping (positional map-

ping), another input method, accepts keys in positional mapping according to hand

writing order of the Myanmar language.

This paper proposes a new input method by predicting Myanmar syllables in

candidate view using both character level prediction and syllable level prediction

mechanism. The organization of the proposed system is as follows: Related work

of the proposed system is described in Sect. 2. After that, Sect. 3 is the place of the

architecture of the proposed system. Experimental results are discussed in Sect. 4.

The last section is devoted to conclusion and further extension.

2 Related Work

Yao Xia-xia [2] proposed a realization of Chinese input method on Android with C

language (also known as native language) rather than Java language that can

reduce the usage of resources and power consumption, and accelerated response

time. Shtinji Suematsu [1] introduced the idea of changing the predicted candidate
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word by estimating the context of users according to the position information from

Global Positioning System (GPS). The idea of predicting words as a context aware

is acceptable. But, the context of predicted word is not only demanded on location

of users. It also depends on the mobile phone users typing usage pattern over time.

YeKyawThu [5] proposedMyanmar Language SMS text entry system forMulti-

tap keypad phone with the idea of consonant clustering prediction. Moreover, for

Myanmar Language, Positional Mapping [3] idea is proposed for small computing

devices such as mobile phones. However, all of these methods are relevant for

Multi-tap keypad phone and the innovative ways to input Myanmar character on

smart phone is still a challenging issue. Jianwei [6] presented hybrid Chinese input

method for touch screen mobile phones that leverages hieroglyphic properties of

Chinese characters to enable faster and easier input of Chinese character on mobile

phone. Ahmet Cuneyd Tantug [7] used n-gram probabilistic and K best Viterbi

decoding to generate a list of predictions for Multi-tap keypad phone. According to

the lecture review, prediction text entry system for Myanmar Language hasn’t tried

out. The proposed system is the innovative input method on touch screen mobile

phone that combined the Position Aware Matching Algorithm and Statistical

Probabilistic Language Model (Bigram model).

3 Architecture of the Proposed System

The design of the soft keyboard on mobile phone is not so easy because it depends

on user experiences, ways to less control to user, size of screen and resources

(memory, complexity), etc. Myanmar characters are more than English character.

Thus, it is pressing problem to set the proper key arrangement with less user

control. According to the experiment, the proper key arrangement according to the

Language Model can also enhance Key Stroke. However, some prediction soft

keyboard can reduce not only key searching time but also Key Stroke per

Character. This paper proposed innovative Myanmar syllable prediction soft

keyboard. The proposed method (iTextMM) runs with two prediction engines:

character level prediction and syllable level prediction as depicted in Fig. 1.

Whenever the user input key to form one syllable in Myanmar language, character

level prediction engine predicts the user’s desire syllable by using Position Aware

Matching (PAM) Model. This model uses Myanmar syllable dictionary as a lin-

guistic resource. After the user commits the preferred syllable from the candidate

list, it can be assumed as one syllable in Myanmar language and the syllable level

prediction engine predicts next syllable in the candidate list with the use of training

corpus from linguistic resources.

In Myanmar language, to be one syllable, E-vowel , Medial

Upper vowel , lower vowel , Anusvara , Lower Dot and

Visarga are written with a consonant.

For example, to enter a word “friend” in Myanmar language, the character

composition is in the following order.
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(tu nge chin; friend)

(consonant) + (lower vowel),

(consonant) + (consonant) + (medial) and

(consonant) + (medial) + (consonant) + (medial) + (Visarga)

Fig. 1 Architecture of the Proposed System
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As a result, typing Myanmar text to be one word is time consuming nature and

to figure out the most effective way to input Myanmar text on today smartphone is

the necessary task. After making an analysis of the Myanmar syllable formation, it

can be seen that there are at most 8 positions in length to be one syllable. It is

impossible to save all of Myanmar syllable with tree structure in mobile phone due

to load excessive traversing time and memory usage. The proposed system figured

out innovative Position Aware Rule Based Matching Algorithm to save memory

consumption and to get quick responsiveness. According to Unicode 6.0, there are

72 characters for Myanmar script and the remaining are for other national dialect

such as Mon, Sgaw Karen, etc. In the proposed system, to predict the next char-

acter only 49 characters are used and tagged with different names according to the

position category.

When all Myanmar syllables are traversed according to positional level, their

possible positions can be seen as shown in Table 1. According to the Table 1, the

characters of the 2nd, 3rd and 4th are unpredictable.

E_vowel is not considered in vowel combination because E_vowel is

always at the first position. Similarly, the Myanmar dependent vowel such as

are not concerned with the proposed algorithm because the dependent vowel are

not combined with consonant to be one syllable in Myanmar language.

3.1 Position Aware Matching Algorithm

For character level prediction, instead of saving Myanmar syllable in tree structure

or indexing with dictionary like LatinIME, to get quick responsiveness, the proposed

system utilized character combination at run time according to algorithm 1.

As shown in algorithm, the system accepts the current user touch key and combines

it with corresponding Finals, Visarga and Annusvara, etc. according to the Position

Table 1 Myanmar character usage with position

1st
position

2nd
position

3rd
position

4th
position

5th
position

6th
position

7th
position

8th
position

Consonant F1-F13 F1-F13 F1-F13 F1-F13 – – –

E-vowel RM1-RM4 RM1-RM4 RM1 V – – –

Left_Medial U1-U3 U1-U3 U3 – – – –

D1-D4 D1-D4 D3-D2 – – – –

V V V – – – –

A A A A A A A

LM – – – – – –

– L L L L L L

F = Final, RM = Right_Medial, U = Upper_Vowel, D = Down_Vowel, V = Visarga,
A = Anusvara, LM = Left_Medial, L = Lower_Dot
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information as shown in Table 1. Finally, the illegal combined syllables are reduced

by analyzing that the combined syllables are contained in the syllable dictionary and

give candidate list to user.

Algorithm-1 Position Aware Rule Based

Matching (Candidate_List)

{Assuming the inputs are current_key,buffer,

needed_vowel_group, syllable_dictionary}

begin

buffer += current_user_pressed_key;

repeat

pos: = Check_Position(current_key);

needed_ vowel_group: = Load_vowel_group(pos);

combined_word : = matching(current

_key,needed_vowel_group);

if(syllable_dictionary.iscontained(combined_word))

Candidate_List.add(combined_word);

else

Discard(combined_word);

until (buffer.length()\8 && !user_commit)

end.

3.2 Stastistical Language Model

After the user has committed one syllable from candidate view, bi-gram prediction

model takes the responsibility of the next syllable prediction. Assume S ¼ s1;

s2; . . .; sn; where si denotes a word. Also, let sij denote si; siþ1; . . .; sj�1; sj and

P X ¼ xð Þ is denoted as P(x). In language model, a unit s occurs based on the

sequence occurring just before. In k th- order Markov models, given a sequence

s1; s2; . . .; si�1 the next word si is assumed to occur based on the limited length K of

the previous history. If K = 0, the occurrence of the next syllable will not influence

on the previous syllable. In this case, P(S) is modeled as unigram model by Eq. (1).

P Sð Þ �
Y

n

i¼1

P Sið Þ ð1Þ

For syllable prediction, two-syllable possibilities of si and Siþ1 is needed to

consider. Therefore, the prediction model for next syllable is modeled as bigram

model by Eq. (2).

P snjsn�1ð Þ ¼
count Sn�1; Snð Þ

count Sn�1ð Þ
ð2Þ
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In the proposed system, bigram predictor takes one previous syllable into

account. It first looks for all lexicon syllables that match the existing syllable

prefix, and then retrieves the bigram probability for each candidate syllable.

In P si; sj
� �

; si is the predicted syllable given syllable sj: To save the response time,

smoothing technique is not used to avoid the data sparseness problem. Moreover,

to get quick responsiveness priority queue is used to sort the candidate syllable

according to the probability ranking. In bigram calculation, linguistic resources

(also known as corpus) play a very important role. In corpus building, real world

messages sample are collected from six different age groups (10–20, 20–25,

25–30, 30–40, 40–50, Over 50) to avoid bias of sample sentences in one domain.

Finally, the system can list the candidate words based on the input sequence.

Otherwise, the users can also manually press a dedicated button on the layout to

generate Myanmar sentences.

4 Performance Evaluation

The proposed system is developed with Java on Android platform (2.2 Froyo).

Also, experiments with six native users (four males and two females) each at

different age groups. Before making analysis, all learners are given 5 min dem-

onstration time and 15 min practice time. Finally, the users were asked to type six

sentences used in daily conversation between friends, and composed of most of the

consonants, vowels, medials, anusvara, lower dot and visarga. Moreover, the users

were requested to type 10 trials and the average time taken and key stroke are

collected separately.The proposed system is evaluated regarding the number of

Key Stroke per Character (KSPC), the time taken to type one Syllable per Minutes

(SPM) and Error Rate (ER) including delete key and extra KeyStroke duce to

errors. These parameters are calculated as shown in the following Equations.

KSPC ¼
cþ icþ F

N
ð3Þ

SPM ¼
N

T
ð4Þ

ER ¼
E

N
ð5Þ

C = Correct Key Stroke

IC = Incorrect Key Stroke

F = Key Stroke to fix typed errors

E = Total Numbers of Errors

T = Total Numbers of Time

N = Total Numbers of Characters
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The analyzing impact of the proposed iTextMM related with the KSPC, ER and

SPM are depicted in Figs. 2, 3 and 4 respectively. These results indicated that in all

age level, the experienced iTextMM users can speed up inputting performance in

speed and reduce Keystroke average 50%. Moreover, the participant were prefer to

select their desire syllable in candidate view instead of typing all the character to

input one syllable for Myanmar text and they all confirmed that the proposed

iTextMM can reduce their key searching time. However, according to the merit of

Fig. 2 KSPC comparison of iTextMM and MyanDroid

Fig. 3 SPM comparison of iTextMM and MyanDroid

Fig. 4 ER comparison of iTextMM and MyanDroid
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Error Rate (ER) the users cannot be benefited with the iTextMM method, because

to fix the undesired syllable choice, it need more key press than MyanDroid.

5 Conclusion

iTextMM tried to figure out a syllable prediction text input method for Myanmar

language on Android touch phone. This method leverages the structural charac-

teristic of Myanmar syllable formation and statistical language model to help users

input much faster and easier. Experiment result shows that iTextMM outperforms

50% in inputting performance than the currently used Myanmar text input methods

on Android touch phone (MyanDroid). These input methods can be furnished with

some personalization mechanism to enhance performance more and can applied

across a variety of devices such as tables, virtual screen (Fig. 5).
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A Novel Technique for Composing Device
Drivers for Sensors on Smart Devices

Deok hwan Gim, Seng hun Min and Chan gun Lee

Abstract Recently the techniques for reading accurate sensor values have

emerged as an important issue. Identifying the context information of a mobile

device by utilizing sensors enables new types of sensor-based applications ranging

from games to scientific exploration software. In this article, we propose a new

technique for composing device drivers for sensors on smart devices. We show

how to increase the accuracy of a sensor by utilizing the correlation of other

sensors. A systematic scheme for composing device drivers is defined.

Keywords Device driver � Sensor � Kalman filter � Smart device

1 Introduction

Recently the hardware capabilities of sensors have been much sophisticated. They

are adopted in many areas including medical, military, and safety related appli-

cations. Even modern smart phones are equipped with various advanced sensors

such as accelerometers and gyroscopes. Unfortunately, typical software of the
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smart phones controlling and reading such sensors are not near to the state of the

art; hence the applications fail to fully exploit the advances of the sensors.

There have been many efforts for improving the performance of the sensors by

correlating their outputs [1, 2]. However, most of them failed to consider the

characteristics and software architecture of smart phones.

In this study, we propose a novel approach for the device driver for the sensors

in smart phones. To put it simple, we present a systematic solution for realizing the

sensor fusion method in the form of an integrated device-driver. We are mainly

focused on the fusion of accelerometer and gyroscope sensors here, however, our

proposed approach can be extended to other sensors easily.

Our proposal has the following advantages.

– Improving the accuracy of the sensors without modifying the applications using

them

– Reducing the overhead for accessing sensors

The rest of our paper is composed as shown in the following. Section 2

introduces related work on sensor fusion and device-driver development approa-

ches. Section 3 describes our approach, the challenges, and the solutions in detail.

In Sect. 4 we show the result of simulation and analysis. Finally, Sect. 5 sum-

marizes our approach and suggests future work.

2 Related Work

There have been active research toward improving the accuracy of the sensors by

using multiple heterogeneous sensors. Kalman filter is one of the most well-known

approaches in this field. In [1–3] they presented techniques for sensor fusion

utilizing accelerometer and gyroscope sensors.

However, the utility of those work is limited to specific hardware platforms. For

example, the solutions proposed in [2–4] were not general in that any changes of

the hardware required re-design of the coefficients of the filter.

Moreover, we argue that it is not trivial to apply Kalman filter in the device-

driver level. In order for the application use the filtered output from Kalman filter,

we need to translate the output to one(s) that the application can understand. This

will be further discussed in Sect. 3.

3 Our Approach

In this paper, we propose a new technique for composing device drivers for sensors

on smart devices. It should be noted that our approach applies Kalman filter to the

device-driver level. In addition, the approach does not depend on a specific

hardware platform, but can be applied to general cases.
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We propose an integrated device driver for multiple sensors instead of having

separate independent device driver for each sensor. For the clarification, we shall

consider a case where the system has two devices, accelerometer and gyroscope

sensors, and present how our approach can be applied.

Figure 1 shows the internal software architecture of an integrated device-driver

for the case. As shown in the figure, the integrated device driver consists of sensor

controllers, a Kalman filter, and sensor-specific translators. Kalman filter takes the

outputs from the two sensors and it calculates the orientation. Then each translator

converts this orientation to value(s) in a format appropriate for the sensor.

In conventional schemes, an application can receive only one sensor data from

a device driver at once; in case an application wants to improve the accuracy of

received sensor data in the schemes, it should issue two requests to the device

drivers. In our approach, the application issues a request, and a value with

improved accuracy will be returned to the application.

Our approach provides the following advantages:

Firstly, legacy applications can receive the benefit of improved accuracy of

the sensors without modifying them in the case of hardware upgrade. This is due to

the fact that, the sensor fusion algorithm is built in the proposed device driver;

hence the application can be ignorant of the other sensors required for the sensor

fusion. For example, an App originally written for iPhone 3 GS would not attempt

to use gyroscope sensor to improve the accuracy of accelerometer. When we

install this App on iPhone 4, the App would get the benefit of the newly equipped

gyroscope sensor without any modification in case our integrated driver is installed

on the phone.

Fig. 1 Software architercture of integrated device driver
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Secondly, we can expect the reduced run-time overhead for accessing multiple

sensors. Typical operating systems have two operating modes, user-mode and

kernel mode, and CPUs have corresponding modes. Most applications are operated

in user mode, but when the system needs to control the hardware device, its

operating mode is changed to kernel mode. Changing between user-mode and

kernel mode incurs run-time overhead [5, 6]. Hence, by reducing the number of

mode changes, the less run-time overhead can be expected. In addition, our

approach can enjoy the faster execution times of IRQ and/or FIQ modes than user

modes, which is a property of ARM processors adopted in many smart phones. Our

approach runs the sensor fusion algorithm in IRQ and/or FIQ modes.1

Our proposal needs the modeling of mathematical interdependency between

sensors, hence if there is a configuration change of the sensors (i.e., addition or

deletion of a sensor), then the another modelling should be done. Another limi-

tation is that our integrated device driver should have a prior knowledge that how

the application will use the sensors. For example, the device driver should know

that which formats of the value, distance or orientation, is needed by the appli-

cation for a given sensor output, such as accelerometer.

Fortunately, the first problem does not occur (or extremely rare) in consumer

smart devices, where the hardware sensor changes are almost impossible after the

purchase by the customers. The second problem can be overcome by analysing the

usage pattern of sensor devices in applications. By identifying those patterns, we

should be able to model the integrated device drivers.

4 Challenges and Solutions

While implementing the proposed idea mentioned in the previous section, we

encountered the following technical difficulties.

1. Kalman filter should be applied to the level where the actual data transition

occurs.

2. Accelerometers in typical smart phones do not have high performance, hence

we cannot calculate angular value with only accelerometers.

3. At kernel mode, transcendental functions such as trigonometrical are not

supported.

In order to solve the first problem, we adopted sensor-specific translator

modules in our integrated device driver as shown in Fig. 1. In the figure, Accel-

erometer Sensor and Gyroscope Sensor indicate the sensor devices. Kalman filter

algorithm finds the orientation (h) from the output of the sensors. Translation

modules translate the orientation into acceleration or gyroscope values. These

values are fx, fy (acceleration values with direction of x, y-axis) or wx, wy

1 Specifically we use WFI to enable the faster execution in IRQ and FIQ modes.
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(gyroscope value with direction of x, y-axis). Hence, application modules such as

EullerAccel and EullerGyro can receive these values. The application EullerAccel

calculates the orientation value from the acceleration values. Similarly, EullerGyro

calculates the orientation value from the gyroscope values.

We found that the accelerometers in typical smart phones are not capable of

finding the orientation due to their low performance. In order to solve this issue,

we exploited the characteristic of smart devices; the range of the movement of

smart devices controlled by humans are quite limited compared to the cases of the

air plane bodies. We modified the formula for calculating the orientation by using

accelerometer as follows:
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Where fx; fy; fz are acceleration with direction of x-axis, y-axis and z-axis,

respectively obtained from sensor. u, v, w are velocity of movement. _u; _v; _w are

acceleration of movement. h, u are euler angular values. g is the acceleration of

gravity. In the formula, we need a navigation sensor with high performance, which

are very expensive thus are not found in typical phones, in order to determine u, v,

w and _u; _v; _w. As mentioned above, we observe that the range of the movement of

smart devices controlled by humans are quite limited compared to the cases of the

air plane bodies. It means that the velocity and direction of movement will not be

greatly changed under normal circumstances.

Therefore we can assume that the velocity of device is nearly uniform. Firstly,

we consider the case where the device is not moving at all. In this case, movement

velocity and acceleration are zero.

u ¼ v ¼ w ¼ 0

_u ¼ _v ¼ _w ¼ 0

�
ð2Þ

Secondly, we address the case where the velocity of the movement is uniform.

_u ¼ _v ¼ _w ¼ 0

p ¼ q ¼ r ¼ 0

�
ð3Þ

In this condition, the movement accelerations are zero and angular velocity is also

zero because the changes of movement are almost nothing. Now we can derive the

Eq. 4 from the Eqs. 1, 2 and 3.

u ¼ sin�1 fx=ðgcoshÞð Þ; h ¼ sin�1ðð�fxÞ=gÞ ð4Þ

Thus, we solved the second challenge.

We solved the third challenge by applying the Maclaurin series. By doing so,

we have the following advantages. Our system can handle the trade-off between

the accuracy of sensor and run-time cost by modifying the number of terms in the
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Maclaurin series. As mentioned earlier, because the movement of smart devices is

practically limited we can reasonably reduce the number of terms in the series.

5 Simulation Results and Analysis

We implemented a simulation model realizing the case of two sensors, acceler-

ometer and gyroscope sensors in Matlab. The number of sample sensor data2 was

41500. Our simulation was done for the case where the errors of accelerometer are

maximized. The application programs (EulerAccel and EulerGyro) did not have to

be re written because our proposed integerated device driver was running.

We compared the results for the original case and our proposed scheme in

Table 1. The error was defined by the difference between the ideal value and the

output from the device driver. As shown in the result, the errors are greatly

reduced by adoption of our approach.

For the case of accelerometer, our approach showed dramatic improvement of

error rates both in average and maximum. Similarly, in the case of gyroscope, our

approach overwhelmed the conventional solution. Most importantly, it should be

noted that we did not have to modify anything of the application.

6 Conclusion and Future work

In this paper, we proposed a novel approach for the device driver for the sensors in

smart phones. Our study presents a systematic solution for realizing the sensor

fusion method in the form of an integrated device-driver. Our approach brings the

advantages of improving the accuracy of the sensors without modifying legacy

applications and reducing the run-time overhead for accessing the sensors. We

showed the cases for sensor fusion of accelerometer and gyroscope sensors;

however, our proposed approach is generic and it can be extended to other sensors

easily.

For the future work, we are planning to apply the complementary separate bias

kalman filter [1] to our integrated device driver for reducing the gyro bias error.

Table 1 Experiment results

Accuracy improvement techniques sensor type Average error Maximum error

Proposed approach Accelerometer 2.0479 9 10-16 1.0658 9 10-14

None Accelerometer 5.1342 21.0584

Proposed approach Gyroscope 0.6300 3.4252

None Gyroscope 22.6693 48.7651

2 Crossbow Corporation. Model: Nav420.
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We also hope to find the sensor usage patterns in the mobile applications. The

power consumption issue for sensor fusion can be another interesting future work.
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Various Artistic Effect Generation
From Reference Image

Hochang Lee, Sang-Hyun Seo, Seung-Taek Ryoo

and Kyung-Hyun Yoon

Abstract Nowadays smart phone is widely converge and the growth of mobile

and small device market is rapidly increasing. And many image based applications

are developed for generating contents. In this paper, we propose a system for

human-friendly image generation from user chosen reference images. In mobile

application research, performance and waiting time is main problems. Because

mobile OS is not fast as PC. So we modify previous texture transfer techniques

considering waiting time and performance. For this, we modified from scan-line

approach to random-access approach. Our proposed system can make various

artistic results automatically. From this framework, we develop android operating

system based smart phone application. This system can be extended to various

imaging devices (IPTV, camera, stylish photo).

Keywords Mobile application � Non-photorealistic rendering; smart phone
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1 Introduction

In recent, various portable devices have been launched and improving their per-

formance. Especially, the smart phone market is growing rapidly in 2010, and

applications for various user styles have been developed. Also more active con-

sumers who make a UCC in their own rights and upload it on their blog or twitter

are increasing. Therefore, human-friendly image generation techniques can utilize

the various portable devices which use images, such as camera or smart phone as

shown Fig. 1.

Non-photorealistic rendering (NPR) [1, 2] is a part of the computer graphics

area, which is a technique to generate human-friendly images. There are some

attempts applying NPR techniques in a portable device application. However,

it has not been tried widely because of limitation of portable device’s performance.

In this paper, we propose an image generation technique which expresses many

artistic effects based on various reference images (Fig. 2). Various techniques are

studied about painting effects [3–5]. There are many approach for expressing

artistic effect, such as stroke, kernel, per pixel. From this, we select pixel based

approach [6, 7], because it is effective in time cost, so good in mobile environment.

For this technique, we use extension techniques of Lee’s directional texture

transfer algorithm [8]. These techniques are effective in time and memory cost,

and it is possible that they can express unlimited artistic styles based on a single

framework. We improved Lee’s techniques and make them to express interactively

drawing effects. From this, we can overcome the limitation of waiting time. Also

our architecture is constructed in parallel process, so it will be possible to use GPU

in future.

Contributions of our paper are as follows. First, this technique is possible to

express various artistic effects based on a user chosen reference image. It can be

used as funny and stylish effect in a photo, and it will create synergy effects by

applying applications using images. Second, we tested various mobile OS and

analyzed performance results. This data will utilize many image processing

researchers who use mobiles.

The rest of this paper is organized as follows. Section 2 presents the archi-

tecture of the proposed artistic image generation system. Section 3 describes the

employed recommendation mechanism based on the free network and method to

overcome waiting time. In Sect. 4, we show the experimental results and perfor-

mances. Finally, conclusion and future research directions are given in Sect. 5.

2 Artistic Effect Generation from Reference Image

Lee’s directional texture transfer techniques [2] can generate various artistic

effects on the results based on a single framework. This method uses texture

transfer techniques [3] and expresses more natural texture effects than previous
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texture transfer techniques by preserving object shape information. These tech-

niques can express artistic effects such as Oil (Van Gogh style), pastel, pen

watercolor and so on. It is a simple algorithm as other NPR techniques and easy to

extend to other portable devices, because it is effective in time cost and use only

small memory size. It is an optimal algorithm to use in portable client devices.

It generates the result by updating each pixel based on a reference image, so

each pixel is selected based on scan-line order (from up-left). It use distance

factors of average color and deviation between the current pixel and the candidate

pixel to find the best texture from the candidate set. For deviation distance, they

define L-shape neighborhood and consider this neighbor. L-shape neighbor means

the pixels already done (Fig. 3).

However, scan line order approach has limitation of interactive visualization.

Therefore, we reconstruct the algorithm for operating random-location order

approach. We use pixels which are already done in square-shape neighborhood

instead of L-shape neighbor (selected neighbor kernel). Also, we find the position

of reference image which has similar pattern with current result area. Figure 4

show the algorithm for finding best suitable candidate pixel from random access

approach (without L-shape neighbor).

Fig. 1 Smart phone App related NPR (I-Phone): (Left ToonPaint, Right PaintMe)

Fig. 2 Overview of our system
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3 Experimental Results and Application

Figure 5 shows the comparing results between the scan-line order and random

access approach. From our new texture transfer techniques, we can express our

result more interactively (Fig. 6). It has more visual effects than the scan-line order

approach and it will be helpful to reduce the waiting time. Figure 7 shows the

result applied in a smart phone. We implement in Android Operation system.

Fig. 3 left L-shape neighborhood and (right) selected neighbor kernel for random access
position, blue and orange color pixel is already processed pixel

Fig. 4 Random access approach method. Current result (left) and kernel generation from current
neighbor. We calculate deviation distance from selected neighbor kernel
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Fig. 5 Random access approach method. Current result (left) and kernel generation from current
neighbor. We calculate deviation distance from selected neighbor kernel

Fig. 6 Our application image (from left top) (a) camera view, (b) mode selection, (c) various
style selection, (d) image selection from gallery, (e) user drawing mode, (f) result view
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We construct DB from various real artist images. Currently, operating proposed

techniques to the server, it takes 3–4 s in VGA image size. If we operate in the

client device, it takes 1 min and half (1 GHz mobile CPU). Thus, we use QVGA

image size and simpler algorithm than the server operator. In this case, it takes

about 20–25 s. Because of using input photos and reference images, it spends only

small memory. Finally, we select four representative style, such as tough oil, soft

oil, pastel, pointillism.

Also we add another techniques using UI. Our application offer user other

drawing mode by finger movement. We tested our system in other mobile OS such

as I-phoneOS (apple) and Bada (Samsung).

4 Conclusion

In this paper, we propose a system for generating human-friendly image based on

user chosen reference images. To use in a mobile device, we reconstruct Lee’s

texture transfer techniques and it is possible to show drawing steps interactively.

To reduce the waiting time, we use a server if it is possible to use free network.

Our techniques can express various artistic effects according to consumer’s style.

Fig. 7 Various result from our system
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Currently, we adapt our system to other smart phone operation and we expect that

it will be used in diverse image devices.
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A Photomosaic Image Generation
on Smartphone

Dongwann Kang, Sang-Hyun Seo, Seung-Taek Ryoo

and Kyung-Hyun Yoon

Abstract As the usage of mobile device, such as smartphone is becoming com-

mon, persons’ interests in user created contents (UCC) are increasing gradually.

Especially, the mobile devices combined with camera make that anyone can create

UCC easily. In this paper, we introduce the implementation of smartphone

application for converting an image which is taken by the phone into a non-

photorealistic photomosaic image. Generally, photomosaic requires large database

in order to create high quality result. Because the resource of mobile device is

restricted, it is hard to store the large database of photomosaic in mobile device.

We obtained the effect which increases the database by using the database which

consists of rotatable images. We also offer a solution for the performance issue of

best match search.

Keywords Photomosaic � Smartphone � Database � Best match search
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1 Introduction

As the mobile devices such as smartphone, PDA, PMP and etc. are developed, an

environment that users can create contents directly is formed. The social network

services such as YouTube (http://www.youtube.com), Flickr (http://www.

flickr.com), and Facebook (http://www.facebook.com) which share the user-cre-

ated contents (UCC) are popular. The commercial advertisements using the UCC are

being given a great deal of weight on Internet. Currently, the UCC is just made by

editing photo or video manually. Therefore, the method which assists the user to

make more high level UCC is required in future. Non-photorealistic rendering

techniques can be used for it.

The photomosaic which generates a target image using a lot of photographs as

tiles is one of the most popular NPR techniques. As the smartphones with a built-in

camera are being popular, snapshots are frequently taken by the user, so that

snapshots are good material for making the UCC and are appropriate for the

reference image of photomosaic. If the photomosaic is achieved on smartphone,

then it will be enabled to make the UCC using photomosaic image which is

generated using snapshots in the smartphone and share it on the social network.

However, photomosaic requires large database, so that it is not desirable to store

database into the smartphone with limited resource. In this paper, we propose a

method that efficiently implements the photomosaic on smartphone. Using rotating

photographs in database, we obtain an effect which is similar to use large database.

In order to rotate photographs, we use rotatable object images.

2 Related Work

General A photomosaic is a mosaic method that represents a source image using

photo tiles. This technique proposed by Silvers [1] is composed of following

simple steps: first, divide a source image into the blocks that tile will be attaches

on; next, search the nearest neighbor image of each block from image database;

and finally, replace the blocks with searched nearest neighbor images.

After proposed the photomosaic by Silvers, Finkelstein and Range [2] sug-

gested a method that employ a hexagonal block division and apply a color cor-

rection. Kim and Pellacini [3] made a applied photomosaic method that represents

a source image using the packing of arbitrary shaped image tiles. Besides the

above, various photomosaic extensions such as video mosaics [4] or 3D mosaic [5]

are developed.

Nicholas Tran [6] studied the performance of suggested the effectiveness for a

measure of the performance of photomosaic. The effectiveness means the simi-

larity between a source image and result image of photomosaic. Generally, in

order to enhance the effectiveness of photomosaic a huge image-database is

required. Because the existence probability of image more near to the block of
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source image becomes high as the size of database grows. As mentioned before,

large database of photomosaic is not adequate for the smartphone which has

limited resource. Therefore, to utilize the database efficiently stands out as the one

of the most important issue of photomosaic algorithms (Fig. 1).

The stack mosaic [7] which is a variant of the photomosaic is the technique that

represent target image by placing several tile layers. This technique is similar to

the photomosaic in the fact that both of them make an image by composing several

images. However stack mosaic places arbitrary shaped images which are rotated

by various angles.

In general, the quality of the photomosaic result is in proportion to the size of

image database. This means that the photomosaic requires a large database. On the

other hand, stack mosaic obtains the effect that the size of database is dramatically

decreased by using the rotated images in database. Because stack mosaic uses

images of rotatable objects as tiles, there are holes between tiles. Therefore, stack

mosaic places several layers of tiles in order to cover the hole. This is visually new

style of photomosaic.

The Stack mosaic has a limitation that the cost of rotating tile layer and each tile

is very high. This is not adequate for the environment of smart phone which has

limited resource such as the size of memory, the clock speed of processor, and etc.

In this paper, we present the method which overcomes above limitation on

smartphone.

3 Algorithm

Our algorithm is divided into two steps: optimization of the database of object

images and generation of result image on smartphone. In this section, we present

the detail of each step.

Fig. 1 Photomosaic (left)
and stack mosaic (right)
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3.1 Optimization of Image Database

There are two considerations about image database of the stack mosaic. The first

consideration is uneven distribution of images in database. Because our method

uses limited size of database, the color that our database can express is very

limited. We solve this problem by diversifying the color of image in database.

By applying the transform of the intensity, color, saturation, and contrast on

each image, we generate additional images which slightly differ from original one.

If the degree of the transform is excessively high, artificial images can be gen-

erated. Therefore we adjust the degree of transform appropriately (Fig. 2).

Second consideration is the size of image database. In general, the size of

available memory of smartphone is relatively smaller than the PC. Therefore, the

database should be compact in order to load into the smartphone.

Fig. 2 Transforms of image in database: original image, intensity transform, color transform,
saturation transform, contrast transform

Fig. 3 The feature of each image in database: average color of each grid is stored in index

Fig. 4 Placement of tile
layers
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In this paper, we employ the k-means clustering [8] in order to reconstruct the

image database. This method aims to images in database into k clusters which

consist of similar images. We take a representative image per each cluster, and

construct the database using these images. Therefore, it is possible to control the

size of database by adjusting the k.

For searching process of next step, we store the feature of each image of

database into the index. We divide each image into several grids, and employ the

average color of each grid as the feature (Fig. 3).

3.2 Generation of Stack Mosaic

In order to generate stack mosaic, each part of target image should be replaced by

an image which is similar to the part. First of all, we divide target image into grids,

Fig. 5 The results of our algorithm
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then search the best match image in the database. This process is similar to the

photomosaic algorithm. We obtain the feature of each grid in the same way we

present in Sect. 3.1, and calculate the L2 distance between a feature of grid and

each feature in index. Finally, we select the shortest distant image, and replace the

part of target image with the selected image.

Unlike original stack mosaic [7] which has several tile layers, we employ only

two layers. Although, to place several layers makes more visually pleasing result

than ours, our method decreases the execution time. Moreover, to align grid with

arbitrary angle is relatively expensive operation which causes low performance.

We eliminate the process which aligns grids by placing upper layer to cover the

hole of lower layer, so that obtain high performance (Fig. 4).

4 Results

We implemented our application on Android Gingerbread on Samsung Galaxy S.

We used 800 9 600 target images and database which consists of 16 9 16 coin

images. We set the value of k to 300. In these setting, the execution time of our

application was 1–2 s. Figure 5 shows the results of our algorithm.

5 Conclusion

In this paper we proposed the stack mosaic method on smartphone. Due to the

limited size of memory, we optimized the database using k-means clustering.

We also suggested the method that places two tile layers cost-effectively. In

conclusion, we implemented efficient stack mosaic application for smartphone.
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